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Simulated Home Interview 
By Television 
WILLIAM R. McGRATH and CHARLES GUINN, respectively, Director and Trans­

portation Planning Assistant, Dept. of Traffic & Parking, New Haven, Conn. 

•DURING 1962 the New Haven Department of Traffic and Parking undertook an origin 
and destination survey specially designed to meet their technical needs within a se­
verely limited budget. What is believed to be the first attempt to combine the low cost 
of postal surveys with the inherent advantages of personal interview was employed. 
Mass interview by television was substituted for the standard door-to-door technique. 
It was hoped by this means to obtain the accuracy and control of the home-interview 
method at a fraction of usual costs. This report discusses the factors establishing 
this interviewing technique, the actual technique employed, and the results of the sur­
vey. 

The city of New Haven needed an areawide transportation study as a sound base for 
traffic planning by the traffic department. It was evident that the study must develop 
detailed information of traffic generation and travel patterns in the greater New Haven 
area to fulfill the purpose. These also had to be used for all other aspects of the work; 
therefore, a low-cost field survey technique was mandatory. 

An essential phase of the transportation study was a complete 0-D survey, because 
no field survey of this magnitude had ever been conducted for the metropolitan area. 

The scope of the planning program to be based on the survey included expansion of 
the travel pattern, trip distribution by mode, and trip assignment to the street net­
work. The goal was to generate present and future travel patterns on any proposed 
street network. This would be accomplished by simulating a street network and as­
signing the 0 and D movements by computer. In this manner any proposed street 
change could be checked for its effect on the entire system. 

Inasmuch as the survey had to be adaptable to expansion to a target year based on 
future land use, population, and socio-economic changes, a detailed analysis of traffic 
generation and travel pattern for the entire metropolitan area was required. Trip 
characteristics such as mode, purpose and time had to be determined. Also, related 
factors such as auto ownership, income and persons per dwelling unit were needed. 
Land use at the trip end was required for analysis of transportation-land use relation­
ships important in determining future travel patterns. A complete land-use survey of 
New Haven was included in the CRP program, therefore, the necessary land-use data 
were available for the transportation study. 

The need for detailed information to study the effect of changes in the street sys­
tem required the use of small traffic zones. The use of large traffic zones would not 
permit adequate simulation of traffic flows on the street network, because any large 
zone would contain too large a portion of the street system. The number of zones 
needed for the greater New Haven area was determined to be over 500. A large 
sample was desired to insure a representative sample for each zone. 

The need for a low-cost, large-sample interviewing technique eliminated the stand­
ard home-interview technique from consideration; yet, the detail and accuracy obtain­
able from this interview technique were desired. Therefore, an interview technique 
that would combine the detail and accuracy of the home-interview approach with the 
low cost of a postal survey was developed. 

By using census tracts as traffic zones and enumeration districts as subzones vast 
amounts of data concerning land use, population, and transportation characteristics 

Paper sponsored by Committee on Origin and Destination. 
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became available to the survey. These data included population, age distribution, 
number of dwelling units, housing standards, family income, and actual dwelling unit 
characteristics. In a similar manner, these data could be used to "debias" the sample 
by determining the degree of variation and correcting for it. 

Census information made possible the use of a postal survey; however, a high de­
gree of accuracy still had to be obtained from this detailed postal questionnaire. To 
achieve accuracy, the personal contact so important to the home survey had to be in­
jected into the postal survey. The best low-cost method of achieving personal contact 
with the public seemed to be by television. It was decided that a properly developed 
television program could provide the necessary contact to generate accurate answers 
to detailed questions. 

The traffic department developed a postal questionnaire which could be coordinated 
with a television explanation. The questionnaire was adapted from the standard home­
interviewform; however, some changes were made to accommodate a postal form. The 
formconsistedoftwo 6- by 9- in. attached cards. Onecard(Fig. l)containedtheinstruc­
tions for completing the questionnaire and a plea for public support. The other card (Fig. 2) 
contained the survey questions. The postal questionnaire itself encouraged the public to 
watch the television program for a clear explanation in completing the form. 

The distribution of the survey questionnaire was similar to most postal surveys. A ques­
tionnaire was addressed to each dwelling unit in the fourteen town metropolitan area; this 
required 100, 000 questionnaires. They were mailed under a bulk rate which cost 2. 5 cents 
per questionnaire. They were bundled according to town to facilitate mail handling. The re­
turned questionnaires were received under a business reply permit which cost 6 cents 
per return. The mailing of the questionaires was scheduled to have them arrive on the 
day before the television progam. 

GREATER NEW HAVEN TRAFFIC STUDY 

Do YOU wonder why THEY don't do somethinq about 
traffic? 

YOU are THEY! 

YOU can do something about the TRAFFIC PROBLEM 

PLEASE COMPLETE AND RETURN 
THIS QUESTIONNAIRE 

Tnrormalion !s needed concern ing {ravel habils of people 1hroughoul the 
en tire a rea lo bg able lo p lan fur ther lra nspor la lion improvemenls for 
YOU. Answers from o il persons in lhe Greo ler N ew Haven A rea ore 
needed for a complete survey. 

WATCH TV CHANNEL 8 - TUESDAY - JUNES. 8:00 P.M. 
Half hour program on Traffic and Traneit - aid in completinq thla form 

Please include ALL TRIPS made, during one enlire week­
day (4 a .m.-4 a .m.) by EACH person, living a l your address, 
over 5 years of age. 

Record, separately, each BUS, TAXI. AUTO-DRIVER. a nd 
PASSENGER trip, regardless of who owns the car. 

A 1rip (for the purpose o! th is survey) slorls al one poln l (!or example: 
l 13 Campbell Ave .. Wes t Ho ven) and ends a l a dlHeren l po int Oa r 
example: 2 100 Dlxwell Ave, Ha mden) Whe n you finish lhere and go 
lo another place (or relurn lo 113 Campbell Ave., W est Haven) Iha! would 
be another lrlp 

Trips mode logelher , by more lhan one member of lhe family, would be 
recorded as seporo le lrips by ea ch person_ Thus a shopping lrip, by 
husband and wile, in the some car, would be ente red as lwo sepora le 
trips (one ou!o-driver and o ne pa ssenger) to the store, and two separate 
trips returning from the store, 

DROP IN ANY MAIL BOX 
POSTAGE IS PREPAID 

This is an officia l Junction of lhe New Haven City Govern menl - No 
commercia l ac ll vity of any sorl is involved 

R 52 

Dept of Tra Hic cS. Parking 
William R McGrath , Direc lor 

Fi gur e 1. 
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GREATER NEW HAVEN TRAFFIC STUDY 

Please comple le, de loch, and moi l 1h!s q uestionnaire. All answers will be 
slrldly confide nlio l. Pos lage is PREPA lD - just drop i r: lo a ny moil box. 

I Numbe r o l persons in lom ily , li ving a l home, over 5 yea rs old 

2 Number o l possenqer a n s owned by perso ns liv inq al this address 

3 Type o f park.Ing lor possenqer cars a l home: I Goroqe O 2-Drivewoy O 
3-Lol O 4-S lreet O 

4.. Did you fill th is oul during lhe specia l TV prog ram? Yes No 

Do le fo rm comp\eled 

Please Jisl a ll trips made, from 4 a.m. yeslerdoy un til 4 o.m. today, mode by 
each pe1son , living o l your home, over 5 years o ld. G ive comp le le a ddress or 
nooresl in tersection 

~n~~~I ~ ; : ~~"'·~~ ~~d~;rn 
t°:fi:.~:.·~ ;: ~.M~·:?8~ 'M~~~1§ 

Figure 2, 

One half-hour of television time, 8:00 PM to 8:30PM on Tuesday, June 5, was 
donated by the local station as a public service. A television show was produced by 
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the traffic department and the television studio which would clarify the survey ques­
tionnaire and encourage return of an accurately completed questionnaire. The pro­
gram was made up of film clips and interviews of certain officials designed to associate 
the viewer with national and local traffic problems so that he might feel something 
should be done to alleviate the problem and that completion of the questionnaire would 
contribute substantially to the solution. 

A large section of the program was devoted to a detailed explanation of the ques­
tionnaire. A large-scale questionnaire was displayed and a step-by-step explanation 
of the questions was conducted. Various typical travel situations were discussed and 
clarified. At the close of the program local officials gave a plea for a large return of 
the completed questionnaires. 

An advertising campaign was organized to encourage the public to watch the televi­
sion program. The major medium employed was the local television station on which 
the program was to be shown. However, daily and weekly newspapers as well as radio 
stations were used to get across the "Watch the TV Program and Help Solve the Traf­
fic Problem" message. 

The returns were control coded by home zone (zone of residence) and the total 
number of returns per zone was tabulated. The percentage return was calculated by 
comparing the total number of dwelling units in each zone with the total returns for 
that zone. The total number of dwelling units was determined from the census data. 

The returns were analyzed for bias by comparing the return percentages by zone 
with income, auto ownership and distance from the center. For a further check for 
bias the number of total trips per dwelling unit reported for each zone was correlated 
with income, auto ownership and distance from the center. 
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TABLE 1 

GENERATION CHARACTERISTICS 

City Year Population Trip/Person Person/ Trip/ Persons/ Car/ 
Car DU DU DU 

Chicago 1956 5,169,663 1.92 3 . 85 5. 96 3 .10 0.80 
Detroit 1953 2,968,875 1. 77 3.51 5.88 3.31 0.94 
Washington 1955 1,568,522 1. 67 3. 75 5.05 3.02 0.81 
Pittsburgh 1956 1, 472, 099 1. 61 3. 75 5.26 3.26 0.87 
st. Louis 1957 1,275,454 1.94 3 .48 6.05 3.12 0.90 
Houston 1953 878,629 2. 22 3.43 7.16 3.22 0.94 
Kansas City 1957 857,550 2.18 3.26 6.69 3.07 0.95 
Phoenix 1957 397,395 2.29 2.87 6.88 3.01 1. 05 
Nashville 1959 357,585 2.29 3.35 7.52 3. 28 0.98 
Fort Lauderdale 1959 210, 850 1.69 2. 72 3.63 2.15 0.79 
Charlotte 1958 202,272 2.36 3.28 8.10 3.43 1. 05 
Reno 1955 54,933 2.48 2.43 6.87 2.77 1.14 
New Haven 1962 408, 172 2 . 31 2.50 7.25 3.12 1.24 

As a means of further control large sample (60%) home interviews were taken for 
selected zones (7 of 500) and the results of these were compared to the TV-postal 
survey for those zones. The number of trips per dwelling unit by time, mode and 
purpose were correlated for each survey technique. In this manner the TV -postal 
survey was checked for time, purpose and mode bias. 

The postal survey was debiased by purpose and mode by applying differential ex­
pansion factors. Factors were also used to expand the returns to 100 percent for 
each zone. 

RESULTS 

The number of usable returns totaled 11, 000, which constituted a 10 percent sam­
ple. This was considerably below the originally anticipated and desired return of at 
least 20 percent. Conversely however, the percentage of unusable replies was quite 
low, less than 0. 5 percent of the total. The percentage usable returns by zones was 
found to vary directly with income. A 30 percent return was common in zones with a 
mean family income over $10, 000 per year, but the return was as low as 1. 5 percent 
in zones with family income below $4, 000 per year. 

The bias favoring high income groups resulted from the large reply from a higher 
auto ownership group than the mean. This tended to inflate the survey results since 
high income, high auto ownership groups exhibited a high trip per dwelling unit rate. 
The use of many small zones made it possible to dampen this effect since small zones 
possess more uniform social-economic factors than large zones. The over reporting 
of trips per dwelling unit was offset by applying reduction factors based on the dif­
ference between auto ownership as reported and the actual auto ownership of the zones. 

The breakdown of trips per dwelling unit by mode indicated "under reporting" of 
auto passenger trips. Correction for this bias was achieved by determining auto oc­
cupancy as reported and adjusting auto passenger trips to a reasonable auto occupancy 
rate determined by roadside observation. 

The questionnaire asked, "Did you fill this out during the special TV program?" 
The question was intended to determine the pattern variation between viewer and non­
viewer replies. It was hoped that in this manner the effect of the television interview 
on accuracy could be analyzed. Unfortunately, the format of the TV program as fi­
nally developed did not make this possible. The original concept called for an inten­
sive 30-min interview during which the viewer would complete his questionnaire. 



There was to be a minimum of extraneous material in the program. The television 
question was worded with this in mind and the questionnaire form was printed. 

5 

The television station officials convinced the traffic officials that a program con­
taining a long interview period would not gain a large audience. As a result, the 
length of the actual interview time was substantially reduced. The reduction in inter­
view time removed the possibility of the viewer completing the questionnaire during 
the program; therefore, the wording of the question no longer applied. Many replies 
were marked that the questionnaire was not completed during the program, but written 
notes on the cards indicated the person replying had watched the program. The word­
ing problem removed an analysis of the television effect on returns since non-viewer 
replies could not be compared with viewer replies. 

Several problems were encountered in performing the survey. The greatest prob­
lem was to gain public attention for the television portion of the survey. Since only 
one television channel was used in an area which has about four-channel coverage, 
switchover from the traffic program was possible and very probable. An increased 
publicity campaign would reduce the number of viewers changing channels, however, 
a more effective method would be blanket coverage of all channels. 

The bias in the sample appears to be no different than a normal postal survey. 
The generation factors determined from the New Haven survey are compared with 

similar generation factors from other transportation studies in Table 1. The New 
Haven generation seems reasonable especially in view of New Haven's high auto owner­
ship rate of 1. 24 autos per dwelling unit which would cause a high trip per dwelling 
unit rate. 

A percentage breakdown of total trips by purpose is given in Table 2 for New Haven 
and from other transportation studies. The New Haven percentages are close to those 
of metropolitan areas of similar size. The social-recreational percentage is slightly 
higher than the other studies, however, thismightbe due to the later New Haven date, 
June 5. 

The bias encountered in auto ownership was chiefly caused by under reporting for 
dwelling units from which no trips were made that day. The largest portion of "no 
trip" dwelling units also were "no auto" dwelling units. Thus, as the percentage of 
dwelling units without autos decreases and auto ownership increases the bias decreases. 
An example of this bias is shown by analyzing the lowest income area in the New 

TABLE 2 

PERCENT BY PURPOSE COMPARISON 

City Survey Home Work Business Shop Soc. -
Date Rec. 

New Haven 1962 39.6 19.0 10.1 9.6 13.1 
Chicago 1956 43.5 20.5 12.4 5.5 12.8 
Detroit 1953 39.5 23.5 6.9 8.2 12.1 
Washington 1955 41. 7 23.4 6.6 8.2 7.1 
Pittsburgh 1958 43.4 21. 0 13.5 8.4 7.9 
St. Louis 1957 40.5 20.8 6.0 10.5 12.3 
Houston 1953 40.3 18.9 7.1 10.1 10.8 
Kansas City 1957 38.4 20.6 6.7 9.9 12.9 
Phoenix 1957 37.2 18.2 7.9 11 . 5 11.2 
Nashville 1959 37.6 19.1 6.5 10.5 13.6 
Fort Lauderdale 1959 38.6 17.2 11.7 13.8 12.9 
Charlotte 1958 36.6 21. 9 7.5 9 . 0 12.8 
Reno 1955 38.6 16.9 11.2 10.4 14.3 

Average 39.6 20.2 8.7 9.7 11.7 
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Likewise, it permits the removal of erroneously listed buildings or addresses. It 
permits the proportion of sample to total dwelling units to be systematically adjusted. 

Survey Teclmiques 

Assuming that the list of dwelling places selected as a sample is representative of 
all dw 11 ing places in the urban area, how good is the interview proce:,;:; in obtaining 
complete household trip information? What improvements can be made to insure the 
complete reporting of all travel tal<ing the traveler outside of the block origin? 

The standard interview procedure involves the following: (1) the mailing of a "Dear 
Householder" letter to the sample address in advance of the travel day, and (2) a per­
sonal interview with at least one responsible adult living at the sample address within 
three days after the travel day. This procedure has been extensively used in the past. 
It consistently under reports travel. 

To overcome this systematically occurring discrepancy, three modifications to the 
basic interviewing procedure have been devised. The first of these modifications is 
simply requiring the interviewer to interview all persons 16 years of age and older at 
the assigned sample address. This is accomplished by making at least one personal 
visit to the sample household to obtain detailed information on the travel made by 
all members of the household. Additional callbacks, either in person or by telephone, 
are made to those members of the household not originally interviewed in person to 
verify the completeness and correctness of the information already obtained. 

The second modification, not used in the Niagara Frontier home interview survey, 
is to encourage the voluntary reporting of trips made by the respondents but not re­
membered until after the completion of the personal interview. This is done by leav­
ing a small card with the respondent at the close of the interview. On the card is a 
request for any additional travel information and instructions for reporting such travel 
by telephone. 

The third modification is that exemplified by the "pre-interview' technique. Pre­
interview identifies an interviewing procedure which features before and after travel 
date visits to the household by the interviewer. Trip cards on which travel data can 
be recorded are left for each member of the family on the interviewer's first visit, 
who at the same time explains their use and arranges for a return visit to the house­
hold as soon after the travel date as is mutually convenient. On the s econd visit, the 
interviewer reviews the trip cards completed by members of the household and trans­
fers this information plus additional household and person data to the standard inter­
view form or document. 

In comparison, the "standard" technique involves one visit to the household by the 
interviewer, conducted as soon after the travel date as is possible. In this case, the 
interviewer obtains the data by question and answer eithe1· directly from the respondent 
or from members of the household present and familiar with the travel of those mem­
bers not present at the time of the interview. No trip cards or other respondent travel 
logs or diaries are used. 

BACKGROUND OF PRE-INTERVIEW TECHNIQUE 

How did the pre-interview technique come about? Unfortunately, no complete his­
tory is available. It has long been believed that if person contact could be established 
with the household prior to the travel date, then more complete and accurate travel 
data could be obtained from that household. The question then was as it is now: Would 
the improvement in trip reporting more than compensate for the additional interviewer 
time and cost involved in using this procedure? 

The first attempt to determine this came about with an origin and destination survey 
conducted in New Orleans several years ago. No conclusive results were obtained at 
that time. Since then this teclmique has been experimentally utilized in the Pittsburgh 
and Penn-Jersey Transportation Studies. In the former application, the results were 
promising, although not conclusive enough to warrant a full-scale adoption of technique 
for the home interview survey in Buffalo. The results obtained in the latter application 
indicated no basic improvement over the standard interviewing technique developed dur­
ing the past several decades. 
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THE NIAGARA FRONTIER HOME INTERVIEW SURVEY 

The Niagara Frontier Transportation Study cordon area encompasses an area of 
approximately 800 square miles, containing over 400, 000 dwelling places. It includes 
the cities of Buffalo, Niagara Falls, and Lockport and the suburban towns and villages 
adjacent to these cities. 

In thls area, 4 percent of the field-listed dwelling places were selected as sample 
units. This produced a total of over 16, 000 scheduled interviews, of which 13, 000 in­
terviews were completed. The selected samples were divided into three groups: 80 
percent to be interviewed by the study' s consultant, 10 percent to be interviewed by 
NFTS personnel using "regular" interview techniques, and 10 percellt to be interviewed 
by NFTS personnel using pre-interview technique. Personnel employed by the study's 
consultant were under instructions requiring that the interviewer or the editing staff 
personally contact each respondent sixteen years of age and older by means of personal 
visit or a telephone call after the initial interview. The same instructions were in 
effect for NFTS personnel only during the last five weeks of the interviewing period. 
Otherwise interviewing instructions, data requirements, personnel supervision and 
administration were essentially identical between the two organizations. 

In brief, interviews have been classified into groups, depending on the organization 
to which the sample was assigned and the degree of personal contact obtained with the 
residents of the household. Emphasis is placed on the effectiveness of intensive inter­
viewing and the pre-interview technique, taken singly and in combination with each 
other, in improving trip reporting in comparison with conventional techniques. 

RESULTS 

Figure 1 gives the basic Niagara Frontier home interview survey results as a func­
tion of the organizations and techniques involved. The completed interviews and trips 
reported for the NFTS regular, NFTS pre-interview, contractor, and total home inter­
view survey are shown. In this paper, trips reported are raw data, since no trip link­
ing or collapsing of passenger ride-to-ride trips has been done. These data have also 
been calculated and graphed as reported trips per household and reported trips per 
capita. There is a difference in the household rates (7. 5 for NFTS versus 8. 0 for the 
contractor) and a similarity in the per capita rates (each is on or about 2. 3 trips per 
person). 

Is there any appreciable difference in the average household characteristics of the 
interviews completed by each organization? In addition to trip and interview data, 
Figure 1 also gives average persons per household, average automobile ownership, 
and average family income. The numeric values shown for each of the listed family 
characteristics remained practically identical between organization and technique 
group. This substantiates the contention that each group is a representative sample 
of the same universe of dwelling places. It also shows that any differences in interview 
rate or trip reporting cannot be attributed to differences in family characteristics but 
are a function of organizational efficiency and the interviewing techniques. 

Figure 2 shows the number of completed interviews and trips in households where 
one person 16 years of age and older was interviewed and in households where two or 
more persons 16 years of age and older or all persons 16 years of age and older were 
interviewed for the same organization and technique groupings as before. These data 
have also been calculated and plotted as reported trips per household and reported 
trips per capita. 

The results are somewhat contradictory. NFTS interviewers show a higher house­
hold trip reporting rate in families where only one person 16 years of age or older was 
interviewed. The opposite of this is indicated by the trip reporting rates of interviews 
conducted by the contractor. Here the higher trip reporting rate occurs in families 
where two or more persons or all persons 16 years of age and older were interviewed. 
The major difference between NFTS and contractor interviews lies in the percent of 
households where two or more or all persons 16 years of age and older were inter­
viewed. The values are 52, 57, and 87 percent for the NFTS regular, NFTS pre-
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interview, and contractor, respectively. Herein lies one explanation for apparent 
differences in household trip reporting. In NFTS interviews, households where two or 
more or all persons 16 years of age or older were interviewed were those which tended 
to be small in size, own fewer cars, and have a lower family number than the compa­
rable contractor group. In NFTS interviews, the interviewer was usually able to com­
plete interviewing the adult members of this household on a single visit - hence those 
16 years of age and older were considerably easier to reach and, as a household, made 
fewer trips than the comparable contractor group. 

Therefore, the 30 to 35 percent difference consists of households having an above 
average number of trips per household, persons per household, automobile ownership, 
and family income. 

The results for reported trips per capita are as expected. Households where only 
one person 16 years of age and older was interviewed report approximately 2. 1 trips 
per capita, whereas, households where two or more or all persons 16 years of age or 
older were interviewed report approximately 2. 4 trips per capita. This indicated that 
interviewing more than one adult member of the household does pay off in terms of in­
creased per capita trip reporting. However, these figures are not inclusive enough 
to warrant further estimates as to the total effects of intensive interviewing. 

Figure 3 analyzes the basic results of the NFTS pre-interviews in terms of those 
households using or not using trip cards. If in any household one or more members 
used trip cards, then that household is considered to be one using trip cards. 

Households not using trip cards report an average of 6. 1 trips per household, while 
those using trip cards over 9 trips per household. Similar results are indicated for 
trips per capita. Households not using trip cards report approximately 2. 0 trips per 
capita while those using trip cards report approximately 2. 5 trips per capita. This is 
3 trips per household and half a trip per person greater per day for those using trip 
cards. Clearly there must be an explanation for this phenomenon. 

Figure 4 shows the differences in household characteristics between those using 
or not using trip cards. The users as a group are more likely to be residents of single­
family dwelling units, to own more automobiles, to have a higher average family in­
come, and to have larger families. The household differences between the two groups 
are of such a magnitude that they must not be ignored. 

CONCLUSIONS 

The two basic conclusions obtained are as follows: 

1. The pre-interview technique does not increase trip reporting. It facilitates the 
reporting of trips by those who are willing to complete the trip cards. Those who do 
use trip cards normally make more trips and have different household characteristics 
than those who do not use trip cards. 

2. Intensive interviewing, where the goal is personally to interview all members 
of the household 16 years of age and older, does increase trip reporting in proportion 
to the attainment of this goal. 

Both the pre-interview and intensive-interviewing techniques are somewhat more 
expensive in terms of interviewer man-hours and miles driven than the standard tech­
nique. Therefore, increased expenditures on intensive interviewing are justifiable 
inasmuch as better data can be obtained for the incremental investment. This is not 
true for the pre-interview technique. 

Therefore, use of intensive interviewing procedures is recommended in future home 
interview surveys. 



Inventorying an Arterial Network for 
Computer Assignment: Methods and 
Implications 
KENNETH SHIATTE, Associate Transportation Engineer, Upstate New York 

Transportation Studies 

•HISTORICALLY, the inventory of transportation facilities has accompanied land-use 
and origin-destination surveys as one of the three major inventories of a transporta­
tion study. This inventory provides the base for determining the deficiencies of the 
existing arterial network and the starting point for planning future improvements . Of 
prime importance is the use of the inventoried network for traffic assignments, and 
the requirements of this assignment proc-
ess dictate many of the criteria for de­
signing the inventory. 

The inventory must express the arte­
rial network in a numeric or mathemati­
cal form since the traffic assignments are 
accomplished by use of computers. The 
inventory must also be designed to ac­
commodate network revisions so that 
traffic assignments can be made on: 

1. The present network. 
2. The present network plus committed 

construction. 
3. The present and committed system 

plus additional facilities planned to 
meet future traffic demands. 

Finally, the methods developed for inven­
torying the facilities must also make it 
possible to code the network rapidly so 
that it can be tested early in the study 
process by initial traffic assignments in 
order to calibrate the assignment model 
for future assignments. 

Based on previous experience it has 
generally taken six months or longer to 
inventory and code an arterial network 
for a study area the size of the Niagara 
Frontier before the first traffic assign­
ment could be made to the network. A 
six months' inventory would have produced 
an impossible scheduling problem for the 
Niagara Frontier Transportation Study. 
It was, therefore, necessary to develop a 
method that would meet the requirements 
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above and at the same time produce an inventoried and coded network in a minimum 
amount of time. 

This paper describes the method developed by which the arterial network of Niagara 
and Erie counties was inventoried within two months. This two-county area has a pop­
ulation of 1, 300, 000 people , and the network, as finally defined, consisted of 3, 900 
miles of streets and highways, described by 2, 020 nodes and 3, 330 links. Essentially 
a paper survey, the inventory involved a minimum amount of field work to supplement 
the available data on the highway and street characteristics of the study area. 

ORGANIZATION OF STUDY AREA 

In addition to the artedal system within Erie and Niagara counties, a skeletal net­
work within adjacent counties was selected and inventoried to simulate trips from 
these external areas. 

As a first step in organizing this total area, a 14-sq mi grid was laid out over Erie 
and Niagara counties with the X-Y axis oriented east-west and north-south, respec­
tively. This grid was then used to organize the two counties into 514 traffic zones 
ranging in size from 14 sq mi to 16 sq mi, with the size depending on the density of 
development. The basic grid used was identical to that used in coding the land-use 
survey. All traffic zones were made multiples of these quarter square mile areas, 
thus readily permitting the summary of all land-use data by traffic zone. The external 
area was similarly organized into 31 traffic zones, however, no basic underlying grid 
was used. Instead, each county was generally divided into four traffic zones of equal 
size by a pair of north-south and east-west lines. 

To provide a basis for the orderly numbering and the grouping of traffic zones into 
districts, a system of rings and sectors was laid out along zone boundaries. These 
ring and sector boundaries along with the layout of traffic zones within the study area 
are shown in Figure 1. The rings are essentially concentric belts with a common 
origin at Niagara Square in Buffalo. Sectors are wedges of approximately 36 degrees 
radiating outward from the common origin of the rings. Section boundaries have been 
oriented generally to bracket outlying communities. 

Each district is identified by the 2-digit number enclosed in a circle. These num­
bers correspond to its ring and sector location. Once the traffic zones were grouped 
into districts they were then numbered from 001 to 551, using consecutive numbers 
within each district. 

Generally the zones within a district were numbered in a serpentine fashion. How­
ever, in districts where a cluster of s maller zones , r epresenting a community, was 
encountered, the smaller zones were numbered consecutively before proceeding with 
the orderly numbering of the larger zones. Modifying the numbering system within a 
district in this way permits the grouping of data for communities in outlying areas. 

DEFINING THE ARTERIAL SYSTEM 

The arterial highway system of the Niagara Frontier is defined as the network of 
streets and highways that provides the basic travel paths for the interzonal movement 
of traffic throughout the study area. 

This definition is particularly applicable since present computer assignment tech­
niques require the load node or centroid of each traffic zone to be interconnected by 
the arterial system so that there is access from each .zone to every other zone. In 
order to provide this continuous interzonal access, it was necessary to include many 
different types of facilities in the arterial network. These facilities ranged from ex­
pressways to narrow 2-lane conventional highways and also included a few "artificial" 
streets. The latter were introduced as a result of adopting a grid-type layout of traf­
fic zones to facilitate data handling that in some instances produced zones with no 
presently developed street or highway access. 

Within the definition, arterials were classified into five distinct types: (1) major 
street and (2) secondary street (both surface streets); (3) expressway; (4) surface-to­
expressway ramp; and (5) expressway-to-expressway ramp. 
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Expressways and their ramps were easily identified by their geometric features 
(multi-lane, dividedhighways), access control, and type of traffic found on them. Sur­
face streets and highways, however, were less easily identified, and it was necessary 
to establish criteria or characteristics for these streets to maintain consistency and 
accuracy. Each was considered if it had one or more of the following characteristics: 
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1. Major streets 
a. Four or more traffic lanes. 
b. A total paved width of 56 ft or more. 
c. Traffic control devices and signal system that provide for preferential treat-

ment to traffic on the street. 
d. Streets with reversible lanes. 
e. Streets with parking prohibited during peak-hour traffic. 
f . A continuously signed route (numbered or truck route). 
g. A part of a one-way couplet if arterial by other criteria. 

2. Secondary Streets 
a. Any street (no matter what the design standard) if it is the only route available 

to through traffic. 
b. Any street which gives access to a traffic zone and which is likely to be im­

proved within the planning period. 
c. Any artificial street which must be inserted into the system to provide access 

to a presently undeveloped traffic zone. 

Using these definitions and principles, the existing arterial network of the Niagara 
Frontier was identified and delineated on a set of base maps ranging in scale from 
1 :4, 800 in Ruffalo to 1:24,000 in the rural areas. 

This phase of the work required very close cooperation with officials in city, 
county , and state agencies. Their review and comments were essential to the deter­
mination of the existing arterial network. Identification of each arterial type was the 
first step of the inventory. This was accomplished by color coding each selected 
street or highway by type as it was posted on the base maps. The selected arterial 
network is shown in Figure 2 . 

INVENTORY AND CODING 

Items Inventoried 

In determining which characteristics of the network to inventory, consideration 
was given to two impor tant factor s: the kind of data r equired for traffic assignment 
purposes, and additional information needed for evaluating and planning improvements 
to the existing arterial system. 

Since the coding form (Fig. 3) was designed to accommodate all the items to be in­
ventoried, this discussion of the inventoried items is essentially a review of that form. 
Each item on the form falls into one of two general categories: identification, which 
includes map number, district, and link identification; and characteristics, which in­
clude direction, length, zoned speed, parking restrictions, width, intersection con ­
trol, one- or two-way streets, area type, volume, and year volume count was made. 

The items in the identification category serve as the index for the characteristics 
and make it possible to locate readily each individual item inventoried in the entire 
arterial networ k. 

Requirements for Traffic Assignment. -The particular assignment program used 
by the Niagara Frontier study was based on a minimum time path routing with a ca­
pacity restraint that increased link travel time as assigned volume increased. Be­
cause the assignment of trips theoretically begins under zero volume conditions, the 
initial input of travel time on each link had to represent a reasonable travel time for 
one car to traverse the link, assuming no interference from other traffic. This travel 
time was defined as the free-flow time, i.e., the travel occurred under extremely 
low volume conditions, delayed only by fixed traffic control and the inherent features 
of the street design. 

To determine this free-flow travel time, it was assumed that vehicles would drive 
at the posted speed limit (zoned speed) between intersections and that all delays along 
a section of arterial street would be a function of the intersections at each end of this 
section. Inasmuch as the selected arterial network did not include all streets and 
highways, the average delay time assigned to each coded intersection included also 
delays due to intermediate controls at uncoded intersections representing local streets 
not a part of the arterial network. 
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Field time runs were made under extremely low volume conditions (during early 
morning hours) over selected sections of the arterial network. From these field tests 
it was possible to determine the average arterial intersection delay for each link type 
within three different area types. The link types were those previously defined, and 
the area type generally corresponded to those defined in the Highway Capacity Manual 
(1) as downtown, intermediate, and outlying. Free .. flow travel time was then calcu­
lited for each link as follows: 

F F t 1 t . = 3 600 (zoned speed (mph)) 
rave ime , length (mi) + 

1/: (intersection delay (sec)) 
2 at each end of link 

=time (sec) (1) 

With a selected sample of travel times to determine average delays, the inventory 
requirements to determine travel time were length, link type, area type, and zoned 
speed. 

Capacity, the second required input of the assignment program, was based on re­
vised curves (2 ) which immediately set the requirements for several inventory items: 
street width, link type, one- or two-way street, parking restrictions, area type, and 
intersection control. Bus stops were omitted since parking generally controlled ca­
pacity on bus routes. 

Certain basic assumptions, however, were necessary before the curves could be 
used. The hourly volumes from the capacity curves had to be converted to average 
daily traffic in order to make them comparable to the assigned volumes. This was 
accomplished by setting the tolerable level of service during design hour at 11 percent 
with a 60-40 directional split. The size of the network required the use of some ap­
proximations to simplify the machine calculation of link capacities. Therefore, it 
was assumed that each coded intersection of surface streets in the arterial network 
was signalized With a 60-sec cycle and that there was approximately 20 percent turning 
traffic and 10 percent commercial vehicles at each. 

Capacity for each intersection approach in the network could then be determined 
from the curves. Intersection control governed the amount of green time available; 
i.e., when a major and secondary link intersected, 60 percent of the green time was 
allocated to the major road, and 40 percent to the secondary. Controls for each of 
the intersection types are: 

Intersecting Links 

Major and secondary 
Major and major 
Secondary and secondary 
Secondary and major 

Allocation of 
Cycle Time (°lo) 

60-40 
50-50 
50-50 
40-60 

Using a numeric code for the intersection control at each end of the link, the in­
tersection controlling capacity as well as the link capacity could quickly be determined 
by machine sorting and processing. This method of determining capacity on surface 
streets was adopted to give emphasis in the assignment program to the additional ca­
pacity available on most primary streets resulting from favorable signal control and 
signing. This became increasingly important in a traffic assignment where a capacity 
restraint was used to increase link travel time as more volume was assigned to the 
link. Column 25 in the coding form was allocated for intermediate control, although 
it has not yet been used. As more inventory data become available on traffic control 
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devices, this information will be included in the inventor y and used in capacity calcu­
lations. The capacity of expressways and ramps was handled separately from the sur­
face streets. Here it was assumed that there were no signalized intersections except 
for off-ramp terminals (handled as surface streets), and capacity was based on the 
number of lanes available. 

Requirements for Planning. -It should not be inferred by the previous heading that 
the items inventoried to determine capacity and travel time are not important to the 
planning process, for they are very important. In addition to these items, however, 
gages must be devised to measure the use of the arterial system and determine its 
deficiencies. Existing volume is one gage. When used in combination with the items 
previously inventoried, a volume to capacity ratio can be calculated for each link and 
the vehicle-miles of travel can be determined for each link type and compared to the 
available vehicle-miles of capacity. 

To determine the current existing volumes on the network all recent volume counts 
(and dates) taken throughout the study area were obtained from local and state highway 
organizations. The procedure used was to post all existing counts. These were then 
posted on the arterial system maps. Based on these counts the volumes were estimated 
on links where no counts were made and all counts were updated to 1962 by annual ex­
pansion factors for each base year. Since the annual expansion factors used for each 
year were constant for each link type, it was only necessary to inventory the volume 
and the year the volume count was made. (This resulted in an approximate volume 
count which is currently being revised by a counting program.) 

Organization of Work 

To organize the work of inventorying and coding a large arterial network efficiently, 
the entire operation had to be thought of as a system with inputs and outputs. The 
input to the system consisted of three basic items: arterial network maps, the physical 



A RTERIAL 

NETW ORK 

MAPS 

ARTER IAL 

CHA RAC TER-

ISTICS 

I WIDTH 

2. ZONED SPEED 

3 - 0 NE - WA Y 
4 -. PAR KI NG 

5 . A REA TY PE 

$ -VOLUME 

7 - Y E A R 

ARTERIAL 

I NVENTORY 
0 CODI NG 

FORM 

I 
L_ __ , 

M APS 

.._ _ ________ J "~--------

CODED 

F ORM S 

DECK OF 

NETWORK 
CARD S 

POST ED 

ARTERI AL 
~------t NETWORK 

MAPS 

19 

Figure 4. Arterial system coding oper ation . 

and traffic characteristics of the network, and coding forms. The desired output from 
the system was: a deck of cards which described the network for computer assignment 
and which could be used also for summarizing all inventory data for planning purposes ; 
and a set of posted arterial network maps which described the coded network. A block 
diagram (Fig. 4) describes this entire operation from the initial input of data to the 
final output. All succeeding techniques used to perform the system operations were 
developed to minimize field work since the survey was designed essentially as a paper 
inventory. 

Cocling Techniques 

Node Numbering . -Once defined, the arterial network had to be described in a form 
usable by electronic computers and other high-speed data processing machines. Each 
intersection in the arterial network, therefore, was assigned a 5-digit identification 
or node number. For ease in locating specific intersections, the first three digits of 
each node number corresponded to the traffic zone in which the node was located, and 
the last two digits represented the num­
ber of that node within the zone. To 
identify the load node or centroid in 
each zone , the last two digits of this 
node were always designated 00 and 
the remaining nodes numbered from 01 
to 99. The use of a 5-digit node num­
ber greatly speeds coding and, later, 
plotting work. Five-digit nodes can be 
mechanically converted to a 4-digit 
computer numbering system. The over­
all savings in time are substantial. A 
typical section of the numbered net­
work is shown in Figure 5. The dashed 
lines represent zone boundaries, and 
the large bold numerals the number of 
the ring, sector and traffic zone . 
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GROUND DESIGN 

Figure 6. 
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Usually in any traffic assignment pro­
gram there is an upper limit to the num­
ber of nodes that can be used to describe 
any one network. Therefore, to conserve 
on node numbers used in the network, 
staggered street intersections which feii 
within 200 ft of each other were considered 
to be at the same point with all links em­
anating from one node. Examples of this 
are shown in Figure 6. 

A log of nodes used was kept to insure 
that the maximum number would not be 
exceeded and to avoid any duplication of 
numbers within the network. 

Compared to past procedures where 
blocks of node numbers were reserved 
for each map to provide a means of locat­
ing nodes. This method of node number­
ing proved very satisfactory during the 
invenlo1·y. Cutler:> and ulheni nut too 
familiar with the network had no problem 
in finding specific links or intersections. 
To add a node to a map was accomplished 

by looking at the node log to obtain the next unassigned node number in the zone in 
which node was located. Since there are 100 node numbers available in each zone, it 
will not be necessary to reuse numbers deleted from a previous network when updating 
or modifying a network. 

Posting. -The inventory items were posted on a set of arterial network maps to 
provide a common source for the items to be inventoried and to identify quickly the 
link on which each item was located. Since the map number, ring, sector, and zone 
boundaries, link identification, and link type were previously delineated on each map, 
posting involved recording the length, zoned speed, one- or two-way traffic, half pave­
ment width, parking restrictions, area type, 24-hr volume, and year of volume count 
for each link of the network. 

Length was scaled directly from the maps with specially prepared scales which 
read miles directly to the nearest 0. 01 mi. Zoned speeds, obtained from tabulations 
of legal speed limits prepared by the New York State Traffic Commission, were posted 
in miles per hour. In instances where a speed changed within the limits of a link, a 
weighted average was used. One-way streets were indicated by a directional arrow in 
the direction of traffic flow. No arrows Were used for two-way streets. Half street 
width for each link represented the curb-to-curb pavement width divided by two. In 
determining this width, any median areas or other permanent barriers which reduced 
the usable curb-to-curb pavement were subtracted. On links of variable width the 
least half width was posted since this would be one of the controlling factors in calcu­
lating capacity. 

Parking regulations were posted in only one of two ways on each link. Either park­
ing was permitted (P) on the entire length of link, or it was prohibited (NP) on the en­
tire link. In cases where parking regulations varied during the course of the day, 
those regulations which governed during peak periods of traffic and appreciably affected 
capacity were posted. Area type was posted as either downtown, intermediate, or out ­
lying and was generally on a zone basis. When available, 24-hr vehicle volume counts 
and the date the count was made were posted on each link. The best possible estimate 
was then made for the remainder of the links from the known counts on adjacent links. 
Direction and intersection control were not posted on the maps. Direction was a cod­
ing convention, and intersection control was determined from the types of intersecting 
links at each node. 

Directional Conventions. - Certain conventions were adopted to simplify the coding of 
links and to put the data in a form suitable for the traffic assignment program used. 
Links were only coded in the specified grid directions, as follows: 
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NORTH 

NORTHEAST 

SOUTHEAST 

The node from which the links to be coded emanate was designated the A node. The 
nodes at the opposite ends of the links were designated B nodes. All links were then 
coded from A to B in the specified grid directions, for example: 

NORTH 

36203 36206 

r 
Numbers 36203 and 36206 identify the nodes of a link. This link would be coded in 

an easterly direction 36203 to 36206, making 36203 the A node and 36206 the B node. 
This convention provided the coders with a logical procedure to follow in coding the 
network and provided the inventory with a directional index of the network. 

The only exception to these instructions was made in the case of one-way links. 
These links were always coded with the A to B node convention representing the actual 
direction of traffic flow on the link. This enabled the computer program to assign 
traffic in the proper direction on streets coded as one-way. Because no direction code 
was designated for south, southwest, west, and northwest grid directions, these di­
rections used the respective code for their 180 degree complement. 

Link Location. -As previously stated, the first three digits of each node number 
represent the zone in which the node is located. Therefore, for purposes of summa­
rizing link data and keeping track of the links coded in each zone, a link was assumed 
to fall within the zone in which the A node was located. Although there were many 
instances where links were located within two or more zones, the above convention 
was adhered to and proved very satisfactory for the summarization of inventory data 
by traffic zone. 

Expressways. - Unlike surface arterials (major and secondary streets) which were 
generally coded as two-way streets, all expressways were coded with one-way links. 
fu the following example, 24301, 24302, 24303, and 24304 are nodes. 

2 4302 ··- ----------·----· 243 04 

The first link was coded according to the direction from node 24303 to 24301 and 
the second from node 24302 to 24304. Although they are in opposite directions, each 
link received the same direction code. Street width on expressways was considered 
as 12 times the number of lanes, assuming that for practical purposes all the express­
ways inventoried had 12-ft lanes. 

futerchange Ramp Coding Design. -Each connector between a surface street and an 
expressway was designated as a ramp, either one-way or two-way. One-way ramps 
were delineated with directional arrows in the same manner as surface streets and 
expressways. Ramps were coded in either of two ways: as they actually existed on the 
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ground or by an abbreviated coding design. Generally all ramps were coded as they 
existed if maps of sufficient scale were available so that link lengths could be deter­
mined. If, however, adequate maps were not available, then an abbreviated coding 
design was used. 

As constructed on the ground, the interchange in Figure 7 is a conventional clover­
leaf. The simplified coding des ign pr ovides for each of the eig-hl individual turning 
movements of the interchange and requires much less coding. To determine the link 
length for each ramp, assume that a direct movement is made on a short ramp and an 
indirect movement on a long ramp of the interchange . The length of a short ramp was 
then considered equal to the distance from the street node to which the ramp was con­
nected to a point midway on the bridge of the cross-street. For example on the sketch 
of the coding design, AB and DC are short ramps representing direct movements, B 
and D the street nodes, and E a point midway on the bridge of the cross-street. There­
fore, the short ramps were coded so that AB = BE and DC =DE in lengths. 

The length of a long ramp was considered equal to the distance between the street 
node to which the ramp was connected to a point midway on the bridge of the cross -
street plus 0.1 mi for the indirectness of the movement. Using the same example as 
above, AD and BC are long ramps. Therefore, the lengths of the long ramps were 
coded as AD =DE + 0.1 mi and BC =BE + 0.1 mi. 

Coding Overlays. -- To insure that no links were omitted or duplicated during the 
coding of the arterial network, each posted map was covered with a vellum paper over­
lay. As each link was coded on the arterial coding form it was recorded on the over­
lay by tracing over that particular link with a pencil. The overlay then became a 
graphic index of the coded links and provided the coders with a visual means of check­
ing which links had been coded. These overlays became significantly more important 
as the number of coders increased and the work of each overlapped. 

Coding Operation 

Coding. - Using the techniques previously described, each item on the coding form 
was coded for every link in the arterial network. Jn a network as large as that of the 
Niagara Frontier it was essential to set up simple bookkeeping procedures (in addition 
to coding overlays) to prevent duplication and omissions in the network coding. The 
method devised was to record the number of each zone to be coded on a coding form 
and to file this set of forms by district groupings. Once the coding operation was under 

AS CONSTRUCTED CODING DESIGN 

A 

D B 

c 

Figure?. 
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way, each coder would go to this file and obtain the form(s) for the zone(s) he was as­
signed to code. If additional forms were required for a particular zone, the zone 
number was entered on each subsequent form and it was numbered 2 of 3, etc. 

On completion of coding in a zone, the coder then placed the completed form in a 
separate file maintained for completed but unchecked forms and proceeded with the cod­
ing of links within another zone. Each of the coded forms was subsequently checked 
by a different coder and placed in a "completed" file to await keypunching. A separate 
log (by traffic zone) was then maintained for all forms sent to the data processing 
section for keypunching so that the exact location of all coded information was known 
at all times. 

Coding Corrections. -Coding corrections were basically of two types: those found 
during the coding and keypunching operations and those found after the contingency 
checks were performed on the coded data. In each case a few simple rules sufficed to 
insure that corrections v/ere properly carried out. 

1. General. - Under no circumstances were additional links placed on a coding form 
once it was logged out for keypunching. 

2. Corrections to Previously Coded or Keypunched Links. -The corrected link was 
entered on a new coding form with the zone number and the word "Corrections" writ­
ten in the upper left corner. The original coding form with the incorrectly coded link 
was then located and crossed out. If the link had already been keypunched, the incor­
rect card was located and destroyed. 

3. Corrections Subsequent to Contingency Checks. -These corrections were handled 
in much the same manner. The errors were listed as the contingency checks were run and 
the necessary corrections coded on new forms. The link cards in error were then located 
and destroyed and replaced with the cards keypunched from the coded corrections. 

Network Revisions. -The network coding had to be flexible so that revisions or 
modifications could be made for subsequent traffic assignments. This revision or up­
dating of one network to another can be handled in much the same manner as correc­
tions and additions to the existing arterial network were accomplished. These tech­
niques must, however, be supplemented so that a positive record is kept for each net­
work tested and so that there will be no confusion in going from one network to another. 
This can be easily accomplished by filing a duplicate deck of network cards and a set 
of posting maps. 

Once the geometrics of a proposed network have been developed, they must be in­
corporated into the previous system. This can be accomplished by first delineating 
the proposed changes on an overlay of the existing network, which immediately points 
out the links in the present network that must be deleted. These deletions, including 
link identification and location, should be coded on the coding form in columns 1-14. 
From this record a set of revised arterial network maps can be prepared, deleting the 
portions of the previous network no longer required and including the proposed modi­
fications. All nodes that are required to describe the revised geometrics are then lo­
cated and numbered. The node numbers used in each zone in updating a network should 
begin with the next highest number that was used in the previous network. 

After posting all required data on the revised arterial maps the changes in the net­
work should be coded using the same procedures previously developed. To complete 
the updating operation the coding forms containing the deletions and additions to the 
network should be sent to the data processing section where the deleted link cards will 
be removed from the network deck and the new links keypunched and added. All work 
should be fully documented and the bookkeeping methods used in coding the original 
system should be used. 

Contingency Checks 

Contingency checks were performed on all coded and calculated items in the arte­
rial inventory. To insure the accuracy of the coding, single-field and multiple-field 
checks were set up for all coded data. These checks included comparison for impos­
sible codes, values above or below allowable limits, or multiple-field combinations 
that were not allowable. 
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Other contingency checks were set up for all calculated inventory items. These 
checks were not made to check the accuracy of machine calculations, but to find in­
compatible combinations that slipped through the coding operation. For example, the 
assignment program used had a maximum allowable value for travel time on a link and 
even though safeguards were built into the coding instructions to prevent exceedingthis 
value, it was still possible for a coder to code inadvertently a link length and zoned 
speed co mbination which would pass the contingency checks fo r coding but give a value 
exceeding the allowable maximum. Contingency checks for each of the calculated 
values were, therefore, established to eliminate these errors. 

fu addition, a "zero balance" check was performed to insure the completeness of 
the coded network since this is the most essential requirement of the traffic assign­
ment program. To perform this check the deck of network inventory cards was re­
produced with the A and B nodes reversed. This deck was then merged with the ori­
ginal deck and the cards sorted in sequence on the A node. This permitted a machine 
summary to be made of the number of links emanating from each node. This nodal 
link summary was then mechanically compared to a manual count of the number of links 
at each node (coded on Form 130. 2, nodal link summary, Fig. 8) punched into a sep­
arate deck. If the difference in the number of links at each node from both sources 
did not equal zero, the coded network was checked to determine if the network coding 
was incorrect or the manual count was incorrect. Using this procedure all missing or 
duplicate links in the arterial system were found, thus eliminating program stops dur­
ing traffic assignments. 
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MANPOWER REQUIREMENTS 

The Niagara Frontier arterial network inventory and coding operation required ap­
proximately two months to complete and was accomplished with six coders and one 
coding supervisor. At the end of this period some 3, 900 miles of arterial streets and 
highways had been inventoried and described in numeric form by 2, 020 nodes and3, 330 
links. To provide a basis for estimating manpower and time requirements for future 
inventories of this type, a record was kept for each significant phase of the operation. 
Excluding the time required to determine the arterial system (which was done by pro­
fessional personnel), the inventory and coding required a total of 1, 546 man-hours. 
This total time can be broken down into three phases: zone and node numbering, post­
ing inventory data, and coding. The actual time required for each of these phases was 
as follows: 

Operation Phase 

Zone and node numbering 
Posting inventory data 
Coding 
Total 

Man-Hours 

105 
625 
816 

1, 546 

For estimating purposes the man-hours must be related to the size of the network 
inventoried. Because the number of nodes used to describe a network bears a direct 
relationship to network size, the node has been adopted as a standard unit and all time 
reduced to the man-hour requirements per node. The man-hour requirements for each 
node in the network are as follows: 

Operation Phase 

Zone and node numbering 
Posting inventory data 
Coding 
Total operation 

Man-Hours 
per Node 

0.052 
0. 309 
0.404 
0.765 

Applying these man-hour rates to the number of nodes in a future network to be in­
ventoried should provide a good basis for estimating the time and manpower required 
to complete the survey. 

IMPLICATIONS 

There are many benefits to be gained from the .symbolic representation of a detailed 
inventory of a regional transportation network. This is especially true where the net­
work representation can be assembled in the memory of a high-speed computer which 
provides, in effect, a simulation or operating model of the actual network itself. 
Some of the remarkable possibilities are presented in the following: 

1. Performance characteristics of the actual network can be assembled and sum­
marized at high speeds. With current link volumes included in the inventory, vehicle· 
miles of travel can be summarized by link type and by geographic location. Analyses 
of the spatial characteristics of overloads and excess capacity by type of facility can 
be programmed. other characteristics such as the pattern of parking restrictions, 
intersection controls, and speed regulations, can be assembled, cross-tabulated, and 
analyzed in minutes instead of the days required to make a field inspection. 

2. A better understanding and testing of network performance is possible. Rela­
tionships between characteristics of the network can be analyzed and tested to obtain a 
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better idea of how networks perform. The i mpact of intersection contr ol on free speed, 
the relationship of speed to congestion, and the impact of turning movements on both 
speed and capacity are typical areas where additional research is needed. 

3. More realistic assignments are possible. The inclusion of all arterial streets 
in the network to which traffic is assigned was a significant improvement over previous 
assignment routines. With better understanding of network performance with respect 
to capacity, speed, turns, etc., better assignment techniques can be devised. Studies 
of route choice, optimum zone size, highly detailed assignment requirements for spe­
cial cases such as redevelopment areas and central business districts will provide a 
better basis for designing assignment programs. 

4. Better testing and evaluation of plans are possible with improved assignment 
techniques. With faster and more accurate and detailed assignment techniques, better 
evaluation of proposed plans is possible. The cost of travel over a network, based on 
operating costs, accident costs, and personal time costs, is a powerful tool in meas­
uring relative performance of different network plans. Additional refinement of these 
cost factors will improve the ability to discriminate between plans. With improved 
assignment techniques and especially with the high speed-low cost aspect of computer 
assignment, the question of scheduling of planned improvements seems ripe for anal­
ysis and programming. 

In :uldition to the advantages gained in traffic assignment and the summary and re­
view of network data, many implications can be drawn from the use of this numeric 
form of inventory for the arterial network. Through the use of simple coding proce­
dures the arterial network can be related to the land-use survey, provide a means of 
sampling the vehicle -miles of travel over the network, serve as a base for mass trans­
it (bus and rail) studies, and be used to inventory all data related to streets and high­
ways. The use of similar coding techniques may also have application in the study and 
assignment of rail travel and the movement of goods. 

Relating the Arterial Sys tem to Land Use 

The land use along each arterial street can be related to the coded network by sim­
ply cross indexing the two surveys. Land use in a study area can be coded by block 
face to each street by giving each street and each block a numeric code. By using a 
block numbering system based on an X-Y grid coordinate system and by adopting a di­
rectional coding convention for the network so that the X-Y coordinates always in­
crease in the direction the link is coded, the land use for each block face fronting on 
the arterials can easily be summarized for each link in the network. This is accom­
plished by matching the network card deck and the land-use deck on block number 
within street code. 

A wealth of information may be obtained from the land-use and arterial relation­
ship. 

1. The land fronting on each type of arterial can be summarized to determine if 
certain arterial types generate predominant land uses. 

2. The sphere of influence of an expressway on the land use in an area may be de­
termined through the study of successive land-use band widths on either side of the ex­
pressway. 

3. Intersection types can be reviewed to ascertain if particular land uses are pecu­
liar to intersections of the same type. 

In the study of alternate locations for a route, a detailed study can be made quickly 
of the type and amount of land that will be displaced by each alternate route. In fact, 
if the appraised evaluation of each land-use parcel can be obtained from assessor's rec­
ords, these values can be coded and the loss in the tax base determined for each 
route. In addition, within the assumption that the assessed evaluation is a function of 
market value, an estimated right-of-way cost could be calculated from the land-use in­
formation for alternate route locations. Moreover, couple this knowledge with the use 
of high-speed computers, and a means is available to determine what savings, if any, 
could be attained by shifting the alignment of a proposed alternate within specified lo­
cational restrictions through a corridor. 
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Sampling Vehicle-Miles of Travel 

Using the street code and link identification, it is also possible to separate all arte­
rial streets from local streets by machine processing. This technique is very useful 
in establishing sampling procedures for vehicle volume counts to determine vehicle­
miles of travel over the local and arterial streets. For local streets, the sample can 
be selected on the basis of the coded block faces used in the land-use survey. The ad­
dress of each sample location can be readily found from the block coordinates and 
street code. 

To sample arterial street travel the sample may be selected either by link or node. 
For example, if it is decided to take intersection counts at every fifth intersection, the 
sample would be machine selected from the total number of nodes. The street address 
of each intersection could then be determined from the street code of the links emanat­
ing from the node. If it is decided to sample links and count at midblock locations, the 
sample can be selected in the same manner and the link identified by street name and 
the names of the intersecting streets at both ends. This sampling procedure for travel 
on local and arterial streets not only makes it possible to take a better statistical sam­
ple through machine processing but also saves much time in determining the street ad­
dresses required to locate the count stations in the field. 

The method is particularly useful in scheduling a short-count program to determine 
travel volumes. A sample of intersection locations could be determined and short 
counts made at each station. If the approach volumes at each intersection are counted 
for each turning movement, the volume on each link emanating from the intersection 
node can be summarized by machine through use of adjacent node numbers to identify 
individual movements. The short counts can then be expanded to 24-hr or average an­
nual daily traffic through machine processing by relating the short counts to control 
station counts. Since the ultimate goal of a counting program is to determine the vol­
ume of traffic on each link of the network, the selected sample can be analyzed for 
turning movements by intersection type and relationships developed to extrapolate the 
sample counts to the remainder of the network. 

Mass Transit and Railroad Studies 

Although primarily developed for the inventory and coding of a highway network, the 
same techniques may be applied to mass transit lines and urban freight railroads. At 
the time the arterial network is coded the links which are utilized as bus routes (in­
cluding local streets) can be given an identifying code and subsequently separated from 
the highway network for transit assignments. A transit network derived by this method 
would have to be modified slightly to meet its own special needs, such as additional 
load nodes along the system to account for pickup and discharge of passengers, the in­
sertion of transfer points to permit changing from one bus route to another, and the 
use of turn prohibitors to eliminate impossible trips which might occur (not part of reg­
ular scheduled bus route) due to favorable time on transfer links. The rail system 
would require development of similar coding techniques such as transfer points and 
turn prohibitors but the same numeric coding system to identify links could be used 
throughout. 

Of course, the real research problem is to determine how much the choice of mode 
of travel is a function of the alternative networks and how much is a function of factors 
such as car ownership, demographic characteristics, and other factors. If it is pos­
sible to segregate the auto-using only population from the transit-using only population, 
then it would be possible to allow the network performance itself to determine the mode 
split for the remaining population. To the extent that this is a large proportion, this 
would not only greatly facilitate the process of assigning travel but would also represent 
a significant improvement on present assignment techniques as related to mode of 
travel. With present techniques, each mode is generally segregated and assigned sep­
arately to its own particular network. 

Inventorying Data Related to Streets and Highways 

The numeric coding system for describing the arterial network also provides an 
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excellent base for inventorying all data related to streets and highways. Although this 
paper has primarily stressed the use of the system to inventory and code for traffic 
assignment purposes, it should be pointed out that items such as lighting, parking me­
ters, traffic control signs, traffic signals, and other related information can readily 
be inventoried and stored for future reference using this inventory and coding tech­
nique. With few modifications it would be possible (by using street name codes and 
number addresses) accurately to locate by street address the items previously listed. 
Moreover, if a street and highway system is inventoried and coded in sufficient detail, 
i.e., both local and arterial streets for the entire study area, it would be possible to 
select an arterial system based on a given set of criteria by machine processing. 
This would perhaps eliminate much of the subjectivity that has been experienced in the 
past when defining an arterial network for a study area . 

SUMMARY 

The implications of numeric coding for an arterial network are just now beginning 
to be investigated. From the foregoing it can easily be seen how many of the surveys 
made during the course of a transportation study can be integrated through numeric 
coding which also provides a basis for storage of information in a data bank. The 
availability of high-speed data processing machines provides a relatively low-cost 
method of directly comparing lhe uala uI une i:mrvey to another and permits ready ac ­
cess to individual items stored in the data bank. 

While this paper has stressed the use of numeric coding primarily for traffic as­
signment, the implications drawn from the technique point out many areas for further 
research: the determination of vehicle volumes on each link in a network based on a 
selected sample of short counts, the integration of several modes of travel into one 
overall assignment, and the simulation of actual operating conditions on a network 
based on the characteristics inventoried. 

The Upstate New York Transportation Studies (UNYTS), as a continuing study, will 
refine or develop and use many of the methods briefly discussed. Many other addi­
tional uses will undoubtedly be found as new and different approaches are developed to 
study the urban transportation problem. 
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Trucks at Rest 
LOUIS E. KEEFER, Director, Pittsburgh Area Transportation Study 

•THE purpose of this paper is to report a variety of preliminary findings about trucks 
at rest, that is, when they are not in movement on the streets. Such findings are lim­
ited to the data collected in a typical truck-taxi survey conducted by a typical areawide 
transportation study. Thus, they are not as exhaustive as might be developed from 
more intensive, in-depth interviews or observations. They are, however, useful in 
suggesting that, although highway improvements will materially aid the trucking indus­
try, careful attention must be given also to developing modern and efficient facilities 
for loading and unloading, parking and maintenance, and other at-rest activities. 

The Pittsburgh Area Transportation Study (PATS) made its truck-taxi survey during 
the fall and early winter of 1958. The survey, scheduled concurrently with the home 
interview survey, recorded trips by trucks and taxis registered at addresses in the 
study area. These were sampled at the rate of one in ten from official registration 
lists in Harrisburg (1). The interview was made with the driver of each vehicle or 
with his dispatcher. - The data recorded included the type of vehicle, the garaging ad­
dress, the business of the owner, and trip information similar to that obtained in the 
home interview survey. 

During the survey 45 percent of the sample vehicles did not report any trips on the 
designated travel date. At first, this would appear to reflect only the relatively de­
pressed economic condition of the Pittsburgh area during the survey period. Subse­
quent appraisals by various interviewers would indicate, however, that very few fleet 
operators or reputable businessmen reported no trips. Most non-tripmaking trucks 
appeared to be owned by individuals who did not want to be bothered; these persons 
seemed to find it simpler to say the truck was not used than to describe the trips that 
may have been made. The various accuracy checks indicated that many trips were, 
in fact, unreported. A correction factor of 20 percent was applied for planning pur­
poses (2). 

However, the proportion of sampled vehicles that did report tripmaking was fairly 
consistent by truck type and by day of week (Table 1). (For purposes of this paper, 
a "light truck" is defined as having 4 wheels; a "medium truck" is defined as six wheels 
or more and a straight body; and a "heavy truck" is defined as any combination vehicle, 
that is, truck-trailer, truck-semitrailer, etc.) Moreover, the average number of 
trips per vehicle per day was entirely consistent (Table 2). These findings are shown 
to demonstrate that the data for tripmaking trucks only seem relatively unbiased (al­
though also subject to some underreporting). Thus, within limits, the conclusions 
drawn regarding the at-rest characteristics of the 23, 000 tripmaking trucks should be 
generally representative of the 19, 000 non-tripmaking trucks as well. 

PROPORTION OF TIME AT REST 

Various analyses have demonstrated that not all motor vehicles registered in the 
study area are likely to be used during a typical weekday. This includes both cars and 
trucks. On the average, only 81 percent of the 393, 000 registered cars will leave the 
garage, and only 55 percent of the 42, 000 trucks garaged and operating in the study 
area (3). Even the motor vehicles that are used are not used very continuously - at 
least, -not in continuous motion on the streets. On the average, both tripmaking cars 
and trucks are being driven less than an hour a day; they are at rest 95 percent of the 
time'. 

Pape r sponsored by Committee on Origin and Destination. 
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TABLE 1 

PERCENTAGE OF TRIPMAKING VEHICLES 
IN THE TRUCK-TAXi SURVEY 

Vehicle Type 
Day Avg. All 

Vehicles 
Taxis Light Medium Heavy 

Trucks Trucks Trucks 

Monday 90 56 52 65 55 

Tuesday 96 57 46 85 57 

Wednesday 100 55 53 71 55 

Thursday 82 58 53 63 57 

Friday 53 54 43 53 

Avg. weekday 91 56 52 67 55 

The immobility of the automobile (an 
incongruous phrase) is easily understood. 
When a driver takes his automobile some­
where (to work, for example) there it will 
normally stay until he takes it elsewhere. 
It cannot readily be shared by another 
driver (even in the same family) because 
it cannot be returned automatically to 
some common base of operations, such 
as home. The immobility of the truck is 
more difficult to picture. The typical 
image is that of many trucks constantly in 
motion: picking up laundry and dry clean-

TABLE 2 

TRIPS PER DAY PER TRlPMAKlNG VEHICLE 

Trips (no. ) 

Day Light Medium Heavy Taxis Trucks Trucks Trucks 

Monday 46 11. 2 a. 4 3. 8 

Tuesday 46 a. 2 a. 6 2. 5 

Wednesday 33 a. 7 9. 4 3. 7 

Thursday 40 10. 8 a. 9 3. 5 

Friday 13. 1 0. 7 2. 9 

Avg. weekday 42 10. 5 0. 8 3. 4 

TABLE 3 

TRUCK-TAXI TRIPS INVOLVED IN THE 
DURATION-OF-STOP ANALYSJS 

Type of Trip 

No stop 
Stop calculated 
Stop unknown 

Total 

Taxis 

11, 763 
16, 740 

661 

29, 164 

Trips (no.) 

Light 
Trucks 

24, 175 
112, 733 

14, 943 

151, 651 

Medium 
Trucks 

4, 477 
54, 435 

7, 882 

66, 794 

Heavy 
Trucks 

10 
2, 192 

892 

3,094 

Avg. All 
Vehicles 

10. 7 

11. 0 

9. 2 

11. I 

11. 2 

10. 6 

Total 

40, 425 
186, 100 

24, 376 

250, 903 

ing, delivering department store purchases, making calls to service television sets, 
and generally circulating among a diversity of urban activities. Stops are viewed as 
momentary and travel as continuing throughout the workday. Actually, t his impr es s ion 
is misleading; many stops are much more than momentary. 

The duration of stop was not directly reported in the PATS truck-taxi survey. Rather, 
it was calculated from the start and arrival times reported for each trip. All trips by 
each truck were sorted into trip sequence. Then, the arrival time of the first trip was 
subtracted from the start time of the second trip; the arrival time of the second trip 
was subtracted from the start time of the third trip; and so on, to derive the duration 
of stop for the first, second, and following trips, respectively. The duration of stop 
for the last trip, of course, could not be calculated. 

All told, the duration of stop remained unknown for 24, 378 trips (Table 3), with the 
proportion highest for the truck types reporting the fewest total trips per truck (medi­
ums and heavys). On average, as the last trip of the day, the vast majority are to base 
of operations (89 percent); the next most frequent purpose is personal business (9 per­
cent). The remainder are varied throughout the four other trip purposes (to pick up 
goods, to deliver goods, to pick up and deliver goods, and to service). This breakdown 
holds generally for each vehicle type; to base of operations, for example, accounts for 
84, 87, 92, and 78 percent of the last trips by taxis and by light, medium, and heavy 
trucks. Unfortunately, there is no way of knowing how many of these last trips also 
involv.e overnight loading, unloading, or other activities. 

It is known, however, that the last trip usually occurs late in the afternoon, a com­
mon sense observation substantiated by Figure 1. For example, at midafternoon (3 :00 
PM) about 68 percent of the light trucks have yet to make their final trip of the day, 
about 59 percent of the medium trucks, and about 51 percent of the heavy trucks; after 
dinner (7 :00 PM) only about 5 to 6 percent of the light and medium trucks are still on 
the road and about 20 percent of the heavy trucks. By comparison, it is evident that 
many taxis are on the streets until the last party breaks up. 

Table 3 shows that 40, 425 trips reported no duration of stop, with the proportion 
highest for taxis and light trucks. This is partly a function of the time coding technique; 
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although start and arrival times were reported to the nearest minute, they were coded 
to the nearest tenth of an hour. Thus, a 5-min stop could be coded as no stop or a 2-
min stop as a 6-min stop, depending on rounding. This is not a serious problem, how­
ever, and will not affect the analysis so much as erroneous time reporting itself. De­
spite the use of truck trip logs (4) distributed in advance of actual interviewing to truck 
fleet dispatchers and, subsequently, to their truck drivers to maintain a running record 
of the day's tripmaking, there are likely to be errors in the reported travel times. 
Except for a tendency to round off times to the nearest quarter hour, however, there 
should be no obvious bias; rounding errors should be largely self-canceling. Tripping, 
or making multiple stops within the same block, is not considered in the analysis; for 
certain kinds of delivery trucks, this omission would tend slightly to overstate the aver­
age duration of stop. 

With these cautions asserted, the general analysis findings follow; they are orga­
nized largely to compare duration of trip stops by trip purpose, destination ring and 
destination land use, business-occupation, time of day, and truck type. The trips with 
unknown lengths of stops are specifically excluded; the findings are for the 226, 525 
trips whose duration of stops could be calculated. 

Duration of Stop by Trip Purpose 

Six trip purposes were used in the truck-taxi survey. A given trip could be to pick 
up goods, deliver goods, or for the combination purpose of picking up and delivering 
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goods. These three trip purposes account­
ed for 71 percent of all truck trips. Trips 
to the base of operations (for example, a 
dump truck garaged overnight at the 
driver's home and taken to a construction 
site in the morning) were 15 percent of all 
truck trips. Service calls were 11 per­
cent. About 3 percent of all truck trips 
were for work-connected personal busi­
n ess . Where pickup or panel trucks wer e 
used as a fa mily car , the t r ips wer e not 
recorded in the truck-taxi survey but in 
the home interview survey . Taxi trips 
cons isted entirely of service (96 %) and 
to base of operations (4 °lo) purposes. 

TABLE 4 

AVF.RAGF. ntmA1'TON OF VF.HTG T.F. 81'0 P 

BY TRIP PURPOSE 

Average Duration of Stop (min) 
Purpose - ------------ Avg. 

Pick up goods 
Deliver goods 
Pick up and 

deliver 
Service 
T<> bo."" o! 

oparalloM 
PorsonaJ 

business 

Avg. 

Taxi 

65 

Light 

29 
15 

14 
122 

79 

90 

37 

Medium 

51 
27 

25 
91 

55 

47 

38 

Heavy 

110 
127 

50 

131 

113 

36 
19 

17 
58 

73 

82 
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Table 4 gives the average duration of vehicle stop by trip purpose by vehicle type. 
The larger and heavier trucks made the longest stops, almost two hours on the aver­
age whether loading or unloading or simply waiting for an assignment. Obviously, they 
are seldom used for making service calls or for personal business. The smaller trucks 
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(lights and mediums) averaged just over one-half hour per stop. Service stops ranged 
from l 1/2 to 2 hours . Goods - handling stops ranged from 14 to 51 minutes. Taxis 
made the shortest service stops (6 min) but stopped as long as trucks at their base of 
operations. 

Without respect to vehicle type, the personal business trip required the longest peri­
od of vehicle inactivity (82 min), somewhat longer than the 73-min wait at the base of 
operations. Service calls averaged 58 minutes. Picking up goods required 36 minutes, 
or nearly twice as long as delivering goods. Where goods were both picked up and 
delivered, only 17 minutes were required; apparently such trips can involve only small 
parcels easily handled by the driver alone. 

Figure 2 shows the percentage of truck trips by duration of stop by trip purpose. 
The circled numbers at the lower, right-hand corner of each graph show the proportion 
of trips with stops less than 90 minutes; the total number of trips in each trip purpose 
category is shown in parentheses. For example, there were 2, 575 personal business 
trips, of which 16 percent require a stop exceeding 90 minutes. Except for personal 
business and to base-of-operations trip purposes, the distributions are marked by the 
high proportion of trips that make short stops and by the rapidly decreasing proportion 
that make longer stops. The bumps at 1/2- and 1-hr intervals reveal the slight biases 
in time reporting. 

The foregoing evidence suggests that the goods-handling stops (except for the largest 
trucks) may account less for the average truck's daily at-rest time than do the stops 
at its base of operations and at the driver's personal business destinations. Actually, 
it would seem that stops for all purposes might be shortened in the future. Better vehi­
cle design and improved loading-unloading facilities should reduce the average time at 
rest for goods-handling purposes; better management should reduce the waiting for 
assignment at a base of operation; substitution of an alternate travel mode, or a man­
agement ruling, might eliminate the inactivity during some of the personal business 
calls (most of these trips, however, are to eat lunch and so could not be eliminated). 
Similarly, the service call may never be shortened. 

Duration of Stop by Truck Owner's Business 

The truck-taxi survey recorded the truck owner's or operator's business as one of 
10 categories. Three (primary metal manufacturing, outdoor public services, and 
mining-agriculture) reported only 1, 535 trips combined, or 0. 7 percent of all reported 
truck trips, and hardly warrant discussion. (It is significant to note, however, that 
the dominant employer in the Pittsburgh area, primary metals, accounted for only 7 
percent of the total trucks garaged in the area and for an even smaller proportion of 
the total tripmaking. ) Manufacturing other than primary metals, however, was the 
most active trip-producing business, reporting 27 percent of all trips. Transportation, 
utilities, and communications, as a group, reported 24 percent; wholesaling, 21 per­
cent; services, 13 percent; retailing, 12 percent; governmental, institutional, and reli­
gious, as a group, 8 percent. 

Table 5 shows the duration of vehicle stop according to the owner's business by 
vehicle type. Again, heavy trucks, regardless of the business in which they are used, 
made the longest stops; light and medium trucks, the shortest stops. As among the 
different businesses, there was remarkably little variation as to duration of stop. All 
except wholesaling averaged around one-half hour; wholesaling, however, averaged 
twice that. No clear reason can be determined for this variation. Possibly, it is be­
cause wholesaling activities tend to cluster in particular areas and create their own 
crowding and congestion. Certainly, this is true around the produce markets lining 
Penn Avenue in Pittsburgh's Strip district. 

Figure 3 shows that 17 percent of the stops by trucks in the wholesale businesses 
were longer than 1 % hours, a noticeably higher proportion than for trucks in the 
other businesses. Generally, however, the distributions are more uniform than those 
by trip purpose shown in Figure 2. This is not very surprising - the nature of the 
goods to be moved, which can be inferred from the truck owner's business, is perhaps 
less important than their quantity and gross weight. It would normally take longer to 
load a large truck than a small truck, no matter what the cargo. 
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Duration of Stop by Destination Land Use TABLE 5 

Clearly, there should be some relation­
ship between the trucker's business-,occu­
pation and the type of land use to which 
most of his truck trips are destined. But 

AVERAGE DURATION OF VEHICL E STOP 
ACCORD ING TO OWNER' S BUSINESS 

Business 

a truck owned by a wholesale firm would Retail 

obviously make trips to other kinds of ac- ~;1~::1e 
tivity sites, for example, to retail estab- Manufactur ing (other 

than pr imary metals) 
lishments. This is why there cannot be Transportation , util it ies, 

an exact correspondence between the dura- ~~~r~':::t:~ '.c~~~~~t ional , 
tion of truck stop by business-occupation and r eligious 

(Table 5) and by destination land use 
(Table 6). 

Although heavy trucks average a 5- hr 
stop at residential land, this seems appro-

Avg. 

Average Duration of Stop 
(min) 

Taxi Light 

33 
25 
81 

16 

52 

18 

37 

Medium Heavy 

39 
29 
48 

24 

42 

35 

38 

115 
171 

80 

146 

142 

28 

113 

Avg. 

35 
26 
70 

18 

26 

25 

34 

priate for loading or unloading a moving van - about the only kind of heavy truck likely 
to make residential stops (Table 6). The 14-min taxi stops at "transportation" repre­
sent reporting-in at the taxi company headquarters; the 8-min stops at "streets" repre­
sent waiting at taxi stands. 
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TABLE 6 

AVERAGE DURATION OF VEHICLE STOP 
BY DESTINATION LAND USE 

Dest ination 
Land Use 

Residential 
Retail establ ishments 
Services 
Wholesale 
Manufacturing 
Transportation, util ities , 

and communications 
Public buildings 
Public open space 
Airports , s treets , and 

railroad la nd 

Avg. 

Average Duration of Stop 
(min) 

6 
6 
6 
5 
4 

14 
4 
2 

30 
33 
46 
59 
83 

76 
63 
68 

27 

37 

TABLE 7 

33 
25 
35 
48 
53 

56 
30 
50 

51 

38 

306 
136 

33 
69 

130 

104 
30 

24 

113 

Avg. 

27 
30 
37 
53 
67 

58 
39 
51 

26 

34 

AVERAGE DURATION OF VEHICLE STOP 
BY DESTINATION RING 

Destination 
Land Use 

Ring 0 
Ring 1 
Ring 2 
Ring 3 
Ring 4 
Ring 5 
Ring 6 
Ring 7 

Avg.a 

Avera ge Duration of Stop 
(min) 

----------- Avg. 

Taxi 

6 
7 
7 
8 
6 
8 
7 

22 

7 

Light Medium 
Truck Truck 

29 
37 
31 
30 
32 
33 
39 
39 

33 

24 
29 
29 
31 
31 
34 
39 
30 

32 

Heavy 
Truck 

132 
57 
78 

129 
118 
104 

65 
42 

89 

19 
28 
27 
27 
29 
31 
38 
36 

30 

a,Averages do not correspond wi th other tabl e s because 
t rips to ring 8 (out side t he cordon line) are ex­
c l uded. 

35 

Duration of Stop by Destination Ring 

It might be supposed because of conges­
tion and crowding that truck stops would 
tend to be longest in the more highly built­
up central portions of the study area (the 
inner rings). This does not seem to be true. 
The average duration of stop (Table 7) gen­
erally increases with increasing distance 
from the Golden Triangle (ring 0). In the 
Triangle itself, light and medium truck 
stops are shortest (29 and 24 min, respec­
tively). Taxi stops are also shortest there 
(6 min) but heavy truck stops are longest; 
however, they are also the least fr equent 
(only 1 percent of all Golden Triangle truck 
trips). The overall brevity of stops in the 
Triangle suggests several possibilities: 
greater mechanical efficiency of goods 
handling equipment; greater manual effi­
ciency because working under time pres­
sure; greater enforcement of loading zone 
time limits; greater frequency of illegal 
parking (and, hence, increased desire to 
limit the length of stop); or simply better 
overall business management by down­
town firms. This, of course, is just guess­
work; it is impossible to discover the rea­
sons from transportation study data. 

Omitting trips beyond the cordon line, 
Table 7 shows, by inference, that such 
trips have longer stops on the average than 
trips with destinations inside the cordon 
line (the overall duration of stop time drops 
for each truck category). For example, 
heavy truck trips to ring 0 through 7 aver­
aged an 89-minute stop; trips to ring 0 
through 8 averaged 113 minutes. There 
were lesser differences for light and medi­
um truck trip stops. There is no readily 

apparent reason for this; perhaps it is simply part of the transition between predomi­
nately urban and predominately rural activity. 

Duration of Stop by Time of Day 

As shown by Figure 4, the longest stops of the day for any truck tended to be during 
the morning hours (5:00 to 9:00 AM). From 8:00 to 4:00 PM, the aver age duration of 
stop decreased steadily. Possibly, this reflected a tendency for trucking activities to 
pick up momentum as the business progresses - starting slowly while there is still 
much time and accelerating as there is increasingly less time to get the job done. Such 
at-rest trucking activity as continues after normal closing hours (5:00 to 6:00 PM) again 
resumed a slower pace. There were, of course, slightly longer stops during the lunch 
and dinner hours. 

It is not possible to demonstrate psychological motivation by transportation study 
data; however, it is possible to show that the average duration of stop for all trucks 
varies by time of day by trip purpose (Table 8). There is a discernible trend for nearly 
all kinds of trips to involve progressively shorter stops between 6:00 AM and 6:00 PM. 
This seems par ticularly so for trips to pick up goods - decreasing from 74 minutes to 
20 minutes . Evidently , the heaviest and most complete load is taken on early int he 
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TABLE 8 

AVERAGE DURATION OF STOP FOR ALL TRUCK TRIPS 
BY ARRIVAL HOUR BY TRIP PURPOSE 

Trip Purpose 

Arrival Hour 
Pick-up 

P~rs.. 
(beginnlng) 

Pick-up Deliver and Service Op. Base Bus. 

Deliver 

6AM 74 18 12 194 107 
51 19 19 214 157 273 

8 46 24 22 235 92 116 
9 38 16 10 121 92 99 

10 34 16 12 68 82 31 
11 27 17 14 66 82 57 
12 Noon 33 17 17 BB 73 47 

1 PM 25 14 15 81 56 39 
2 23 14 12 45 56 61 
3 26 12 13 40 49 117 
4 14 11 7 30 39 31 
5 20 12 B 67 51 60 

TABLE 9 

COMPARISON OF AVERAGE TRIP TIME 
AND AVERAGE STOP TIME 

Vehicle Type 

Light truck 
Medium truck 
Heavy truck 
Taxi 

Avg. 

Average 
Trip Time 

(min) 

13 
16 
34 
14 

14 

PICK-UP AND DELIVERY 

-+-
+ 

+ + 
+ 

+ 

Average 
Stop Time 

(min) 

37 
38 

113 
7 

34 

9 

TIME OF DAY 

Figure 5. Truck trips by time of day by trip purpose. 
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morning; loads taken on later in the day must be lighter and less complete (unless it is 
assumed that the goods handlers work faster in the afternoon). Strangely enough, there 
was less variation in the average duration of stop to deliver goods or to pick up and 
deliver goods. Since the proportions of truck trips by trip purpose do not vary signifi­
cantly by hour of day (Fig. 5), it is clearly the trend toward shorter stops that produce 
the pattern in Figure 4. 

COMPARISON OF TRIP TIME AND STOP TIME 

If the typical truck is at rest 95 percent of the day, the average stopped time must 
greatly exceed the average time in motion, or trip time. Strictly speaking, it is im­
possible to make a direct comparison because the duration of stop after the last trip 
of the day could not be calculated. This, of course, is the longest stop of all, repre­
senting, in most cases, overnight parking or storage. Although there is some truck 
activity after dark, the bulk of all truck trips occur during the day; in fact, nine out of 
ten truck trips are made between 7:00 AM and 6:00 PM (Fig. 5). 

Excluding the time at rest after the close of the work-day, however, the average 
truck stop during the day took about twice as long as the average truck trip itself (Table 
9). The average trip time for a light truck was 13 minutes, while its average stop 
time after the trip was 37 minutes; medium trucks averaged 16 minutes per trip, 38 
minutes per stop; and heavy trucks, 34 minutes per trip, almost 2 hours per stop. 
Taxis, on the other hand, took longer to complete their journeys than to complete their 
stops, 14 minutes vs only 7 minutes. 

Some concept of a typical truck's activity during the day can be reconstructed from 
what has been presented (except that a representative mixture of trip purposes will 
have to be assumed; there is a wide variation by individual vehicles). A typical trip­
making medium truck, for example, makes nine trips a day. Without respect for the 
owner's business, assume that one trip is to the base of operations, one is to pick up 
goods, and seven are to deliver goods. The 9 trips themselves would total 144 min­
utes (16 min x 9); the trip stop at the base of operations, 55 minutes (Table 4); the trip 
stop to pick up goods, 51 minutes; and the 7 stops to deliver goods, 27 minutes each. 
This totals 439 minutes, or just over 7 hours. In this hypothetical example, the truck 
is in motion about 21

/ 2 hours a day or roughly 10 percent of the time, somewhat more 
than the average total travel time. 

Clearly, the shortening-up of truck stops could have important implications. The 
productivity per truck would be enhanced. Perhaps two trucks could do the work of 
three. This would not mean less truck travel; the same mileage would result. But it 
would mean that truck registration would be reduced as could be the consequent demand 
for terminal and parking facilities in particular areas of concentrated truck activity. 
No doubt truck owners and operators are well aware of this. Their efforts toward im­
proved truck utilization, together with the trend toward higher-capacity trucks, may 
be the reason why truck registrations are increasing less rapidly than auto registrations 
in many urban areas. 

The most obvious way to improve truck utilization, of course, is to operate around 
the clock with successive drivers. With the exception of long-haul carriers and cer­
tain special kinds of off-hour trucking (as by newspapers, dairies, shift-work plants, 
etc.), very little truck activity occurs after normal working hours. Despite the poten­
tial cost savings involved, business affairs evidently cannot easily be rearranged to 
take advantage of the less crowded driving and parking conditions after hours. 

SUMMARY 

Despite relative brevity of a majority of truck stops, they are, on the average, 
longer than casual observation would suggest. Counting overnight storage, the aver­
age truck is at rest 95 percent of the time; counting only the stops made during the day, 
the average truck is at rest more than twice as long as it is in motion. This suggests 
that, although highway improvements will materially aid the trucking industry, careful 
attention must be given also to developing modern and efficient facilities for loading 
and unloading, parking and maintenance, and other at-rest activities. 
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Variations in Personal Travel 
Habits by Day of Week 
SHELDON W. SULLIVAN, Pittsburgh Area Transportation Study 

•ORIGIN-DESTINATION studies have demonstrated that travel in an urOO.n area is 
remarkably regular in nature. It is, indeed, this particular phenomenon that permits 
a confident prediction of future tripmaking. This does not mean, however, that trip­
making is exactly orderly day by day but, rather, that travel is highly repetitive and, 
being so, forms a consistent-hence, predictable-pattern over a period of several 
weeks or months . 

Certain trip types, such as trips from home to work or to school and return, are 
very regular on a daily basis through the week. These types of trips are a strong in­
fluence in stabilizing the total number of trips occurring day to day. Other types, how­
ever, such as trips for shopping, social- recreation, and personal business reasons, 
are apt to be more widely and unevenly spaced through the week, and therefore, are 
chiefly responsible for the day-to-day fluctuations that occur in tripmaking volumes. 

This paper explores some of the weekday tripmaking variations that were revealed 
in the Pittsburgh Area Transportation Study's 1958 home interview survey. Chiefly, 
attention is given to the day-to-day variations in tripmaking for the whole study area, 
with a separate examination of daily variations in travel to the Golden Triangle, Pitts­
burgh's central business district. 

SAMPLE ADJUSTMENT 

Evenness in Sampling a Factor 

Before measuring daily tripmaking variations, it was necessary to adjust for the 
differences by day of the week in the number of interview schedules used in deriving 
the original trip factors. These factors were based on 16,247 completed interviews 
plus 1, 683 schedules in which trips were possible but, for various reasons, interviews 
were not consummated. The method of correction was to find each day's percentage 
variation from the daily average number of interviews and to apply that percentage to 
all trip tabulations for each day. For example, with the 5-day average number of 
interviews equal to 100. 0, Monday total interviews amounted to 107 .19465 times that 
average, that is, slightly over 7 percent higher. Applying this factor to Monday's total 
travel of 2, 268, 080 person trips adjusts the number of trips to 2, 115, 852 person trips. 

Perhaps a superior method of adjustment could have been achieved by using more 
complex factors based on some of the unexpanded household characteristics, such as 
auto ownership, persons per dwelling place, or licensed drivers per dwelling place 
-(Table 1). Inasmuch as this information was not uniformly available for the noninter­
views, no attempt was made to include these variables in the correction method. It is 
noteworthy, nevertheless, that households interviewed on Tuesday have somewhat lower 
ratios of persons, autos owned, and licensed drivers per dwelling place and have the 
highest percentage of no autos per dwelling place (Table 1). This probably had some 
effect on the low trip volumes reported for Tuesday. 

Sampling Variability 

Given an equalized number of interviews per day, the effect of sampling variability 
should be relatively slight in this examination since it deals with two large universes. 

Paper sponsored by Committee on Origin and Destination. 
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TABLE 1 

COMPARISON OF SELECTED HOUSEHOLD CHARACTERISTICS 
BY TRAVEL DAY OF WEEK 

Per Dwelling Place 

Completed Autos Owned 
Day Interviews Licensed Persons Autos Drivers 0 1 2 or 

(°lo) (°lo) 
More 
(°lo) 

Monday 3,473 3.33 0 . 89 1.3 26. 7 59.1 14.2 
Tuesday 2,958 3.23 0 . 84 1.2 29.3 57.9 12.7 
Wednesday 3 , 296 3.28 0.87 1.3 28.4 57.9 13.7 
Thursday 3,284 3.22 0 . 85 1.2 28.9 58.3 12.8 
Friday 3,236 3.22 0.89 1.3 26.6 59.4 14.0 

In the first case, this report deals with data for the entire study area based on 17, 930 
samples (an average of 3, 586 samples per day of week); and in the second, it deals 
with the most concentrated single trip generation area (about 1, 065 samples per day). 

AGGREGATE INTERNAL TRIP VOLUMES 

Daily Variations by Mode of Travel 

After equalization, total tripmaking is characterized by one comparatively light day 
of travel, one very heavy day, and three remaining days of the week with fairly equal 
amounts of travel. 

Figur e 1 shows that Tuesday travel (by a ll modes) falls 7 percent short of the 5-day 
average of about 2 , 200, 000 person trips in the study area; Friday trip making soars to 
nearly 12 percent above average. Monday, Wednesday, and Thursday trip volumes are 
about 3 percent, 1 percent, and 0. 5 percent below average, respectively. 

The pattern of auto driver trips closely resembles that of total travel-not unnatural­
ly since auto driver trips constitute a little more than half of all trips each day. Driver 
volumes are fairly steady Monday through Thursday but rise very sharply on Friday. 
The drop shown for aU modes on Tuesday is less pronounced in driver trips than for 
other modes . 

Passenger tripmaking forms a pattern similar to that of auto driver tripmaking but 
with an accentuated profile. (This includes auto passengers, 97 .4 percent; taxi passen­
gers, 2. 3 percent; and truck passengers, 0. 3 percent.) Passenger travel is well below 
average on Monday, falls off further on Tuesday to nearly 13 percent below average, 
approaches the average on Wednesday and on Thursday , then climbs on Friday to about 
23 percent above the daily average of passengers. 

Mass transit ridership is the most regular of all modes. Monday is high for the 
week at 3. 5 percent above average; the low day, Tuesday, is 6 percent below average. 
Unlike driver and passenger travel, transit trips drop below average on Friday. 

To summarize briefly, Monday is an above average day for mass transit travel but 
is below average for both driver and passenger tripmaking. The low total trip volume 
on Tuesday is the result of decreases in travel in all modes. Wednesday and Thursday 
appear to be average days because tripmaking on those days approximately equals the 
daily average within each mode of travel. The very substantial gain in total trips on 
Friday represents large increases in driver and in passenger volumes only, since mass 
transit trips fall below average on that day. 
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Figure 2. Daily variation of total in­
ternal person trips by trip purpose. 

Figure 2 shows that work trips remain within 4 percent of the average by day of 
week and are the most regular of all trip types. School trips are the second most 
steady, varying less than 8 percent from average. Tripmaking for personal business 
reasons stays within 5 percent of average until Friday when they rise to 13 percent 
above average. Shopping trips are well below average until Thursday and Friday when 
extremely large gains are made. Social-recreation trip volumes are very low until 
Wednesday when they reach their 5-day average, remain average on Thursday, and 
rise steeply on Friday. 

When the effect of variations in trip purposes on total daily volumes is considered, 
the above average number of trips to work and to school on Monday are more than 
balanced by below average trips for shopping, social-recreation, and personal busi­
ness. The low total volumes for Tuesday are the result of a decrease in activity in 
each trip category except personal business. While below average amounts of shopping 
and social-recreational trips on Tuesday are not unexpected, the substantial decreases 
in work trips and in trips to school are difficult to rationalize. Wednesday tripmaking 
is about average in each trip purpose category except trips for shopping and school. 
Light shopping offsets moderate gains in school trips on Wednesday; above average 
shopping volumes on Thursday approximately equal the decreases in school and personal 
business trips so that Thursday total travel about equals the 5-day average. Very large 
increases in trips for shopping, social-recreation, and personal business are responsi­
ble for nearly all of the gain in total trips shown for Friday. 

Reviewing briefly, the major differences in total trip volumes by day of the week are 
caused by an uneven trip distribution during the week within shopping, social-recreation­
al, and personal business categories. Heavier shopping on Thursday and Friday prob­
ably is a combination of the need for groceries and sundries for the weekend and the fact 
that these days are traditional paydays. The influence of paydays on Friday trips for 
personal business may be even greater because there are checks to cash and bills to 
pay. Many of these trips are probably parts of combinations of shopping and personal 
business trips. The larger volumes of social-recreational trips on Friday are expected. 
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GOLDEN TRIANGLE TRIPMAKING 

Daily Variation by Mode of Travel 

Just as there is a high and a low day of 
travel for the entire study area, so it is 
with Golden Triangle (GT) tripmaking (Fig. 
3) . Unlike the total study area, however, 
the GT tripmaking peak occurs on Monday 
when volumes are nearly 11 percent above 
the 5-dayaverage of about 133 , 000 person 
trips. Like the total study area, Tuesday is 
the lightest travel day since volumes are 
almost 9 percent below average. Also, 
like the total study area, Wednesday and 
Thursday travel approximates the 5-day 
average. Reversing the condition found 
on Monday when total study travel is be­
low average and GT trip volumes reach a 
peak, Friday travel to theGTfalls slight-
ly short of average, whereas total study 
tripmaking soars far above average. 

Driver trips average a little more 
than one-fourth of all GT trips. They 
are most numerous on Monday and Friday 
when they are above average by 7 percent 
and 12 percent, respectively. Tuesday 
trips drop to 12 percent below average 
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Figure 3. Daily variation of Golden Tri­
angle person trips by mode of travel. 

(low for the week); Wednesday shows a gain toward average by about 6 percent; Thurs­
day driver trips are about 1 percent below average. 

Passenger trips represent, on the averai~ea about 15 percent of total GT trips. They 
are well above average on Monday (about 6. 5 %) and on Thursday (about 10 %) . Tuesday 
volumes are about average. Wednesday passenger t r ips fall nearly 13 percent below 
average, while Friday is about 4.5 percent under average. 

About 57 percent of all internal person trips to the GT are made by mass transit, in­
cluding trips made by railroad. The peak for this mode occurs on Monday when mass 
transit trips are nearly 14 percent higher than the daily average. The high Monday 
volumes are due largely to the impact of evening openings in the majority of GT retail 
stores. Tuesday and Friday mass transit volumes both a r e well below average (10 % 
and 7. 5 % , respectively). Wednesday travel is 3. 5 perceut a bove average and Thur s­
day mass transit trips equal the daily average. 

From the standpoint of traffic congestion, it is probably fortWlate that peaks for 
driver trips and mass transit ridership to the GT do not occur on the same day of the 
week. However, both driver and transit volumes are very heavy on Monday (Fig. 3). 
The full effect of this condition is reduced, however, because tripmaking is spread out 
mor e evenly throughout the day. This distribution is als o a result of evening openings 
of retail stores, the effect of which is indicated further by examination of trip purposes. 

Daily Variations by Trip Purpose 

High tripmaking volumes to the GT on Monday are caused largely by far above aver­
age shopping activity, induced by most retail stores remaining open in the evening; but 
substantially above average trips for work add considerable weight to total trips, as 
do, to a lesser degree, trips for personal business (Fig. 4). The significant drop in 
shopping and work trips is, conversely, the principal reason for the deep decline in 
total GT trips on Tuesday. Wednesday travel shows small to moderate increases in 
all trip categories. Shopping trips show a large gain on Thursday because the stores 
remain open in the evening again. Social-recreational trips also start to increase, 
but most of this gain is offset by a sizable loss in personal business trips. The spec-
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TABLE 2 

PERCENTAGE DISTRIBUTION OF GOLDEN TRIANGLE TRIPS 
BY DESTINATION LAND USE FOR EACH TRAVEL DAY 

Land Use 

Day Retail Services 
Total Public All 

Department Other Total Central Personal 
Other Total 

Buildings Other 
Stores Offices Services 

Monday 30.6 10 . 7 41. 3 20.4 13 . 7 10 . 1 44.2 6.5 8.0 100 . 0 
Tuesday 24 . 6 10 . 5 35.1 25.3 12 . 1 8 . 5 45.9 8.1 10.9 100.0 
Wednesday 23 . 6 8 . 8 32.4 23.5 16.4 9 . 7 49.6 8.3 9.7 100.0 
Thursday 27.9 10 . 5 38.4 22.4 14 . 2 9.5 46 . 1 7.8 7.7 100.0 
Friday 19 . 5 11.2 30.7 22.7 14.3 12.2 49 . 2 7.8 12.3 100.0 

tacular increase in trips on Friday in the lightly weighted social-recreational category 
is balanced by very deep losses in shopping trips and below average volumes of per­
sonal business trips. Work trips remain steady on Friday. 

Daily Variation by Land Use at Destination 

Establishments that deal in retail goods and services attract about four-fifths, or 
more, of all person trips to the GT each day (Table 2)., Public buildings are the only 
other major trip generators, drawing an average of about 8 percent. Trip percentages 
to all other land uses, such as wholesalers, manufacturers, utilities, residences, and 
parks are inconsequential individually. 

As could be expected, retail stores attract their largest percentages on Monday and 
Thursday. This is due mostly to the influence of department store trips since the trip 
percentages for other retail outlets re-
main fairly steady throughout the week. 
The percentage of trips to department 
stores drops sharply on Friday. 

Service establishments draw their 
highest percentages on Wednesday and 
Friday. Actually, the trip volumes to 
these places are very steady, and the 
variations are the result of lighter or 
heavier trip weighting in other land uses. 
This is particularly true of trip percent­
ages to central offices , which are mostly 
work trips and very regular in volumes. 
A greater proportion of trips to personal 
service establishments consisting of 
financial, legal, and medical offices oc­
curs in the latter part of the week. The 
somewhat higher percentage on Friday 
for trips to other service places is under­
standable since these include theatres, 
nightclubs, and other indoor recreational 
places. Day-to-day percentages of trips 
to public buildings are quite regular ex­
cept on Monday. The lower percentage 
for Monday is largely the result of heav­
ier weighting by other land uses. 
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Day 

9 

Monday 39.9 
Tuesday 41.9 
Wednesday 45 .4 
Thursday 40.2 
Friday 30 . 9 

TABLE 3 

PERCENTAGE ACCUMULA'l'lON 01" GULDEN TRIANGLE TRIPS 
BY HOUR OF ARRIVAL FOR EACH DAY OF THE WEEK 

Accumulation (hour ending) 

AM PM 

10 11 12 2 3 4 5 6 

52. 2 60.4 66.7 71. 3 75 . 6 79.5 82.4 85.4 89.0 
56 .6 66 . 6 73.6 77 . 3 82 .9 86 . 9 89.5 92 . 0 94 . 0 
59 .7 69.3 74.4 77 . 6 84.2 87 . 6 91. 3 93.4 95 . 3 
53. 7 62.1 68.7 72.0 76. 9 81. 0 85.8 88.6 90 . 9 
57. 3 65.1 70.7 73. 9 77 .5 81. 5 84. 2 86.1 89 . 8 

Daily Variations by Hour of Arrival 

7 8 

93.4 97 . 2 
95.9 97.6 
96 .7 97 . 7 
93 . 7 97. 3 
91. 5 94.1 

Table 3 shows the percentage distribution of trips to the GT by day of the week. 

9 

98 . 7 
98.6 
98.9 
98.8 
96.8 

The hourly accumulation of trips to the GT by day of the week is generally fairly reg­
ular because about 60 percent of these trips eac.h wP.P.kda.y arP. tripr.; to work. These 
trips are reflected in the morning peak-hour accumulation. 

The effect of evening shopping can be observed in the higher percentages that occur 
in the late afternoon and early evening hours on Monday and Thursday. Similarly, in­
creased social-recreation on Friday appears in the higher percentages in late evening 
hours on that day. Curiously, Friday morning accumulation is considerably slower 
than on other days at 9:00 AM but catches up by 10:00 AM. Inasmuch as nearly all trip­
makers who arrive in the GT before 9:00 AM are going to work, many of them must 
have later starting times on Friday or are just plain late. If the latter is the case, the 
need for timeclocks, tougher supervisors, or increased personnel turnover may be in­
dicated. 

CONCLUSIONS 

It appears desirable in future 0-D studies to plan more carefully to obtain an equal 
number of samples by day of the week. 

The presence of holidays within the interviewing period can result in wide differ­
ences in the number of samples scheduled by day of the week. The number of inter­
views pertinent to the expansion factor may vary significantly by day of the week. If no 
attempt were made to equalize the number of interviews per day or, at least, to factor 
for any inequality, serious distortions could result if large differences were present in 
both tripmaking volumes and number of interviews by day of the week. These differ­
ences probably can be reduced by finding, near the end of the interviewing period, the 
number of completed interviews by day and by adjusting the travel dates of the remain­
ing schedules with an eye toward equalization. 

In the Pittsburgh study , rather large differences in trip volumes were found between 
the peak day and the average day of travel. In the whole study the difference amounted 
to about 250,000 person trips, or about 12 percent, whereas in the Golden Triangle the 
difference was about 13, 000 trips, or 11 percent. Awareness of the extent of these 
differences is vital, of course, in transportation planning. 



Evaluation of Some Elements of 
Auto-Driver Trip Productions 
F. E. COLEMAN, Connecticut Highway Department 

•THERE are many characteristics that influence the number of trips made daily by 
motor vehicles. An attempt to determine the most predominant and influential ele­
ments of auto-driver trips was conducted by the Connecticut Highway Department in 
conjunction with Alan M. Voorhees. 

The basic data were obtained in the Southeast Area Traffic Study (SEATS). The 
study area consists of 23 towns in southeastern Connecticut, covers a 750-sq mi area, 
and has a population in excess of 190, 000. 

A 2 percent sample of the dwelling units in the area was selected and a home-inter­
view 0-D survey was then conducted. The trip breakdown used in the survey cate­
gorized trips into twelve trip purposes. For the analysis of trip production rates, 
these twelve purposes were grouped into four trip types, work, long, short and non­
home based. The long and short classifications were based on trip length character­
istics, with the non-horn~ based trips being defined as those trips made with neither 
origin nor destination at the home. A final consolidation of the four trip purposes was 
made into work and non-work trips in order to facilitate a comparison of the results 
to those obtained in the Hartford Area Traffic Study (HATS). Table 1 gives the 
trip purpose breakdown. 

It has been pointed out in other studies (1), that family size and car ownership have 
a great bearing on the number of trips made by a motor vehicle. From the SEATS 
home-interview survey, the relationship 
between the number of persons per fam-
ily, the number of cars per family, and 
the number of auto-driver trips made was 
found. 

As family size increases to 9 persons, 
the number of auto-driver work trips for 

TABLE 1 1 and 2 car families increases 40 per­
cent and 30 percent, respectively, while 
the number of work trips for 3 car fami­
lies doubles (Fig. 1). The gradual in­
crease in the number of work trips being 
made by one car families can be explained 
by the fact that the single car families 
are limited to the number of extra work 
trips that can be made. In 2 car fami­
lies, the second car is commonly used 

AUTO-DRIVER TRIP PURPOSES 

by the housewife for transportation, and 
these trips fall into the non-work trip 
group. 

Auto-driver non-work trips have pat­
terns different from those of work trips 
(Fig. 2). These trips increase at a high­
er rate with an increase in family size 
and car ownership, and then decline 

Category 

Work 

Non-work 

Paper sponsored by Committee on Origin and Destination. 

Type 

Work 

Long 

Purpose 

Work 

Related to business 
Medical-dental 
Shopping-shopping 

goods 
Social 
Recreational 
Other 

Short Personal business 
Eat meal 
Educational 
Civic-religious 
Shopping-con­

venience goods 

Non-home based Non-home based 
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rather sharply. The break point occurs between 5 and 6 persons per family for 1 car 
families and between 4 and 5 persons per family for 2 and 3 car families. In 1 car 
families the rate of increase and decrease is far mor e gTadual than for 2 and 3 car 
families, indicating that in the former category these types of trips are kept at a mini­
mum. This apparently is a result of a combination of factors. The work trip takes 
priority and idles the car for at least one-third of the day. Also, single car families 
are probably lower on the income scale. If this is not the case, and the family is of 
the type that needs to make extra trips, a second car would be present. A detailed 
analysis of the trips made by 2 car families seems to indicate this. For example, in 
families with 4 or more members the number of social trips being made falls off 
rapidly. Since this type of trip accounts for 20 percent of the total non-work trips, its 
impact is readily felt. Shopping trips also decline, and these account for 9 percent of 
the total non-work trips. This seems logical for as family size increases the influence 
of economic pressure is felt. Income data would have been useful to correlate these 
observations but were only available as median income by town. Trips made for edu­
cational and civic-religious purposes also decreased as family size increased, but it 
is difficult to deduce a reason for this. 

As would be expected, convenience shopping trips increased slightly. This type of 
trip accounted for 22 percent of the total non-work trips. Related business trips in­
creased sharply in comparison to convenience shopping, but this is understandable 
since these types of trips are actually supplemental to work trips. 

Those trips classified as personal business, eat meal, recreation and medical­
dental remained fairly constant as family size increased. It would seem reasonable 
to assume that as social trips declined with an increase in family size that recreation 
trips would also. However, the observed data did not corroborate this theory. Pos­
sibly visiting other people becomes a chore while family type trips for recreational 
purposes do not. 

It must be kept in mind that these curves are a direct product of individual observa­
tions. In using these relationships to predict auto-driver trips it was apparent that 
some adjustment should be made to reflect the average conditons of the traffic zones. 
These zones are the units for which trip production will be considered. 

To de velop a set of curves that would pr edict t r a vel on an ave r age basis , family 
size and car ownership were investigated. From census data of tracted areas in Con­
necticut (Hartford, Bridgeport, New Haven, Waterbury, Stamford) the relationship be­
tween the average number of persons per family and the percent of families having 1, 
2, 3, etc. , members was established. This relationship proved to be consistent for 
the various areas that were tracted and the resulting curves had very little scatter 
(Fig. 3). The dashed portion of the curves were estimated to account for larger family 
sizes than were actually observed in the SEATS home interview. 

The curves in Figure 4 were developed from the same census data to relate the 
average number of cars per family to the percent of families having 1, 2, 3, etc., 
cars per family. Again these data were very consistent for each of the tracted areas 
considered and resulted in very little scatter. The percent of families not owning 
cars rapidly decreases as familv size increases. and it is felt that the predominant 
characteristic of no car families is retired couples who rely on mass transit for their 
transportation. 

Having established the relationship in Figures 3 and 4, the framework was provided 
for converting Model I to an average persons per family and average cars per family 
basis for predicting auto-driver trip production. Trip production rates for various 
combinations of family size and car ownership were determined from Model I for work 
and non-work trips. These rates were then adjusted by applying the relationships of 
the percent of persons for a given average family and average number of cars in the 
family. The adjusted volumes were then plotted, resulting in Model II (Figs. 5 and 6). 

With the new set of curves it was possible to compare the theoretical trip productions 
to the actual trips obtained from the home interview. This was done for each town in 
the study area by obtaining the average number of persons per family and the average 
number of cars per family. The trip production rates were then obtained from the 
Model II curves and expanded by the number of families. Retired families were not 
considered for auto-driver work trip productions for obvious reasons. 
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TABLE 2 

COMPARISON OF AUTO DRIVER TP.lP PRODUCTIONS 

WORK TRIPS NON-WORK TRIPS 

Imm 11 THEO 11 HATS ,]THEO.* THEO 11 
ACTUAL A/T n /T A/T ACTUAL A/T ~I' 

MOOEL l MODELD METHOD MODEL I MODEL D 

REGION I 246 246 1.00 232 1.06 246 1.00 524 489 l.07 477 

REGION 2 16 1 138 116 129 125 134 1.20 215 269 080 255 

REGION 3 345 330 104 311 I l l 339 105 563 707 080 667 

REGION 4 221 219 10 1 207 1.06 232 096 492 454 108 437 

REGION 5 383 401 096 374 1.02 400 0.96 923 829 I.I I 802 

REGION 6 534 469 1.14 414 1.20 483 1.10 975 961 1.01 918 

REGiON 7 !77 202 087 197 090 226 079 478 441 108 409 

-
TOTAL 2067 2005 I 03 1894 109 2060 1.01 4170 4150 10 1 3965 

* MODEL I- Cur\leS developed trom home interviews 

* MODEL IT-Home interview curves modified by average family size and average car ownership cond1t1ons 

W: HATS METHOD-Based on car ownership only 

l>.!T 

1.10 

0.85 

0.85 

1.12 

1.15 

1.06 

1.17 

1.05 

HATS 
A/T 

METHOD 

499 1.05 

269 0.80 

684 0.83 

468 1.05 

807 1.14 

974 100 

461 103 

4162 1.00 

The comparison of trip productions from Models I and II, as well as the method 
used in HATS, which utilizes only SEATS car ownership, is given in Table 2. The re­
sults indicate that considering family size as related to average persons per family 
and average cars per family did not increase the accuracy of the study. 

As mentioned previously, income level is a desired variable but was not available 
for SEATS. More work is planned in areas of the state for which this information is 
available. 

The observed data revealed basic characteristics of travel patterns, namely that 
the number of trips do change as family size increases, and that this increase is in­
fluenced by car ownership. Although these basic elements are important in individual 
cases, they do not have too much effect on the total volume of trips made in an area. 

REFERENCE 

1. Shuldiner, P.W., "Trip Generation and the Home." Northwestern Univ., Dept of 
Civil Engineering. 



Characteristics of Summer Weekend 
Recreational Travel 
CHARLES C. CREVO, Connecticut state Highway Department 

•THE recent trend in the use of mathematical models for the distribution of vehicle 
trips has resulted in a more detailed examination of trip purpose. This is one of the 
more important refinements developed, because it is evident that trips made for dif­
ferent purposes vary in characteristics. 

In two traffic studies made by the Connecticut Highway Department, the Hartford 
Area Traffic Study (HATS) and the Hartford Metropolitan Transportation study (HMTS), 
recognition was given to various trip types. In the application of the gravity model 
technique of vehicular trip distribution, as developed by Alan M. Voorhees, Connecticut 
used a four trip purpose model. These trip purposes were work, social, commercial, 
and non-home base. 

Both studies were conducted in an inland area where there are no great recreational 
facilities to act as traffic generators; therefore, the four-purpose model was adequate. 
However, future studies by the highway department will involve areas along the shore 
line, and it will be necessary to consider the effects of recreational travel to and from 
the shore. 

The basic problem confronted in this study was the determination of the characteris­
tics to be developed. First and foremost, it was decided that travel time is important 
in the consideration of the distribution of travel patterns, and subsequently for its appli­
cation in the gravity model technique of vehicle trip distribution. Likewise, vehicle 
occupancy was considered important because it is a basic element of trip production, 
and persons per vehicle is the conversion factor for relating population to vehicles. 
The third characteristic is the relationship of trip production to the population density 
of the origin. A similar relation selected for the fourth characteristic is the effect of 
car ownership on trip production. Finally, the distribution by hour of vehicles arriving 
at recreational areas was felt to be of value in estimating the expected time an increased 
load imposed on a highway system providing access to a recreational facility. 

To obtain the necessary information, it was decided that vehicular trips to recrea­
tional areas would have to be detected by some type of personal interview. The two 
types of interviews chosen were the Home Interview Origin and Destination and the Road­
side Interview Origin Surveys. 

STUDY AREA 

The study was conducted in southeastern Connecticut, referred to as the southeast 
area. This recreational area (Fig. 1) consists of the following 23 towns: Bozrah, 
Colchester, East Haddam, East Hampton, East Lyme, Franklin, Griswold, Groton, 
Lebanon, Ledyard, Lisbon, Lyme, Montville, New London, North stonington, Norwich, 
Old Lyme, Preston, Salem, Sprague, Stonington, Voluntown, and Waterford. Thearea 
also coincides with the Southeast Area Traffic Study being conducted by the Connecticut 
Highway Department. 

Descriptions of the facilities available at the beaches and parks selected for study 
are as follows: 

Ocean Beach Park 

Ocean Beach Park is located at the southernmost point of New London and on Long 
Island Sound. This salt water public beach, operated by the city, has a boardwalk lined 

Paper sponsored by Committee on Origin and Destination. 
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STUDY AREA 
SOUTHEAST AREA TRAFFIC 5'UDT 

Figure 1. 

with commercial amusements and concessions. There is also a dance hall which is 
open only evenings. A paved parking area for approximately 2, 000 vehicles is provided, 
and a small picnic area is available at a considerable distance from the beach. The 
main route of access to Ocean Beach is Conn. 213, which connects to US lA in the 
center of New London. 

Rocky Neck State Park 

Rocky Neck State Park is a 561 acre site bordering on Long Island Sound in the south­
west corner of East Lyme. Operated by the state, it offers salt water bathing, boating, 
fishing, hiking, shelter, picnicking, and a food concession. A large part of this tract 
is devoted to camping, but this area is excluded from the beach and picnic facilities . 
The area is served by a direct connection from the Connecticut Turnpike. 

Devil's Hopyard State Park 

Devil's Hopyard State Park is an 860 acre recreational area situated in East Haddam, 
operated by the state. There are no bathing facilities; however, fishing is provided 
by the Eight Mile River. Hiking trails and picnic areas are also provided. The area 
is encircled by state routes, but it has no access by a high type roadway. 

Hurd State Park 

Hurd State Park is a state-operated 698 acre area located in East Hampton on the 
east bank of Connecticut River. Recreational facilities at this fresh water location 
are boating, hiking, picnicking, and shelter. Access is provided by Conn. 151. 
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Hopeville Pond state Park 

Hopeville Pond state Park consists of 316 acres and is located in Griswold. It pro­
vides fresh water swimming, boating, and fishing, and facilities for hiking and picnick­
ing. Access is provided by an interchange on the nearby Connecticut Turnpike. 

HOME INTERVIEW SURVEY 

The weekend recreational trip home interview survey was conducted in conjunction 
with a survey by the Connecticut Highway Department. The department's survey was 
for weekday travel in the southeast area and was made Tuesday through Saturday. 

The sample to be interviewed was selected randomly by towns, with the number in 
each town based on the percent population of the study area. 

The weekend interviews were taken during the months of July and August, and only 
on Tuesdays. This was because Monday was not an interview day for the weekday trip 
inventory. However, it was felt that people would remember their recreational trips 
after a day or two had lapsed. The weekend form was the same as the weekday except 
for the basic information on the reverse side. It was deemed unnecessary to duplicate 
this information on the weekend form. 

In addition to recreational trips, as many other trips as the interviewee could recall 
were recorded. This was for possible future use. All trips made between 4:00 PM 
Friday and 12:00 PM Sunday were considered as being weekend trips. 

Advance notice of the survey was publicized by area newspapers, and the households 
to be interviewed were notified by a letter which appealed for cooperation as citizens . 

ROADSIDE 0 AND D 

A survey was conducted at each of the five selected recreational areas. An attempt 
was made to choose an average weekend, and it was decided to interview on Saturday 
and Sunday, August 26 and 27, 1961, between the 9:00 AM and 3:00 PM. In addition to 
the assumption of detecting average trips, it also provided a steady flow of in traffic 
so that a 100 percent sample resulted at all five areas. 

Each of the facilities has a toll booth or booths and controlled vehicular access . 
The interviewers were stationed at these points and questioned the drivers as they 
waited in line to enter. Only the origin and number of people in the car were recorded. 

Advance notice of this survey was also publicized in area newspapers. "Survey 
Ahead" signs, as well as warning and stop signs, were placed prior to the interview 
stations to inform the motorists . 

Probably the most limiting factor in summer weekend recreational travel is the 
weather. Inclement weather would considerably reduce the amount of recreational 
travel. The only weather problem during the field study period occurred at Rocky Neck 
state Park on Saturday, August 26, in the morning. There were rather frequent heavy 
showers in this area. However, at Ocean Beach, 7. 5 miles to the east, the weather 
was excellent. Heavy clouds could be seen over the Rocky Neck area, but there was 
no other indication of rain. Therefore, it is doubtful that travelers who started out for 
Rocky Neck earlier in the morning had any knowledge of the precipitation. For this 
reason, it is being assumed that there is no variation in the visitation to Rocky Neck at 
that time. 

The limitation placed on the roadside 0-D surveys is in the number of interviews, 
rather than sample size, because at all interview locations a 100 percent sample was 
taken. However, the number of interviews taken at Hopeville Pond, Devil's Hopyard, 
and Hurd state Park are insignificant compared to Ocean Beach and Rocky Neck and 
were not included in the travel time factor analysis. Also, car occupancy at these 
areas was not recorded. Arrival time alone is significant. For the travel time analy­
sis of the trips to the two remaining areas, the entire state was considered, with trips 
external to the study area being grouped according to an average of travel times. 

The home interview survey is limited in its sample size. Even though a 2 percent 
sample was randomly selected by towns, the number of weekend trips could vary greatly 
by town. This is because the weekend trips were detected on the following Tuesday. 
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If a great number of the interviewees were not at home on Tuesday, a call-back was 
necessary on another day, and then the weekend trips were not recoi·ded. Thus, the 
sample size is smaller than was originally planned. In this study, only the recreational 
trips that had a destination listed as playground, beach, or park were used. Commer­
cial recreation was omitted. The home interviews were taken within the study area, 
but trips external to this area were considered accordingly. 

ANALYSIS OF DATA 

The data from both the home interview and the roadside survey were coded and put 
on punch cards for tabulation on a Remington Rand file computer No . 1. The coding 
was based on the Connecticut 3-digit town number with a 2-digit appendage for zone 
designation . Thus, each trip has two 5-digit code designations, one for origin and one 
for destination. Other information was also coded and punched, thereby providing a 
complete record of all the trip data. With this arrangement the data could be sorted 
into any order for ease of analyzing. 

Upon completing the above phase, it was necessary to develop a system of travel 
times between zone centroids. This was accomplished by a tree building process based 
on the Moore minimum path algorithm (1) which determines the shortest path between 
two centroids, given any number of alternate routes. 

The mechanics of tree building is in coding a network of street and highway segments, 
called links, between intersections and centroids, called nodes. Each link is assigned 
a distance and speed. This information is stored into the computer memory, and the 
tree building program then determines the shortest path from each centroid to all others . 
The centroid to which the shortest paths are determined is called the home node. The 
final product is a co mputer tabulation composed of the shortest travel time from the 
home node to each other node as well as the path or route which must be traced to make 
the trip in this minimum time. A separate tree is required for each centroid, a total 
of 110 trees for the study area, including external stations. The externals are centroids 
located on major routes on the periphery . 

Having tabulated the 0 and D's of the trips and the travel times, the next step in con­
sidering trip production based on destination was to develop travel time factors by con­
sidering the ratio of actual and theoretical trips. It is assumed t hat trip production for 
recreational travel is based on population. For this reason the population of each zone 
was taken as a percent of the state population. The statewide population was used, 
because it is reasonable to assume that trips can originate anywhere within the state or 
beyond. 

From this point on, each recreational facility was considered individually. The total 
number of vehicle trips and person trips were recorded for each zone. 

On the assumption that the population generates the trips , the theoretical number of 
trips from any zone would be a proportional number of the total trips based on the zonal 
percentage of the population. In general terms this can be expressed as 

in which 

r P· 
Theoretical tripsir = L: T x - 1

-

n Ps 

i = any zone or group; 
r r = a recreational facility; 

L: T = the total number of trips to a recreational area from all zones; 
n 

Pi = population of the zone; and 
Ps = total population of the state. 

The actual number of trips to a recreational a1·ea is known from the survey conducted 
ther e . The ratio of the actual person trips to the theoretica l per s on trips is then 
plotted against the t r avel time in minutes from each zone (2) . When the cu1·ve of best 
fit is plotted to the scatter of points , the result will be a travel time factor curve . 
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This curve is of the form R = kTb, in which R is the ratio of actual and probable trips, 
k is a constant, and Tb is the travel time to some power. This is the form of the travel 
time factor in its application to the gravity model. 

This method was applied to both Ocean Beach and Rocky Neck so that the resulting 
curves could be compared and analyzed. 

For the characteristics of the relationships between trips per family vs population 
density and car ownership, it was necessary to determine the population density in 
families per residential acre, and the car ownership for each zone. Once density and 
car ownership were established, the number of person trips and the number of vehicle 
trips per family were plotted. 

The determination of car occupancy provided no great problem and was found by 
dividing the total number of persons entering the facility in the given time by the total 
number of vehicles entering during the same period, as recorded in the field survey. 

The analysis of arrival patterns merely entailed the grouping of arrivals by hour, 
and plotting the percent of the vehicles arriving at hourly intervals, and also the 
cumulative percent arrival by comparable hourly intervals. 

RESULTS 

The data collected in the roadside survey at Ocean Beach and Rocky Neck are to be 
used in developing travel time factors, car occupancy, and time of arrival. 

The 2-day survey at Ocean Beach interviewed 1, 257 vehicles. The number of occu­
pants in each car ranged from 1 to 9 persons, and the time of travel varied from a low 
of 1. 0 min, for trips originating within the zone, to 2 hr 10 min for more distant origins. 
The total number of person trips was 3, 329. 

For the same survey period at Rocky Neck, 592 vehicles were interviewed. Car 
occupancy ranged from 1 to 9 persons also, and travel time ranged from a low of 6.0 
min to a high of 2 hr 5 min. The high value for the low end of the range is because the 
zone in which Rocky Neck is located has a population of only 12 people. There is no 
dense population closer than 6. 0 min traveling time. The total number of person trips 
to this facility during the 2-day weekend was 2, 220. 

Trips originating outside Connecticut were not included in the analysis. At Rocky 
Neck there were 70 vehicle trips from the Springfield, Mass., area, and 5 vehicle 
trips from Rhode Island. At Ocean Beach there were 150 trips from Massachusetts and 
176 from Rhode Island. However, 154 of the Rhode Island trips were interviewed Sat­
urday when an industrial firm from Westerly sponsored an outing for its employees. 

Trips originating outside the study area but within the state were grouped according 
to an average travel time. This was necessary because the tree building process was 
limited to the southeast area. For groups in the area contained by HATS, the time to an 
external station from the HATS trees was added to that of the southeast area. Times to 
population groups in the remaining area were estimated to the external station on the 
route serving the area. 

The home interview survey provides the data to be used in developing the character­
istics of trips as related to density and car ownership. The interviews conducted during 
the months of July and August resulted in 1, 319 trips, of which 286 were vehicle trips 
for recreational purposes of the playground, beach, and park variety. This accounted 
for 670 person trips. Additional recreation trips of the commercial variety, bowling 
or golf, for example, were omitted from the analysis. 

TRAVEL TIME FACTORS 

The ratio of actual and theoretical trips was developed as discussed previously. 
This was done for both recreational facilities and then plotted against a corresponding 
travel time. A scatter diagram resulted indicating that a curve of the exponential form 
would probably be the best fit. The ratios were grouped in 5-min travel time intervals 
and a regression analysis was performed. To obtain results in the form of an exponen­
tial curve, a least squares linear regression in terms of the logarithms of the variables 
was computed (Figs. 2 and 3). 
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The equations relating the ratio of actual to theoretical tr ips and travel time to 
Ocean Beach and Rocky Neck, respectively, were computed to be R = 1. 55T- 0

'
81 and 

R = 2.23T-r. 3
, in which R =actual number of per s on t rips pel' probable number of per­

son trips, and T = travel time in minutes. 
The curves are very close in value except in the range of travel times from 3 to 20 

min. This is due mainly to the inherent population distribution of the zones in which 
the study sites are located. Rocky Neck is situated in a zone that has a 1960 population 
of 12 people; therefore, there are no travel times less than 6 .0 min. This tends to 
force the curve to the right, thereby increasing the slope. Ocean Beach zone, with a 
population of 284 people, is much smaller in area, resulting in shorter travel times 
for the more densely populated surrounding zones. 

CAR OCCUPANCY 

For the 2-day 12-hr survey period a total of 1, 257 vehicles entered Ocean Beach. 
These vehicles contained 3, 329 people. The average car occupancy was 3, 329 persons 
per 1, 257 vehicles, 2. 7 persons per vehicle. 

For the same period, there were 592 vehicles entering Rocky Neck with a total of 
2, 220 persons. Average car occupancy was 2, 220 persons per 592 vehicles, 3 .8 per­
sons per vehicle. 

Comparison shows a significant difference in car occupancy due to the facilities 
available at the recreational areas. Rocky Neck is a state park with no commercial 
amusements and only one food concession. Bathing and picnicking are its biggest 
attractions and it tends to attract the family type trip, which usually includes children. 

Ocean Beach is a city-operated public facility with a boardwalk type layout with 
commercial amusements as well as bathing facilities and a small picnic area. Observa­
tion on the beach and of the vehicles entering showed a high number of the younger set 
patronizing this area, resulting in a lower average car occupancy. 

TRIPS PER FAMILY VS CAR OWNERSHIP 

The relationship between the number of trips made per family and car ownership is 
based on the home interview survey data. Car ownership for the zones was determined 
by random sampling of the local motor vehicle tax assessment cards for each town, and 
then locating the selected sample on a zone map. The sample was then expanded to the 
town car ownership. 

The trips per family in each zone were grouped by similar car ownership and an 
average value taken. The least squares regression equations relating car ownership 
to vehicle trips per family and person trips per family, respectively, are T v = 2. 5 + 1. 4C 
and T p = 3 . 5 + 4. 2 C, in which T v = vehicle trips per family, T p = person trips per 
family, and C = car ownership by zone (Fig. 4). As car ownershipincreases, the number 
of vehicle trips increases, but at a rate less than that of person trips. This shows that 
larger families have a higher car ownership rate. 

TRIPS PER FAMILY VS DENSITY 

Again using the data from the home interview survey, the relationship between trips 
per family and density was developed. As density increases, the number of vehicle trips 
per family decreases slightly (Fig. 5). Similarly, the number of person trips per 
family decreases , but at a faster rate. 

It is evident that the low density areas generate more person trips per family than 
the high density areas. However, this is justified when it is considered that the lower 
density areas have a higher car ownership. 

The equations of the regression lines computed for vehicle trips per family and per­
son trips per family, respectively, are T v = 4. 4 - 0. lOD and T = 11. 8 - 0. 71D, in which 
Tv =family vehicle trips, Tp = average family person trips, and D = density in families 
per residential acre . 
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TIME OF ARRIVAL 

In the analysis of the arrival characteristics of recreational trips, Hapeville Pond 
State Park and Devil's Hopyard state Park were considered in addition to Rocky Neck 
and Ocean Beach. Figures 6 and 7 show the arrivals at each recreational area by per­
cent arrivals and percent cumulative arrivals vs time. 

Figure 6a shows the difference between Saturday and Sunday at Ocean Beach. The 
Saturday peak occurs between 1:00 and 2:00 PM, and declining thereafter. On Sunday, 
the peak is again from 1:00 to 2:00 PM, however, the increase is much higher, going 
from 15 percent to 33 percent from 12:00Noon to 1:00 PM. The low morning volume 
is most likely due to the church attendance before the recreational trip. 

Figure 6c shows a similar relationship at Rocky Neck. The difference is that on 
Saturday the peak is at the 12:00 Noon to 1:00 PM hour and then drops off, followed by 
a slight rise. This may be due to the late afternoon picnic or cookout. For Sunday 
there is a steady increase in volume which indicates the family groups possibly starting 
out early for an all day affair. 

Figure 7a, showing the arrivals at Hapeville Pond, indicates the strong attraction 
for the picnic type recreation trip, even though fishing, bathing and boating are avail­
able. The Saturday curve shows the early morning arrival, thereafter declining and 
picking up again slightly for the afternoon. The Sunday curve shows the definite noon 
and evening feast outdoors. 

Figure 7c portrays the arrival curves for Devil's Hopyard. There were no arrivals 
from 9:00 to 10:00 AM; however, there is a strong resemblance to the Saturday curve 
of Figure 7a. Sunday shows an increase in the early hours and then levels off at noon. 
There follows a rapid increase to the peak hour between 1:00 and 2:00 PM. 

The survey period ended at 2:00 PM, therefore, the hour beginning at 1:00 PM was 
the last at which a count was taken. 

CONCLUSION 

The travel time factor curves developed for Ocean Beach and Rocky Neck illustrate 
that the facilities available at recreation areas do not strongly influence travel consid­
erations. This is especially true of the trips greater than 25 min in length. Any travel 
less than this time could very well be influenced by the proximity of two recreational 
areas competing for visitation. It is logical to assume that people living within minutes 
of a beach hesitate to travel a much longer time to visit another recreational area. 
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Based on the similarity of the travel time curves, it is concluded that the grouping 
of data collected at both survey sites would result in a curve capable of providing time 
factors for use in the mathematical model. Applied to the model, the factors would 
adequately assist in the distribution of vehicular traffic to recreational areas. 

The values derived for car occupancy do differ according to the facilities available 
at a recreational area. This varying characteristic can be utilized in estimating vehicle 
trips which are usually based on population. Car occupancy is the factor by which per­
son trips are converted to vehicle trips and vice versa. 

The characteristics of family trips as related to density and car ownership follow 
the trend of other trip types. That is, as density increases car ownership decreases 
and less trips are made. However, for purposes of this study, only weekend trips 
were considered, and for this reason the frequency would be less than weekday trips 
of other types . 

As illustrated in the arrival curves, the time depends somewhat on the facility 
visited. Areas offering family activity show a definite trend of arriving in time to eat 
lunch or for a late afternoon cookout. 

On Sundays the religious trip influences the arrivals and causes a peak near noon, 
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A Method of Estimating Traffic Behavior on 
All Routes in a Metropolitan County 
THOMAS C. MURANY!, Chicago Area Transportation Study 

•WITH the constantly increasing demands for traffic information needed in the every 
day work of traffic and highway-engineering, thousands of road stations have been es­
tablished for traffic counting. However, it is believed that in various Western Euro­
pean countries and the United States, there is essentially more valuable information 
hidden in these counts than is evaluated and placed at the disposal of traffic experts. 
This statement refers particularly to studies where the detailed geometric design of 
single road sections or junctions is not the problem to be solved, but rather develop­
ment of an entire road network. 

It seems to be obvious that the source of information about traffic behavior should 
be the traffic inventory regardless of the purpose of the study-estimating the present 
traffic demands or forecasting future traffic. 

Despite the significant progress in synthetically simulating traffic on extended net­
works of large study areas, better knowledge of prevailing traffic conditions still re­
mains part of the framework for long-range transportation studies. Evidence from 
comprehensive assignment analyses proves, furthermore, that a theoretical trip dis­
tribution on the network can match the requirements of the planner only when the real 
traffic behavior is taken into consideration. 

It is well known that the main source of knowledge concerning the very variable 
traffic pattern within one year is the permanent counts and the repeated monthly sample 
counts at the so-called ''key" stations. Moreover, these counts contain all the elements 
characterizing the traffic behavior. The problem is that by means of factors obtained 
from a relatively low number of stations, it is impossible to characterize all the im­
portant traffic fluctuations present in a large network. Perhaps these adjustment fac­
tors are good enough to convert one-day counts into annual average traffic volume (ADT). 
However, an average sometimes is far from being sufficient. The ADT of two routes 
can be absolutely identical. But some of the main problems, especially for traffic and 
highway engineers, originate in the fact that the traffic pattern of these routes, de­
scribed with the ADT, can be completely different within twelve months. If the traffic 
character of one of these routes is a typical working day traffic, the traffic volume can 
be expected to be steady throughout the whole year. Meanwhile, heavy weekend traffic 
or important recreational traffic of the summer months can produce peak daily volumes, 
which are two to five times higher than the ADT. 

It is most desirable for planners and engineers to know the locations of routes, within 
the study areas, with unusual traffic patterns. In other words, to know the traffic char­
acter of the different roads of the network. This paper gives criteria for classifying 
routes by traffic characters into types. The allocating of road sections to these dif­
ferent types is an objective grouping based on a few machine counts. A counting and 
evaluating procedure with built- in statistical control was developed. The method de­
velops factors for each of these route types. The factors, with statistically estimated 
accuracy, reproduce synthetically all-important details of the traffic and their peak 
for the entire network. 

The method shown is that used in the Lake County Transportation Study (Illinois). 
Estimating traffic behavior on Lake County roads was accomplished in a manner similar 
to that used in a comprehensive traffic research conducted by the author in Hungary, 
Austria, The Netherlands, Switzerland and Western Germany. The characteristics of 
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traffic observed in Europe, when compared with the r esults of analysis of traffic on 
Illinois highways, demonstrate a large area of agreement between human behavior in 
Europe and in this country. This also proves, indirectly, the objective criteria used 
by the classification of the network to produce factors which characterize the traffic 
behavior of roads with sufficient accuracy in the large field of traffic engineering and 
planning activity. 

METHOD OF CLASSIFYING ROUTE TYPES 

It is generally known that route by route, the pattern of daily traffic volume during 
the twelve months of the year is essentially different. Figures 1 and 2 show four 
characteristic relative volume trends from Lake County. Without knowing the traffic 
character of a route, it is impossible to convert sample counts accurately to ADT, or 
to determine other traffic characteristics. A classification of route types by traffic 
character is necessary. Results of comprehensive traffic analyses show that a usable 
parameter for classification can be the ratio of recreational traffic to the total traffic. 
The recreational traffic has two important ingredients, and they are: the vacational 
traffic of the average weekday and the weekend traffic. This kind of information can 
be obtained by simple machine counts instead of roadside interview. The vacational 
traffic on an average weekday of the summer months can be expressed by the ratio of 
the average weekday traffir. in August to the average weekday traffic in May and June; 
that is , 

Va 
it>=-----

% (Va+ Vo) 

in which 

Va= the daily average weekday traffic in August; 
Vs= the daily average weekday traffic in May; and 
Vs = the daily average weekday traffic in June. 

(1) 

The classification of routes by the various values of the factor means that sample 
counts of each route segment within the same route type can be converted with a single 
adjustment factor to ADT. This adjustment factor by route type is the arithmetic mean 
of ip factors derived from counts on control stations by the same route type. The stand­
ard error of this arithmetic mean is the systematic error of this factor, which in­
fluences the accuracy of ADT estimates. 

The practical consideration regarding the accuracy in ADT estimates led to the es-
tablishment of three characteristic categories of vacational traffic: 

1. Routes with a high percentage of vacational traffic, ~ > 1. 2; 
2. Routes with a medium percentage of vacational traffic, 1. 1 ,,; ~ ,,; 1. 2; and 
3. Routes with a low percentage of vacational traffic, ip < 1. 1. 

The weekend traffic can be characterized simply with the ratio of the average traffic 
of the week Vi to the average Sunday traffic of the summer half year v7: 

in which 

Vi= Y7 (5 Vw +Vs+ V7); 
V7 = traffic volume on Sunday; 
Vs = traffic volume on Saturday; 

Vi _ b 
- - 7 V7 

vw = traffic volume on average weekday; and 
b7 = daily factor for Sunday. 

(2) 
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Relative traffic volume trends by route type on rural roads in Lake County 
(key stations, 1960, 1961). 
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Figure 2. Relative traffic volume trend on Tri-State Tollway (Interstate 94) in Lake 
County (toll plazas no. 31 and 32, 196o-1961). 

To characterize the different intensities of Sunday traffic, the routes can be grouped 
also in three categories. 

1. Routes with relative high Sunday traffic are routes on which the traffic volume 
of an average Sunday of the summer half year is more than 10 percent higher than the 
traffic volume of the average weekday: b7 < 0. 9. 

2. Routes with relative medium Sunday traffic are routes on which the average 
Sunday traffic of the summer half year is within 10 percent of the traffic on the average 
weekday: 0. 9 ,; b7 ,; 1. 1. 

3. Routes with relative low Sunday traffic are routes on which the average Sunday 
traffic of the summer half year is more than 10 percent less than the traffic on an average 
weekday: b7 > 1. 1. 
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Grouping the routes by the combination of 3 types of vacational traffic and 3 types of 
Sunday traffic would result in 9 route types. Handling of 9 route types in practice is 
difficult, and also not necessary; therefore, only 4 route types were established where 
the different intensities of vacational and Sunday traffic were referred to as recreational 
traffic. 

The final classification of the network is as follows: 

1. Routes with prevailing recreational traffic (Route Type A) are routes with a high 
percentage of vacational traffic on an average weekday, regardless of the intensity of 
Sunday traffic: !/) > 1. 2; b1, any value. 

2. Routes with recreational and business traffic (Route Type B) are either routes 
with a medium percentage of vacational traffic on an average weekday regardless of 
the intensity of Sunday traffic: 1. 1 s !/) s 1. 2; b7, any value-or with a low percentage 
of vacational traffic on an average weekday, but with high Sunday traffic; !/) < 1. 1; 
b7 < 0. 9. 

3. Routes with preponderant business traffic (Route Type C) are those with a low 
percentage of vacational traffic on an average weekday and with low Sunday traffic: 
!/) < 1. 1; b1 > 1. 1. 

4. The Tri-State Tollway represents a separate route type where a very high 
percentage of vacational trips (!/) ~ 1. 4) on the average weekday of the summer half 
year combines with extra heavy and steady Sunday traffic throughout the whole year. 
Traffic on Sundays during the ent ire year is heavier than traffic on the average week­
day (Table 1). The aver age Sunday traffic during the summer months is 55 percent 
higher than the traffic on the average weekday. The tollway (Route Type AA) is a 
recreational route. 

Figure 3 shows the four different route types in the Lake County area. The factors 
necessary for these classifications were determined from counts of key stations (Table 
2) and from counts taken on each of the crossing points of the cordon and screenline. 
Thirteen additional key stations were established to complete the counts necessary to 
classify the network by route type and to determine the traffic patterns on these route 
types. 

ADT ESTIMATES BY ROUTE TYPES 

After grouping the routes of the network into route types, the factors which char­
acterize the changes of daily, weekly, and monthly traffic patterns can be determined. 

Dealing with the ADT estimate problem, the various traffic flows during the week­
end by route type is the first important factor which must be considered. 

Table 1 shows the traffic on Sundays and Table 3 the traffic on Saturdays , by route 
type throughout the year. Traffic volume is expressed as a percentage of average 
weekly traffic. In the weekend traffic of recreational routes (Types AA and A) the 

TABLE 1 

TRAFFIC ON SUNDAYS BY MONTH AND BY ROUTE TYPE 
AS PERCENTAGE OF AVERAGE DAY OF WEEKa 

Month 
Route Type 

J F M A M J J A s 0 N D 

AA 137 139 145 149 162 169 143 162 154 147 149 114 
A 102 103 105 107 111 112 114 115 115 112 109 104 
B 93 94 98 101 103 104 103 102 101 99 97 93 
c 92 93 95 97 91 101 102 103 102 101 99 93 

aDerived from Table 2. 
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COROONLINE 

Fi gure J . Spatial distribution of recreation routes in Lake County. 

traffic of Sundays is dominant. For the importance of the weekend traffic on routes 
with recreational and business traffic (Type B) and on routes with preponderant busi­
ness traffic {Type C), the traffic on Saturdays is characteristic. The characteristics 
of the weekend traffic, by route type, can be expressed as daily factors for Sundays 
(b7), daily factors for Saturdays (ba), and daily factors for average weekdays (bw). 
Figure 4 shows the average values of these factors by route type for each month. 
Another characteristic for the changes in traffic patterns by route type is described 
as the monthly factor (Ci) given in Table 4. This factor yields as a product with the 
average day of the month the ADT. From a single sample count taken on an average 
weekday for any month of the year Vi, the traffic volume of the average day of the 
month is bw vi; and the annual average of the daily traffic ADT (V0 ) is 
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(3) 

Further simplification can be made in practice by computing the product Xi of the two 
factors shown above in advance . The values of these x-factors are given in Figure 5 
for each route type. These factors give the relations between the traffic volume of 
an arbitrarily chosen average Vi and V0 . 

( 4) 
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TABLE 2 

ANALyzED KEY STATIONS 

(Counts Taken by Illinois Division of Highways, 1960 and 1961) 

Sunday's Traffic as Route Type by 
Station County On Route Location I/> 'f, of avg. Day of Traffic 

the Week Character 

Plaza 31 Lake Tri-State Tollway" State line 1. 43 155 Route Type AA 
Plaza 32 Lake Tri-State Tollway" Lake- Cook line 1. 37 155 

2 Lake Ill. 59 + us 12 S of Ill. 134 1. 36 178 

6Z Lake us 41 NW of Ill. 63 1. 24 122 Route Type A 
6BZ Lake us 45 S of Ill. 173 1. 29 118 
75 Cook us 12 NW of Ill. 83 1. 23 139 
75BX Cook us 14 SE of Ill. 53 1. 41 102 
75C Cook Ill. 62 SE of Ill. 53 1. 30 94 
3 McHenry us 14 RF: of 111. 47 1. 32 BB 
3BZ Cook Ill . 59 N of Ill. 72 1. 21 128 

1 Lake Ill. 176 W of Ill. 42A 1. 12 87 Route Type B 
lA Lake Ill. 42A N of Ill . 176 1. 14 102 
lCX Lake us 45 Deerfield Rd. 1. 14 118 
2A Lake Ill. 134 E of lll . 59 and US 12 1. 11 118 
2B Lake Ill . 59A SE of Ill. 120 1. 12 119 
6AZ Lake us 41 NW of Ill. 63 1. 08 111 
6CZ Lake Ill. 120 E of Ill. 131 1. 14 82 
IBM Lake Edens Expwy. Cook-Lane 1. 10 118 
74 Cook Ill. 21 SE of Ill. 58 1. 09 110 
74B Cook Green Bay Rd . NW of Church St. 1. 12 77 
4C Kane Ill. 25 SE of S. Elgin 1. 07 114 
3R McHenry Ch, 25 S of Ill. 120 1. 19 123 
3CZ McHenry Ill . 31 N of Ill . 176 0. 92 122 

lB Lake Ill. 42 S of Zion 1. 08 93 Route Type C 
lR Lake Ch. 27 S of Zion 1. 05 100 
2C Lake Ill. 63 Nt; ot ~'alrtielc! 1. 08 108 
2R Lake Ch. 32 SE of US 12 1. 06 108 
73A Cook Touhy Ave. E of US 41 1. 01 90 
74C Cook Ill. 68 W of Ill. 42A 1. 10 106 
75A Cook Ill. 83 N of US 42 o. 92 104 

~ounts taken by Illinois State Toll Highway Commission. 

TABLE 3 

TRAFFIC ON SATURDAYS BY MONTH AND BY ROUTE TYPE 
AS PERCENT OF A VERA GE DAY OF WEEK>l 

Month 
Route Type 

J F M A M J J A s 0 N D 

'AA 104 103 106 106 115 118 125 125 113 108 106 98 
A 103 99 99 102 105 108 108 109 110 109 108 105 
B 108 103 103 105 105 105 105 105 105 106 110 114 
c 99 100 103 104 105 105 105 105 105 106 109 104 

"Derived from Table 2. 



The accuracy of ADT' s obtained by 
means of these x-factors was checked 
empirically. The accuracy of the ADT' s 
also differ on the route types from which 
the sample counts were taken (Table 5). 

TABLE 4 

MONTHLY FACTORS (c1) BY 
ROUTE TYPEa 

Route Type This shows that more counts are neces-
Month sary on routes with prevailing recreation-

AA A B al traffic than on routes with prepon-
derant business traffic , if the same level 
of accuracy in ADT estimates is required. Jan. 

Table -6 shows the accuracy of con- Feb. 
verted ADT' s by month. June proves to Mar· 
be the best month for sample counts, not Apr· 
only in Lake County, but also in west ~% 
European countries. 

The average errors of ADT estimates July 
are not sufficient information if higher ~::t·. 

1. 50 
1. 45 
1. 32 
1. 09 
0.92 
0.76 
0.63 
0.59 
0.77 
0.91 
1. 04 
1. 24 

1. 22 
1. 22 
1. 25 
1. 09 
1. 02 
0.91 
0.77 
0.73 
0.87 
0.93 
1. 04 
1.15 

1.17 
1.15 
1. 06 
1. 06 
0.97 
0.90 
0.86 
0.85 
0. 89 
0.92 
1. 02 
1. 07 
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c 

1.12 
1.14 
1. 12 
1. 06 
0.95 
0.94 
0.89 
0.92 
0.95 
0.98 
1. 10 
1. 04 

accuracy is wanted. Figure 6 shows the 
frequency distribution of errors in ADT Oct. 
estimates, by route type. Single machine Nov. 
counts taken on routes with prevailing Dec. -::------- --- ---- ---recreational traffic cannot always be aDerived from Table 2 . 
converted to a reliable ADT, because the 
traffic of recreational routes is not as 
steady as the traffic on business routes. 
Increasing the number of machine counts 
by station eliminates the maximum er­
rors (Fig. 7). 

The assignment analysis requires very 
accurate ADT data on cordon and screen-
line stations. The total number of ve-
hicles crossing these lines may be com­
pared with the assignment results; there­
fore, the ADT on routes with heavy traf-
fic must be reliable. Figure 8 shows the 
accuracy of the converted ADT' s values 

TABLE 5 

ACCURACY OF ADT ESTIMATES 
BY ROUTE TYPEa 

Route Type 

A 
B 
c 

Deviations from Actual 
ADT as Percent of ADT 

nb = 1 

± 10. 0 
± 7. 5 
± 4. 8 

n = 2 

± 8. 5 
± 6. 6 
± 3. 2 

n=3 

± 8. 3 
± 6. 8 
± 2. 7 

is essentially higher on routes with traf­
fic greater than 500 vehicles per 24 hours 
than on routes with less than 500 vehicles. 
In the Lake County study, the ADT value All Routes ± 7. 5 ± 6. 2 ± 6.1 
of vehicles that cross the cordon and -a--- --------------
screenline (Fig. 3) is 269, 258 vehicles bADr obtained by 11.-factors in Figure 4. 

n = number of machine counts taken on an 
per 24 hours. The ADT estimates ob- average weekday during the sl.UlUiler half 
tained with these x-factors from a single 
sample count were 

year. 

ADT obtained from single machine counts in May = 267, 218 vehicles per 24-hour; 
June = 273, 087; July= 266, 375; and August = 270, 140. 

The average value of these deviations from the actual ADT is less than± 1 percent. 
An interesting comparison was made between ADT's obtained from these factors 

by route type and ADT's derived from a constant factor (p) which can be applied for 
all route types of the area. This so-called p -factor was derived by the author in 
western Europe and was previously presented (1). The value of this factor in Europe 
was p = 0. 31 (see Table 9) and in the Lake County network it was found to be the 
same. With this single factor, counts of all kinds of route types can be converted 
to ADT using 

( 5) 
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Figure 6. Accuracy of ADT estil)lates on Lake County's rural highway system (ADT obtained 
by means of 1t· -factors, n = 1). 
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in which Vs = the traffic volume on an 
average weekday in May; Ve= that in June; 
and V7 that in July. Using this 0. 31 factor 
to estimate ADT's on cordon and screen­
lines, the result was 270, 708 vehicles 
per 24 hour, which was only % pert'.'ent 
different from the 269, 2 58 for actual ADT. 
Figure 9 shows the frequency distribution 
of ADT values as derived. 

The classification of the network, by 
route type, has three advantages com­
pared to the other procedures: 

1. It enables a simple ADT estimate 
on all route types of an area; and also 
gives the number of sample counts, by 
route type, which is necessary to match 
the different accuracy needs of the assign-
ment procedure. 

TABLE 6 

ACCURACyli OF ADT ESTIMATES BY MONTHb 

n = 1 
Machine Count 

---
May 
June 
July 
Aug. 
Sept. 
Oct. 

Avg. summer 
half year 

A 

± 9.4 
± 7.4 
± 10. 0 
± 8. 0 
± 12. 8 
± 12. 3 

± 10.0 

Route Type All 

B c Route Types 

± 7. 9 ± 5.0 ± 7. 6 
± 5. 0 ± 4. 2 ± 5. 5 
± 8.2 ± 4.1 ± 7. 6 
± 7.1 ± 5.1 ± 6. 8 
± 9. 8 ± 5.6 ± 9. 6 
± 7. 4 ± 4. 8 ± 8. 2 

± 7. 5 ± 4. 8 ± 7. 5 

"Deviation from the actual ADT given as a percentage 
bof ADT. 

ADT obtained by " -factors in Figure 4. 

2. For transportation planning purposes, this method gives the necessary informa­
tion about peaks and frequency of these peaks, which are quite different by route type. 

3. The result of the assignment procedure in the traffic forecast is the allocated 
ADT value of all trips by links. Knowing the actual traffic character on all routes in 
a metropolitan area, it is easier to estimate the relative traffic volume of design hours 
by different routes, for the future. Having the land-use data for the planning and hori­
zon years, it is easier to find relations between traffic characteristics of the present 
and future network than to estimate the value of an adjustment factor on a master con­
trol station for the future. 

ESTIMATE OF TRAFFIC FOR PEAK HOURS OF THE YEAR 

Table 7 gives the relative traffic volume by hours of the day by route type. The rela­
tive traffic of Sundays is the highest on the Tollway, but the relative traffic of Satur­
days and average weekdays is the highest on routes with preponderant business traffic. 

Figure 10 shows the different characteristics in the daily pattern of the peaks be­
tween the tollways and 2-lane routes with prevailing recreational traffic. Having the 
previously described daily and monthly factors by route type and the peak values given 
in Table 7, the characteristic peak-hour pattern for each route type for the entire year 
can be computed. 

The daily traffic values expressed as a percent of ADT shown in Figures 1 and 2 
were computed from the following: 

Traffic on Sundays: 

Traffic on Saturdays: 

Traffic on average weekday: 

. 100 
17 = - -

b7 Ci 

. 100 
la=--

bs Ci 

i w 
100 

(6) 

(7) 

(8) 

In the second column of Table 8, the daily traffic volumes as a percent of ADT are 
computed for the Tri-State Tollway (shown also in Fig. 2). 
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TABLE 7 

AVERAGE RELATIVE HOURLY TRAFFIC VOLUMEa OF THE DAY 
BY ROUTE TYPE 

Highest Traffic Volume of Day as 

Route Type Percent of Daily Total 

1st 2nd 3rd 4th 5th 6th 7th 8th 

(a) Sundays and Holidays 

AA 11. 5 9.8 8. 9 8.2 7.6 6.6 6. 0 5.4 
A 9. 1 8.8 8.4 8.2 7.6 7.2 6.8 6.4 
B 9.1 8.6 8. 1 7. 8 7.6 7.1 6.7 6. 5 
c 9.1 8. 5 8.2 7.9 7.7 7.3 7.0 6.7 

(b) Saturdays 

AA 7.4 7.0 6. 6 6.3 6.1 5.8 5.6 5. 5 
A 7.1 6.5 6.2 6.0 5.8 5.7 5.5 5.3 
B 7.6 7.3 7.0 6.8 6.6 6.4 6.2 5.9 
c 8.1 7. 5 7. 2 6.9 6.7 6.5 6.2 5.9 

(c) Average Weekdays 

AA 9.7 8.7 7.8 6.9 6.4 5.9 5. 6 5.3 
A 9.6 8.6 7.9 7.8 7.2 7.1 6.8 6.7 
B 9.6 8.7 7.9 7.2 6. 5 6.2 6.0 5.8 
c 10.6 9.5 8.6 7.6 6.8 6.3 5.9 5.5 

aGounts taken during the sunm1er half year of 196o and 1961. 

TABLE 8 

TRAFFIC VOLUME OF THE PEAK HOURS AS PERCENT OF ADT 
TRI-STATE TOLLWAY 

1st 2nd 3rd 4th 5th 6th 7th 8th 
Daily Frequency 

Month Traffic Highest Peak-Hour of Day of Peak 
(i of ADT) 

Average Relative Hourly T1~.Ufic Volume 
Hours 

by Year 
0.115 0.098 0.089 0.082 0.076 0.066 0.060 0.054 

(a) Sundays and Holidays 

April 137 15. 7 13.4 12. 2 11. 2 10.4 9.0 8.2 7. 4 5 
May 176 20.3 17.2 1 . 7 4.4 13.4 11. 6 10.6 9. 7 5 
June 222 25. 4 21. 8 19.7 18.2 16. 8 14. 6 13. 3 12.0 4 
July 227 26. 0 22.2 20.2 18.6 17.2 15. 0 13.6 12. 2 5 
Aug. 270 31. 0 26.5 24.1 22.2 20.5 17.8 16. 2 14. 6 5 
Sept. 200 23 . 0 19.6 17.8 16.4 15.2 13.2 12. 0 10.8 6 
Oct. 161 18.4 15.7 14.3 13. 2 1 . 2 10.6 9. 6 8.7 4 
Nov. 143 16.4 14.0 1 . 7 11. 7 10. 8 9. 4 8. 6 7. 7 5 

(b) Saturdays 

0.074 0.070 0.066 o. 063 0.061 0.058 0.056 0.055 f 
May 125 9.2 8.8 8.2 7.9 7.6 7.2 7.0 6.9 4 
June 154 11. 4 10. 8 10.2 9.7 9.4 8.9 8.6 8. 5 5 
July 200 14.8 14.0 13 . 2 12. 6 12.2 11. 6 11. 2 11. 0 4 
Aug. 213 15.9 15. 0 14. 2 13.6 13.1 12.5 12.0 11. 8 4 
Sept. 147 10. 9 10.3 9. 7 9.2 8.9 8. 5 8.2 8.1 5 

(c) Average Weekdays 

July 135 0.097 0.087 0.078 0.069 0.064 0.059 0.056 0. 053 f 
July 135 13 . l 11. 8 10. 5 9.3 8.7 8.0 7.6 7. 2 22 
Aug. 139 13 . 5 12.1 10. 8 9. 6 8. 9 8. 2 7. 8 7.4 22 
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From the average relative hourly traffic volume of the day (oi) and the h, i6 and 
iw values, the relation between traffic volume of the peak hours and the ADT (uij_) can 
be computed for any day as a percentage of ADT. 

Sunday peak hours: 

(9) 

Saturday peak hours: 

W6 = 06 is (10) 

Average weekday peak hours: 

w = 5 i w w w 
(11) 

Knowing the volume of ADT V0 and the route type, the peak hour Vmax for any day of 
the year can be computed: 

V = w. V0 max i 
(12) 

\ 

IQ t----t---t----11---+---+---t---t---+---t--+----+---t--t----t----1 

0 10rH 20rn 30rH 50rH IOoTH 

HIGHEST HOURLY TRAFFIC VOLUME OF THE YEAR 

A ---- • ROUTES WITH PREVAILING RECREATIONAL TRAFFIC 

B - ·- • - +ROUTES WITH RECREATIONAL AND BUSINESS TRAFFIC 

C - - - - - + ROUTES WITH PREPONDERANT BUSINESS TRAFFIC 

AA-···-···-• TRI-STATE TOLLWAY (ONE DIRECTION) 

Figure 11. Relation between traffic flow of peak hours and annual average daily traffic. 
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Computations for Figure 11 were similar to those in Table 8. These diagrams are 
the basis for selecting the relative traffic volumes of design hours by route types for 
a given metropolitan area. 

COMPARISON BETWEEN TRAFFIC PATTERNS BY ROUTE TYPE 
IN LAKE COUNTY AND IN EUROPE 

Table 9 gives characteristics in traffic patterns by route type in five European 
countries and in Lake County. These similarities demonstrate , not only the large 
area of agreement between human behavior in Europe and in this country, but also 
prove indirectly the objective criteria used by classification of the network to be cor­
rect. The factors which characterize the traffic behavior of these routes can be used 
with sufficient accuracy in the large field of traffic engineering. 

SUMMARY 

Classifying Route Types by Traffic Character 

A usable parameter for classification is the ratio of recreational traffic to the total 
traffic of summer months. The recreational traffic can be estimated from (a) the vaca­
tional traffic of the average weekday; and (b) from the average weekend traffic. The 
parameter can be obtained for each road section of the network by simple machine 
counts in May, June and August. 

Route Types by Traffic Character in a Metropolitan County 

There are four route types by traffic character on the rural roads in Lake County, 
Illinois : (a) recreational (Route Type AA); (b) prevailing recreational traffic (Route 
Type A); (c) recreational and business traffic (Route Type B); (d) preponderant busi­
ness traffic (Route Type C). 

The traffic behavior on these routes in Illinois is very similar to the traffic be­
havior of equivalent types in Europe. A fifth route type found in certain parts of 
Europe-the mountain roads in the Alps-is, of course , not represented. Within these 
types, classification of all rural roads in Europe or Illinois could be made satisfactorily. 

No conclusions concerning urban route classification were drawn, because traffic 
counts in the urban part of Lake County have not yet been completed. A brief analysis 
of preliminary data from Lake County and treatment of Chicago counts suggest that the 
overwhelming proportions of urban roads can be classified as Route Type C. Only a 
few exceptions, such as Lake Shore Drive or Edens Expressway in Chicago, could be 
found, where, despite the· heavy weekday use, Sunday traffic exceeded weekday traffic. 

TABLE 9 

COMPARISON OF TRAFFIC BEHAVIOR BY ROUTE TYPE AND LOCATION 

Route Type A Route Type B Route Type C 
Location 

)(5 )(5 )(? )(8 6 ){5 X6 )(? )(8 6 )(5 )(6 )(7 )(8 6 

Austria 1. 00 0.95 0.84 0. 71 0.31 0.96 0. 93 0.86 0.88 0.31 0. 96 0.93 0.88 0. 94 0.31 
Hungary 0.99 0. 92 0.79 0.74 0. 30 * * 
Netherlands 1. 00 0. 93 o. 83 0.73 0. 30 0.98 0.92 0.88 0.83 0.31 0.92 0. 89 0.88 0.89 o. 30 
Switzerland 1. 11 1. 02 0.87 0.74 0. 33 0. 93 0.98 0. 92 0. 86 0.31 * 
W. Germany 0.97 0.85 0.78 0. 72 0.29 0.92 0.88 0. 83 0.79 0.29 0.94 0.89 0.89 0.88 0.30 

European 
avg. 1. 02 0.93 0.82 0.73 0. 30 0.95 0. 93 0.87 0.84 0.31 0.94 0.90 0. 89 0.90 o. 30 

Lake County 1. 05 0. 96 0. 82 0.78 0. 31 0.98 0.91 0.81 0. 86 0. 31 0.94 0.92 0.87 0.91 0.30 

11Ho i nformation. 
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Determining Factors to Cha_!:acte:ize Traffic Behavior 

After grouping the permanent counting stations and key stations into route types , 
the following factors of these groups can be determined: 

1. x-factors by route type and by month (Fig. 5). These factors yield, as products 
with the daily traffic volume of an average weekday, the ADT. 

2. Daily factors by route type and by month (Fig. 4). These factors (b7, bs and bw) 
yield (as products with the daily traffic volume on Sundays , or as products with the 
daily traffic volume on Saturdays, or as products with the daily traffic volume of the 
weekdays) the traffic of average day of the week. 

3. Iii-factors by route type (Fig. 10). These factors show the relative traffic 
volume by hours of the day. The factors should be computed for Sundays, for Satur­
days, and for the traffic on the average weekday of the summer months (Table 7). 

Afte r gr ouping all r outes of the network into r oute types (Fig. 3) , t he xi- factors of 
these route types can convert one day counts to ADT. 

For all routes in a metropolitan county, characterized with their ADT volume, by 
means of xi- factors and bw, be, or b7 factors the daily traffic volumes can be com­
puted for any day of the year (Figs. 1 and 2). 

The average relative hourly traffic volumes of the day-Iii factor (Table 7)-yields 
as a product with the daily traffic volumes (expressed as a percent of ADT and called 
iµi, ie and hfactors) all the peaks throughou t the whole year. Not only the peaks of the week­
days, but also the Saturday and Sunday traffic peaks can be computed (Table 8 and Fig. 11). 

Having as results of the assignment procedure the traffic forecast (the ADT values 
on all routes in a metropolitan area), and knowing the route types of the network, it is 
easier to estimate the relative traffic volume of design hours for the future. 

Accuracy of ADT Estimates Differs by Route Types 

A single machine count taken on an average weekday during the summer half year, 
after converting with xi -factors to ADT shows ± 5 percent deviations from the actual 
ADT, if the counts were taken on a route with preponderant business traffic. The 
probable error of ADT estimates is ± 10 percent if the count was taken on a route with 
prevailing recreational traffic~ 

The accuracy of the converted ADT value is considerably higher on routes with traf­
fic greater than 500 vehicles per 24 hours than on routes with less than 500 vehicles 
per 24 hours (Fig. 7). 

As the accuracy of ADT has an effect on the accuracy of the derived peak hours and 
other traffic characteristics, the number of sample counts should be adjusted by route 
type to any required accuracy. 

CONCLUSION 
The research briefly outlined in this paper is a pilot study as a part of the Lake 

County Area Transportation Study. Lake County, which is part of the Chicago Metro­
politan Area, has an area of 468 sq mi and contains nearly 250, 000 people. The ob­
jectives of the study are to develop a comprehensive and detailed highway plan for the 
county down to and including the roads at the county level. Lake County, especially its 
northwestern part with its many lakes , is a typical recreational area attracting, during 
the summer months, a very heavy weekend traffic from nearby Chicago. The study area 
lies between Chicago, Wisconsin and other states with significant vacational oppor­
tunities, which results in a heavy vacational traffic, not only on the weekends, but also 
on the average weekday of the peak season. 

It is important for planners to know the recreational routes of the area. It is well 
known that the presence of weekend and vacational traffic results in heavy peaks (Fig. 
2). Therefore, the knowledge of traffic behavior on all routes in a metropolitan county 
is important for traffic engineers, too, for it helps them to estimate the appropriate 
relative traffic volume of design hours by different routes. 

REFERENCE 
1. Muranyi, Thomas, "Estimating Traffic Volumes by Systematic Sampling. " HRB 

Bull. 281, 16-47 (1961). 



A Critical Analysis of an 
Origin-Destination 
Survey 
ROBERT T . HOWE, Associate Professor of Civil Engineering, University of 

Cincinnati 

•CAN a standard home interview 0-D survey yield a pattern of movement which appears 
to be illogical? Can an abstract theory produce a pattern of movement which is more 
logical than that reported by an 0-D survey? This paper examines the work-trip and 
shopping-trip patterns found in the 1957 0-D survey of the Cedar Rapids-Marion area 
of Iowa, and compares movements predicted by the author's field theory of movement 
with those found in the 0-D survey and those simulated by application of a gravity mod­
el. The results of the study cast some doubts upon the validity of this particular 0-D 
survey, and may raise further questions about all such surveys. 

CEDAR RAPIDS-MARION 0-D SURVEY 

The Iowa State Highway Commission conducted a home interview 0-D survey of Ce­
dar Rapids and adjacent Marion during 1957. Figure 1 shows the area and the 0-D 
zones. Every seventh household was interviewed, and the external cordon was estab­
lished essentially at the combined corporation lines of these contiguous cities. The 
results of this study, combined with land-use and travel-time data, were used to create 
a gravity model of the area. This model, in turn, was used as the basis for predicting 
future movements in seven Iowa cities (6 ). 

Wiant (~) reports that the gravity model was created in the following way: 

Wor k trip pr oduction was r el at ed t o the l abor f or ce r esi d­
i ng in e ach zone . In calcul ating the number of auto -dri ver work 
t rips origi nating in any zone , adjustments were made f or t r ansit 
rider s and auto passengers . Zonal empl oyment data wer e t he 
basic attraction f actor for wor k trips. Ot her home base t rip 
pr oduction was di rectly r elated to car ownership and the zonal 
attraction fact or used f or t hi s trip pur'pose was population plus 
2) times retail employment •.•. Factors wer e al so derived from 
the Cedar Rapids dat a to de scribe the relation of tr avel time 
and trip frequency . 

Af t er "weighting" the model to r efle ct t he true i nt er change 
of Cedar Rapids-Marion trips , the t r affi c model desire line vol­
umes wer e compared to their home-interview counterparts . 

Data on places of residence, employment, and retail trade were supplied to the 
Iowa State Highway Commission and to the author by the City Planning Commission of 
Cedar Rapids. Table 3 (Appendix) gives this information, together with coordinates 
of the centers of activity as selected by the author. 

The Field Theory of Movement 

The field theory of land use and the movement of people relating to work trips has 
been presented(~), and may be expressed 

Paper sponsor ed by Commi ttee on Or i gin and Dest inati on , 
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. . . n) (1) 

= straight-line distance between centers i and j, assuming that there are no 
physical barriers. 

After applying certain balancing iterations, the (n x m) solutions of Eq. 1 will draw 
the correct total number of workers from each zone of residence and will assign the 
correct total number of workers to each job site. 

A thus-far unreported aspect of the field theory relates to the prediction of shopping 
trips. Based on the following assumptions: 

1. Every household makes a certain average number of shopping trips each day (l.n 
particular, one such trip each day will be used for present purposes); 

2. The number of retail employees at each shopping center provides a measure of 
the relative attractiveness of each center; and 

3. The straight-line distance between a center of residence and a center of shop­
ping is the proper measure of separation. 

The field theory for shopping trips may be expressed 

in which 

MHiSj 
Hi 
Ej 
Rij 

~ Hi Rij 
MHiSj = (i 1, 2, ... n) 

m 
-2 L Rij 

j = 1 

= number of one-way shopping trips from i to j; 

= number of households in zone i ; 
= number of retail employees in zone j; and 
= sh'aigh t-line distance from i to j. 

(2) 

Successive applications of Eq. 2 for i = 1, 2, etc. , will assign each household to 
move to one center of shopping, but will not control, in any way, the total number of 
shopping trips destined for any center. Since it is a common phenomenon to find cer­
tain shopping centers more crowded than others, and since such centers do expand and 
contract to meet long-term trends in business, it appears obvious that the shopping 
trip pattern lacks the balancing restraints imposed on work-trip patterns. The num­
ber of retail employees in a center seems to be the only logical measure of relative 
attraction since this quantity is most easily varied to meet short-term changes in de­
mand . Further discussion of these points will be found elsewhere ~). 

PHILOSOPHIES BEHIND 0-D SURVEYS, GRAVITY MODELS, 
AND FIELD THEORY 

Caution is the order of the day when one is tempted to say that a new theory gives 
more reliable results than an established empirical solution to a problem. Inprevious 
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applications of the field theory, reasonable comparisons to 0-D findings were obtained, 
but in the present study several major discrepancies were found. Before proceeding, 
therefore, it may be well to reconsider briefly the philosophy behind each of the three 
methods of determining trip patterns . 

Home interview 0-D surveys determine the trips made by a sample of households 
on a particular day. Normally only vehicular trips are recorded, i. e . , auto driver, 
auto passenger, and mass transit, as was the case in Cedar Rapids. The sample 
findings are then multiplied by a factor (in Cedar Rapids, 7) to get a representation of 
the total pattern of movement with a certain expected probability of error. For ex­
ample, if the expanded volume for a certain movement is 100 trips, two-thirds of the 
time one must expect that the actual number of trips making this movement is between 
70 and 130, while the remainder of the time the error must be expected to be larger 
(7 ). Since walking trips are ignored the possibility exists that many intrazonal trips, 
and perhaps trips between adjacent zones, are not reported. A person who drives to 
work and stops at a store to shop on his way home will be considered to have made one 
of the following two sequences of trips: (a) home to work; work to shopping; shopping 
to home, or (b) work trip; non-home based trip; shopping trip, depending on the no­
menclature being used. Finally, the results of an 0-D survey are supposed to repre­
sent movements on a "typical day," even though the data may have been gathered over 
a per iod of six months or mor e. 

Since 1955, several attempts have been made to fit gravity models to the results of 
0-D surveys in the hope that such models might be used to extrapolate the findings of 
the cor responding surveys to fu tur e land-use patterns in the study areas (1 5, 6). The 
Only theoretical justification offer ed for SUC!l action has been that s ome Combination Of 
coeffic ients , exponents , and adjustments applied to a particular formula per mits the 
calculation of simulated movements which one is willing to say approximates the find­
ings of a corresponding 0 - D survey. In the Cedar Rapids study, home to work, other 
home based, and non-home based trips were simulated by such models. 

In contrast to the above empirical approaches, the field theory assumes that, for 
some unknown reason, people move between centers of activity in accord with "laws" 
similar to those which govern the movement of various types of particles in physical 
"fields of force." Eqs. i and 2 make no attempt to say which persons will make which 
trips. Based on such assumptions as outlined, these equations yield the relative prob­
abilities of their respective types of movement without regard for mode of transpor­
tation, In three previous studies, in which only work trips have been simulated, the 
theory has yielded results which have been at least consistent with the results of cor­
responding 0-D surveys (2, 3, 4). One limitation on the theory is that it can deal only 
with a closed field, and cannoCsimulate trips across an external cordon. 

This paper grew out of an attempt to simulate the work-trip pattern found by the 
0-D survey of Cedar Rapids by means of the field theory, When it was found that the 
results of the theory did not, in general, compare favorably with the results of the 
survey, both sets of data were examined in considerable detail in an effort to find the 
cause or location of the major discrepancies. The balance of this paper presents evi­
dence on which the following question may be answered: Can something as abstract as 
the field theory create patterns of movement which are more reliable than those found 
by an origin and destination survey? 

WORK TRIP PATTERN IN CEDAR RAPIDS-MARION 

Eq. 1 was applied, together with three iterations , to simulate a pattern of work 
trips. Every worker was assigned to a job site within the external cordon, and every 
job was filled by a worker living within the cordon. Minor adjustment had to be made 
in the total number of workers and total number of jobs as given in Table 3 (Appendix). 
Table 4 (Appendix) gives both the total number of workers drawn from each zone of 
residence and the total number of work trips assigned to each job site by the theory, 
by the 0 - D survey, and by the gravity model. (Detailedmovements found by the 0-D 
survey and by the gravity model were supplied by the Iowa State Highway Commis­
sion.) 
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Figure 2 is based on the data of Table 4 and shows the average number of work 
trips per worker originating in each zone of residence as found by the three methods 
of determining movement. Figure 3, also based on Table 4, shows the average num­
ber of workers assigned to each job in each zone of employment. In both figures, the 
average number of workers is plotted logarithmically to indicate that the assignment of 
2 workers to a job is an error equivalent in magnitude to assigning% worker to a job. 

In all of the analyses which follow, gravity model results will be shown in figures, 
but no comments will be made concerning them. 

Where Figure 2 shows ratios greater than unity it would seem that some workers 
make more than one trip from home to work each day. Such a situation would actually 
occur if various numbers of workers go home for lunch. Where less than one work 
trip per worker is made, the zone may have (a) a high rate of unemployment (although 
it is assumed that Table 3 contains the number of workers actually employed), or (b) 
a high rate of absenteeism (although the 0-D survey is supposed to represent a "typ­
ical day"), or (c) a large number of workers who walk to work and are, therefore, of 
no interest in an 0-D survey. 

Figure 3 indicates that certain zones were found by the 0-D survey to attract more 
work trips than there are jobs available in those zones, but again trips to eat lunch at 
home may account for this. Unusually high absenteeism on a "typical day," or workers 
walking to their jobs would seem to be the only explanations for those zones which ap­
pear to attract less than one work trip per available job. 

While the field theory, as applied in Figures 2 and 3, creates one work trip for 
each worker and for each job, if the trips to home for lunch are an important factor in 
the traffic pattern, the theory can handle them easily. The number of workers living 
in each zone who go home for lunch can be added to the number of workers living in the 

Q) 
c 
0 
N 

" Q) ., c 
c 0 
"' N 

-~ !: 
<[ "' 
"' .c c. 0 

·~ ""') 

f--... 
~ 

0.6 f------1---t---t----t-+-J---t----+---+-+-----t 

0.5 f------l---t---t----+-""---t----+---+--t-:io--i 

05 10 15 20 25 30 35 40 

Zone Number 

Figure 3. Ratio of work trips by zone of destination. 



84 

Over 200 IS! 0 Prediction greater 01an finding 

E _,.,,.....,.,,....---+~~~-'--'-"'--~~~~--.,,,_~~~-=-~~~~~~--'--'-~=-~~-"''-=~~~~~~~ 

g: 
~ 
0 e 0 0 

Over 200 

'.§: ~ ........ .....----t--'--"-'--"-'-~~~~~~~~~~~~~~~~-=~....;;....~~-!>«-,-~~~~~::::....:....:_~ 
~ ~~~-1-~-=~---"---'--~~~~~~~----=-'--~~~~~-'-"-~-='--=--"---~""------!:'---=-~o=-­
~· ->,-,.,.--+-~-e-e-~....,...,.~~..;_:_~~~~---~~~-o-=--=-~~~~~~,..__...._~~g"'--

~ 

:::: 0 
1§0 0 0 

~ 

i n ·ng greater than prec ic 1on 

00 
0 0 0 

0 0 

~-
~ ~~~-----l---=~"-~~~=-:"'-"=--~-=-~_,..,-='---=-~~~~....:;;;..~=-~~--=~~~~~~~o~ 

0 

0 

Figur e 4. Discrepancies between work trips assigned by theory and found by 0-D survey 
(0) and gravity model (M). 

zone, and the number of workers leaving each job site to go home for lunch can be added 
to the number of jobs at the site to get modified values for P and Q in Eq. 1. 

Figures 2 and 3 deal only with the total work trip pattern and do not take into 
account the possible effects of variations in lengths of work trips. Figure 4, by 
contrast, is a form of frequency diagram for the distribution of discrepancies be­
tween theory assignments and 0-D findings of work trips from each zone of resi­
dence to four regions of employment. These regions are (a) the zone of origin, 
i.e., intrazonal; (b) those zones which abut the zone of origin, Ring 1; (c) those zones 
which are adjacent to Ring 1, called Ring 2; and (d) all other zones, called Outside 
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Ring 2. For example, Figure 1 shows that zones 03, 04, 06, and 07 form Ring 1 for 
zone 05, and that zones 00, 02, 09, 10, 11, 12, and 38 make up Ring 2, therefore, all 
other zones, except 05 itself, are Outside Ring 2. Each part of Figure 4 shows the 
approximate magnitude of any discrepancies which may exist, and whether the theory 
or 0-D survey gives the larger total movement. Figure 4 (a) shows that in 32 of the 
39 zones the theory predicted more intrazonal trips than were found by the survey. 
Figure 4 (b) shows that in 23 cases the theory assigns more workers to Ring 1 zones 
of employment than does the survey. Figure 4 (c) indicates that the theory and 0-D 
survey each assigns more than the other in 19 cases, or what one might expect if the 
theory and survey gave reasonably comparable results. Finally, Figure 4 (d) indicates 
that the 0-D survey, in general, assigns far more workers to job sites Outside Ring 2 
than does the theory. In summary, Figure 4 shows that the 0-D survey found many 
more long work trips and many fewer short work trips than were predicted by the 
theory. 

In an effort to determine whether the 0-D survey or theory results, as shown in 
Figure 4, are more logical, the intrazonal work trip pattern was analyzed further. It 
would seem reasonable to hypothesize that greater opportunities for work close to 
home, as measured by the product of jobs times workers in a zone, will induce larger 
numbers of workers to work within their zone of residence. Of course it is possible 
to have (a) a very large number of jobs available in a zone that houses very few workers, 
or (b) a very large number of workers living in a zone that includes very few jobs, and 
either of these cases is likely to distort the hypothesis. Nevertheless, each zone was 
ranked in ascending order, from 0 to 38, on the product of jobs in the zone times work­
ers living in the zone. Each zone was similarly ranked on the number of intrazonal 
work trips predicted for that zone by the theory, and found for that zone by the 0-D 
survey. (For purposes of Table 5 and Figure 5, the total number of 0-D work trips 
originating in each zone was multipled by a factor to yield one work trip per worker 
living in the zone.) Table 5, Appendix, gives these three rankings for each zone, and 
is arranged by ascending or der of product magnitude. This shows, for example, that 
zone 32 r anks (a) 5 on product magnitude, (b) 4 on intrazonal work trips by theory, and 
(c) 17 on intrazonal work trips by 0-D survey. Figure 5 plots the rankings of Table 
5, with the diagonal line of slope 1, and intercept at the origin, representing the hy­
pothesis. With perhaps five exceptional points, the theory fits the hypothesis fairly 
well, in fact with a coefficient of correlation of 0. 936. The 0-D results depart rather 
widely from the hypothesis and have a coefficient of correlation of only 0. 378. 

CONCLUSIONS REGARDING WORK TRIP PATTERNS 

If the hypothesis underlying Figure 5 can be accepted, i.e., if it is logical to expect 
that, in general, the greater the opportunity for intrazonal work trips, as measured 
by the product of jobs times workers in the zone, the greater will be the number of 

TABLE 1 

DATA ON WORK TRIPS ORIGINATING IN ZONE 30 

Characteristic 

Workers living in zone 
No. of work trips originated 
Ratio of trips to workers 
Jobs in zone 
Intrazonal work trips 
Work trips to Ring 1 
Work trips to Ring 2 
Work trips to Outside Ring 2 

By Theory 

787 
787 

1. 00 
1061 

109 
202 
409 

67 

aAdjusted value used in Table 5 and Figur e 5. 

By 0-D Survey 

787 
997 

1.253 
1061 

55(44a) 
231 
503 
208 
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such trips, it may be concluded that the theory gives a much more logical pattern of 
intrazonal work trips than does the 0-D survey. But what impact does the intrazonal 
pattern have on the longer work trips that may be considered to be of greater impor­
tance in transportation planning? 

Table 1 pertains to work trips originating in Zone 30. This, plus similar data for 
all other zones as summarized in Figures 2, 3, and 4, v,rould seem to indicate that the 
0-D survey found progressively more work trips than predicted by the theory as the 
length of the trips increased. Furthermore, since the 0-D survey indicates that many 
workers make more than one work trip per day it may be concluded that the 0-D sur­
vey indicates that the longer the work trip the more likely the worker is to go home to 
lunch. 

Even though one cannot say, in the present state of knowledge, that the theory gives 
the correct pattern of movement, it seems possible to conclude that the work trip pat­
tern presented by the 0-D survey is not completely logical. 

SHOPPING TRIP PATTERN IN CEDAR RAPIDS-MARION 

The 0-D survey determined a pattern of one-way, home-based, vehicular shop­
ping trips. The field theory was applied on the assumption that each household makes 
one shopping trip per day that originates or ends in the home. The gravity model can­
not be considered in this section because it combined shopping trips with all other 
homebased non-work trips. 

For purposes of the theory, a shopping trip is any movement between a home and 
any place of retail business from a gasoline station or small local grocery store to a 
major integrated shopping center. With such a comprehensive definition it might be 
desirable to assume that every household makes an average of two, or even more, 
shopping trips per day, but for present purposes the assumption of one trip per day 
will suffice. Solutions of Eq. 2, therefore, insure that every household makes exactly 
one shopping trip per day, but place no restraints on the total number of shoppers as­
signed to any single zone of shopping. 

Table 6, Appendix, gives the total number of shopping trips originating in eachzone 
and destined for each zone as determined by the theory and by the 0-D survey. Figure 
6 is based on Table 6 and shows the average number of shopping trips per household 
originating in each zone. Although it cannot be said that the 0-D survey findings are 
wrong, it seems most unlikely that, on the average, all households in Cedar Rapids­
Marion make only one shopping trip every three days (27, 365 households and 9, 206 in­
ternal shopping trips). Figure 6 further indicates that households in zones 15, 32, 33, 
34, and 35 average less than one shopping trip every ten days. 

Figure 7, also based on Table 6, shows the average number of shopping trips at­
tracted by every retail employee in each zone. Zones 00 and 13 do not have any retail 
employees, but were assigned one each for study purposes. The theory actually as­
signs two shoppers to each of these zones while the 0-D survey assigns 55 shoppers to 
zone 00. On the average, the theory assigns 3. 58 shoppers to each retail employee 
with a range in assignments from 2. 00 to 4. 48 per employee. By contrast, the 0-D 
survey assigns an average of 1. 44 shoppers per employee with a range in assignments 
from 0. 24 to 11. 20 per employee, omitting consideration of the 55 assigned to zone 00. 

Figure 8 corresponds to Figure 4 and shows the discrepancies between theory predic­
tions and 0-D findings for shopping trips of varying length, namely from each zone of 
residence to lntrazonal, Ring 1, Ring 2, and Outside Ring 2, as these terms have been 
previously defined for work trips. Consistent with Figures 6 and 7, the theory pre­
dicts more shopping trips of all lengths than were found by the 0-D survey, with few 
exceptions. The few zones of origin for which the survey found more intrazonal than 
predicted by the theory, and the 12 zones for which it found no intrazonal trips, are rather 
difficult to explain. Table 2 shows comparisons between the intrazonal shopping trips 
of zones 00, 06, 12, 14, 21, 26, and 37, which zones show erratic behavior in Figure 
8, and the intrazonal shopping trips of nearby zones of comparable size which appear 
to show more nearly normal behavior. In each erratic case where the 0-D survey ac­
tually found intrazonal trips, it found appreciably more than one shopper per retail 
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employee in the zone, whereas in the normal case it found considerably less than one 
intrazonal shopper per retail employee. 

If it is reasonable to hypothesize that, in general, the greater the opportunity to 
make intrazonal shopping trips , as measured by the products of households times re­
tail employees in a zone, the greater will be the number of such trips, Figure 9 can 
be plotted in a manner sirnilM to that used fur Figure 5 . Tabie 7, AppendIX, gives the 
zones ranked in ascending order of magnitude of the product of households times r etail 
employees in the zone, with corresponding rankings by theory predicted and 0-D found 
intrazonal shopping trips, and forms the basis of plotting Figure 9. Again the line of 
slope 1 passing through the origin represents the hypothesis while the plotted points 
compare the rankings by theory and 0-D survey. As in the case of intrazonal work 
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Figure 8. Discrepancies between shopping trips predicted by theory and found by 0-D 
survey. 

trips, that the theory gives more consistent results (coefficient of correlation, 0. 9 61) 
than does the 0-D survey (coefficient of correlation, 0. 575) . 

CONCLUSIONS REGARDING SHOPPING TRIPS 

Inasmuch as the theory considers a child walking to a neighborhood store to pur­
chase a loaf of bread to be creating a shopping trip, and the 0-D survey reports only 
moveme11ts using vehicles, one might expect that the theory would (a) in general pre­
dict a larger total number of shopping trips for each zone than foui1d by the survey, (b) 
consistently predict more intrazonal shopping trips than found by the survey, and (c) 
possibly predict a smaller number of long trips than found by the survey. In the Ce­
dar Rapids area the theory actually (a) predicts a larger number of shopping tripsorig­
inating from every zone, but a smaller number destined for nine zones than found by 
the 0-D survey, (b) predicts more intrazonal shopping trips in only 28 of the 39 zones, 
and in one zone predicts 200 fewer such trips than found by the survey, and ( c) with the 
exception of one zone, predicts more trips to the region Outside Ring 2 than found by 
the survey. 

Judging from Figures 6, 7, and 8, and associated tables, it seems safe to say that 
the 0-D survey found a pattern of shopping trips that is much more erratic than that 
predicted by the theory. 
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Figure 9. Rankings of intrazonal shopping trips vs rankings of pr,ducts of retail 
employees times households in zone. 

TRIPS TO THE CENTRAL BUSINESS DISTRICT 

Thus far the CBD has been treated as any other zone, but this area, zone 01, should 
be considered in some detail because it is the most important generator of work trips 
(containing over one-third of all the jobs in the study area) and of shopping trips (con­
taining over one-half of all retail employees). 

Of the 562 workers living in zone 01, the theory assigns 351 to work in the CBD, 
while the 0-D survey found 23 intrazonal work trips out of a total of 292 work trips 
originating in the zone. The gravity model created 138 intrazonal work trips out of a 
total of 357 work trips generated in the zone. The theory assigns 604 of the 768 house­
holds in the CBD to shop in that area, while the 0-D survey found 53 out of a total of 
133 originating shopping trips to be intrazonal. Despite the obvious diversity of these 
numbers, both the theory and survey may be correct since the former deals with all 
forms of transportation and the latter covers only movements by vehicle. But what of 
work and shopping from other zones to the CBD? 

The theory assigns a total of 10, 008 workers to the 10, 260 jobs in the CBD (to limit 
the number of worker and job digits to 4, the theory assigned 9, 999 jobs to zone 01); the 
0-D survey found 9, 635 work trips destined for zone 01; the gravity model assigned 
9, 522 such trips. The theory assigns 14, 127 shoppers to deal with the 3, 962 retail 
employees in the CBD, while the 0-D survey found 4, 084 shopping destinations in the 
area. Table 8 lists the work and shopping trips destined for the CBD by zones of ori­
gin, and Figure 10 shows the values in graphical form. 

The zones are grouped as Intrazonal, Ring 1, Ring 2, and Outside Ring 2, as these 
terms have been previously defined. 

1. For the first ring of zones around the CBD, the theory consistently predicts up 
to 200 more work trips per zone than found by the 0-D survey. This difference might 
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Figure 10. Discrepancies between work trips and shopping trip s t o CED predicted by 
t heory and f ound by 0-D survey. 

be explained by a combination of circumstances that makes it easy for workers to walk 
to work. but difficult for them to find parking spaces near their work. 

2. With two exceptions, the theory predicts considerably more work trips originat­
ing in each zone of Ring 2 than were found by the survey. The explanation for this dis­
crepancy is more difficult to find since the minimum walk from this ring is in the order 
of 10 blocks. 

3. Outside of Ring 2, except in Marion and the most remote parts of Cedar Rapids 
(zones 33 to 38 and 00), the theory predicts many fewer work trips destined for the 
CBD than were found by the survey. Inasmuch as the theory and survey both assign 
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roughly the same total number of work trips to the CBD, perhaps the great excess of 0-D 
trips indicates that many people who work in the CBD go to their suburban homes for lunch. 

4. The work trips from zones 33 to 38 and 00 present the type of error distribution 
one might expect if the theory and 0-D survey gave reasonably comparable results. 

5. When the distribution of shopping trips is considered, without exception the the-
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This, however, may be quite reasonable since many people who work in the CBD also 
shop there, and, because the theory predicts homebased work trips and homebased 
shopping trips, there is no reason why a person should not go from home to work, 
from work to shop, and back to home in a single round trip. 

On the whole, it seems safe to say that the Cedar Rapids CBD could not survive on 
the number of work and shopping trips destined for it according to the 0-D survey. 

SUMMARY AND CONCLUSIONS 

In order to predict future patterns of movement within urban areas, it seems nec­
essary that some logical relationships be found between existing patterns of movement 
and existing land uses. Future patterns of movement may then possibly be extrapolated 
from anticipated patterns of land use by applying currently observed interrelationships. 

An 0-D survey, in itself, can only determine existing patterns of movement to some or­
der of accuracy. A land-use study coupled with an 0-D survey provides information for re­
lating the movements to the land uses. Gravity models have been set up on several occasions 
in an effort to provide the required mathematical relationships for extrapolation. 

The field theory of movement merely assumes that the pattern of movement between 
areas of varying land use develops naturally in accord with certain unexplained phys­
ical laws. If the theory can simulate existing patterns of movement with sufficient ac­
curacy, variations in the land-use factors in the equations should produce reasonable 
approximations of related patterns of movement. 

In the case of Cedar Rapids-Marion, one is forced to conclude that the theory does 
not simulate the patterns of movement found in the 1957 home interview 0-D survey 
with a reasonable degree of accuracy. Careful examination of the movements found 
by the survey, however, leads to the conclusion that the theory actually predicts a 
more logical pattern of movement than was reported by the survey. It must be left to 
the reader to decide whether the 0-D findings are correct in spite of appearing to be 
illogical, or that the survey has yielded an invalid picture of the travel situation in the 
area of study. 
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Appendix 
TABLE 3 

BASIC DATA ON CEDAR RAPIDS-MARION, IOWA 

No. No. Coord. Total Retail Coo rd. 
0-D of House- of of Housing No. 

Em- of Job Sites 
Zone holds Workers of Jobs ploy-

Ni Ei ment Nj Ej 

00 532 652( 627)* 41** 34** 61 0(1)* 40** 35** 
01 768 584(561) 21 18 10260(9999) I 3962 22 19 
02 463 419(403) 27 20 445 68 28 19 
03 1125 1452(1396) 33 20 381 42 34 19 
04 724 834(802) 29 22 1294 79 28 21 

05 492 546(525) 33 22 54 9 32 21 
06 960 1125(1081) 35 26 766 205 36 29 
07 718 822(790) 31 26 2709 262 32 27 
08 314 349(33 5) 23 20 908(1169) 227 22 21 
09 1093 1301(1251) 25 22 616 121 24 21 

10 746 813(781) 27 24 381 61 26 23 
11 553 561(539) 29 26 630 90 30 27 
12 563 674(648) 31 28 257 52 32 27 
13 400 53 5(514) 25 26 99 0(1) 26 25 
14 1435 1578(1517) 23 30 318 88 20 29 

15 308 472( 454) 21 20 1028 208 20 19 
16 1373 2041(1962) 23 24 330 83 22 23 
17 712 749(720) 23 26 129 37 20 27 
18 399 492(473) 19 22 2694 273 18 21 
19 679 891( 856) 19 22 123 36 20 23 

20 963 1324(1273) 19 28 103 30 20 29 
21 1606 2037(1958) 23 10 292 78 20 09 
22 616 893(858) 25 14 105 50 24 15 
23 628 720(692) 23 14 633 150 22 15 
24 1071 1475(1418) 19 12 749 188 20 13 

25 610 710(682) 21 16 948 268 20 15 
26 917 1127(1083) 17 12 352 49 16 11 
27 560 732(704) 19 16 399 94 18 15 
28 472 815(783) 19 18 360 109 18 17 
29 749 962(925) 15 14 160 22 16 15 

30 665 817(785) 15 18 1061 130 16 17 
31 1073 1192(1146) 15 20 1170 187 16 19 
32 457 530(509) 15 24 81 15 16 23 
33 12 18(17) 11 12 1041 94 12 15 
34 735 781(751) 11 18 126 13 10 17 

35 65 89(86) 39 36 441 148 40 37 
36 1061 1300(1250) 41 38 325 35 40 37 
37 400 476( 458) 39 38 170 15 38 37 
38 348 399(386) 39 36 65 21 38 35 

Totals 27365 33360(31999) 32064 7599 

''Numbers in parentheses used for theory calculations and comparisons. 
*''coordinates in thousands of feet. 

I 

Jobs in Zone 01 reduced to get four digits, difference added to Zone 08 . 
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TABLE 4 

TOTAL NUMBER OF WORK TRIPS DRAWN 
FROM AND ASSIGNED TO EACH ZONE 

Total Work Trips from Total Work Trips to 
Workers Zone by Jobs Zone by 

Zone Living in No. in Zone Theory 0-D Gravity Zone Theory 0-D Gravity 
One-Way One-Way Two-Way One-Way One-Way Two-Way 

00 627 625 502 1275 61 59 50 143 
01 562 560 292 713 10260 10008* 9635 19044 
02 405 403 469 909 445 443 439 936 
03 1397 1395 1683 3121 381 378 592 890 
04 804 802 755 1722 1294 1295 1352 2992 

05 525 523 656 1130 54 52 54 118 
06 1083 1081 1224 2168 766 762 949 1720 
07 791 789 993 1788 2709 2700 2575 6430 
08 337 335 287 519 908 1169* 952 1158 
09 1252 1250 920 2268 616 616 537 1186 

10 782 780 777 1708 381 380 400 887 
11 541 539 749 1148 630 627 654 1454 
12 650 648 711 1516 257 254 364 621 
13 515 513 583 1159 99 97 109 235 
14 1519 1517 1660 3152 318 316 442 751 

15 454 452 316 794 1028 1026 1380 2081 
16 1962 1960 2038 4196 330 329 246 743 
17 720 718 752 1582 129 127 87 311 
18 475 473 321 946 2694 2689 2925 5753 
i9 857 855 700 1569 123 121 195 265 

20 1275 1273 1426 3049 103 101 132 280 
21 1959 1957 2537 5117 292 289 153 767 
22 860 858 966 1827 105 103 80 599 
23 693 691 701 1446 633 630 792 1418 
24 1420 1418 1604 3114 749 744 827 1737 

25 683 681 634 1424 948 944 1345 2150 
26 1085 1083 1345 2226 352 347 444 792 
27 705 703 603 1485 399 395 458 866 
28 785 783 791 1636 360 357 447 797 
29 926 924 1050 1902 160 156 211 351 

30 787 784 954 1704 1061 1052 1274 2417 
31 1147 1145 1404 2517 1170 1162 1417 2710 
32 511 509 563 1246 81 78 113 213 
33 18 16 140 40 1041 1029 1301 2725 
34 

35 87 85 77 152 441 444 428 965 
36 1252 1250 1016 2559 325 327 293 759 
37 459 457 485 1029 170 169 79 463 
38 386 384 460 804 65 63 32 150 

Totals 32049 31960 34024 68505 32064 31960 34022 68505 

*Based on adjusted numbers of jobs given in Table J. 
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TABLE 5 

RANKING OF ZONES BY PRODUCT OF JOBS TIMES WORKERS IN ZONE 
AND CORRESPONDING RANKINGS OF INTRAZONAL WORK TRIPS 

Product Ranking Intrazonal Work Adjusted* Intrazonal 
Zone Workers by Trips by Theory Work Trips by 0-D 
No. Times Jobs Product No. Ranking No. Ranking 

33 18738 0 3 0 4 14 
38 25090 1 10 5 14 19 
05 28350 2 6 1 0 
00 38247 3 15 8 0 
35 38367 4 10 6 0 

32 41391 5 9 4 10 17 
13 50985 6 8 3 0 
37 78030 7 30 18 6 15 
22 90300 8 15 9 0 
17 92880 9 7 2 0 

34 94878 10 28 17 0 
19 105411 11 10 7 29 22 
20 129471 12 27 15 0 
29 148160 13 25 11 32 24 
12 167050 14 25 12 13 18 

02 180225 15 25 13 43 29 
27 281295 16 30 19 26 21 
28 282600 17 25 14 0 
10 297942 18 39 20 0 
11 340830 19 55 22 0 

26 381920 20 76 27 38 28 
08 393953 21 24 10 36 27 
36 406900 22 130 33 163 38 
23 438669 23 59 23 10 16 
15 466712 24 27 16 33 26 

14 483042 25 51 21 0 
03 532257 26 126 31 111 35 
21 572028 27 70 25 48 23 
16 647460 28 75 26 51 31 
25 647484 29 61 24 55 33 

09 771232 30 83 28 0 
06 829578 31 113 30 0 
30 835007 32 109 29 44 30 
04 1040376 33 150 34 114 36 
24 1063580 34 158 35 26 20 

18 1279650 35 128 32 55 32 
31 1341990 36 178 36 125 37 
07 2142819 37 304 37 81 34 
01 5619438 38 351 38 33 25 

*o-D work trips multiplied by factor to make total number of such trips equal to 
number of workers living in zone of origin. 
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TABLE 6 

TOTAL NUMBER OF SHOPPING TRIPS DRAWN 
FROM AND ASSIGNED TO EACH ZONE 

Total Shopping Retail 
'T'nfa l ~hnnninP' 'T'rin~ - ----- ----.1.-r---o -- - ... --

Zone Households Trips from Zone Employment Assigned to Zone 
No. in Zone 

Theory 0-D* in Zone Theory 0-D** 

00 532 530 246 1 2 55 
01 768 766 113 3962 14127 4084 
02 463 461 92 68 232 110 
03 1125 1123 666 42 143 84 
04 724 722 234 79 317 41 

05 492 489 139 9 36 56 
06 960 958 627 205 570 955 
07 718 716 409 262 1044 64 
08 314 312 41 227 837 358 
09 1093 1091 140 121 470 546 

10 746 744 248 61 269 98 
11 553 551 235 90 382 225 
12 563 561 210 52 206 294 
13 400 398 183 1 2 1 
14 1435 1433 711 88 318 424 

15 308 306 0 208 747 53 
16 1373 1371 409 83 340 59 
17 712 710 418 37 139 66 
18 399 397 70 273 971 63 
19 679 677 113 36 133 48 

20 963 961 282 30 107 336 
21 1606 1604 701 78 214 476 
22 616 614 216 50 173 40 
23 628 626 94 150 535 164 
24 1071 1069 369 188 687 436 

25 610 608 92 268 960 188 
26 917 915 434 49 149 136 
27 560 558 153 94 325 63 
28 472 470 77 109 381 58 
29 749 747 244 22 73 88 

30 665 663 77 130 443 81 
31 1073 1071 369 187 691 275 
32 457 455 40 15 46 18 
33 12 10 0 94 238 19 
34 735 733 46 13 32 23 

35 65 63 0 148 663 617 
36 1061 1059 350 35 155 227 
37 400 398 134 15 50 48 
38 348 346 224 21 65 16 

Totals 27365 27279 9206* 7601 27279 10949** 

.,~:Excludes trips to outside external cordon. 
m'Includes trips from outside external cordon. 
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TABLE 7 

RANKING OF ZONES BY PRODUCT OF HOUSEHOLDS TIMES RETAIL 
EMPLOYEES IN ZONE AND CORRESPONDING RANKINGS 

OF INTRAZONAL SHOPPING TRIPS 

Product Ranking Intrazonal Shopping lntrazonal Shopping 
Zone Households by Trips by Theory Trips by 0-D 
No. by Retail Product Employees No. Ranking No. Ranking 

13 400 0 0 0 0 
00 532 1 1 1 13 16 
33 1128 2 1 2 0 
05 4428 3 4 3 0 
37 6000 4 9 6 0 

32 6855 5 6 4 0 
38 7308 6 10 8 14 20 
34 9555 7 9 7 0 
35 9620 8 14 12 0 
29 16478 9 12 10 73 33 

19 24444 10 10 9 0 
17 26344 11 8 5 13 17 
11 28756 12 41 22 15 24 
20 28890 13 24 18 16 25 
12 29276 14 24 19 61 32 

22 30800 15 19 15 13 18 
02 31484 16 21 16 14 21 
36 37135 17 60 31 105 35 
26 44933 18 33 21 0 
10 45506 19 31 20 11 15 

03 47250 20 47 24 14 22 
28 51448 21 18 14 0 
27 52640 22 21 17 11 14 
04 57196 23 41 23 41 28 
15 64064 24 13 11 0 

08 71278 25 14 13 10 13 
30 86450 26 50 28 22 26 
23 94200 27 48 26 13 19 
18 108927 28 47 25 0 
16 113959 29 61 32 14 23 

21 125268 30 48 27 267 38 
14 126280 31 57 30 152 36 
09 132253 32 61 33 51 29 
33 163480 33 56 29 0 
07 188116 34 146 37 31 27 

06 196800 35 96 34 228 37 
31 200651 36 122 35 84 34 
24 201348 37 128 36 59 31 
01 3042816 38 604 38 53 30 
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TABLE 8 

WORK AND SHOPPING TRIPS DESTINED 
FOR CENTRAL BUSINESS DISTRICT 

Zone Househoids Work Trips to Shopping Trips 
Area of of in Zone CBD by to CBD by 
Origin Origin of Origin 

Theory 0-D Theory 0-D 

Intrazonal 01 768 351 23 604 53 

Ring 1 02 463 141 143 275 53 
08 314 212 45 249 11 
09 1093 491 291 665 76 
15 308 272 93 238 0 
22 616 344 254 365 64 
23 628 265 164 352 23 
25 610 295 284 371 78 
28 472 315 184 285 35 

Ring 2 03 1125 384 406 573 287 
04 724 226 192 385 82 
16 1373 738 715 803 104 
18 399 157 112 225 29 
19 679 282 199 383 74 
21 1606 667 736 859 312 
24 1071 418 516 501 177 
26 917 308 258 441 112 
27 560 244 71 294 82 
30 665 194 164 305 44 
31 1073 304 407 518 141 

Outside 05 492 140 i 95 244 56 
Ring 2 06 960 223 374 399 155 

07 718 135 302 274 137 
10 746 243 332 405 106 
11 553 129 308 257 103 
12 563 104 196 204 46 
13 400 168 264 220 71 
14 1435 464 573 740 140 
17 712 248 321 398 111 
20 963 386 456 476 112 
29 749 248 232 361 37 
32 457 157 164 242 0 
33 12 5 0 6 0 
34 735 197 185 364 23 

Marion 00 532 138 139 215 25 
35 65 16 0 22 0 
36 1061 245 144 360 27 
37 400 87 97 135 18 
38 348 72 96 116 0 




