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A Multivariate Analysis of Vehicular Speeds on 
Four-Lane Rural Highways 

ROBERT H. WORTMAN, 
Department of Civil Engineering, University of Illinois, Urbana 

This research is basically a continuation of the multivariate studies of 
vehicular speeds which were conducted by Oppenlander at the University 
of Illinois. It was limited, however, to a study of vehicular speeds on 
4- lane highways in rural areas. The purpose of the investigation was to 
evaluate the variables present on 4-lane highways which represent the 
driver, the vehicle, the roadway, traffic conditions and environmental 
characteristics. 

For the evaluation of the variables, mathematical models were de­
vised for the purpose of predicting mean spot-speeds. These models 
produced equations which were developed by the use of (a) multiple cor­
relation and linear regression analysis and (b) factor analysis. 

Speeds on 4- lane rural highways throughout Illinois were studied 
during the summer of 1962 to obtain data forthe evaluation of the math­
ematical models. Thirty-eight variables were measured at 83 study 
sites to represent the conditions at each location. The variables which 
contributed to t;1e greatest variation in mean spot-speed were deter­
mined by the use of multiple correlation and linear regression analysis. 
These variables were out-of-state passenger cars, minimum sight dis­
tance, posted speed limit, and the number of roadside establishments. 
Because the effect of posted speed limit on vehicular velocities has not 
been conclusively established, a second set of variables was determined 
in which speed limit was not considered. This list of variables included 
combination trucks, out-of-state passenger cars, minimum sight dis­
tance, median type, the presence of access control, the number of road­
side establishments, and the number of access points. 

Data were then analyzed by factor analysis. The principal axis factor 
solution resulted in the generation of 11 interpretable common factors. 
Of these factors only the stream friction and the traffic stream compo­
sition components were found to be statistically significant. The anal­
ysis of these two factors also verified the selection of the important 
variables by the use of the multiple correlation and linear regression 
analysis. 

Seven additional sites were sampled to test the validity of the speed 
prediction equations developed. The observed mean speeds were com -
pared to the estimated velocities obtained by the equations. The re­
sults of these comparisons confirmed that mean spot-speed could be 
predicted with a reasonable degree of statistical accuracy and that this 
estimation could be based on a limited number of variables or common 
factors. 

Paper sponsored by Committee on Characteristics of Traffic Flow and presented at the 
43rd Annual Meeting. 

1 



2 

•TRANSPORTATION has had a great influence on the economic, sociological, cultural, 
and political aspects of our society as well as other societies in the past. No one mode 
of transportation has dominated, but modes have developed to meet the needs of the 
people in accordance with technological advances. Although space travel may come in 
the future, the present time is really the age of the automobile. 

It can be said that one of the most striking features of the modern American economy 
a~d way of life is the dependence on highway transportation. In fact, highway trans­
portation industries have become so important in the United States today that one out of 
every seven employed persons work in this field (_!) . 

The increase in automobile registrations, especially the r;ipid rise since World War 
II, has brought about problems which until recent years have been of little concern to 
the general public. In order to provide for the demands created by this rapidly ex­
panding mode of transportation, highway and traffic engineers have had to initiate re­
search projects so that they might obtain information which would enable them to con­
tinue the insurance of a safe, economic, and convenient form of transportation. One 
such project was the Vehicular Speed Regulation Research Project, IHR-53, which was 
inaugurated for the following purposes: 

1. Determining the factors involved in regulating vehicular speeds; 
2. Evaluating these factors and establishing warrants for the regulation of vehicular 

speeds; 
3. Developing procedures for the application of these warrants; and 
4. Developing methods and devices for obtaining maximum compliance with speed 

regulation. 

There has been a tendency among the automobile manufacturers to build a product 
that is capable of extremely high speeds; however, the roadways on which these ve­
hicles travel are often not constructed to ac commod<i_te such high velocities. In the 
interest 01' safety, it is mandatory that some regulation of speed be imposed. A re­
cent publication stated that over the years traffic engineers have evolved a rationale 
for speed zoning which is somewhat as follows: 

l. Motorists govern their speeds more by traffic and roadway condi­
tions than by indicated speed regulations. The majority of motorists uill 
select 2 speed based on roB.d\·ra.y end trg,ffic coi-idi tions ~ ·.rhich is reasonable 
and safe for them. Thus indicated speeds which arc obviously higher or 
lower than those called for by the roadway and traffic conditions uill be 
ignored by the majority of motorists. 

2, Speed limits, to be effective, must be enforceable. This means 
that a speed limit must be such that a majority of motorists uill observe 
it voluntarily, and enforcement can be directed toward the minority. 

3. Any speed limit is r-easonable for th2 roadway and traffic condi­
tions for which it was set. Since this is generally for fair weather and 
off-peak volumes, it will be unreasonably high for extreme weather and 
traffic conditions, and low for more favorable conditions. 

4. Speed limits based on studies of prevailing speeds, the character 
of the road, the extent and character of development along the margins of 
the roadway, and the accident history of the roadway tend to reduce the 
spread in speeds, from the highest to the lowest, and thereby result in 
smoother traffic flow. This smoother traffic flow results in the reduction 
of accidents. 

5. Accidents are not related as much to speed (measured by average 
speed or the speeds at or below which some percentage of the vehicles 
travel) as to the spread in speeds from the highest to the lowest. In 
other words, accidents result from differences in speeds rather than from 
speed as a measure. (~) 
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Before and after studies of a number of sections of highway which have been speed­
zoned bear out the general validity of these beliefs. However, one review of the in­
fluence of speed limits found that in some cases a change in speed limit produced a 
change in the pattern of vehicular speeds, while other cases showed no significant ef­
fect on the velocities (~). 

Prior to developing new warrants for establishing speed limits, it is necessary to 
evaluate the variables that represent the roadway and traffic conditions. This would 
give an insight into the criteria for the establishment of speed zones based on safe and 
reasonable vehicular speeds. One study, using information taken at locations on 2- lane 
highways in Illinois, found that 8 variables accounted for 62 percent of the variation in 
mean spot-speed in rural areas . These 8 variables were out-of-state vehicle, truck 
combination, degree of curve, gradient, minimum sight distance, lane width, roadside 
establishment, and total volume (]d). The variables would probably not be the same for 
multi-lane facilities due to the change in roadway design and environment. 

1t was the purpose of this investigation, therefore, to evaluate the variables which 
represent the driver, the vehicle , the roadway, traffic conditions, and environmental 
characteristics that are found on 4-lane rural highways. The variables were analyzed 
through the development of mathematical models by which mean velociti e s could be 
predicted. 

THEORY 

Oppenlander developed the concept of the time-rate of traffic flow that was used in 
this study (~). It was the basic intent of this report to expand on this theory by present­
ing mathematical models for describing mean spot-speeds on 4-lane highways. 

Conceptual Model 

It was conceived that vehicular speeds were a function of the various travel conditions 
present in and adjacent to the traffic stream (12). A variation in the types and levels of 
travel features of the roadway will cause a variation in the vehicular speeds. Thus high 
speeds are associated with roadways that present few restrictions to the vehicular flow, 
and decreasing speeds result with an increase in the restrictive variables . 

A simplified two-dimensional model of this concept (Fig. 1) shows the speed-volume 
relationship. The upper limit on this model represents unrestricted flow conditions; 
the lower limit represents non-free flow conditions. By using the upper limit, it can 
he seen that an increase in volume causes a decrease in speed. The lower limit de-

AV ERAGE VEHICL E VOL UM E 

Figure l. Schematic representation of simplified traffic-flow model. 
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picts highway congestion in which the vehicles are not allowed to travel at chosen speeds 
and are under the influence of other vehicles. Various restricted flow conditions are 
shown by the dashed lines which represent the upper limits under these restricted cir­
cumstances. A more specific graphical representation of this concept was presented 
in a paper by Normann in which the speed-volume relationship was also plotted (l!). 
Varying levels of highway speed were used in this case to restrict the upper limits. 

Because average vehicular spot-speed is not easily and completely defined by one 
variable, it would be reasonable, therefore, to relate mean speed to the variables 
which best define it. To accomplish this, mean speed was related to variables which 
were represented by a hyperplane of k + 1 dimensions , where k equals the number of 
restricting variables. As in the two dimensional case, upper and lower limits were 
formed to cover the entire range of values that the travel restrictions could possibly 
have. These limits were also designated as hyperplanes of k + 1 dimensions. This 
produces a polytope which geometrically represents the comprehensive traffic-flow 
model. Average spot speed for a given set of variables was represented by a point on 
or within the surface of the polytope. 

Mathematical Models 

Because vehicular speed is influenced by variables which are related to the driver, 
the vehicle, the roadway, the environment, and traffic, it was necessary to express 
all of these variables mathematically. Multiple linear regression equations seemed to 
be the best method oI presentation. 

Multiple linear regression equations may take many forms of which the following 
three were used: 

in which 

S = predicted mean spot-speed, 
b = regression coefficient, 
x = independent variables, 
n = number of variables, and 
a = intercept. 

in which 

S = predicted mean spot-speed, 
s = standard deviation, 

a' = intercept, 
B = standardized regression coefficient, 
n =number of variables, and 
x = independent variable. 

in which 

S = predicted mean spot-speed, 
S = grand mean of sampled spot speeds, 
s = standard deviation of spot speeds, 
c = common factor regression coefficient, 
F = common factor, and 
m = number of common factors. 

(1) 

(2) 

(3) 
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In each equation mean spot-speed is used as the dependent variable. The prediction of 
speed is based on the assumption that the relationship of the dependent variable to the in -
dependent variable is linear. Eqs. 1 and 2 were used in the multiple linear regression 
analysis; Eq. 3 was used in the factor analysis to relate the common factors to speed. 

PROCEDURE 

The next step in the study was to obtain data for the development of the proposed 
mathematical models. 

Design of Experiment 

Because drivers are influenced in the selection of vehicular speeds by a large number 
of variables, it was desired to determine and utilize all of the variables that might af­
fect the driver in some manner. However, due to limitations on time, equipment, and 
personnel certain variables were not considered. A review of literature and past studies 
provided the following list of variables which were used for this study (the mathematical 
terms by which each variable was expressed are also shown in the units that were as­
signed for analytic purposes, measured or computed): 

1. Light truck (two axles with single tires)-percent; 
2. Single-unit truck (two or more axles with dual tires on one or more axles)-

percent; 
3. Truck combination (tractor with one or more trailers)--percent; 
4. Commercial bus-percent; 
5. Vehicle traveling on inside lane (lane next to median)-percent; 
6. Vehicle traveling in a queue (a vehicle was said to be in a queue if its speed was 

controlled by and the same as the vehicle ahead of it)--percent; 
7. Out-of-state passenger car-percent; 
B. Passenger car with occupants other than driver-percent; 
9. Female driver-percent; 

10. Volume on the inside lane of travel-veh/hr; 
11. Total one-way volume in the direction of travel-veh/hr; 
12. Degree of curve-deg; 
13. Rate of super elevation-feet/foot; 
14. Gradient in direction of travel-percent; 
15. Length of grade (measured from the P. I. to the speed site)-ft; 
16. Minimum sight distance-ft; 
17. Accident rate for 1961 (total number of fatal, personal-injury, and property­

damage-only accidents counted for ?'2 mi in advance of and % mi beyond the speed 
site)-number/mile/year; 

18. Day of the week (Monday was represented by 1, Tuesday by 2, Wednesday by 3, 
Thursday by 4, and Friday by 5. Saturday and Sunday were not used); 

19. Time period (the day was broken into four time periods as follows: 7:31 a.m. -
to 10:00 a.m. -represented by 1, 10:01 a.m. to 12:30 p.m. -2, 12:31 p.m. to 3:00 
p.m.-3, 3:01 p.m. to 5:30 p.m.-4); 

20. Cloud cover ( 1 if clear, 2 if overcast); 
21. Drizzle (0 if no, 1 if yes); 
22. Rain (0 if no, 1 if yes); 
23. Pavement surface (0 if wet, 1 if dry); 
24. Presence of large advertising signs (0 if no, 1 if yes); 
25. Presence of centerline pavement markings (0 if no, 1 if yes); 
26. Presence of edgeline pavement markings (0 if no, 1 if yes); 
27. Posted speed limit-miles per hour; 
28. Lane width--ft; 
29. Shoulder width-ft; 
30. Absolute median width-ft; 
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31. Median type (no median was indicated by 0, a raised median by 1, and a de-
pressed median by 2); 

32. Presence of access control (0 if no, 1 if yes); 
33. Presence of curb or gutter on median side of traffic flow (0 if no, 1 if yes); 
34. Presence of curb or gutter on shoulder side of traffic flow (0 if no, 1 if yes); 
35. Number of roadside establishments (counted for 1/2 mi in advance of and % mi 

beyond the speed site)-number/ mile; 
36. Number of friction points, which included at-grade intersections, at-grade 

railroad crossings, pedestrian crossings, and school crossings (measured for 1/2 mi 
in advance of and 1/2 mi beyond the speed site)-number/mile; 

37. Number of access points, which included all intersections, driveways, and 
other points of access to various forms of land use (measured for 1/2 mi in advance of 
and 1/2 mi beyond the speed site)-number/ mile; and 

38. Mean spot-speed-mph. 

Generally, each speed site was represented by two sets of data, one for each direction of 
travel. Except for certain variables which were applicable to the overall speed site , the 
data was compiled for each direction of travel individually. 

The complete factorial design for arranging the treatments to be tested would re­
quire the use of every combination of the different levels of the variables. However, 
due to the large number of variables which were to be measured in this study, it would 
have been difficult, if not impossible, to obtain such a set of data. As a result, the 
following criteria were set as a guide in the selection of the sites: 

1. Each study site was as homogenous as possible for a distance of 1/2 mil1.< in ad­
vance of and 1/2 mile beyond the study site; 

2. A speed site on a horizontal curve was located near the center of the curve; 
3. A study location was selected near the middle of a grade having a 400-ft mini-

mum length; 
4. Locations with and without curb or gutters were chosen; 
5. Roadside development ranged from 0 to 10 buildings per mile; 
6, Sites were selected with and without medians; 
7. Roadways were selected on which access was or was not controlled; and 
8. Study locations With and without large advertising signs were specified. 

With the .~e criteria as 8_ guide , 83 c:;tudy site~ i .1!ere sar!"!pled ftJr the c:i'f/~h.t0.ticn. cf the 
mathematical models. Seven additional locations were sampled to provide data for the 
verification of the results of the proposed models. 

Conduct of the Stl~d'ies 

The actual collection of the data at the 90 locations was made by the Illinois Division 
of High·.;,..ays du1-i11g the sui-1ii11e1· of 19G2. Due Lo the 11aLu1·e uf :::;u1ue uf Lhe i11iur1naliou 
that was required, certain measurements were obtained from drawings and records 
available in the district offices. The remaining information was measured at the speed 
site at the time of the study. 

The radar speed meter was set up adjacent to the traffic lanes in the direction of 
travel that was studied; therefore, two meter setups were required when both directions 
of travel were studied at the same site. The observers and the speed meter were con­
cealed from the view of the drivers throughout the conduct of the study. The observers 
noted the speed of each vehicle as it passed the study site, because it was not the in­
tent to sample only the free-flowing vehicles. This provided information so that volume 
could be used as one of the variables. 

Past studies on vehicular speeds have shown that a sample size of 150 vehicles 
would be of adequate size for the determination of mean spot-speed at each study site 
(13, 14). This sample size was based on a desired accuracy of less than 2 mph. Radar 
speed-meters are generally accurate to ± 2 percent of lhe measured speed; therefore, 
any greater degree of accuracy obtained by a larger sample size would be unrealistic. 
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Analysis of the Data 

Once the data collection had been completed, the next step was to evaluate the pro­
posed mathematical models. The data were summarized for each site and punched on 
cards so that computers could be used for the mathematical analysis. From this point 
the investigation was divided into two phases: 

1. Evaluation of the model by multiple correlation and linear regression analysis; 
and 

2. Evaluation of the model by factor analysis. 

The original intent was to consider as many variables as possible; however, this 
was impractical due to limitations of time and personnel. Certain weather variables 
(snow, fog, etc.) were not considered in the sample. There were no measurements 
taken during the hours of darkness. Because the drivers were not interviewed, vari­
ables pertaining to details on the vehicle operator were also not obtained. 

Multiple Linear ~!:_ession Analysis. -New computers at the University of Illinois 
made it possible to use new approaches in the multivariate investigation of speeds on 
4-lane highways. Until this year, computers and computer programs had not been 

I OBSERVED DATA I 

I SUMMARY CALCULATIONS I 

I PUNCH a VERIFY cARDs I 

ELIMINATE VARIABLE MULTIPLE CORRELATION 
FROM DATA AND REGRESSION ANALYSIS 

DETERMINE LEAST CHECK SIGNIFICANCE OF 

SIGNIFICANT VARIABLE 
MULTIPLE REGRESSION 

EQUATION 

Figure 2. Multiple correlation and linear regression flow diagram , 
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available to personnel on this project to undertake correlation and regression analysis 
using the many variables which had been measured. A schematic flow diagram for the 
analysis which used the IBM 7090 computer is shown in Figure 2. 

For this analysis, the summarized data for each site were fed into the computers 
on card input. The average speed at each site was used as the dependent variable, and 
the remaining 3 7 variables were designated as independent variables. The multiple 
correlation and regression analysis on these variables was performed by the computer, 
which gave the following information as output: 

1. The mean of each variable; 
2. The standard deviation of each variable; 
3. The correlation matrix which gives the correlation of each variable with every 

other variable; 
4. The standardized regression coefficients or the beta weights; 
5. The regression coefficients; 
6. The multiple correlation coefficient; 
7. The standard error of estimate; and 
8. The dependent variable intercept. 

A multiple linear regression equation containing the large number of variables would 
be difficult to use and conducive to error, and it would contain many variables which 
are insignificant. These variables could generally be explained by other variables or 
else had little correlation with vehicular speed. The next step in the analysis, there­
fore, was to eliminate the least significant variables. 

A review of the methods of elimination of variables revealed that many conflicting 
procedures are used. Many of these methods were derived for use without the aid of 
the modern electronic computer. Great controversy exists among statisticians con­
cerning the best method. It was decided to use a mathematical method of elimination 
and to check this systematic elimination by a method based on logic and judgment. 

One authority states that the importance of individual variables may be compared by 
their net regression coefficients. The size of the regression coefficients, however, 
varies with the units in which each variable is stated. They may be made more com­
parable by expressing each variable in terms of its own standard deviation, using beta 
coefficients (~). The beta coefficients are also known as standardized regression co­
efficients. Since the beta coefficients were given in the computer output, it was easy 
to compare the importance of each variable. This does not imply, however, that the 
importance of each variable will remain relative to other variables should a variable 
be eliminated or added. 

DuBois proposed a method of elimination of variabies in which the variable with the 
highest beta weight was extracted. The correlation and regression analysis was then 
performed again. The variable with the highest beta weight was again extracted. This 
cycle was repeated until the desired number oi variables were extradeu. Tl1e extracted 
variables were then used as the predictors of the dependent variable (1) . 

A second method of elimination based on beta weights was found to give better re­
sults. This procedure was similar to the one proposed by DuBois except that the vari­
able with the lowest beta coefficient was eliminated. The correlation and regression 
analysis was then performed again. Again the variable with the lowest beta weight was 
eliminated. This technique was continued until the desired number of variables were 
eliminated. The remaining variables were then used to predict mean speed. This 
method appeared to be superior to other techniques because predictors obtained by this 
method gave higher multiple correlation coefficients and lower standard errors of es­
timate when compared to an equal number of predictors obtained by other methods; and 
this procedure compensated for cases where an independent variable was highly cor­
related with other independent variables. High association with other variables tends 
to reduce the beta coefficient until one of the interrelated variables is eliminated. 

As each variable was eliminated, the correlation of this variable with other vari -
ables was checked to insure that the elimination was logical. It was determined to be 
a logical elimination if there was low correlation with speed, there were high correla -
lions with other variables, or there was a combination of these two considerations. The 
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standard error of estimate and the multiple correlation coefficient were analyzed after 
each computer run to determine if it was desirable to eliminate another variable. 

Factor Analysis. - Factor analysis was originally used in psychology to analyze the 
interrelationships among intelligence or personality tests. Basically, factor analysis 
is a technique used to take a large number of operational indices, and reduce them to 
a smaller number of conceptual variables. Underlying the use of factor analysis is 
the idea that if one has a large number of variables which are intercorrelated, the inter­
relationships may be due to the presence of one or more underlying factors which are 
related to the variables in varying degrees. 

The basic mechanics of factor analysis are thoroughly covered in many textbooks; 
therefore, it is not the intent of this study to explain factor analysis but rather present 
how it can be used in analyzing a set of data (_§_, J). The flow diagram for the factor 
analysis data processing is shown in Figure 3. 

The input data were the same for the factor analysis as were used in the multiple 
linear regression analysis. The IBM 7090 computer was also used for this investiga -
tion. The data was analyzed by the use of programs made available through the Uni­
versity of Illinois Statistical Services Unit (15). 

The independent variables were first usedas the computer input data. From this 
information the standard scores and the correlations of each variable with each other 
variable were obtained. The principal axis factors were then computed. This method 
of factoring was chosen because the correlation matrix was condensed into the smallest 
number of orthogonal factors by this method, and each factor extracts the maximum 
amount of variance (i.e. , the sum of the squares of the factor loadings is maximized 
on each factor) and gives the smallest possible residuals. (7) It should be noted that 
after a factor pattern has been obtained, its adequacy as a description of the variables 
is determined by "removing the factors." This is done by forming the reproduced 
correlations from the pattern and subtracting them from the corresponding observed 
correlations. The resulting differences are known as the "residual correlations." (8) 

The next step in the factor analysis was the rotation of the axes which obtains mean­
ingful factors that are as consistent (or invariant) as possible from analysis to analysis 
(1). The varimax method of rotation was chosen, since when the variance is at a max­
imum, the factor has the greatest interpretability (8). 

It was necessary to compute a factor-variable c0efficients matrix so that the weights 
of each variable within each factor could be determined. This information was obtained 
by the solution of the matrix equation: 

in which 

D = factor-variable coefficient matrix, 
A' =transposed varimax rotated matrix, and 

R -i = inverted correlation matrix. 

(4) 

The factor-scores or the expression of the data at each of the study sites in terms 
of the factors instead of the variables were computed by 

E =DZ 

in which 

E = factor-scores matrix, 
D = factor-variable coefficient matrix , and 
Z = standard scores matrix. 

( 5) 

To use the factor-scores matrix in the computer program, it was easier to use Eq. 5 
in the transposed form 

E' = Z 1 D 1 
(6) 
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in which 

E' =transposed factor-scores matrix, 
Z' = transposed standard scores matrix, and 
D' = transposed factor -variable coefficient matrix. 

I OBSERVED DATA I 

SUMMARY CALCULATIONS 

PUNCH B VERIFY CARDS 

-
~ 

[ 1NPUT INDEPENDENT VARIABLES I 

TRANSPOSE lcoMPUTE STANDARD SCORES I INPUT 

MATRIX DEPENDENT 

_J VARIABLE 

(SPEED) 
~ 

COMPUTE CORRELATIONS 

INVERT 

CORRELATION I PRINCIPAL FACTORS I AXIS 
MATRIX 

I STANDARDIZE 

t SPEED I 

: VARIMAX ROTATION l 
l 

FACTOR- TRANSPOSE 

VARIABLE MATR!X 

COEFFICIENTS 

MATRIX 

! 
FACTOR SCORE - · MATRIX 

I AUGMENT MATRICES I 

MULTIPLE CORRELATION 

AND REGRESSION 

Figure 3. Factor Analysis flow diagralli. 
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Speed data for each site were used as input for the computer and standardized. The 
standardized speeds were used to augment the factor-scores matrix. Multiple correla­
tion and linear regression analysis of the factors was performed using the information 
contained in this one matrix. 

RESULTSlf 

Because the two proposed mathematical models were evaluated in independent man­
ners, it is necessary to discuss the results of each technique individually. It should 
be kept in mind that multiple correlation and linear regression was used as the princi­
pal multivariate solution, and factor analysis was used basically to substantiate the 
selection of the most important variables even though this method produced a mathe -
matical model also. 

To simplify the writing of the results, variables were designated by a number and 
factors were designated by an alphabetic letter. The following assumptions were made 
for the purpose of the analysis of the data: (a) the samples were taken randomly from 
normal populations, (b) homoscedasticity; and (c) linear relationships of the vari­
ables . (~) 

Multiple Linear Regression Analysis 

Multiple linear regression is one of the most useful tools in multivariate analysis 
techniques. In the case of this study, it provided an overall picture which displayed 
the importance of each independent variable and its relation to vehicular speed. As a 
result it was found to be possible to explain the major variation in mean spot-speed on 
4-lane highways by using a few independent variables. 

The analysis was begun by computing a multiple linear regression equation using 
all of the 3 7 independent variables. The resulting equation gave a multiple correlation 
coefficient of O. 9655 and a standard error of estimate of 1. 61 mph. This meant that 
only 6. 78 percent of the variation in mean spot-speed was unexplained by this equation . 
The next step was to eliminate the variables which explained the least variation in the 
speed. This was accomplished by the previously discussed mathematical technique. 
This system of variable elimination was checked by the use of the correlation matrixlf 
and judgment. After the systematic elimination of the variables the following equation 
resulted: 

S = 20. 51 + 0.1147X1 + 0. 0005Xl6 + 0. 4333X21 - 0. 4072X3s 

in which 

S =mean spot-speed, 
X1 = out-of-state passenger car, 

xl6 =minimum sight distance, 
X21 = posted speed limit, and 
X3s = number of roadside establishments. 

(7) 

Eq. 7 produced a multiple correlation coefficient of 0. 9032 and a standard error of es­
timate of 2. 66 mph, indicating that about 81. 57 percent of the variation in mean speed 
has been explained. It is apparent that the elimination of the 33 variables did not greatly 
affect the accuracy of the prediction. 

The use of posted speed limit as one of the predictors is of some controversy in the 
field of traffic because reviews of literatu1·e have shown that there are conflicting re­
ports as to the effect of speed zonirig in rural areas (Q 12). The speed limits at the 
study sites were, with very few exceptions , statewide limits of 70 mph for controlled­
access highways and 65 mph for highways with no control of access. Because no con -

*The following supporting data are available from the Highway Research Board at cost of 
Xerox reproduction and handling: principal axis factors matrix, summary of means and 
standard deviations, the correlation matrix, varimax rotated factor matrix, and the 
factor-variable coefficient matrix~Supplement XS-2 (Highway Research Record 72), 
12 pages. 
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elusive information concerning the effect of such a speed limit could be found, it was 
decided to use posted speed limit as one of the independent variables. An analysis of 
only the sites where the statewide speed limit was in effect produced basically the same 
results. 

There may be cases where the use of an equation which does not contain posted speed 
limit as a variable would be of benefit; hence another equation was developed: 

S = 45. 05 + 0. 2046X3 + 0. 0930X1+0.0009Xl6 + 1. 7419Xa1 - 1. 4728Xa2 -

in which 

S = predicted mean spot-speed, 
Xa = combination trucks, 
X1 =out-of-state passenger car, 

xl6 = minimum sight distance' 
x31 = median type, 
X32 = presence of access control, 
Xas = number of roadside establishments, and 
X a1 = number of access pain ts. 

0. 4449Xas - 0. 0511X37 (8) 

The standard error of estimate for Eq. 8 was 3. 05 mph and the multiple correlation 
coefficient was 0. 9000. 

The major part of lhe va1·iables us ed in Eqs . 7 a nd 8 dealt with design features of the 
roadway , whereas t he r em aining variables represented the traffic stream flow . Volume 
did not occur as an important varialJle in Liu:; tudy , becau~e volwn s about 530 vpb 
were not obtained in th s ample. Based 011 present information, this volume would 
have little effect on average speeds (11). 

Factor Analysis 

Major empl1asis was placed on the e va luation of the data by multiple ti.near regres­
sion beca use t he r esulting equation is much easier to deal with tha n lhe equation de­
r i ved by lhe use of factor analysis . Factor analysis was used to verify the variables 
obt::.:ncd b~· the L •. t ipl~ f•or rPl ~ tion :\nd tin ar r 0JS-ression technique of elimination. 

Kaiser states Umt the following four distinguishable bases have been established 
for the determination of the number of factors to generate in an analysis: 

i. Algebraic criterion of necessity, 
2. Statistical criterion of significance, 
3. Criterion of reliability, and 
4. Criterion of meaningfulness. 

Of these four criteria, he recommends that the last be used because the factors that 
have an eigenva lue (latent root) gr eater than one can be mea ningful and reliably inter­
preted (10). The eigenvalues are determined from the principal axis factors matrix*, 
in which they are the sum of the squai·es of U1e factor coefficients of the variables 
for each factor. The summary of the latent roots for the factors is given in Table 1 . 
The criterion of using factors with eigenvalues greater than one resulted in the genera -
tion of 11 factors which accounted for 73 percent of the variance. 

The varimax rotated factors* provide the ~reatest interpretation of the factors. 
:Arbitrary names were given to the factors dependi11g on the vai·iables which were lhe 
mos important within each factor . The following is a list of the factors with their 
letter designations des criptive names , and the major component var iables and their 
respective factor coefficients: 

A-Stream friction (representing the friction of traffic fiow): 

6-Vehicles traveling in a queue, 0. 7424 

*See footnote page 11 . 



TABLE 1 

SUMMARY OF LATENT ROOTS 

27~Posted speed limit, -0. 6765 
28-Lane width, -0. 6934 
29-Shoulder width, -0. 5864 
31-Median type, -0. 5399 

13 

Factor Latent Root 34-Curb or gutter on shoulder side, 
0.6597 

35-Roadside development, 0. 8458 
36-Friction points, 0. 6941 
37-Access points, 0. 8350 

A 
B 
c 
D 
E 
F 
G 
H 
I 
J 
K 

7.2841 
3.7955 
3.0399 
2.6836 
1. 9530 
1. 8721 
1.6897 
1. 3757 
1.1980 
1. 1182 
1.0503 

B-Roadway surface (describing the con­
dition or nature of the roadway surface 
that seems to be the most prevalent): 

13-Superelevation, 0. 7363 
22-Rain, 0. 8966 
23-Pavement surface, -0. 6765 
25-Centerline pavement marking, 

-0.5679 
33,...Curb or gutter on median side, 

0.5651 
C-Volume (containing variables which relate the volume characteristics): 

5-Vehicle traveling on the inside lane, 0. 9139 
10-Volume on the inside lane, 0. 9094 
11-Total volume, 0. 5575 
18-Day of the week, 0. 4230 
30-Median width, -0. 3853 

D-Vehicle description (variables that describe the vehicle and its occupants): 

2-Single-unit truck, -0. 6883 
7-0ut-of-state passenger car, 0.4227 
8-Passenger cars with occupants, 0. 7043 

11-Total volume, 0.4821 
32-Access control, 0, 5155 

E-Marginal clearance (not clearly defined; therefore, named for variables repre­
senting the edgeline and shoulder width): 

20-Cloud cover, 0. 7215 
26-Edgeline pavement marking, 0. 8143 
29-Shoulder width, 0. 4608 

F-Lane friction (depicting internal friction of travel flow due to lane and median 
width, and median type): 

16-Minimum sight distance, -0. 6553 
18-Day of the week, -0. 4020 
28-Lane width, 0. 4924 
30-Median width, -0.4119 
31-Median type, -0.4664 

G-Safety (not representing a definite grouping of variables, but named for variable 
with the greatest coefficient): 

4-Commercial bus, -0. 4850 
17-Accident rate, -0. 6620 
19-Time period, 0. 5594 

H-Driver distraction (named for the most important variable): 

12-Degree of curve, 0. 6834 
24-0utside advertising, -0. 7299 
36-Friction points, -0.4316 
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I-Weather (inclement weather played major role): 

19--Time period, -0. 4391 
21-Drizzle, -0 . 7309 
23--Pavement surface, 0. 4879 
30--Median width, -0. 3414 
31--Median type, -0.3430 

J --Traffic stream composition (representing the physical make-up of the traffic 
stream): 

1-Light truck, 0. 6345 
3--Truck combination, -0. 7012 
7-0ut-of-state passenger car, -0. 7182 
9-Female driver, 0. 6989 

15--Grade length, 0-. 4723 
37--Access points, 0. 3315 

K-Vertical resistance (gradient is the major variable): 

14-Gradient, -0. 7895 
16-Minimum sight distance, 0. 2613 
30-Median width, -0. 2604 
31-Median type, -0. 2614 

In order to express the generated factors as a function of the original variables, it 
was necessary to compute the factor-variable coefficients. Multiplication of this 
matrix by the standard scores matrix results in the factor score matrix. 

The factor scores matrix was then augrnenletl wilh Lite olautlardiz.ed mean speeds 
for each study site. Multiple correlation and linear regression was performed on the 
data contained in this combined matrix. The analysis was accomplished by the use of 
data which was in standard score form; hence the resulting regression coefficients 
were also the correlation of speed with each of the factors. Table 2 lists these cor­
relations. The coefficients were analyzed to determine which were significant at the 
95 percent level. Only the stream friction and traffic stream composition factors 
were found to be significant; therefore, the following multiple linear regression equa­
tion was written to express mean spot-speed in terms of common factors: 

S = 52.67 + 6.192 (-0.6099FA - 0.4826FJ) (9) 

TABLE 2 

CO.H.H.ELATION OF MEAN SPEED 
WITH THE FACTORS 

Factor 

A 
B 
c 
D 
E 
F 
G 
H 
I 
J 
K 

Correlation Coefficient 

-0.6099 
-0.0729 
-0.2157 

0.2099 
0.0928 

-0.1757 
0.1396 

-0.0405 
0.0142 

-0.4826 
0 . 0013 

in which 

S predicted mean spot-speed, 
FA = stream friction factor, and 
FJ = traffic stream composition factor. 

The accuracy of the prediction by Eq. 9 
was not as great as either of the two equa -
tions that were developed through the use 
of multiple correlation and linear regres­
sion, because the multiple correlation co­
efficient was 0. 7746 and the standard error 
was 3. 92 mph in this case. This predic­
tion accuracy was not required because 
the factors were used to verify the more 
important variables obtained in the pre­
vious analysis. 

If the stream friction and the traffic 
stream composition factors are evaluated, 
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the variables used in the multiple linear regression equations (with the exception of 
minimum sight distance) are also" contained in the significant factors. This provided 
an excellent check on the accuracy and suitability of the mathematical method of deter­
mining the important variables. 

With the aid of the factor-variable coefficient matrix;f, it was possible to express 
the factors in terms of the variables. The following equations were written to compute 
the significant factors by the use of the more important study variables contained in 
each of the factors: 

FA= 0. 2019Zs - 0.1268Z27 - 0.1552Z26 - 0.1808Z29 - 0.1064Za1 + 0. 1384Za4 + 
0. 2037Zas + 0.1342Zss + 0.1692Z37 (10) 

FJ = 0. 2078Z1 - 0. 2835Zs - 0. 2475Z1 + 0. 2800Z9 - 0. 2125Zl5 + 0. 0199Z31 (11) 

in which 

F = common factor , and 
Z = standard score of the variables. 

The standard scores of the variables may be calculated by 

Z = (X - X)/ s 

in which 

Z = standard score, 
X = observed value of the variable, 
X = mean value of the variable, and 
s = standard deviation of the variable. 

(12) 

The procedure for predicting mean spot-speed is not as efficient as the methods and 
equations developed in multiple linear regression; however, it can also be used to make 
the speed prediction. 

Verification of Res ults 

The three equations that were developed for the prediction of mean speed would be 
of little use unless their validity was proven. Seven of the 90 sites that were sampled 

TABLE 3 

RESULTS OF VERIFICATION STUDY 

Variables Variables 
Speed Limit Included Speed Limit Excluded Factors 

Obs. 
Mean Est. Diff . 

Est. Diff . Obs. Est. Diff. 
Mean Mean Mean Mean 

1 55.18 51.74 +3.44 52.94 +2.24 55.18 54.18 +1. 00 
2 54.24 52.33 +1. 91 52. 87 +1. 37 54. 24 53. 71 +O. 53 
3 48.32 50.15 -1. 83 49.07 -0.75 48.32 52.16 -3.84 
4 52.67 52.05 +0.62 52.15 +0. 52 52. 67 57.14 -4.47 
5 54.24 53.26 +0.98 55.34 -1.10 54 . 24 50.88 +3. 36 
6 55.33 52.18 +3.15 54.23 +1.10 55.33 52.02 +3.31 
7 56.76 58.57 -1. 81 57.33 -0.57 56.76 56.93 -0.17 

*See footnote page 11 . 
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were used for verification. T_hese locations were not included in the development of 
the equations so that an independent comparison of mean speeds at these locations 
could be made without the introduction of a bias. 

Mean spot-speeds for each of the verification sites were computed by Eqs. 7, 8, 
and 9. These predictions were then compared to the actual observed velocities at these 
sites (Table 3). The difference between the actual and the estimated speeds for each 
equation were statistically analyzed at the 95 percent level; there was no significant 
difference between the actual and the estimated speeds for any of the equations. There­
fore, mean spot-speeds on 4-lane rural highways can be estimated by the use of a math­
ematical model with a reasonable degree of accuracy. 

CONCLUSIONS 

Due to limitations of this study of vehicular speeds on rural 4- lane highways, the 
conclusions concerning the prediction of velocities are valid only for the conditions as 
found at the study locations. It should be noted, however, that generalizations con­
cerning statistical techniques would also be true for other cases. 

1. The prediction of mean spot-speed can be accomplished by use of multiple linear 
regression equations. The equations may use variables or common factors as the in­
dependent speed predictors. 

2. Many of the variables account for only a minor portion of the variance in average 
speed; therefore, the mean velocity can be prognosticated by use of a few independent 
variables. 

3. Use of beta weights provided a satisfactory mathematical approach as well as a 
logical technique for the elimination of the variables which produced the least effect on 
the variance in mean spot-speed. This method of variable elimination, when compared 
to other techniques, determined variables which gave higher multiple correlation co­
efficients and lower standard errors of estimate. 

4. The variables defining out-of-state passenger cars, minimum sight distance, 
posted speed limit, and the number of roadside establishments explained to a statisti -
cally acceptable degree the variation in mean spot-speed. When the posted speed limit 
was not considered in the analysis, the average speed was predicted with a similar de­
gree of accuracy by the variables which represented combination trucks, out-of-state 
pn.ssenger cars, minimum sight distance , merii::in typP., prP.sP.ncP. of access control, 
the number of roadside establishments, and the number of access points. 

5. The stream friction and the traffic stream composition factors accounted for the 
major portion of the variation in average speed. 

6. Use of new computers has allowed the inclusion of many independent variables in 
multiple linear regression analysis, and provided a more convenient method of analyzing 
and predicting speeds than the use of common factors. 

RECOMMENDED FURTHER RESEARCH 

The following suggestions are recommended for additional and further research: 

1. Because this study was limited to rural 4-lane highways, the investigation should 
be continued to urban locales and highways of more than 4 lanes. It is not expected that 
variables would be of the same importance in a different set of conditions; hence the 
principal variables describing vehicular speed in rural areas would not necessarily 
account for the major portion of the variance in speed as a result of this change in 
surroundings. 

2. The measurement of additional variables dealing with the road surface, the 
driver, and the vehicles would probably explain more of the variance in mean spot­
speed. At the present time, it is difficult to measure many of these variables; there­
fore, as techniques and devices become available for their appraisal, they should be 
included in multivariate studies. 

3. The unlimited opportunities for improvement of statistical techniques and anal­
yses as a result of the development of new computers should be explored. 

4. It was found that the statewide posted speed limit had an effect on the average 



spot-speed. This contradicts some of the present theories concerning the effect of 
speed limits. A more detailed investigation of this variable is warranted. 
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5. It would be logical to determine a maximum safe vehicular speed based on the 
traffic stream components, roadway conditions, and the driver's capabilities prior to 
the establishment of warrants for speed limits. The major problem would be to define 
"maximum safe velocity." This investigation provided a method of determining the 
variables which have the greatest effect on mean speed; therefore, further research is 
needed to incorporate this technique of resolving variables with the maximum safe 
speed for computation of a safe, economical, and convenient speed limit. 
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