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Use of Gravity Model for Describing 
Urban Travel 
An Analysis and Critique 1 

RICHARD J. BOUCHARD and CLYDE E. PYERS 
Urban Planning Division, U. S. Bureau of Public Roads 

This research provides evaluations of the gravity model as an 
analytical tool for simulating present and forecasting future 
urban trip distribution patterns. The evaluations were made 
by com.paring gravity model trip interchanges with those found 
in home b1terview origin and destination surveys conducted in 
Washington, D. C., in 1948 and 1955. The 1955 survey data 
were used for calibrating the basic gravity model and for testing 
this model for its ability to simulate current travel patterns. 
The 1948 survey provided comprehensive data to analyze the 
forecasts made by the calibrated model. 

The gr avity model will give satisfactory results if properly 
calibrated and tested. The level of accuracy obtained by fore­
casting trip distribution patterns in 1948 was comparable to the 
level of model accuracy for the base year. 

•THE GRAVITY MODEL trip distribution formula has been used in transportation 
planning studies in many urban areas during the past few years. The theory of this 
formula and the general procedures used to simulate the present travel patterns have 
been documented to some extent in the litel'ature (1, 2, 3). The use of this model to 
forecast future travel patterns in several urban areas has also been reported (1, 2). 
To date, however, there are little published data available to illustrate factually the 
ability of the gravity model to either simulate existing travel patterns or to forecast 
future patterns. 

About tlu·ee years ag0 the Urban Planning Division of the U. S. Bureau of Public 
Roads in cooperation with the Wasbingto11 Metropolitru1 .Area Transportation Study 
(WMATS) began a research project to refine and document detailed procedures !or 
calibrating and testing a gravity model trip distribution formula for use in simulating 
present travel patterns and forecasting future t ravel patterns in an urban area. This 
project also included the development of a series of IBM 704/7090 electronic computer 
progr a ms for implementing the ru1alytical procedures devised. To accomplish such a 
project, adequate data on travel patterns for two time periods were required. At that 
time the Washington, D. C. , metropolitan area was the only large area in the country 
having complete and adequate home interview surveys for two separate time periods. 

During the summer of 1948, a comprehensive origin-destination survey was con­
ducted in 5 percent of the dwelling units in the Washington metropolitan area (~). In 
1955 a repeat origin-destination survey was conducted in the same area (5). Within 
the District of Columbia, occupants of 3 percent of the dwelling units were interviewed. 
Elsewhere in the area, occupants of 10 percent of the dwelling units were interviewed. 
Consequently, the Washington area provided an ideal situation for testing and evaluating 
the ability of the gravity model to simulate travel patterns for one period of time and 
also to forecast such patterns for a different period of time. 

1 The full report, of which this is a condensation, can be obtained from the U. S. Bureau 
of Public Roads, Washington, D. C. 

Paper sponsored by Committee on Origin and Destination. 
l 
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This paper describes research in methods for calibrating a gravity model for a 
large urban area and for tes ting this model for its ability to simulate present trip 
dish·ibution patterns . It also discusses investigations into the ability of this model 
to predict trip distribution patterns for another point in time. Both the calibrating 
:md forecast testing phases of the research, supplemented by necessary backgrow1d 
information relating to each phase, as well as the detailed procedures utilized and 
results obtained (when compared with comprehensive home interview data) are r e­
ported in this paper . 

GRAVITY MODEL THEORY 

The gravity model theory states that the trip interchange between zones depends on 
the relative attraction of each of the zones and on some function of the spatial separation 
between zones. This function of spatial separation adjusts the relative attractiveness 
of each zone for the ability, desire, and necessity of the trip maker to overcome spatial 
separation . Mathematically, this theory is stated: 

where 

T( .. ) 1-J 

P. A. F(t ) K(·-·) 
1 J . . l J 

1-J 
(1) 

T(i-j) = trips produced in zone i and attracted to zone j; 

K(i-j) 

= trips produced in zone i; 

= trips attracted to zone j; 

empirically derived travel time factor (one for each 1-min increment of 
travel time, ti-j) which expresses average areawide effect of spatial 
separation on trip interchange between zones; and 
specific zone-to-zone adjustment factor to allow for incorporation of effect 
on tr avel patterns of social-economic linkages not otherwise considered 
in gravity model formula. 

This formulation shows that five separate parameter s are required before trip in­
terchanges can be calculated. Two of these are concerned with the use of the land in 
the study area and with the social and economic characteristics of the people who make 
trips. These are the number of trips produced (Pi) and the number of the trips attracted 
(Aj) by each traffic zone in the study area. The use of thes e factors permits the effects 
or various land-use patterns to be brought to bear on trip distribution patterns. 

A thiTd parameter is concerned with the extent and level of service provided by 
transportation facilities in the area. This is the measure of spatial separ ation (ti-j) 
between zones and is usually composed of the minimum pall! driving time between zones plus 
a measure of terminal time in each zone, included to account for zonal differences in conges­
tion and available parking facilities. The incorporation of this para.mete.i· allows the effects 
of various transportation improvements to be brought to bear on trip distribution patterns. 

A fourth parameter, the travel time factor F(t .. )• is used to express the average 
1-J 

areawide effect of spatial separation on trip interchange between zones. The ~se of a 
set of travel time factors, r ather than the traditional inverse exponential function of 
travel time, greatly simplifies the computational requirements of the model. It also 
a.Hows the effect of s patial separation to increase as the separation increases, which 
has been shown to occur, puticula1·ly for some trip purposes . 

The fifth parameter required by the gravity model is a set of zone-to-zone adjustment 
factors , K(i-j) incorporated into the model to account for social and economic factors 
which are not otherwise considered by the model but have a significant effect on travel 
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patterns. To date, these factors have not been completely identified or quantified, but 
there is some indication that they <u·e related to such factors as income and occupation 
or to some unique relationship between the use of land and trip making which may exist 
in a particular part of the urban area. The inclusion of such a factor in this research 
project was designed to permit th.e dete rmination of the level of adjustment required 
and to allow additional research into the determination of the social-economic conditions 
that create the need for K(i-j) factors. 

Since this reseai·ch project was primarily concerned with the trip distribution aspects 
of the gravity model, trip production and attraction values for each zone were obtained 
directly from the home interview origin-destination survey for both 1948 and 1955. 
Travel times between zones were calculated from data collected in the field on the type 
and extent of the transportation facilities available in the area in 1948 and 1955. The 
travel time factors F(ti-j) and the zone-to-zone adjustment factors K(i-j) were de-
termined by an iterative procedure for 1955 and these same factors were used to 
estimate travel patterns for 1948. 

STUDY AREA 

That part o! the Washington, D. C. , metropolitan axea used in this resea.i·cb is 
shown in Figure 1. As previously mentioned, there were comprehensive origin-desti­
nation studies made in Washington in 1948 and 1955. All phases of these suneys (i.e., 
internal, external, truck and taxi) used procedures and sample sizes recommended by 

CORDON 

[1J SECTOR 

[)=~=: DISTRICT 

Figure 1. Study ar ea , Washington_, D. C., l948 and l955. 
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the U. S. Bureau of Public Roads (6). In 1948 data were collected only on travel 
patterns ( 4) . Information on 1948 fra.nsportation facilities however, was subsequently 
derived f1~m secondary sources. In addition to 1955 travel data, information was also 
available on the type, extent and capacity of the transportation facilities in the area, 
as well as the use of land in terms of the type and intensity of use. For this reason, 
the 1955 data were used to calibi-ate and test the base year g1·avity model. Using the 
base year model, trip distribution patterns were then forecast for 1948. Although not 
reported here, the research on the 1955 data also included a comprehensive t1·ip 
generation study . The fact that this trip generation study would be accomplished in 
the Urban Planning Division research program also influenced the decision to select 
1955 for the base year model. Although this unconventional approach is the reverse 
of the usual way of making a forecast, it more effectively served the purpose of this 
research. 

The cordon lines were located in approximately the same position both in 1948 and 
1955. In some areas the 1955 cordon line was e:i.."tended outward, but in most cases this 
additional area covered was incorporated to cover new development. The zone bound­
aries were not the same for the two periods; since subzone boundaries were available 
for both surveys, a.ny discrepancies were adjusted during the data processing phases 
of the research. A total of 400 internal zones and 19 external zones was used in 1948 
and 1955. For summary and ge1rnr:il analysis purposes, these 419 zones wer1:: eumbined 
into 47 districts or analysis areas. District and sector boundaries are shown in Fig­
ure 1. 

Probably the most significwt change in the study area in the 7-year period was the 
decentralization of many activities of the urban population. Residential, employment, 
and shopping activities we1·e all relatively less oriented to the centr2J business district 
(CBD) in 1955 than in 1948 (7). 

The total population increased 38 percenl to approximately 1. 5 million during the 
7-yeai· interval, and the numbe1· of person trips for all purposes increased slightly over 
50 percent. The number of autos owned almost doubled, increasing 96 pcn·cent. This 
increase was reflected in the almost 90 percent increase in auto driver trips. Mass transit 
trips showed a.slight decrease in absolute numbers. Several significant improvements and 
additions in the transportation system were made during the period between the two surveys. 

INITIAL DATA ANALYSIS 

This section of the report deals with those processes required before actual model 
calibration can begin. It discusses the sequence of operations and the procedures in­
volved i.n selecting the basic data froi,n both 1948 and 1955 and making initial analysis 
of these data. 

Initial Decisions on Model Development 

In the use of any trip distribution model, a great many choices on the manner in 
which the model will be used are available to the analyst. These choices conce~·n the 
universe of trips to be used (i.e., peak hour vs total daily trips, person trips vs auto 
driver and mass transit trips, lotal trips in the study area vs trips made 011ly by the 
rei;idents of the study area, and purpose stratification) and the measure of spatial 
separation to be used (i.e., driving distrutce, time or cost vs travel distance; time 01· 
cost which includes a measure of terminal time in each zone to account for the conges -
tion involved in parking; and peak hour vs nonpeak hour conditions). 

This research project worked with the total daily person trips made by all residents 
of the area inside the cordon line. Total daily trips were used because, in a city as 
large as Washington, it is desirable to have the total daily patterns rather than a 
single peak period. Peak traffic demands on different facilities in a large city occur 
at different times . The major peak hour movements are still associated with the 
CBD, but off-peak movements aJld weekend travel are more closely associated with 
outlying or crosstown shopping centers, amusement parks, etc. Such conditions could 
not be determine.d With a single peak hour model. Consequently, the transportation 
system developed on the basis of traffic estimates for one of the daily peak periods 
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would be insufficient to satisfy those movements not associated with the CBD. Person 
trips were used because it was necessary to evaluate different levels of both highway 
and public transit service to arrive at a pr.operly balanced transportation system. 

This research used only those trips made by the residents of the study area because 
the trip length characteristics and, in fact, the basic reasons for making trips for 
those persons residing within the study area were different from those persons residing 
outside but traveling to and from the study area. Finally, this research stratified the 
total travel demands of the area into the following six trip purpose categories: 

1. Home-based work-those trips between a person's place of residence and his 
place of employment for the purpose of work; 

2. Home-based shop-those trips between a person's place of residence and a com­
mercial establishment for the purpose of shopping; 

3. Home-based social-recreation-those trips between a person's place of residence 
and places of cultural, social, and recreational establishments for social and recre­
ational purposes; 

4. Home-based school-those trips, by students, between the place of residence and 
school for the purpose of attending classes; 

5. Home-based miscellaneous-all other trips between a person's place of residence 
and some form of land use for any other trip purpose, including personal business, 
medical, dental, and eat-meal trips; and 

6. Nonhome-based-all trips having neither origin nor destination at home, re­
gardless of the basic trip purpose. 

At first it was felt that these six categories of trips sufficiently characterized the 
different types of travel patterns in the area. However, this stratification was later 
thought to be insufficient for the size and character of the study area involved. 

The measure of spatial separation between zones (ti-j) used in this study was the 
off-peak minimum path driving time between zones plus the terminal time in the produc­
tion and the attraction zones connected with the trip. Time was used because it was 
felt to be the most realistic measure of spatial separation. Terminal times were added 
to driving times at both ends of the trip to allow for differences in parking and walking 
times in these zones, as caused by differences in congestion and available parking 
facilities. The terminal times used in this study were estimated from personal knowl­
edge of these conditions within the study area. Off-peak hour conditions were used 
because this information was readily available and because about two-thirds of the 
daily travel in Washington occurs during the off-peak period. 

Analysis of Basic Data on Travel Patterns 

All information from the 1948 and 1955 travel inventories had previously been ver­
ified, coded, and punched into detail trip cards. Trip cards from the home interview 
survey (No. 2 cards) in both 1948 and 1955 were edited to insure that all pertinent in­
formation had been con·ectly punched. This was done using procedures developed by 
the Chicago Area Transportation Study ( 8). 

The edited records which were originally coded during the home interview survey 
as change mode of travel or serve passenger trips were linked. Because of the 
standard home interview definition of a trip, a single trip may be represented by two 
or more trip records (i.e. , a trip involving change of mode). If each of these trip 
segments were analyzed separately, the relationships between the actual starting point, 
the ultimate destination, and the purpose of the trip, as well as the relationship to type 
and intensity of land use, would be lost. By linking trips these problems can be sub­
stantially alleviated. This was accomplished using procedures similar to those de­
veloped by the Pittsburgh Area Transportation Study ( 9). By applying this process to 
the 1948 data, approximately 5 percent of the total trips and an estimated 3 percent of 
the person minutes of travel were lost. In 1955 the results were similar. In both 
cases, these reductions appeared to be geographically unbiased and, therefore, this 
linking process was judged to be acceptable. Similar findings have also been made in 
Pittsburgh (Q) and Chicago (10). 
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The edited and linked records were then separated into the six trip purpose cate­
gories previously outlined. Then a table of zone-to-zone movements was prepared 
for ach of the si tr ip purpose calegories. The t tal number of trips produced by 
and allracled to each zone in lbe study area was also determined. These zonal trip 
production and attraction values for each trip purpose were two of tbe parameters 
required by the gravity model formula for both 1948 and 1955. The zone-to-zone 
movements were used to test the ability of the gravity model to simulate the 1955 
travel patterns and forecast the 1948 patterns. 

Determining Spatial Separation Between Zones 

The next step in the process was to determine travel times between zones for both 
1948 and 1955. In the development of a model for forecasting person movements, the 
determination of interzonal separation involves considerable compromise because of 
the great range between the levels of service (speed of travel) offered by the various 
modes of travel. 

Since off-peak driving hmes for all segments of the major 1955 transportation sys­
tem were available, these data were prepared and analyzed first. F1·om records of 
time runs made in the field and information on the location and length of all segments 
of the major transportation system of the area, an IBM 7090 Build Network Description 
Program was used to prepare a description of the system for computer analysis . From 
this description, the minimum path driving time between each pair of zones was ob­
tained. To the se minimum driving time paths were added terminal times for an overall 
measurement of spatial separation between zones. Although briefly described here, 
this process of determining minimum driving time paths between zones is quite in­
volved (11, 12). 

To determine the minimum path driving times between zones for 1948, full use was 
made of the previous analyses on the 1955 system. The limited data available on 
driving times for the 1948 transportation system consisted of an isochronal chart of 
off-peak driving time from a downtown zone centroid to several points on the external 
cordon. Such information is not detailed enough to permit the direct calculation of 
minimum driving time paths between all zones. Consequently, it was assumed that 
any localized changes in minimum time paths between 1955 and 1948 would be caused 
only by basic changes in the transportation system between these two years. This 
would then be checked by comparing the estimated 1948 minimum path driving times 
against the isochronal charts available for 1948. 

The first step in calculating the 1948 minimum path driving times was to delete all 
those segments not eXisting in 1948 from the basic network description previously 
prepared to describe the 1955 major transportation system. The principal facilities 
deleted include the outlying portions of the Shirley Highway, the Spout Rtm Parkway, 
the Baltimore-Washington Parkway, and the South Capital Street, East Capital Street, 
and New York Avenue Bridges. Next, the minimum driving time paths for several 
representative zones were calculated. The selected zones included several downtown 
zones and two zones lying near the external cordon in each of the four quadrants of 
the study area. From these sample calculations, an isochronal chart was prepared 
which represented the calculated 1948 driving times in the Washington area. This 
isochronal chart was compared to that available from field tests. Differences between 
these charts were negligible for most of the area. However, where discrepancies were 
observed, they were prorated to each segment of the transportation system in that part 
of the area. A new description of the 1948 network was then prepared and minimum 
driving time paths between all zones were calculated. 

Since intrazonal times cannot be obtained tlu·ough the standard procedures just out­
lined for interzonal times, they had to be determined separately. The 1955 driving 
time to adjacent zones was examined for several selected zones of varying sizes in 
downtown and outlying areas. lntrazonal times were then estimated and applied to all 
zones of similar size in the vicinity of the selected zones. Intrazonal times ranged in 
value from 2 to 4 min. The same intrazonal times used in 1955 were also used in 1948. 

An estimate of 1955 terminal time was also made for each zone in the study area. 
This estimate, based on the type and intensity of land development within each zone, 
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was quite subjective but it was incorporated in this study for two r easons: {a) it was 
felt that people consider the total b·avel time (driving time plus terminal time) rather 
than only the driving time associated with a contemplated trip; and (b) perhaps one of 
previous research in this field had indicated that the exponent of distance for a given 
purpose varies with trip length because terminal time was excluded from the measure­
ment of zonal separation. The estimated terminal times varied from 6 min within 
the central portion of the region to 3 min in the outlying suburban residential areas. 
The same 1955 terminal times were also used in 1948. 

Obtaining Trip Length Frequency Distribution 

The next step in the gravity model calibration process was to obtain a trip length 
frequency distribution by 1-min driving time increments for each trip purpose. This 
distribution was used in the trial and adjustment procedure for developing the effect 
of travel time on trip interchange F(t . . )· All information required to produce these 

1-J 
distributions has been obtained as previously described. Data on travel patterns 
supply information on zonal trip interchanges for 1955 and 1948 by trip purpose. 
Likewise, data on local transportation facilities are available for 1948 and 1955 in 
the form of minimum driving time paths between zones. The trip length frequency 
distributions were obtained by combining the number of trips between two zones with 
minimum driving travel times between the two zones and repeating this process for 
all possible zone pairs. 

The trip length frequency curves from the 1955 and 1948 survey data for work trips 
are shown in Figures 2 and 3, respectively. Table 1 summarizes pertinent informa­
tion on these curves for all trip purposes. It is important to note that this information 
is presented on trip distribution pattel·ns with respect to the minimum patb driving 
times, rather than minimum path travel times, because terminal times (travel times 
minus driving time) were not coded directly into the description oi the transportation 
network and, consequently, could not be considered in the computer determination of 
zone-to-zone separation. In calculating trips by the gravity model formula, however, 
terminal times in both zones associated with every trip are added directly to the calcu­
lated driving times between the appropriate zones, so that total travel time is the 
measuTe of spatial separation used . Even so, to permit the comparison of actual and 

10 
ACTUAL CAL I CAL .4 

NUMBER Of WORK TRIPS 1.01~.ooo 1,075,000 1,075,000 
PERSON HOURS 255,000 335,000 263i000 
AVERAGE TRIP LENGTH 14.3 16.7 14.6 
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Figure 2. Trip length distribution f or work trips, 1955. 



8 

10,--~~~~,-~~~~-.-~~~~-r~~~~~.~~~~--,,,..-~~~---. 

NUMBER OF WORK TRIPS 
PERSON HOURS 
AVER AGE TRIP LENGTH 

ACTU AL TEST NO. I 
712, 614 
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Figure 3 , Trip length distribution for work. trips, 1948. 

TABLE 1 

DISTRIBUTION OF TOTAL PERSON TRAVEL BY PURPOSE OF TRIPa 

Person Trips Person Hours of Travel Avg. Trip 
(min)b 

Trip Purpose 194B 1955 194B 1955 

No.c Percent No. c Percent No.c Percent No.c Percent 194B 1955 

Home-based: 
Work 713 43.2 1,075 43.4 149 50.2 255 53. 7 12.6 14.3 
Shopping 156 9.5 335 13.5 21 7.2 40 8.5 B.l 7.2 
Social-rec. 305 1B. 5 326 13.1 54 lB.1 63 13.2 10.6 11. 6 
School 73 4.4 217 8.7 11 3.7 29 6.1 8.9 8.0 
Miscellaneous 181 11. 0 247 9.9 31 10.4 44 9.3 10.1 10.8 

Nonhome-based 222 13.4 282 11. 4 31 10.4 44 9. 2 8.3 9.3 

Total 1,650 100.0 2,482 100.0 297 100.0 475 100.0 10. 8 11. 5 

aBBsed on linked trip figures derived from 1948 and 1955 home interview survey, Washington, D. c. 
ba.~sed on minimum p!lth zone-to-zon"' U.riving time. 
"In thousllJlds . 

estimated trip length frequency curves , a dil·ect output of the gravity model calcula ­
tions is a frequency dist ribution of estimated t rips vs driving time . A better procedure 
would have been to code terminal time direcUy into the network, ther eby allowing the 
calculations and the trip length frequency output to be compat ible in all cases. 

CALIBRATION OF 1955 GRAVITY MODEL 

General Method 

After the information on 19 55 zonal trip production and attraction and zonal separa­
tion was prepared, as just described, the six purpose gravity model was calibrated to 
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reflect the overall travel characteristics of the Washington metropolitan area for 1955. 
Part of this phase of the research has been reported by Hansen (3 ), but several addi­
tional analyses have been performed and to insure continuity, several of Hansen's 
findings will be restated in this report. 

The calibration phase of the research involved four steps for each trip purpose: 

1. Determining a set of traveltime factors F(t . . ) to express the average areawide 
1-J 

effect of spatial separation on trip interchange between zones; 
2. Adjusting zonal trip attraction values to assure that the trips attracted to each 

zone by U1e gravity model closely ag1·ee with the zonal controls shown by the home 
interview survey; 

3. Accounting for topographical or geographical barriers which tend to bias model 
results; and 

4. Accounting for social and economic factors which affect travel patterns but are 
not otherwise considered by the model. 

These were not distinct steps, but rather overlap so that adjustments in one step 
influence the others. This process was an iterative procedure aimed at bringing the 
model in until it accurately simulated the existing travel pattern, the theory being that 
if it did this mathematically, it could also reasonably estimate future travel patterns. 

To accomplish these four steps, ten calibrations were required, although only eight 
of these contributed to t he study. Operationally, a study should require no more than 
four or five such calibrations. A summary of the adjustments made to the model during 
each of the calibrations appears in Table 2. The first four of these calibration runs 
were necessary to accomplish Step 1. The last three steps in the calibration process 
were accomplished in Calibrations 7 to 10. Calibrations 5 and 6 did not contribute to 
this research. 

Determining Travel Time Factors 

Previous research in this field has indicated that a single exponential function of 
time is not adequate to express the effect of spatial separation on zonal trip interchange 
(3, 4). Likewise, a specific mathematical equation or function adequately expressing 
the effect of spatial separation OU zonal trip interchange F(t· . ) h<J,s yet to be determined. 

1-J 
Consequently, a process of trial and adjustment was necessary to determine the best 
set of average areawide travel time factors F(t· , ) . 

1-J 
An initial set of travel time factors was assumed for each trip purpose. These, 

together with the other necessary parameters (i.e. , zonal productions and attractions 
and zonal separation), were used to obtain a gravity model estil;nate of trip inter­
changes. By comparing the resulting estimated interchanges with the actual inter­
changes from the home interview survey, the initial sets of travel time factors were 
revised. This process was repeated witil the data from the two sets of interchanges 
were in close agreement. Since this trial and adjustment procedure is aimed at 
quantifying the effect of spatial separation on trip interchange, the data used to reflect 
trip intel'Changes ai·e Lhe trip length frequency curves, which show the percentage of 
trips for each trip purpose occurring at each 1-min incremen of driving time. 

Specifically then, trip interchanges were initially calculated for each trip purpose 
by the gravity model formula 1.1sing zonal trip production and attraction figures as 
taken from the 1955 home interview survey, zonal sepai·ation figi.1res taken from the 
inventory of transportation facilities, and a constant value of 1. 0 for each F(t· . ) and 

1-J 
for each ~i-j). This was done using an IBM 7090 Gravity Model Program designed 

for this pw·pose (11). These estimated trip interchanges were combined with minimum 
path zone-to-zoneClriving times to determine the number and the percentage of esti­
mated trips occurring during each 1-min increment of driving time, the person hours 
of travel, and the average trip length for each trip purpose. A plot of these data for 
work trips is shown in Figure 2. 
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TABLE 2 

SUMMARY INFORMATION FOR EACH GRAVITY MODEL 
CALIBRATION RUN, 1955 

Calibration 
No. 

Trip Purposes Special Remarks 

Home~based: 

Work 
Shopping 
Social-rec. 
School 
Miscellaneous 

Nonhome-based 

Each was used in developing 
travel time factors for each 
trip purpose. At end of Cali­
bration 4 1 adequate factors had 
been developed. 

5 Same as 1, 2, 3, These runs were special tests 
6 and 4 of gravity model using produc-

tion and attraction estimates. 
They were not part of main re ­
search effort and are not im­
portant to this report. 

Home-based work Work trip travel time factors 
developed in Calibration 4 
were used. Work trip attrac­
tions were balanced for closer 
agreement with 0-D results. 

Same as 11 2, J, A 2. 5- min time barrier was 
and 4 :..dded to all links crossing 

Pa\omac River. Trip attrac­
tions were balanced for all 
trip purposes except work 
trips balanced in Calibra­
tion 7. 

Same as 1, 2, 3, A 6. 0-min time barrier was 
and 4 added {after 2. 5-min barrier 

was removed) to all links 
crossing Potomac River. 
Shopping trip attractions were 
balanced again. 

10 Same as 1, 2, 3, After 6. 0-min barrier was 
and 4 deleted, 5. 0-min barrier was 

added to 1111 IW<s crossing 
l'¢IOHL1c Rlvoo. llh•l'Plng nnd 
nouhome-b:isod lr tp lt ructl.ons 
wuro balanced. ZounJ adj usl­
monl !adors K{t-1) wore applied 
to •11 work trip; 1o CBD. 

A visual comparison of the differences 
between the curves obtained by plotting 
the trip l ength frequency distribution for 
the home interview survey data and the 
gravity model results was made for each 
trip purpose . The percentage difference 
between the actual and the estimated person 
hours of travel and average trip length 
was computed for each trip purpose. If 
these differences were within 3 percent of 
each other and the visual inspection check 
was satisfactory, it was assumed that an 
acceptable set of average areawide travel 
time fact ors had been obtained. If not, 
the travel time factors for each time in­
crement were revised for each trip purpose. 

Figure 2 shows that the results of Cali­
bration 1 were unsatisfactory for work 
trips. All travel time factors were as­
sumed to be 1. 0 in this initial run (it was 
assumed that travel time had no effect on 
trip interchange ) and therefore, results 
for the other trip purposes were similar. 
This was done to determine how fast the 
trial and adjustment procedure would 
close on the desired trip length frequency. 
Operationally, a more satisfactory 
starting point for determining travel time 
factors would be to use factors obtained 
from other urban areas of similar size 
and character. 

Since the first calibration was entirely 
unsatisfactory, the initial travel time 
factors were adjusted. The previous 

estimate of the factor was multiplied by the ratio of the percentage of home interview 
survey trips to that of gravity model trips occurring during the minute increment of 
travel time being considered. These new travel time factors for each 1-min i,ncrement 
of travel time were then plotted for each trip purpose on log-log graph paper vs the 
appropriate 1-min time increment (11). Lines of best fit (determined by judgment) 
were drawn through the plotted points and new sets of travel time factors F(1;-j) for 

TABLE 3 

CALIBRATED VS HOME INTERVIEW (0-D) DATA FOR AVERAGE TRIP T,ENGTH AND 
PERSON HOURS OF TRAVEL, 1955 

Avg . Trip Length Person Hours 
(min)a (thousands )a 

Trip Purpose 
Calib. Calib. Calib. Calib. 0-D Calib. Calib. Calib. Calib . 

1 2 3 ., l 2 3 4 

Home-based: 
Work 18. 7 16.1 15. 2 14. 6 14. 3 335 288 273 263 
Shopping 23.0 8. 0 7. 5 7.2 7.2 128 45 42 40 
Social-rec . 22. 5 12. 5 12. 5 11. 6 11. 6 122 68 68 63 
School 23.2 8.6 8.6 7.8 8.0 84 31 31 28 
Miscellaneous 20.0 12.6 11. 9 11.1 10.7 82 52 49 46 

Nonhome-bas ed 17.8 11. 7 10.6 9. 2 9. 3 84 55 50 43 

aBased on min:llnum path zone- t o-zone drivi ng time . 

0-D 

255 
40 
63 
29 
44 
44 



11 

each 1-min time increment were selected from these lines of best fit. Trip inter­
changes were then recalculated by the gravity model program for each trip purpose, 
using the same zonal trip produetion and attraction values and zonal separation values 
as used in the initial calibration and the new estimates of travel time factors selected 
from the lines of best fit. A value of 1. 0 for each K(i-j) was used. 

This process of trial and adjustment to determine travel time factors was repeated 
until the criteria discussed previously were satisfied. Four calibration runs were 
required to satisfy these criteria, but operationally this step should take no more than 
two calibrations using a reasonable first estimate of travel time factors. Table 3 
shows how the average trip length and person hours of travel changed from calibration 
to calibration for each trip purpose, indicating to some extent the sensitivity of the 
trial and adjustment procedure. It also shows a comparison of these variables re­
sulting from Calibration 4 with the same variables of the home interview survey. Fig­
m·e 2 shows the same results in graphical form for work trips. Figure 4 shows the 
CiDal travel time factor curves for each trip purpose. These factors, shown as a 
function of total travel time, were used throughout the remainder of the study. 

The tendency of these travel time factors to curve down at the lower travel time 
increments is probably caused partially by the low estimates of intrazonal time. A 
comparison of intradistrict movements estimated by the gravity model formula in 
Calibration 4 with those from the home interview survey indicated that the estimated 
movements were approximately 10 percent low for all trip purposes. Another reason 
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Figure 4. Final travel time factors, 1955. 
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is that the estimate of the terminal time in each zone may have been too low. Terminal 
times were estimated by judgment alone. 

Adjusting Zonal Trip Attractions 

A review of the gravity model formula shows that there is no certainty that the total 
number of trips attracted to each zone for each trip purpose by the gravity model will 
necessarily equal the zonal attraction values used in the distribution formula. This is 
a difficulty inherent in all existing trip distribution techniques, including growth factor 
methods and interarea travel formulas. Therefore, the next step in the calibration 
process was the adjustment of the measure of attraction to bring the number of trips 
attracted to a given zone by the gravity model formula into balance with the trip attrac­
tion of thal zone as shown by the home interview survey. 

The need for this adjustment became evident in tl1is research when the work trip 
attractions for each zone as estimated by the gravity model formula in Calibration 4 
were compared directly with the work trip attractions from tl\e home interView survey. 
For most zones the differences were su1·prisingly small. However, there was a dis -
cernible pattern to these dillerences. The central area of the city had received too 
many work trips, whereas the zones in the outlying portions of the area had received 
too few. It was felt that this variation could have been substantially improved if work 
trips had been further stratified into government and nongovernment work trips. That 
is, a separate model should have been used to distribute work trips to the relatively 
concentrated government work centers and another model to distribute work trips to 
the nongovernment centers which are more evenly distributed throughout the area. 
Since differences in work trip attractions were noted, all othe1· trip purposes were 
also analyzed. 

Shopping frips showed a pattern which was the reverse of that observed for work 
trips. The central area of the region received too few trips and the suburban areas 
too many. The extent of the w1derestimate to the central area was quite large ( 40 per­
cent). It is felt that this variation would have been considerably improved U shopping 
trips were further stratified into convenience and shopping goods trips; that is, a 
separate model should have been used to distribute the larger, less frequent travel 
related to the purchase of specialized major items found only in the central a:-ea and 
major competing suburban shopping centers. 

Social-recreation and miscellaneous trips exhibited a pattern similar to shopping 
trips, but to a lesser extent. School trips varied considerably, primarily as a result 
of the small volumes involved. 

The results obtained in this phase of the calibration process would vary considerably 
from city to city. In smaller cities, where decentralization of employment and shopping 
facilities is normally not as pronounced as it is in the lai·ger metropolitan areas, the 
extent of the adjustments required could be expected to be considerably less than re­
quired in this study . For example, in other research, particularly that associated 
with Sioux Falls, S. D. (13), the adjustments required were negligible. 

To examit).e the effectson travel patterns of the differences between trip attractions 
estimated by the gravity model and those shown by the home interview survey, selected 
work trip interchanges estimated by the gravity model formula in Calibration 4 were 
compared directly with the work tl'ip interchanges from the home interview suney. 
Werle trips were selected because of their large volumes and importance to total travel 
patterns. A cursory examination of the results of this comparison (Table 4) indicated 
that the gravity model had overestimated work trips crossing the Potomac River. This 
same table indicates that no such problem existed for work trips crossing the Anacostia 
River, probably because there are relatively few jobs on the Maryland side of t his 
river, making it necessary for those persons living on the Maryland side to cross the 
river in order to work. 

To bring the work trip attractions determined from the gravity model estimates 
into closer balance with those shown by the home interview survey, an adjusted wo1·k 
trip attraction factor was computed for each zone . This was done by multiplying the 
ratio of the home interview survey work trip attractions to the work trips attracted by 
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TABLE 4 

HOME-BASED WORK TRIPS CROSSING POTOMAC AND ANACOSTIA RIVERS, 1955 

Potomac River Anacostia River 

Thousands of Trips Originating in Thousands of Trips Originating 

Calibration 
Virginia Maryland and D. C. South of River North of River 

Survey Model Diff. Survey Model 
Diff. 

Survey Model Diff. Survey Model Diff. 
(\t)a (\t)a (\t)a (~)a 

4 97 141 +45 72 87 +20 134 137 +2 25 25 +2 
7 97 127 +30 72 100 +38 134 137 +2 25 26 +4 

'COlll)Ntcil be:fore rounding. 

the application of the gravity model by the work trip attraction as shown by the home 
interview survey as follows: 

A(O-D) 
X A(o-D) A(Revised) (2) 

n L: T(x-i) 
X=l 

The amount of adjustment required for work trips was relatively small and in most 
zones, the adjustment amounted to less than ±15 percent from the original value de­
termined from the 0-D survey. 

Following this zonal adjustment, work trip interchanges were recalculated (Calibra­
tion 7) by the gravity model formula using the same zonal trip production factors as 
used in previous calibrations in combination with the new zonal trip attraction factors 
just calculated and the final estimate of travel time factors as obtained in Calibration 4. 
A value of 1. 0 for each K(i-j) was used. An examination of the results (Table 4) showed 
that this step put work trip attractions in balance. At this point, it was decided to 
balance zonal trip attraction values for all trip purposes. However, before this was 
done for the other five trip purposes, the research staff felt it was necessary to investi­
gate further the problem of overestimation by the gravity model of work trips crossing 
the Potomac River. 

Topographical Barriers 

Both the home interview work trips and those estimated in Calibration 7 were 
examined to determine the effect on the overestimation of balancing work trip attrac­
tions by zone. Table 4 indicates that this overestimate was only slightly improved. 
It was concluded that something other than the unbalanced trip attractions was affecting 
the accuracy of the gravity model estimates. Since the overestimate appeared to be 
common to the residents on both sides of the river, it was concluded that the factor 
creating this overestimate was directly associated with the river and the transportation 
network in the vicinity of the river. Evidently, the high peak hour congestion associated 
with 1955 Potomac River crossings reduced the travel demands to the extent shown be­
cause off-peak travel times used in this study did not reflect a true measure of the 
service offered in this area. This was by no means an isolated case. Similar results 
have been observed in the application of the gravity model in Hartford (1), Boston (14), 
and New Orleans (15). Other studies have experienced similar phenomena with the­
use of other trafficmodels. 2 Consequently, to correct this situation, a 2. 5-min time 
penalty was added to all transportation facilities crossing the Potomac River. (This 

2 Unpublished reports by the Upstate New York Transportation Study, Wilbur Smith and 
Associates, and the Fox River Valley Transportation Study (CATS) indicate the need to 
incorporate time barriers into transportation networks. 
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T rip 

TABLE 5 

ADJUSTED DISTRIBUTION OF TOTAL PERSON TRAVEL, 1955a 

Person Hours of Avg. Trip 
Travel Length 

Trip Purpose Person Trips (thousands) (min) 
(thousands) 

2. 5-Min 6. 0-Min 2. 5-Min 6. 0-Min 
Barrier Barrier Barrier Barrier 

Home-based: 
Work 1,075 263 272 14. 6 15.2 
Shopping 335 40 41 7.2 7.3 
Social-rec. 326 65 66 12.0 12.1 
School 217 29 30 8.0 8.2 
Miscellaneous 247 44 45 10.8 10.9 

Nonhome-based 282 45 47 9.6 10.2 

Total 2,482 486 501 11. 7 9.7 

aBased on minimum path zone-to-zone driving time, with 2.5- and 6.0-min bar­
riers added to all driving tilnes on lin..~s crossing Potomac River. 

TABLE 6 

TRIPS CROSSING POTOMAC RIVER, 1955 

Person Trips Or ig. in 
P erson Trips Orig . Md. and D. C. 

Pur pose 
Calib. Diff. Calib. Diff. Calib. Diff. Survey 

8 (%)a 9 (%)a Survey 8 (%)a 

Home-based: 
Work 72 83 +15 64 -12 97 120 +24 
Shopping 2 3 +75 2 -16 6 7 + 8 
Social-rec. 12 13 + 4 10 -19 19 21 +13 
School and 

Misc. 9 9 7 -22 12 15 +29 
Nonhome-based _..ll -1.1 + 3 N.A. N.A. 12 13 +10 

Total 108 122 +12 N.A. N.A . 146 176 +21 

aBetween calibration and survey results, computed before rolUlding . 

in Va. 

Calib. Diff. 
9 (%)a 

104 + 6 
4 - 30 

17 -11 

11 - 8 
N. A. N.A. 

N. A. N.A. 

penalty was applied to all trip purposes even t hough, up to this point, the need for such 
a penalty had been established for work trips only. ) 

Because the addition of this time increment would increase the person hours of travel 
and the average trip length of the home interview trips when compared with the figures 
obtained without the barrier, it was necessary to recalculate these variables for the 
home interview data. Ideally the operation necessary to obtain the home interview trip 
length distribution would have been repeated with the river barriers included in the 
transportation system. However, the cost of this operation was prohibitive, so a new 
estimate of the person hours of travel and average trip length for each trip purpose was 
made by multiplying the number of home interview trips crossing the river by 2. 5 min 
and adding this product to the results of the previously calculated person minutes of 
travel. The results are shown in Table 5. This procedure was based on the assumption 
that the shape of the trip length frequency curves for each trip purpose would remain the 
same with the time barrier added because trips of all driving time lengths would be 
equally affected. This assumption was later shown to be slightly in error, as will be 
discussed in the section of this report dealing with the 1948 forecasts. 

With this adjustment made, t r ip interchanges were then recalculated for each trip 
purpose (Calil)l·ation 8), us ing t he 2. 5- min time penalty on the Potomac River links, 
zonal trip production values from the home interview survey, and trip attraction values 
adjusted for all trip purposes in the same manner as previously described. Travel 
time factors for each trip purpose were those developed during Calibration 4 (Fig. 4). 



A value of 1. 0 was used for K(i-j) in all 
cases. The newly estimated trips 
crossing the Potomac River wer e ex­
amined closely. Table 6 (Calibr ation 8) 
illustrates that work trip river crossings 
were improved, but not enough. It can 
be seen that the assumption that some 
time penalty should be applied to all trip 
purposes was correct since estimates 
are high for all trip purposes crossing 
the Potomac River. This table also 
indicates to some exterit that the high 
peak hour congestion associated with the 
present river crossings was the major 
underlying factor associated with the 
overestimates, since work trips were 
overestimated to a greater extent than 
the other trip purposes . The calculated 
interchanges (Calibration 8) were also 
compared with the home interview inter­
changes (adjus ted for 2. 5-min bar r ier 
on the Potomac River) to deter mine the 
differences in person hours of travel and 
average trip length, by trip purpose 
(Table 7). The data in this table indicate 
that these estimated measures of overall 
travel demand still agree closely with 
those from the home interview survey. 

Since these results indicated that the 
2. 5-min time penalty was insufficient , 
an additional 3. 5-min barrier was added 
to the bridges crossing the Potomac 
River. The person hours of travel and 
average trip length were recalculated 
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TABLE 7 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, 1955a 

Trip Purpose 

Home-based: 
Work 
Shopping 
Social-rec. 
School 
Miscellaneous 

Nonhome-based 

Avg. Trip 
Length 
(min) 

Survey 

14. 6 
7. 2 

12. 0 
8. 0 

10. 8 
9.6 

Calib. 8 

15. 4 
7.5 

12. 3 
8. 0 

11. 5 
9 . 6 

Person Hours of 
Travel 

(thousands) 

Survey 

263 
40 
65 
29 
44 
45 

Calib. 8 

277 
42 
67 
29 
48 
45 

n.aa.:.r,d on .udnlb:um path zone-to-zone driving times, with 
2.5-min barrier added to all driving times on links 
crossing PotOlllac River. 

TABLE 8 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, 1955a 

Trip Purpose 

Home-based: 
Work 
Shopping 
Social-rec. 
School 
Miscellaneous 

Nonhome-based 

Avg . Trip 
Length 
(min) 

Surve y 

15. 2 
7. 3 

12. 1 
8. 2 

10. g 
10. 2 

Calib. 9 

15. 4 
7. 7 

12. 1 
8. 0 

11. 4 
9. 6 

Person Hours of 
Travel 

(thousands) 

Survey 

272 
41 
66 
30 
45 
47 

Ca!ib . 9 

277 
43 
66 
29 
47 
44 

aBased on minimum path zone-to-zone driving times, with 
6,0-min barrier added to all driving times on links 
crossing Potomac River. 

for the home interview data for all trip purposes to reflect the effect of the 6. 0-min 
river barrier. The results are shown in Table 5. Trip interchanges were then re­
calculated (Calibration 9) using the 6. 0-min time penalty on the Potomac River, trip 
production values for each trip purpose from the home interview survey, adjusted trip 
attraction values, and the travel time factors as used in Calibration 4. A value of 1. 0 
was used for K(i-j) in all cases . The recalculated interchanges crossing the Potomac 
River were exammed again (Table 6, Calibration 9). 

These results indicated that an overcorrection had been made and it was decided to 
reduce the barrier to 5. 0 min. However, before making a new gravity model estimate, 
an additional and more detailed analysis was made to determine how well the model 
was simulating the 1955 interzonal travel patterns as surveyed in the home interview 
study. The effect of the 6. 0-min barrier was also applied to the home interview total 
pe r s on hours of travel and aver age trip length and the results compared with the gravity 
model output. The i•esults (Table 8) indicate close agreement. 

Developing Zone-to-Zone Adjustment Factors 

To determine the accuracy of estimated trip distribution patterns, work and non work 
trips to the CBD were analyzed in detail. The study area was divided into nine sectors 
as shown in Figure 1, and the differences between the actual and estimated trips from 
each district to the zero sector were examined. Figure 5, showing the results for 
work trips, indicates that a significant geographical bias is present. The results for 
nonwork trips (Fig. 6) indicate that nonwork trips are approximately in balance when 
examined on a sector basis. Work trips from Sectors 1, 2, 3, and 8 to the zero sector 
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FOR EXAMPLE: 
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0-D TRIPS ZONE A TO CBD 

TOTAL TRIP PRODUCTION ZONE A 

Figure 7. Adjustment factor curves for work trips to CBD, l955 . 

were underestimated by the gravity model by about 15 percent. Work trips from Sectors 
4, 5, 6, and 7 to the zero sector were overestimated by about the same amount. It was 
necessary to apply zonal adjustment factors to all work trips to the zero sector to re­
duce the effect of the geographical bias to the model. Nonwork trips were not adjusted. 
Consequently, K(i-j ) factors were developed empirically by trial and error to account 
for the differences between the estimated and the actual interchanges, and the propor­
tion of the total zonal production which would be affected by the adjustment (i.e., CBD­
oriented trips). The curves which were finally developed to determine the appropriate 
adjustment factors for work trips are shown in Figure 7. 

Trip interchanges were recalculated (Calibration 10) for all trip purposes, using 
the reduced barrier of 5. 0 min on all facilities crossing the Potomac River, trip pro­
duction figures from the home interview study, the adjusted trip attraction values used 
in Calibration 8 and the travel time factors used in Calibration 4. Values of K(i-j) for 
each zonal interchange for work trips to 
the zero sector (i.e. , zones from 1 to 69) 
were taken directly from the curve in 
Figure 7. No K(i-j) factors were used 
for non-CED-oriented work trips or for 
trips for purposes other than work. 

River crossings as predicted by the 
gravity model were examined to deter­
mine the effect of using a 5. 0-min time 
barrier. Table 9 indicates that by using 
this barrier, the river crossings were 
improved substantially. Since both a 
5. 0- and 6. 0-min barrier had been used, 
it was concluded that no more adjust­
ments of this type were warranted. Some 
thought, however, was given to applying 

TABLE 9 

TRIPS CROSSING THE POTOMAC RIVER, 
CALIBRATION 10, 1955 

Trip Purpose 

Home-based work 
All other trips 

Total 

Trips 
(thousands) 

Survey 

169 
86 

255 

Model 

180 
82 

262 

Diff. 
(%) 

+6 
-5 

+3 
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TABLE 10 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, CALIBRATION 10, 1955a 

Trip Purpose 

Home-baaed: 
Work 
Shopping 
Social-rec. 
School 
Miscellaneous 

Nonbome-based 

Avg. Trip 
Length 
(min) 

Survey 

15. 2 
7.3 

12.1 
8. 2 

10.9 
9. 8 

Calib. 10 

15. 6 
7. 9 

12.1 
8. 0 

11 . 4 
9. 2 

Person Hours of 
Travel 

(thousands) 

Survey 

270 
41 
66 
30 
45 
46 

Calib. 10 

280 
44 
66 
29 
47 
43 

a.Based on minimum path ?.nn~-t.n-zon~ drivine: time&, with 
5 .0-min barrier added to all driving times on links crossing 
Potomac River. 

a barrier of 4. 0 min to non work trips to 
bring the estimated nonwork trips crossing 
the river into closer agreement with those 
from the home interview survey. The 
results of applying different time barriers 
indicated that the effect of this physical 
barrier was more pronounced for work 
trips than for nonwork trips. This was 
to be expected because nonwork trips 
occurred to a much greater extent in the 
off-peak periods when the time runs were 
made for the system coding. Severe 
congestion occurring on the Potomac River 
during the peak hours would naturally 
affect work trips to a greater extent. 
Nevertheless, the application of the 4. 0-
min barrier was not made, mainly because 

the volumes involved in the discrepancies for nonwork trips crossing the Potomac River 
were in about the same order of magnitude as those involved for work trips. In addition, 

PERCENT rnFFERENCE 

CORDON 

[fJ SECTOR 

O:![j DISTRICT 

Figure 8. Differences between actual and estimated work trips to zero sector, Calibra­
tion 10. 



19 

most nonwork trips occur at various hours throughout the day rather than in the peak 
period, so the effect of these discrepancies from a design point of view was rather 
small. Later work indicated that even though a different barrier for nonwork trips 
was not warranted as a practical matter, from the standpoint of research such a barrier 
should have been used. 

The estimated total person hours of travel and average trip lengths for each trip 
purpose were also compared with the appropriate data from the home interview survey 
(adjusted to reflect the 5. 0-min time barrier on the Potomac River crossing). These 
results (Table 10) are in close agreement, indicating that the gravity model is dis­
tributing approximately the correct number of trips to each increment of travel time 
for each trip purpose. The estimated work trips from all districts to the zero sector 
were also compared with those shown by the home interview survey (Figure 8). This 
figure shows no significant geographical bias in trip patterns to the CBD and a rela­
tively close agreement between the actual and the estimated figures. 

Final Results 

Three tests of the ability of the gravity model to simulate the 1955 trip distribution 
patterns for the Washington, D. C., area were previously described. The comparisons 
of trip length frequency for the gravity model and origin-destination work trip data 
were shown in Figure 2. Table 10 summarizes information on trip length for all trip 
purposes. Trips estimated from each district to the zero sector are compared with 
origin-destination data for nonwork and work trips in Figures 6 and 8. Finally the trips 
crossing the Potomac River were examined in Table 9. Four other tests were also 
made to provide a more comprehensive picture of how well the travel patterns were 
simulated. 

The final estimated interchanges (Calibration 10) were assigned to a spider network 3 

for work and nonwork trip purposes. A similar assignment was made with the results 
of the home interview survey. The results of these two assignments were compared 
by crossing a comprehensive series of screenlines for each of the two trip categories 
(Figs. 9 and 10). In both cases over 50 screenlines were compared. 

The estimated work trips, as might be suspected, show a much better correspondence 
to the home interview figures than do the estimated nonwork trips. Only four of these 
screenline comparisons show a greater than 10 percent difference for work trips, 
whereas for non work trips 17 comparisons exhibited at least that much error. A re­
view of the nonwork trip estimates indicated that much of the discrepancy in this cate­
gory of trips was a result of the shopping trip estimates, indicating again that additional 
stratification of this type of trip would have substantially improved these results. 

Another significant test of the ability of the calibrated gravity model to simulate 
the 1955 travel patterns in the Washington area was a statistical test of the differences 
between the gravity model estimates and the information shown by the home interview 
survey assigned in an identical manner to the spider network. Table 11 illustrates 
the analysis of these loadings by volume group. The reliability of the estimates in­
creases as the volumes increase, and for volumes greater than 10, 000 trips, two-thirds 
of the time the model results were within 15 percent of the observed values. 

In addition to the statistical checks made on assigned volumes to the spider network 
for work and nonwork trips, the estimated district-to-district interchanges were com­
pared with the actual interchanges for each of the six trip purposes. A simple sta­
tistical analysis of the differences between the actual and estimated interchanges was 
made and the root-mean-square error (RMSE) was calculated by volume group for 
each of the trip purposes. (See Figs. 20 and 21.) 

Finally, to determine the accuracy of crosstown estimates made by the gravity 
model, all sector-to-sector movements from the gravity model estimates were ex­
tracted and compared with similar information from the origin-destination survey. 
Tables 12 and 13 illustrate the results of these comparisons for work and nonwork trips. 

3 A spider network is a simplified and artificial transportation system consisting of 
straight-line links which connect zone centroids of adjacent zones. 
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SCALE 1"=240,000TRIPS 

Figure 9. Comparison of screenline crossings, work trips, 1955. 
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TABLE 11 

ANALYSIS OF DIFFERENCES, GRAVITY MODEL VS HOME INTERVIEW SURVEY, 1955a 

Work Trips Nonwork Trips 

Volume Group No . of 
Mean Value RMSE ~= x 100 

No. of Mean Value RMSE RMSE 
Interchanges Interchanges Menn x 100 

0- 499 34 265 145 55 22 279 220 79 
500- 999 40 763 271 36 30 707 438 62 

1, 000- 1, 999 101 1,496 408 27 76 1, 553 506 33 
2, 000- 2, 999 94 2, 512 701 28 72 2, 519 849 34 
3,000- 3,999 65 3, 522 734 21 84 3, 479 968 28 
4, 000- 4, 999 63 4, 522 839 19 80 4, 469 1, 202 27 
5, 000- 5, 999 47 5, 414 816 15 77 5,489 1,324 24 
6, 000- 7' 999 61 6, 995 1,145 16 109 7,021 1, 531 22 
8,000- 9,999 55 9,028 1, 055 12 78 8, 930 1,815 20 

10, UU0- 14, 999 116 12, 343 1,541 12 148 12,296 1, 873 15 
15,000-19,999 80 17, 445 1,880 11 62 17,447 2, 776 16 
20 , 000-24, 999 39 22, 186 2, 072 9 33 22, 267 2, 222 10 
25,000-49,999 96 34, 886 2, 711 8 42 33,261 3,645 11 
50,000-74,999 14 60, 798 5,126 8 4 53, 235 646 1 
75 , 000 + 10 85 , 531 4, 505 5 
11Loc.ded on spider network, 

TABLE 12 

SECTOR-TO-SECTOR MOVEMENTS OF HOME-BASED WORK TRIPS, GRAVITY 
MODEL VS HOME INTERVIEW SURVEY, 1955a 

From 
Sector 

0 

1 

2 

3 

4 

5 

6 

7 

8 

a 

0 

36, 640 
36,254 

26,007 
25,795 

59, 531 
59' 285 

113,398 
113, 631 

62,588 
63, 640 

39, 602 
39,368 

55, 096 
54, 988 

35, 896 
38,068 

38,615 
40,471 

I Survey 
Legend Mode l 

1 2 3 

4,066 7, 872 8,320 
3, 738 4,920 9,260 

3, 632 3, 964 2,137 
2, 961 4,000 2,409 

4,075 23,565 12,088 
4,666 21,031 12,948 

6,920 16, 519 43, 632 
6, 510 18,878 39,323 

3, 608 7,165 14, 690 
3,079 7,305 17,582 

3, 588 4,828 8, 515 
1,887 3,065 6,816 

2,350 4,273 5,947 
2,428 3,156 5,580 

1, 463 2,243 1,548 
2, 361 2,772 3,323 

2,206 2,523 2,139 
2,713 3,067 2,912 

To Sector 

4 5 6 7 8 

5, 378 1,365 5,267 8,956 2,500 
6,545 2,259 7,408 8,275 1,921 

1, 416 583 777 2,767 412 
1, 051 339 1,450 2,786 884 

3,763 1,025 2,583 6,100 711 
4,514 989 3,032 5, 112 1,545 

12,507 4,355 10,610 14,416 2,941 
18, 192 3,765 9, 295 11, 37 4 2,942 

31,806 5,772 11, 241 6,755 1,452 
27,009 6,293 11, 168 7,781 1,754 

10,698 8, 601 12, 235 6,966 1,339 
11, 910 9,639 15,699 7' 108 1,394 

7,529 5,377 31,243 8,934 1,049 
7' 613 6, 053 30,022 10, 501 1,974 

999 753 4,349 52, 705 6,437 
2,347 1,097 5, 542 45,077 7,730 

1, 277 472 3,391 24,929 19,857 
1,775 757 3,684 25,129 13, 636 



From 
Sector 

0 

1 

2 

3 

4 

5 

6 

7 

8 

a 

Legend 
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TABLE 13 

SECTOR-TO-SECTOR MOVEMENTS OF NONWORK TRIPS, GRAVITY 
MODEL VS HOME INTERVIEW SURVEY, 1955a 

0 

75,550 
90,700 

16,404 
19,252 

25,533 
20,224 

56,229 
45,742 

26,440 
28,278 

17,554 
16,314 

27,854 
31,097 

18,422 
16,538 

12,342 
11, 558 

Survey 
Model 

1 

5, 738 
5,788 

22,324 
18,932 

9,317 
10,453 

4,153 
4,506 

1,611 
1,463 

603 
627 

1,617 
1, 511 

1,580 
1,881 

3,316 
2,692 

2 3 

8,014 19,789 
5,974 17' 192 

20,976 4,365 
19,450 6,202 

128,310 26,278 
123, 719 34,658 

18,327 136,758 
25,726 235, 895 

3,023 23,540 
4, 966 30,006 

415 7,022 
1,075 4, 410 

1,879 7,172 
1,682 4,602 

2,467 3,059 
1,991 3, 015 

2,311 2,308 
2,642 2,756 

To Sector 

4 5 6 7 8 

8,012 6,473 7,575 6,101 4,897 
7,505 3,222 6,991 3,203 3,227 

1,261 250 1,359 1,035 2,254 
1,361 500 1,319 1, 474 2,452 

4,048 487 1, 713 2,140 1, 635 
4,789 901 1,617 1,667 2, 215 

16,130 3,872 4,044 3,152 1,863 
24,543 2,709 3,155 2,018 2, 034 

96, 076 6, 772 4,847 1,225 1,207 
84,216 9,273 5,288 1,305 1,066 

1,369 33,507 11, 403 791 332 
13,566 31,283 14, 098 979 658 

8,306 10,147 68;136 2,361 1, 616 
7, 214 12,771 66,823 2,527 1,683 

1,322 608 2, 536 98, 547 20,628 
1, 434 886 2,770 92, 639 28,686 

752 448 1,931 16,390 120,560 
1, 067 588 1,659 20,343 116, 449 

To analyze further the causes of geog-raphic bias in the model and to arrive at a 
method of estimating future K(i-j) factors, the factors used to adjust the 19 55 work 
trip model for CBD-oriented trips were correlated with several items of social-eco­
nomic data relative to the zones concerned. Of these various correlations, one appeared 
to be significant. Figure 11 shows a plot of the relationship between the income group 
of persons living in each district of the study area and the K(i-j) factor which was re­
quired to adjust CED-oriented work trips produced in that district. Unfortunately, a 
finer breakdown of income data by ea.ch district was not available. The correlation 
coefficient of this relationship was +O. 88 and the standard error of estimate was 0. 2255. 

FORECASTING 1948 TRAVEL PATTERNS 

Thus far this report has described the step-by-step procedure used to calibrate and 
test the gravity model for its ability to simulate the 1955 trip distribution patterns for 
the Washington metropolitan area. Three principal adjustments were ma.de, each of 
which requh·e projection to the future during the course of an operational transportation 
planning study. First, a set of trav·el time factors F(t· . ) was developed for each trip 

l -J 
purpose to reflect the average areawide effect of spatial separation on zonal trip inter­
change. Second, a 5. 0-min adjustment was ma.de to the transportation facilities crossing 
the Potomac River to account for the relatively high peak hour congestion associated 
with these facilities. Finally, individual zone-to-zone adjustment factors were developed 
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Figure 11. 1955 income group vs 1955 K(i-j) factors per 0-D district. 

to incorporate into the model the effect on travel patterns of social and economic link­
ages not otherwise considered by the model. Without these factors the bulk of the 
employment opportunities (consisting of middle or upper income white collar jobs) 
within the central area had an equal chance of attracting any worker, regardless of 
occupation or income. Had work trips been further stratified to account for this condi­
tion, the need for zone-to-zone adjustment factors may have been eliminated. 

The purpose of this section of the report is to discuss i1westigations into the stability 
of these various adjustments over time . Travel time factors F(t· . ), develop d for the 

1-J 
1955 model, are shown in Figure 4 for each of t11e six trip purpose categories . It has 
generally been accepted in past uses of lhe gravity model that these travel time factors 
F(t· . ) would hold constant over the forecast period. To evaluale this assumption, the 

1-J 
1955 travel time factors were used as input to the 1948 test runs. If these travel time 
factors were actually constant over time, then the resulting trip interchanges predicted 
by the gravity model as reflected by the lrip length frequency curves should closely 
match the trip length frequency curves from the 1948 home interview survey data . 

Adjustments made to the transportation facilities crossing the Potomac River to 
account for the relatively high peak hour congestion associated with these facilities 
were developed in a trial and adjustment procedure in Calibrations 8 through 10. The 
final adjustment of a 5. 0-min time barrier was necessary before the gravity model 
estimated the correct number of trips crossing this barrier for all trip purposes. Work 
trips were in better balance than non work trips and, consequently, some consideration 
was given to making 311 additional calibration using a less restrictive barrier for the 
nonwork trips. Based on an analysis of the various barriers applied in the trial and 
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adjustment procedure, a 4. 0-min barrier for nonwork trips probably would have been 
more appropriate. 

In the past, operational transportation studies had to make certain assumptions as 
to the need for and the quantity of travel barriers existing during the forecast period. 
The fact that such barriers were required for the present period implies that the future 
construction necessary to provide an entirely free flowing condition over these barriers 
may be extremely costly. Because of this, the assumption generally made in the past 
was that the level of congestion would remain about the same over these facilities in 
the future and, therefore, barriers existing at the base year would also exist at about 
the same level for the forecast period. Another primary purpose of this research was 
to investigate the validity of this assumption. 

The individual zone-to-zone adjustment factors K(i-j) were empirically derived for 
1955 in Calibration 10 to adjust work trips to the zero sector . This was done when 
evaluation of the model results showed that this adjustment was necessary to account 
for differences in social and economic conditions of residents of specific geographic 
portions of the study area. These factors, when related to various social and economic 
characteristics, were found to have the most significant relationship to income. 

Operationally, a transportation study would be required to forecast the independent 
variable, in this case income, and derive future zone-to-zone adjustment factors 
K(i-j) for the forecast period. 

The balancing of attractions for the 1955 period to adjust zonal attraction values (Aj) 
to insure that the number of trips attracted to each zone by the gravity model closely 
agreed to those zonal controls determined from the home interview survey was made 
automatically during the 1948 test runs. 

The processing of data on 1948 travel patterns and facilities to obtain information 
on zonal productions, attraction and zonal separation has been previously discussed. 
A summary of this 1948 information for the total study area is shown in Table 1. The 
1948 trip length frequency curves for each trip purpose were also discussed; the curve 
for work trips is shown in Figure 3. 

Several gravity model test runs were made. A summary of these runs is shown in 
Table 14. The tests were carried out in such a way that each of the results of the 
three steps necessary to calibrate the gravity model could be evaluated separately. 

Testing Travel Time Factors 

The first step in the 1948 phase of this research was to test the stability over time 
of the travel time factors expressing the effect of spatial separation on the distribution 
of trips. Therefore, the first test used the following parameters and was specifically 
directed to evaluating the ability of the 1955 travel time factors to duplicate the trip 
length frequency characteristics of the 1948 home interview data by purpose: 

1. Zonal trip production and attraction values for each trip purpose were taken 
directly from the 1948 home interview survey data. 

2. The travel time factors F(t· . ) associated with each 1-min travel time were taken 
1-J 

directly from the 1955 Calibration 4. 
3. K(i-j) factors were set equal to 1. 0 for all trip purposes. 

4. Spatial separation between zones was taken directly from the 1948 transportation 
network. 

5. Trips attracted to each zone were balanced to equal approximately the trip attrac­
tion (Aj) taken from the 1948 home interview survey. 

Table 15 shows in summary form the average trip length for the estimated inter­
changes. It also shows the percentage difference between the estimated data and the 
1948 home interview survey data. Trip length frequencies of work trips for the 1948 
home interview data are compared in Figure 3 with the results obtained from Test Run 1 
of the gravity model. 

An examination of Table 15, Figure 3, and similar plots for other trip purposes in­
dicates that the use of the 1955 travel time factors F(ti-j) to forecast 1948 patterns 
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TABLE 14 

SUMMARY INFORMATION FOR EACH GRAVITY 
MODEL TEST RUN, hl48 

Test Run 
No. 

Trip Purposes 

Home-based: 
Work 
Shopping 
Social-rec . 
School 
Miscellaneous 

Nonhorne-based 

Special Remarks 

This run was specifically 
used to test 1955 travel time 
factors F(ti-j) for stability 

over forecast period. 

Same as Test Run 1 A 5. 0-min barrier was added 
to all links crossing 
Potomac River. 

Same as Test Run 1 A a. 0-min barrier was added 
(after 5. 0-min barrier was 
dolotbd) to all links crossing 
P.olamac River. 

Same as Test Run 1 

Home-based work 

Home-based work 

A 2. 0-min barrier was added 
(after a. 0-min barrier was 
deleted) to all links crossing 
Potomac River. 

Zonal adjustment factors 
K{t-j) were applled to all 

work trips to CBD. 

Same as Run 5 with exception 
that 4. 0-min barrier re-
placed 2. 0-min barrier on 
Potomac River. 

TABLE 15 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, TEST RUN I. 1948 

Person Hours Avg. Trip Length 
of Travel (min) Trip Purpose (thousands) 

Survey Run 1 Survey Run 1 Dill.(%) 

Home-based: 
Work 149 153 12. 6 12. B +1. 6 
Shopping 21 22 B. 4 8. 1 -3 . 6 
Social-rec. 54 54 10. 6 10. 7 +O. 9 
School 11 10 8. 9 8. 2 -7. 9 
Miscellaneous 31 33 10. l 10. 8 +6. 9 

Nonhome-based 31 _E B. 1 0. 6 +2. 4 

Total 297 304 10. 8 11. 0 +1. 8 

All nonwork 148 151 9. 5 9. 6 +1.1 

provides an adequate duplication of trip 
length frequency found in the 1948 home 
interview survey. Only two of the six 
trip purposes considered gave a difference 
between the estimated and actual person 
minutes of travel and average trip length 
of greater than 4 percent. When the trip 
purposes were recombined into work and 
nonwork, the average trip lengths for the 

gravity model and the 1948 home interview differ by less than 2 percent. Considering 
the limits set on the calibration accuracy, the resulting trip length fr equency forecasted 
to 1948 was very good. 

Topographical Barriers 

The next item to be checked by the 1948 tests was the stability over time of the 
5. 0-min time barrier which was necessary for all facilities crossing the Potomac River 
in 1955 to accow1t for peak hour congestion problems not r eflected by t he basic travel 
times used. The gravity model adequately r eproduced trips crossing this river as 
shown by the 1955 home interview survey only after thi s banier was applied. Several 
test runs were required before this barrier was quantified for 1948 conditions because 
the 5. 0-min barrier found necessary for 1955 conditions did not apply to the 1948 con­
ditions. The test runs also provided additional data to allow research into the under­
lying factors causing this phenomenon. The first test run described previously per­
mitted an evaluation of the number of trips crossing this river with no time barriers. 

TABLE 

TRIPS CROSSING POTOMAC AN: 

Potomac River 

Trip Trips Orig. in Va. (thousands) Trips Orig. in Md. and D. C. (thousands) 
Purpose 

Survey 
Run Dill. Run Dill. Run Diff. Run Dill. 

Survey 
Run Dill. Run Dilf. Run Diff. Run 

1 (<t)a 2 (%)a 3 (%)" 4 (%)a 1 (%)a 2 (%)" 3 (%)a 4 

Home-based: 
Work 70 83 +19 62 -12 67 - 4 70 + 1 44 58 + 30 31 -31 38 - 15 41 
Shopping 8 12 +50 4 -52 6 -26 7 - 8 b 3 +791 1 +58 1 +150 1 
Social-rec~ 22 28 +24 16 -29 19 -15 21 + 6 9 14 + 65 2 -78 2 - 78 2 
School 5 5 +12 3 - 47 4 -26 4 -15 _b 1 +595 _b +78 _b +123 -b 
Miscellaneous 12 17 +47 10 -12 12 + 5 13 +15 5 9 +108 2 -47 3 - 23 4 

Nonhome-based 9 14 +43 9 - 9 11 +15 12 +28 10 14 + 42 5 -47 8 - 17 10 
All nonwork 56 76 +35 41 -27 51 - 8 58 + 3 24 41 + 71 11 -56 15 - 38 18 

ft.Between test run and survey resultsJ computed before rounding. 
bl.css than l,000. 
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Table 16 compares results of this gravity model run with t he 19 48 home interview trips 
crossing the Anacostia and Potomac Rivers for each trip purpose category. It also 
gives t he results ef these compru:isons when the movements were combined into work 
and nonwork trip categories. These summaries clea.l'ly indicate that similar conditions 
existed in 1948 with respect to the need for a time barrier on the Potomac River 
crossings, since the 1948 gravity model overestimated the number of trip crossings 
for all trip purpose categories. As found in the 1955 gravity model tests, the model 
accurately reflected the movements crossing the Anacostia River. 

The second test run used the same input as Test Run 1 with the exception of the 
1948 network which was revised to reflect a 5. 0-min time barrier on the Potomac 
River. Table 17 gives the total person hours of travel and average trip length by 
purpose for this test run and the 1948 home interview movements. The travel time 
factors used in this run were adequate. The results of this run were then processed 
to extract the information necessary to evaluate the use of the 5. 0-min barrier by 
examining the es timated trips crossing the Potomac River (Table 16). The 5. 0-min 
time barrier added to these facilities was found to overcorrect for congestion conditions 
on the Potomac River crossings in 1948 in that the gravity model sent too few trips 
across the Potomac River for each of the six trip purpose categories. Consequently, 
an assumption that the time barrier remains the same for the forecast period in 
Washington appears invalid. At this point in the research, additional consideration 
was given to the underlying factors affecting congestion , since in the vicinity of the 
Potomac River cr0ssings, it appeared to be the principal reason fo1· the barrier. One 
measure of congestion on a facility is the volume-capacity ratio. It was reasoned 
that this ratio was different on those facilities crossing the Potomac River in 1948 
than it was in 1955. To test this reasoning, the same trial and adjustment procedure 
as was used to determine the 1955 barrier was also used to determine the proper 1948 
time barrier. The differences between the 1955 and the 1948 time barriers were then 
analyzed with respect to the volume-capacity ratios existing on the facilities crossing 
the Potomac River in these years. 

The 1948 network then was further revised by changing the time barrier on the 
Potomac River from 5. 0 to 3. 0 min. The gravity model was rerun with all other input 
the same as Runs 1 and 2 but with this revised network. The results of Run 3 were 
evaluated, to check if t he model was sending the correct number of trips across 
the two rivers in the area. Results (Table 16) indicated that the gravity model was 
still considerably underestimating trips across the Potomac River. Again the Anacostia 
River crossings were in balance. Table 18 gives a comparison of average trip length 
and total person hours of travel by purpose for Run 3 of the gravity model and the 1948 
home interview survey. 

Test Run 4 was made using a 2. 0-min time barrier on the Potomac River. All other 
input data remained the same as previous runs, The data (Table 16) indicate that with 

D ANACOSTIA RIVERS, 1948 

Anacostia River 

Trips Orig. South of River (thousands) Trips Orig. North of River (thousands) 

Dill. Survey 
Run Dill. Run Di!!. Run Diff. Run Diff. Survey Run Di!!. Run Dilf. Run Dlff. Run Diff. 

(%)a 1 (j\)a 2 (%)a 3 (%)a 4 (%)a 1 (%)a 2 (%)a 3 (%)a 4 (%)a 

- 6 83 84 +2 82 - 1 82 - 1 82 -1 16 18 + 9 15 - 6 15 - 5 16 - 5 
+222 10 10 +1 11 + 3 11 + 2 11 +2 1 1 +150 1 +132 1 +141 1 +143 
- 78 25 24 -6 23 - 6 24 - 5 24 -5 10 9 - 12 8 - 25 8 - 24 8 - 23 
+165 7 7 +2 7 + 2 7 + 2 7 +2 b _b +304 1 +438 1 +458 1 +472 
- 5 15 15 -1 15 - 1 15 - 1 15 -l 2 2 - 3 2 - 17 2 - 17 2 - 16 
+ 2 5 5 +4 6 +11 6 +12 6 +12 7 7 6 - B 6 - 5 6 - 6 
- 25 62 61 -2 62 - 1 62 - 1 62 - 1 20 20 - I 18 - 11 18 - 10 18 - 9 
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TABLE 17 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, TEST RUN 2, 1948 

Person Hours Avg. Ti·ip Length 
of Travel 

Trip Purpose (thousands) 
(min) 

Survey Run 2 Survey Run 2 Diff. (%) 

Home-based: 
Work 160 151 13.5 12.7 -5.9 
Shopping 22 22 8.4 8. 5 +1. 2 
Social-rec. 57 51 11. 2 10.1 -9.8 
School 11 11 9.4 8.7 -7.4 
Miscellaneous 32 31 10.6 10.4 -1. 9 

Nonhome-based 33 34 9.0 9.1 +1.1 

Total 315 300 11. 5 10.9 -2.7 

All nonwork 155 149 10. 0 9.6 -3.9 

TABLE 18 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, TEST RUN 3, 1948 

Person Hours Avg. Trip Length 
of Travel 

Trip Purpose (thousands) 
(min) 

Survey Run 3 Survey Run 3 Diff. (%) 

Home-based: 
Work 156 150 13.2 12.6 -4. 5 
Shopping 22 22 8.3 8.6 +3.6 
Social-rec. 56 52 11 . 0 10. 1 -8.2 
School 11 11 9.3 8.8 -5.4 
Miscellaneous 32 31 10.4 10.4 

Nonhome-based 33 34 8.8 9. 2 +4.5 

Total 310 300 11 . 2 10.9 -2.7 

All nonwork 153 150 9.8 9.6 -2.0 

this 2. 0-min time barrier placed on the Potomac River, the gravity model satisfactorily 
duplicated the actual river crossings as shown in the home interview survey. Trip 
purposes with large percentage differences also have a small percentage of t he total 
trips . When the trip purposes are combined into work and non work trips, the estimated 
and actual crossings differ by only 1. 6 percent and 5. 5 percent, r espectively. Table 19 
gives a comparison of estimated vs actual trip length and person hours of travel for 
this run. Apparently the congestion level, or the volume-capacity ratio, on those 
facilities crossing the Potomac River in 1948 was such that onl)'. a 2. 0-min time barrier 
was necessary to indicate the effect of this congestion to the gravity model. In 1955, 
these conditions required a 5. 0-min time barrier. 



TABLE 19 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, TEST RUN 4, 1948 

Person Hours Avg. Trip Length 
of Travel 

Trip Purpose (thousands) 
(min) 

Survey Run 4 Survey Run 4 Diff. (%) 

Home-based: 
Work 155 149 13.0 12.5 -3.8 
Shopping 22 22 8.3 8.6 +3 . 6 
Social-rec. 56 52 10.9 10.1 -7. 3 
School 11 11 9.2 8.8 -4. 3 
Miscellaneous 31 31 10. 4 10.4 

Nonhome-based 32 34 8.7 9.2 +5.7 

Total 306 299 11. 1 10.9 -1. 8 

All nonwork 150 150 9.7 9.6 -1. 0 
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Figure 12 . Potomac hourly traffic and capacity for 1948 and 1955 . 

An investigation of traffic using the Potomac River crossings and the capacity 
provided by these facilities in both 1948 and 1955 provides substantial evidence that 
the quantity of t hese barriers does actually depend on the relative congestion on the 
bridges. As s hown in Figure 12, the level of congestion was much higher in 1955 
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than for 19 48 for both peak and off-peak trips crossing the Potomac RWer. However, 
off-peak trips crossing the river increased by a much larger percentage than did peak 
trips between 1948 and 1955. This also indicates that the level of congestion would 
have also increased at a greater rate for nonwork trips than for work trips. 
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TADLe 20 
THEORETICAL DET ERMINATION OF POTOMAC RIVER 

OARIUBRS IN 1948 

Trip Purposo 

Homc-b.~ed workc 
Non work 

1955 

V olurn o 
C.paclly 

0. 858 
0 . 218 

1.0- Mln 
ourrfo.1'.D. 

0.171 
0.0545 

Vo lu lmJ 
C~ (l.• Clty 

0. 687 
0.127 

1948 

Th orc llco ! 
Bn.rrlar 
(m1n)b 

4. 08 
2. 1 

~O\Jtolnotl ~y dMdlI•R totnl volumo/cnp;tolly hy thn 
Q,Ul•od 1n 1D55. 

lmrr-l~ re.-

~Obt ained bb cllvldlnn Column 3 lnlO Column 4. 

d~C:uef ~ i}j-~~rs . 

Many researchers have previously 
related a volume-capacity r atio to speed 
changes in working with the capacity re­
straint characteristics of the traffic as­
signment problem. Many curves have 
been derived empirically by different study 
groups. The problem of the Potomac 
River bridges acting as a banier to free 
b•affic movement i s very closely related 
to the capacity restraint research carried 
out previous ly. Unfortunately, the testing 
of the gr avity model presented ver y 
limited data for developing a solid base 

to describe relationships between relative congestion and the barrier effect to free 
traffic movement in the Washington area. In essence only two points existed where 
all the necessary information was available to analyze the relationship involved. Vol­
umes and capacity were available by hour on the Potomac River bridges for both 1948 
and 1955, and the time barriers required to balance the estimated and actual trip 
crossings were determined for both 1948 and 1955. 

PERCENT DIFFERENCE 

CORDON 

[TI SECTOR 

D=5=j DISTRICT 

Figure 13 . Comparison of work trips to zero sector, Test Run 4 vs home interview survey, 
1948. 
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Figure l4. Comparison of nonwork trips to zero sector, Test Run 4 vs home interview 
survey, l948 . 

A straight- lin e relations hip was ass umed and tested in the following manner. The 
volume-capacity ratio was calculated for both years for peak and off-peak time periods. 
The 1955 ratios were then divided by the appropriate time barrier to obtain the volume­
capacity r atio per 1. 0-min barrier. This was t hen divided into the total volume-capacity 
r atio in 1948 to determine a t heoretical t ime bar rier in 1948. This process is formu­
lated as follows: 

1955 volun:e for appropri_ate t~ne per~od = Total volume-capacity ratio (1955) (3) 
1955 capacity for appropnate time period 

1955 total volume- capacit ratio _ Rat· 1 0 · t · b · (1955) 
1955 t . b · . d . - 10 per . -mm ime arner ime arr1er require mm 

( 4) 

1948 total volume-capacity ratio _ 1948 t· b · (th t · 1) 
Ratio per 1. 0- min time barr ier - ime arner eore ica (5) 

This theoretical time barrier was compared with the actual barrier found to be nec­
essary for the 1948 test runs for work and nonwork t rips . For nonwork trips this 
comparison was very good; for work trips it was not good at all (Table 20). In ana­
lyzing the reasons why the work trip theoretical barrier checked so poorly, attention 
was focused on the effects that the 1955 zonal adjustment factors had on the Potomac 
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River crossings. An analysis was made of the differences between the gravity model 
trips crossing the Potomac River in Calibrations 9 and 10 during the 1955 simulation 
study, keeping in mind that there was a 1. 0-min difference in the time barriers applied 
in these two calibrations, as well as zonal adjustment factors K(i-j). This analysis 
indicated that the 2. 0-min time barrier applied to the 1948 Potomac River bridges in 
the test just described would probably need modifying for work trips when the zorlal 
adjusbnent factors were applied and that the final time barrier for work trips would 
probably be close to the theoretical barrier shown for this trip purpose in Table 20. 

Zone-to-Zone Adjustment Factors 

Both the home interview survey data and the Run 4 gravity model trip distribution 
patterns were compressed to district-to-district movements and the estimated vs 
actual movements to the zero sector were comparecl for work and nonwork trips 
(Figs. 13, 14). Figure 13 shows this comparison for work trips and illustrates a 
pattern of geographical bias i:n the 1948 gravity model results similar to thal found in 
the 1955 results, before specific zone-to-zone adjustment factors K(i-j) were applied. 
The similarity can be seen by comparing this figure with Figure 5. Ftgure 14 shows 
that, as found in 1955, the nonwork trip patterns estimated by the gravity model had 
no such geographical bias. To be sure, every estimated district movement to the 
CBD was not balanced with the actual distribution, but thAri:i was no pattern readily 
discernible with regard to any specific section of the metropolitan area. Each sector, 
when trips were accumulated along the sector corridor, displayed an adequate balance 
in the trips estimated to the zero sector. 

Examination of Figure 13 indicated the need for adjustment of the work trip move­
ments to the CBD. Income data were available for each of the 1948 districts in generally 
the same categories as 1955. Ideally, an equation would have been developed re­
flecting the relationship in 1955 and the independent variable of income group for each 
district for 1948 could be used to determine K(i-j) adjustment factors for 1948. This 
was not done for three reasons: (a) 1948 income data were available according to 
slightly different groupings than in 1.955 and the district boundaries in 1948 (before 
data processing) were slightly different than those in 1955; (b) very few of the districts 
actually changed income groups between the two study periods; and (c) as stated in the 
earlier discussion of the relationship between income group a.11d K(i-j) factors in 1955 
if income had been ava.ilable in finer breakdowns, a much improved relationship would 
probably ha.ve resulted. Figure 15 shows the relationship of 1948 income group to 1955 
K(i-j) factor. It is very similar to Figure 11 showing this relationship for 1955. The 
correlation coefficient of the data shown in Figure 15 was +O. 88 a.11d the standard error 
of estimation was 0. 23 69. 

Therefore, the same K(i-j) factors as were found necessary in 1955 were used in 
the next test run (Run 5) which considered only work trips. P1·oductions (Pi) and 
attractions (Aj) were taken directly from the 1948 survey data. Travel time factors 
F(t .. ) were the same as those used for work trips in 1955 and in the previous four 

1-J 
test runs. K(i-j) factors were the same as those developed and used in 1955 for each 
of the zones c0nsidered. A system was used which i•eflected 2. 0-min time barriers 
on each of the Potomac River crossings. Tables 21 and 22 give a comparison of the 
estimated vs actual Potomac River crossings and person hours of travel and average 
trip length. Figu1·e 16 shows a comparison of home interview data and work trips to 
the zero sector resulting from the application of the K{i-j) factors (Run 5). The dis­
tribution of work trips to the CBD was ve1·y much improved by the application of the 
1955 K(i-j) factors. As was expected, however, the check of river crossings shows 
that the application of the K(i-j ) factors has caused the gravity model Potomac River 
crossings to be overestimated by approximately 16 percent. 

Because the gravity model trips crossing the Potomac River were overestimated in 
Test Run 5, it was decided to increase the barrier to 4. 0 min and keep other input the 
same for Run 6. 

The results of Run 6 were examined in some detail. Table 22 compares work trips 
estimated in this test run with those shown by the home interview survey. The results 
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Figure 15. 1948 income group vs 1955 K(i-j) factors for 0-D district. 

TABLE 21 

AVERAGE TRIP LENGTH AND PERSON HOURS OF 
TRAVEL, 1948 

Person Hours Avg. Trip Length 
of Travel 

Test Runa (thousands) 
(min ) 

Survey Model Survey Model Diff. (%) 

5 155 159 13.0 13. 4 +3.1 
6 158 158 13.33 13.31 -0. 15 

~se, home-based work . 

33 
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Test 
Runa 

5 
6 

TABLE 22 

TRIPS CROSSING THE POTOMAC AND ANACOSTIA RIVERS, 1948 

Potomac River Anacostia River 

Trips Orig. in (thousands) Trips Orig. (thousands) 

Virginia Maryland and D. C. South of River North of River 

Survey Model Dlff. (\t )b Survey Model Diff. (~ )b Survey Model Dlff. (~ )b Survey Model Dlff. (<t )b 

70 
70 

79 
74 

+14 
+ 6 

44 
44 

53 
46 

+19 
+ 5 

83 
83 

85 
85 

+2 
+2 

16 
16 

18 
18 

+11 
+11 

~pose, home-based work. bCD1Jjp.1t.cd be:fore rounding. 
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Figure 16 . Comparison of work trips to zero sector, Test Run 5 vs home interview 
survey, 1948. 

indicate that these trips were now in approximate balance. Table 21 compares average 
trip length for work trips in Run 6 and the home interview survey results with a 4. 0-
min time barrier applied to the Potomac River crossings. Figure 17 compares work 
trips from each district to the zero sector as estimated in Run 6 with those trips found 
to occur in the survey data. 
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Figure 17. Comparison of work trips to zero sector, Test Run 6 vs home interview 
survey, 1948. 

Final Results 

The forecasted trip distribution patterns of the final 1948 test run were evaluated 
using the same tests as previously discussed in testing the final 1955 calibration. 
Tlu·ee tests of the ability of the gravity model to forecast the 1948 trip distribution 
patterns for the Washington, D. C., areawerepreviouslydescribed. The stability of 
the 1955 travel time factors F(t .. ) over time was demonstrated by the comparison of 

1-J 
trip length frequency for gravity mmlP.l :rnd thP. hnmf' intr->rvi P.'" survey work trip data 
.> i.: .. , in Fi1~ure 3. Table 15 £mmm ar i./('S ,_umfr•,.· ;y;v_ !.: :ice model and survey 
trip length data for all trip purposes. Trips estimated from e~~ :;.t1 district to the zero 
sector are compared with origin-destination data for nonwork and work trips in Fig­
ures 14 and 17. Finally, trips crossing the Potomac River for nonwork and work trips 
are examined in Tables 16 and 22. Four additional tests (again similar to tests made 
on the 19 55 model results) were made to further evaluate the ability of the gravity 
model as a trip distribution forecasting procedure. 

The final estimated interchanges (Test Rw1 4 for nonwork trips and Test Run 6 for 
work trips) were assigned to the same spider network as used in 1955. Similar as­
signments were made for work and nonwork trips from the home interview survey. 
The results of these assignments were compared by crossing the same screenlines as 
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Figure . on of screen 18. Comparis 

E I"= 120,000 SCAL TRIPS 

line cro ssings for nonw 1948. ork trips, 
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SCALE 1
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= 120,000 TRIPS 

Figure 19. Comparison of screenline crossings, for nonwork trips, 1948 . 
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TABLE 23 

ANALYSIS OF DIFFERENCES, GRAVITY MODEL VS HOME INTERVIEW SURVEY, 1948a 

Volume Group 
No . of 

Interchanges 

0- 499 120 
500- 999 81 

1,000- 1,999 105 
2, 000- 2, 999 92 
3,000- 3,999 42 
4, 000- 4, 999 43 
5, 000- 5, 999 35 
6, 000- 7, 999 40 
8, 000- 9, 999 43 

10, 000-14, 999 74 
15, 000-19' 999 46 
20, 000-24, 999 33 
25, 000-49, 999 56 
50, 000-74 , 999 14 
75 , 000 + 1 

awaa.ed on spider network. 

w 
cri 
~ 
a: 
1-z 
w 

200 

100 

(.) 10 
a: 
w 
a.. 

...... 
............ 

100 

...... 

Work Trips Nonwork Trips 

Mean Value 

195 
726 

1,446 
2,463 
3,482 
4, 477 
5, 491 
7 , 014 
8,968 

12,212 
17,177 
22,401 
33,588 
56,291 
75, 272 

............ 
............ ...... 

~x lOO No. of RMSE Mean Interchanges Mean Value RMSE 

139 71 
333 46 
398 28 
503 20 
639 18 
739 17 
871 16 
824 12 

1,168 13 
1, 32G 11 
1, 508 9 
1,650 7 
2, 683 8 
3,845 7 
1, 712 2 

................ 
............ 

84 186 227 
59 743 420 
97 1,540 700 
93 2, 674 1, 049 
66 3,406 1,201 
61 4, 449 1, 533 
45 5, 423 1, 265 
64 6,901 1,199 
59 8,915 1, 557 
7~ 12,184 1, 844 
52 17' 201 2,404 
27 22,319 3, 154 
36 34, 359 4, 230 

6 59, 538 7, 706 

CALIBRATION 10-1955 --­

TEST RUN NO. 6-1948 -

............ ...... ............ ...... 

1,000 10,000 

MEAN OF 0.0. VOLUME GROUP 

RMS E x 100 
Mean 

122 
57 
45 
39 
35 
34 
23 
17 
17 
15 
14 
14 
12 
13 

100,000 

Figure 20 , Comparison of root -mean- square error by volume group, district movements 
(0 -D vs G.M. ) work trips, 1948 and l955. 
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Figure 21 . Compar ison of root -mean- s~uare error b y volume gr oup , dist r i ct movements 
( 0- D v s G. M.) social - rec . t r i ps , 1948 and 1955 . 

used in 1955 for each of the two trip purposes. These comparisons are illustrated in 
Figures 18 and 19. 

Again as was shown in the 1955 tests, the estimated work trips demo11strated better 
correspondence to the home interview figures than the estimated nonwork trips. Only 
six of these screenlines show a difference greater than iO percent for work trips, 
whereas for nonwork trips 19 comparisons exhibited at least that much error. Generally, 
the comparisons made with estimated 1948 trip distributions to those from the 1948 
home interview survey are of the same level of accuracy as the tests made with the 
final 1955 model results. 

Another significant test of the ability of the gravity model to forecast the 1948 travel 
patterns was a statistical test of the differences between the gravity model estimates 
and 1948 home interview survey data assig11ed to the spider network. Table 23 shows 
the analysis by volume group of these assignments. The percent of differences in the 
estimated volumes decreases as the volume increases, and for volumes greater than 
10, 000 trips the errors are less than 15 percent. The results of this analysis of the 
accm·acy of the estimated 1948 travel patterns may be directly compared to similar 
results of the 1955 gravity model by comparing Tables 11 and 23. 

In addition to the statistical checks made on assigned volumes to the spider network 
for work and nonwork trips, the estimated district-to-district interchanges were com­
pared with the actual interchanges for each of the six trip purposes. A simple statistical 
analysis of the differences between the actual and estimated interchanges was made and 
tha root-mean-square error was calculated by volume group for each of six trip pur­
poses. Plots of this information can be found in Figures 20 and 21. Also shown is 
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TABLE 24 

SECTOR-TO-SECTOR MOVEMENTS OF HOME-BASED WORK TRIPS, GRAVITY 
MODEL VS HOME INTERVIEW SURVEY, 1948a 

From 
Sector 

0 

1 

2 

3 

4 

5 

6 

7 

8 

a 

Legend 

0 

46,609 
44,170 

19,726 
19,920 

34,604 
35,781 

100,937 
102,522 

52,082 
51,485 

36,445 
34,007 

38,567 
40, 634 

30,227 
29, 552 

25,259 
26,374 

Survey 
Model 

1 2 3 

2,373 5,702 9,319 
2,978 4, 236 9,469 

2,021 1,757 1,826 
1, 692 2,210 1, 670 

1,773 8, 112 4,420 
1,886 6,852 4,830 

4,137 9,599 29, 534 
4,127 11, 111 27,966 

1,936 3,219 8,134 
1, 704 3,726 10,920 

1,524 2,002 5,803 
1, 118 1,849 5,034 

1, 474 2, ·286 4,758 
1,327 1, 762 3,859 

930 997 1,347 
1,356 1, 606 2,377 

1,328 1,017 1, 698 
1,242 1,357 1,521 

To Sector 

4 5 6 7 8 

4,586 1,547 6,005 7' 577 1,335 
5,340 1, 496 7,292 8,499 1,573 

452 248 976 2,247 329 
584 147 920 1,881 558 

1, 538 276 1, 237 3,054 199 
1, 378 257 1,284 2,280 665 

6,632 1,844 8,289 11,931 1,460 
9,923 1,707 6,672 8,503 1, 832 

16, 360 2,457 8,633 5,430 643 
13, 804 2, 749 8,072 5,355 989 

7,030 4,299 8,901 3, 698 556 
6,699 4,297 11,172 5,209 873 

5,046 2,093 20,791 5,049 875 
4,114 2,552 18,492 7,076 1,123 

871 478 2, 596 28,864 2,693 
1,299 507 3, 612 15, 143 3,551 

688 512 1,746 9,774 7,487 
743 274 1,907 10,864 5,227 

similar information for the final calibration run in 1955. Again the level of accuracy 
is similar for both 1955 and 1948 results. 

Finally, to determine the accuracy of crosstown estimates made by the gravity 
model over the 7-year period, all sector-to-sector movements from both the gravity 
model estimates and the home interview survey were extracted and compared. The 
results of these analyses are shown for work and nonwork trips in Tables 24 and 25. 
The accuracy of these forecasted trip patterns can be compared directly with similar 
analyses made on the final 1955 calibrated model by comparing these two tables with 
Tables 12 and 13. 

In all test results made on the forecasted travel patterns in 1948, the level of accu­
racy obtained by using the gravity model to forecast these patterns to 1948 compared 
quite favorably with the level of accuracy of the final 1955 calibration. 

SUMMARY-ANALYSIS AND CRITIQUE 

This research provides evaluations of the gravity model as an analytical tool for 
simulating present and forecasting future urban trip distribution patterns. The evalu -
ations were made by comparing gravity model trip interchanges with those found in 
home interview origin and destination surveys conducted in Washington, D. C ., in 1948 
and 1955. The 1955 survey data were used for calibrating the basic gravity model and 
for testing this model for its ability to simulate cunent tt·avel patterns. The 1948 
survey provided comprehensive data to analyze the forecasts made by the calibrated model. 



TABLE 25 

SECTOR-TO-SECTOR MOVEMENTS OF NONWORK TRIPS, GRAVITY 
MODEL vs HOME INTERVIEW SURVEY, 1948a 

From 
Sector 

0 

1 

2 

3 

4 

5 

6 

7 

8 

a 

0 

87, 112 
89, 539 

17,034 
19,891 

23,188 
20,057 

60,264 
56,017 

28,580 
28,093 

19,581 
19,510 

27,554 
29,052 

23,485 
25, 338 

12, 761 
12, 805 

Survey 
~gend Model 

1 

5,182 
6,648 

13,832 
9, 298 

7,430 
11, 612 

4, 536 
4,299 

1, 547 
694 

615 
352 

1,553 
717 

1,946 
2,025 

3,074 
3, 598 

2 3 

7,952 23,253 
6,414 20,646 

13,030 3, 621 
14,236 5,314 

62,805 15,447 
56,304 23,012 

14, 592 93,237 
21,122 92,775 

1,788 12,937 
2,009 19,314 

919 7,765 
502 3,741 

1,172 6,329 
725 2,810 

1,861 3,001 
1,333 2,542 

1, 351 2,299 
1,799 1,793 

To Sector 

4 5 6 7 

7,477 4,432 7,381 5,656 
7,248 3, 496 8,640 5,542 

1, 437 306 1,010 1,855 
505 183 677 1,212 

2,427 323 1,354 1,482 
1, 516 322 705 975 

9,416 3,314 4,784 2,226 
13,703 1,557 1, 843 1,385 

39,632 5,373 3,618 1,193 
34,657 5, 715 3,725 693 

6,521 14,784 8, 437 537 
8,055 14,384 12,088 687 

3,400 5, 776 33,779 2,134 
4,246 8,887 32,416 1,870 

999 667 2,841 69, 500 
804 604 2,921 63, 572 

796 204 555 8,653 
447 296 1,231 13,828 

41 

8 

3,142 
3,413 

1,379 
2,188 

1,321 
1,294 

1, 497 
1,166 

732 
497 

520 
360 

476 
852 

10, 972 
16, 136 

40,480 
34,376 

Several conclusions reached concern the proper gravity model calibration procedures 
to simulate present travel patterns in an urban area. First, to conduct this calibration 
procedure, in areas of a population size and complex development such as Washington, 
adequate and stable data showing the pattern of interchange of trips between the zones 
in the study area must be available. Jn this research project, such information was 
required to develop adjustment factors to correct for geographical bias. 

Secondly, the calibration process should consist of an orderly group of procedures 
as follows: 

1. Develop average areawide travel time factors F(ti-j) for each trip purpose using 

a trial and adjustment process. These factors are adjusted until the actual and estimated 
average trip length figures are within 2 or 3 percent of each other and the two trip 
length frequency distributions are in close agreement. 

2. Check the trips attracted to each zone by the gravity model against those shown 
by the survey data. If the discrepancies between the actual and estimated values are 
significant, and a discernible pattern can be illustrated, further trip stratification 
should be attempted to alleviate these problems. If further stratification is used, new 
travel time factors must be developed for all trip purposes affected. If further strati­
fication is not used, attraction factors are balanced to insure agreement between the 
actual and estimated trips attracted to each zone, and travel time factors may require 
small revisions to meet the criteria previously outlined. 
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3. Actual and estimated trip interchanges between zones or districts must then be 
compared to determine whether any geographical bias exists in the model results. 
Such bias often results from factors neither considered by the gravity model formula 
nor reflected in the basic data used to calibrate the model. For example, if the meas­
ure of spatial separation between any two parts of the region does not adequately portray 
the level of service of the transportation facilities in the area, bias in this geographical 
area will result. Furthermore, if unique relationships exist in the trip making between 
any two parts of the region and this is not indicated to the model, geographical bias 
will result. Characteristics such as income or occupation may be variables that in­
fluence travel, particularly for work and shopping, from certain residential zones to 
other zones having unique opportunities. Such conditions can only be indicated to the 
model by further trip stratification or by adjustment factors. If bias exists in the 
model for either of these two conditions, and it often does in large urban areas, ade­
quate data must be available to demonstrate the need for adjustment, the reasons behind 
this need, and the quantitative value of the adjustment required. If any adjustments 
are made in the model, the previous two steps must be repeated and their criteria 
satisfied. 

These procedures were followed quite closely in the calibration of the 1955 gravity 
models. The final results indicated that the gravity model can adequately simulate 
present travel patterns. In addition, valuable insight was gained concerning those 
factors affecting travel patterns in Washington, and possibly in other large and complex 
urban areas as well. For example, one of the valuable findings of this study was a 
measurement of the influence that factors other than those of trip generation and travel 
time have on travel patterns and the need to analyze, understand, and incorporate the 
effect of these factors when estimating urban travel demands. This research indicated 
that two additional degrees of trip stratification probably would have improved model 
accuracy. Work trips should have been further stratified to permit the development of 
separate models for government and for nongovernrnent work travel; likewise, shopping 
trips should have been further stratified to permit the development of separate models 
for convenience goods and for shopping goods trips. Such operations could have reduced 
the need for zone-to-zone adjustment factors. When conducting gravity model studies 
in large urban areas, the degree of trip stratification must be such that the unique 
patterns for all major types of trips are considered. Since Washington is an extremely 
large government center and contains many large regional-type shopping centers, these 
unique conditions must be reflected in the gravity model. If the model is to be used in 
other cities with unique travel characteristics or major concentrations of a particular 
industry, similar consideration should be given to analyzing these trip patterns sepa­
rately. When considering a finer degree of trip stratification, however, one must also 
analyze the ability of procedures to forecast trip generation on a finer basis. 

In addition, this research into the ability of the gravity model to simulate current 
travel patterns illustrated the need to indicate carefully to the model the spatial separa­
tion between zones, as it truly exists. If peak hour congestion is particularly critical 
in one part of the area, it should be indicated to the model, preferably before the cali­
bration procedure begins. Finally, this research has provided some knowledge of the 
variables behind zone-to-zone adjustment factors. In the case of Washington, D. C., 
close correlation between these factors and zonal income existed both in 1948 and 1955. 

Detailed tests were also made of the forecasting ability of the gravity model formula. 
From these tests, several conclusions were apparent. The travel time factors developed 
for 1955 conditions adequately reproduced the 1948 trip le1~gtll frequency characteristics . 
Therefore, the assumption that these factors are stable over time is warranted. One 
must be careful to note, however, that the forecast period was relatively short, even 
though there were significant changes made in the transportation system during the 
7-yea.r period. 

The relationship between zonal adjustment factors K(i-j) and income as developed 
for the 1955 condition remained relatively constant over the forecast period. The 
results are somewhat clouded, however, in that there were no large changes in the 
relative income of the residents of the various zones in the area. 
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Physical barriers requiring time penalties in the model are directly related to con­
gestion level s . A useful method to forecast these barriers into the future can pe de­
veloped by relating the volume-capacity rat ios between the two rune periods on that 
part of the transportation system requiring the barrier. This approach requires a 
preliminary independent estimate for the forecast year of the level of congestion toler­
able on the facili ties over the topographical barrier. 

In conclusion, the use of the gravity model to describe present and future trip dis­
tribution patterns will give satisfactory results if properly calibrated and tested. The 
level of accuracy obtained by forecasting trip distribution patterns in 1948 was com­
parable to the level of model accuracy for the base year. 
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Evaluation of a New Modal Split Procedure 
ARTHUR B. SOSSLAU, Tri-State Transportation Committee; and KEVIN E. HEANUE 

and ARTHUR J. BALEK, Highway Engineers, Urban Plaiming Division, U. S. 
Bureau of Public Roads 

A U. S. Bureau of Public Roads evaluation of a new modal split 
technique of interest to urban transportation planners respon­
sible for estimating future public transit requirements is pre­
sented. The new modal split technique was developed by the 
Traffic Research Corporation for the use of the National Capital 
Transportation Agency in estimating 1980 transit requirements 
for the Washington, D. C., area. Because sound estimates of 
transit patronage are required for the development of compre­
hensive urban transportation plans, Public Roads conducted a 
two-phase lel:ll of this procedure. In the first phase, the effec­
tiveness of the new modal split procedure to reproduce aknown 
situation was tested. In the second phase, the sensitivity of the 
procedure (i.e., its ability to reflect changes in input variables) 
was assessed. The evaluation tended to confirm the useful11ess 
of this new modal split procedure but also revealed limitations 
that should be considered before further application. Comments 
of three transportation planning officals on the evaluation and 
the findings therefrom have also been included with this article. 

•THE DEVELOPMENT of cornprehensive urban transportation plans requires sound 
estimates of transit patronage . The Traffic Research Col·poration (TRC) under contract 
to the National Capital Transportation Agency (NCTA) developed a new modal split pro­
cedure for estimating the r elative usage of the private and p11blic modes of t1·ansporta­
tion. This procedure, utilized by the NCTA in developing a 1980 transportation plan 
for the Washington, D. C. area has been evaluated by the 1J. S. Bu1·eau of Public 
Roads to gain insight into its accuracy and to provide potential users with a quantitative 
analysis of a research application. 

The evaluation project conducted by the Bureau consisted of two distinct phases: 

1. A test of the modal split technique as a means of reproducing a known situation, 
specifically the u·ansit usage r eported in the 1955 Washington, D. C., origin and des­
tination survey; and 

2. A test of the sensitivity of this new modal split procedure to changes in the input 
parameters . 

BACKGROUND 

The relationship of the usage of private automobiles and of public transportation is 
growing in importance, particularly in large cities. Although useful p la1ming techniques 
were available for developing comprehensive urban transportation plans the ultimate 
i n such techniques has not been attained. One of the techniques developed relates the 
proportion of use of public transportation to car ownership and population density; 
another relates the proportion of use of public transpoi'tation to some function of the 
travel time required for transit and automobile travel. 

Paper sponsored by Committee on Origin and Destination . 
lf4 
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Many factors influence the choice of a mode of transportation, according to different 
studies reported. One study conducted in 1957 in Cook County, Ill., revealed that 32. 4 
percent of travelers consider time the most important factor in choosing a mode of 
travel. Other prime factors reported were comfort, 17. 4 percent; cost, 5. 3 percent; 
and walking distance, 8. 0 percent. A car was reported to be a requisite for transporta­
tion by 12. 5 percent of those surveyed, and 12. 8 percent reported they had no choice 
other than public transportation. Miscellaneous factors were reported by 11. 6 percent 
(!). 

MODAL SPLIT TECHNIQUE 

Two basic approaches to the modal split technique are possible. In one, the split 
between private and public transportation trips for each zone is estimated and the transit 
and automobile trips are distributed separately between zones . In the other approach, 
used by the new modal split procedure, the split is considered after the distribution of 
total person movements between zones has been made. 

The new modal split technique is basically a diversion curve procedure in which 
relative transit usage is related to five selected variables: 

1. Ratio of door-to-door travel time by public transit to door-to-door travel time 
by private automobile; 

2. Ratio of excess travel time by public transit to excess travel time by private 
automobile (used as a measure of relative travel service and referred to as service 
ratio); 

3. Ratio of out-of-pocket travel cost by public transit to out-of-pocket travel cost 
by private automobile; 

4. Economic status of person making trip; and 
5. Trip purpose. 

The items considered in the development of the five variables are shown in the fol­
lowing equations: 

Travel time ratio 

where 

a time on transit vehicle; 

a + b+c + d + e 
f + g + h 

b transferring time between transit vehicles; 
c time spent in waiting for transit vehicle; 
d walking time to transit vehicle; 
e walking time from transit vehicle; 
f automobile driving time; 
g parking delay time at destination; 
h walking time from parking place to final destination; 

gasoline cost . x distance x - - - ; . ( gallons . cost ) 
1mle gallon 

j oil change and lubrication cost (cost of oil change per mile times distance); 
k parking cost at destination; and 
L number of persons per vehicle. 

Service ratio 

Cost ratio 

b + c + d + e 
g+h 

transit fare 

(1) 

(2) 

(3) 
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TRAVELTIME RATIO OF TRANSIT TO AUTOMOBI LE 

Figure 1.-Exarnple of modal split relation­
ship. 

Economic status = median 
income per worker 

( 4) 

Trip purpose = eitber home-based (5) 
work trips or all nonwork trips 

except those made to school 

To develop the modal split relationships 
for each trip purpose, determinations were 
made of the percentage of travelers using 
public transit and private automobiles from 
each origin to each destination. This usage 
was then related to the four basic determi­
nant factors-travel time ratio, travel 
cost ratio, service ratio, and economic 
status. The trip information, from which 
these relationships were developed, was 
obtained from travel surveys made in the 
Washington area and from supporting 
evidence gathered in other cities (2). All 
observations from each study were strati­
fied by trip purpose. Next, divisions were 

Figure 2.-1955 Washington, D.C. survey sectors. 
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made of the cost ratio into four ranges, the excess time ratio into four ranges, and the 
income level into five ranges. By multiplying the number of ranges ( 4 x 4 x 5), 80 in­
dividual combinations of these three determinant factor ranges were obtained, thereby 
providing 80 time-ratio diversion curves for each trip purpose. For each of the 80 
combinations, the observations concerning modal split were plotted against the travel 
time ratio. Figure 1 shows four of these curves. 

Information for curve development was obtained from the 1955 Washington, D. C., 
origin and destination survey and from the 1961 Federal employee survey. For the 
work-trip relationships, those trips arriving at zero sector destinations (Fig. 2) be­
tween 6:54 a.m. and 9:06 a.m. were analyzed. For nonwork, nonschool trips the data 
studied were for the period 9:12 a.m. to 3:45 p.m. Selected trips to nonzero sector 
destinations were also used to supplement the zero sector-oriented data. Data for 1955 
and 1961 were combined, after adjustments had been made to put the two sets of infor­
mation on an equal basis, and average grouped points were calculated to obtain one set 
of relationships. As sufficient information on which to base the relationships was not 
available from Washington, D. C., travel survey data from Toronto, Canada, and 
Philadelphia, Pa., were used to supplement it (2). Basically, these data were neces­
sary to extrapolate the curves developed from Washington data for the 1980 estimate 
because little information was available for Washington that showed travel time ratios 
of less than one and cost ratios of less than 0. 5. A computer program was developed 
to apply the modal split procedure. Briefly, this program has been written for a 7090 
computer in the FORTRAN language. A complete description of the modal split rela­
tionship development has been given previously ~' ~). 

SUMMARY OF FINDINGS 

The U. S. Bureau of Public Roads test of the new modal split technique developed by 
TRC for use of the NCTA to estimate 1980 transit usage in Washington, D. C., shows 
that it may be a useful tool for forecasting transportation system usage. Although the 
tests confirmed its usefulness, they also revealed limitations that should be considered 
before further application of this particular modal split technique. A more accurate 
and useful tool may be developed on further investigation and analysis of this method. 

The results of the BPR test against 1955 0-D data indicate that the technique can 
reasonably reproduce the conditions from which the modal split relationships were de­
veloped. The estimate of transit work trips to the zero sector from the entire area 
obtained by use of the procedure was within one root-mean-square error of the 1955 
0-D survey estimate, which was as good as could be expected. Total nonzero sector­
destined transit work trips were less accurately estimated by the modal split procedure, 
probably because the curves were developed almost entirely from zero sector-oriented 
trips. Additional research may well indicate that separate sets of curves are required 
for trips oriented to the central business district ( CBD) and those that are non-CBD oriented. 

The restraint added to the transfer matrix in the test, which eliminated certain non­
CBD to non-CBD trips, may be unnecessary if a separate set of non-CBD curves is 
developed or if a new set of relationships that indicate zero transit ridership at a travel 
time ratio of 5.00, instead of 10.00, is used. The corridor analysis indicated a geo­
graphical bias in the modal split estimates for work trips. 

The estimate of nonwork transit trips to zero sector destinations from the entire 
area was also within acceptable limits of accuracy, although it was not as accurate as 
for work trips. Perhaps this difference in accuracy was caused by the nonwork curves 
being developed from off-peak time period data and applied to the peak period. Further 
research is needed to evaluate the application to another time of a set of relationships 
developed for one time period. 

On a corridor basis, estimates for all trips having origins outside the zero sector 
and destinations in the zero sector were slightly less accurate than the 0-D estimate. 
The analysis of district-to-district trips for both work and nonwork showed the varia­
tion between the estimate of transit trips and 0-D trips to be less than the expected 
variation in the 0-D trips. 

All the variables considered in the test of the modal split technique appear to relate 
to modal choice. However, this alone does not necessarily indicate a generally applica-
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ble procedure. Estimates of necessary input variables must be sufficiently accurate 
so as not to impair seriously the accuracy of the estimated transit usage. The sensi­
tivity tests showed that substantial weight is given to certain of the input variables that 
are difficult to estimate. The observed change in the modal split when automobile ex­
cess time was varied indicates the high weight placed on this parameter. Adding 2 min 
to automobile parking delay and walking times in the CBD had a greater effect on the 
modal split of trips destined to the CBD than did doubling fares , doubling parking costs, 
factoring transit or highway times by 0. 7 5, or factoring transit times by 1. 5. These 
excess time values are among the most difficult to estimate. The 2-min increase in 
excess time (test C) is not considered unrealistic in that the mean 1955 CBD excess 
automobile time used in the development of the curves was 3. 6 min and the mean excess 
automobile time estimated for 1980 was 6. 7 min. 

The sensitivity analysis indicated that parameters reflecting 1980 automobile term­
inal conditions (parking delay , walking time, and parking costs) had a far greater weight 
in the modal split determination than any of the parameters reflecting the proposed 
transit system. The range of meaningful cost ratio values was too narrow to permit 
evaluation of alternate fare structures. 

Additional work indicated as being desirable includes: (a) extension of the cost ratio 
ranges and level of service ratio ranges to reflect wider variations in system conditions; 
(b) better estimating procedures to i mprove the accuracy of those model inputs s howing 
the greatest sensitivity to modal split; and (c) testing of time differences rather than, 
or in conjunction with, time ratios, which may produce greater sensitivity of the pro­
cedure to highway and transit system changes. 

TEST OF MODAL SPLIT TECHNIQUE AGAINST 1955 0-D SURVEY 

The modal split technique was used by NCTA for estimating 1980 transit usage on a 
proposed system. The Bureau developed parameters reflecting highway system and 
transit system 1955 operating characteristics and applied the modal split procedure to 
1955 conditions. The estimated transit usage was then compared to the transit usage 
reported in the 1955 Washington, D. C. , 0-D survey. The 160 modal split diversion 
curves (80 for each purpose) used in the BPR test were the same curves used by NCTA 
in developing the 1980 transit usage estimates. 

Two principles were established for the test procedure: 

1. The data from the 1955 Washington, D. C., origin and destination survey were 
to be adhered to as closely as possible in preparing the input parameters. 

2. The same procedures used by NCTA in preparing input parameters for the ap­
plication of the modal split procedure to estimate the 1980 transit usage were to be used. 

The modal split technique was tested to determine its ability to predict: (a) areawide 
modal split; (b) areawide to CBD destination (zero s ector) modal split; (c) areawide to 
non-CBD destination modal split ; (d) modal split from each of eight survey sectors 
(corridors) to the CBD; (e) modal split between each of the survey sectors; and (f) modal 
split between each district in the survey area. 

Preparation of Input Data 

Generally, data were developed on a zone basis for each of the 400 survey zones 
considered. Adjustments were made in the zonal data so that the summary of this zonal 
data by district would closely match the district data used for curve development. This 
was in accordance with a goal of the test, i.e., to evaluate the modal split technique 
rather than the manner in which the input parameters were prepared. 

System Parameters 

0-D Interchanges. -TRC in its development of the modal split relationships repro­
duced the 1955 0-D trip data in a linked form (3). The only deviations from the normal 
linking process made by TRC are described in the next paragraph. 

Linked trips that originated at home but had intermediate change mode or serve pas­
senger purposes and finally were destined for home were omitted from the linked trip 
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file. The procedure usually followed is to produce two trips, for example, one 
from home to personal business and another from personal business to home. All 
unlinkable, serve passenger, or change travel mode trips were omitted in this test. 
Normally, each trip is evaluated and a decision is reached as to the purpose to be 
considered. For example, a change mode trip having a destination at any airport­
not a linkable trip as the person presumably leaves the area-is usually classified 
as a business trip. 

Only trips made during the peak traffic period of 6: 54 a. m. to 9: 06 a. m. were con­
sidered for this test. However, the modal split nonwork curves were developed from 
off-peak traffic data for the period between 9:12 a.m. and 3:54 p.m. Work trip curves 
were developed from data on peak traffic period trips-6:54 to 9:06 a.m. Since the 
modal split model had been used to estimate 1980 transit usage in the a.m. peak traffic 
period, both work and nonwork curves-were applied to the peak traffic period for this 
test. 

Two sets of origin and destination survey trip interchanges were developed for the 
test: trips to and from work, and all nonwork trips except those to and from school. 
For each set two trip files were required: (a) total person trips-automobile driver, 
transit passenger, and truck, taxi, and automobile passenger-for input to the modal 
split program; and (b) trips by transit for comparison with the output of the modal split 
program. 

Highway Times and Distances . -A necessary input to the modal split procedure is 
the travel time between zones via the highway network. These times were obtained 
from the 1955 0-D survey for use in the development of the modal split relationships. 
For testing the 1980 application of the modal split procedure, times were obtained 
from "trees" or minimum time paths ( 4). Again, the procedure used by NCTA for their 
1980 estimate of transit usage was followed as the guide for this test. A highway net­
work was coded to obtain these minimum time paths. 

A 1955 highway network was available for use in this testing. However, the times 
coded on each section of highway derived from 1955 speed runs were more representa­
tive of average daily travel times than the peak traffic times required. The average 
daily travel times obtained from trees built with this system had to be adjusted to 
match those peak traffic times used for developing the modal split relationship (district­
to-district reportings from 0-D survey). The adjusted highway times used in combina­
tion with highway distances to obtain a gasoline cost per mile were determined from 
minimum time routes obtained in this process . 

Transit Time. -Available traffic assignment programs that build minimum time 
paths between zones were utilized for the determination of zone-to-zone time via the 
transit system. The general rules for coding a highway network were followed for this 
purpose (5). 

The route schedules for the 7- to 9-a. m. time period for each of the four transit 
companies operating in the Washington, D. C., area in 1955 were used for the prepara­
tion of a transit network. Link lengths were determined by measurement from scaled 
maps showing actual route locations and times. All connections from zone centroids to 
the transit stops were coded as having zero distance and time because these excess 
travel times were coded as zone parameters. 

The transit times reported in the 1955 0-D showed such great variation that it was 
impossible to develop general rules for adjusting the tree times obtained from the 
transit network prepared from schedules. As there was no apparent bias in the use of 
tree times, 0-D times sometimes being less than and sometimes greater than tree 
times, the schedule times were utilized in this test. 

Transit- Fare Matrix. -The modal split procedure requires input information that 
will provide the zone-to-zone cost via transit. It was obvious that if all 400 zones 
were considered, a matrix having 160, 000 entries would be required. Because many 
zone-to-zone movements have similar costs, larger areas, termed superzones, can 
usually be used for this representation. For this test, the 68 districts of the 1955 0-D 
survey were used. 

Transit Transfer Matrix. -The excess travel time for a transit trip includes the 
time spent transferring between vehicles. Again, as for the fare matrix, a determina-
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tion of these times for each zone-to-zone movement would have been a very time-con­
suming task. Many district-to-district transfer times were already available from the 
work accomplished in the development of the modal split relationships. The coded 
transit system provided the necessary detail for the computation of the remaining trans­
fer times. Transfer times were determined by tracing the most logical route(s) between 
pairs of districts and accumulating one-half the headway for each transit route to which 
a transfer was made. This procedure deviates from that used when the NCTA estimates 
were made of 1980 transit usage. For 1980, corridors of influence were drawn about 
the major radial transit lines, and the times to transfer between these corridors were 
determined and later expanded to zone-to-zone movements by the modal split program. 

The results obtained from the work done by TRC in developing the modal split rela­
tionships were used as a general control on the procedure. That is, many of the trans­
fer times available were recalculated for checking purposes and to provide a consistent 
means for developing the remaining transfer times. 

During NCTA's calibration of the procedure to estimate 1980 transit usage, it ap­
peared that illogical zonal trip interchanges by transit between areas outside the 10-mile 
square (Fig. 2) had been estimated by the modal split procedure. To eliminate these 
illogical interchanges, excessively large transfer times had been entered into the trans­
fer matrix for these movements. These excessive times tended to produce a travel­
time ratio great.er than 10, thereby producing a zero percent transit usage. To conform 
with this NCTA procedure, certain interchanges between areas outside the 10-mile 
square were also eliminated in the BPR test of the procedure against the 1955 0-D 
survey. 

Zonal Parameters 

Economic Status. -TRC, in the development of the modal split relationships, cal­
culated the median 1955 income per worker. As travelers' incomes were not reported 
in the 1955 0-D survey, average district incomes were calculated from 1950 and 1960 
census reports and converted to median income per worker. This calculation was 
made by multiplying the census income per dwelling unit by the ratio of dwelling units 
per worker from the expanded household data obtained in the 1955 home interview sur­
vey (6). The results obtained for district incomes are tabulated in Volume 2 of the 
TRCreports. These reported incomes were used directly for the Bureau of Public 
Roads test after they were coded into the five economic status groups. 

Parking Cost. -Average parking costs are required for inclusion in the cost ratio 
in the modal split procedure. As every trip is considered to have a return portion, 
only one-half of the parking cost was assessed at the destination end when the cost ratio 
was calculated. The parking costs for 1980 were developed basically for work trips. 
To obtain an estimate of parking costs for nonwork trips, costs calculated for work 
trips were divided by two. Parking costs were assessed only for zero sector destina­
tions and were developed for each zone. The 1955 average automobile parking costs 
were obtained for each of the nine zero sector districts by determining the weighted 
average cost of commercial and government parking facilities in each district. 

Car Occupancy. - Car occupancy rates are requi1·ed by the modal split procedure. 
In calculating automobile costs for each zone-to-zone movement, the sum of the auto­
mobile operating costs and one-half of the total daily parking rate was divided by the 
number of persons per vehicle to obtain an average automobile travel cost per person. 
Although the modal split program allows the use of car occupancy at the origin and/or 
destination, destination car occupancy rates were used in the Bureau test because they 
were the rates used in the NCTA estimate for 1980. Car occupancy rates also were 
used to convert the person trip output from the modal split technique to automobile 
driver trips. As car occupancy rates for 1980 were developed on a district basis, dis­
trict rates also were used for the test. These rates were developed by TRC by a special 
run of the 1955 0-D data through available summary programs. 

Walking Time. - Walking times from parking places to destinations were developed 
on a dist~:ict basis for the 1980 estimate and for the development of the modal split tech­
nique. One-minute walking time was used for every district outside the zero sector. 



51 

For zero sector districts, the district walking times from parking places to destinations, 
which had been used by TRC for curve development, were used. All walking time was 
calculated from blocks reported as walked in the travel surveys. 

Parking Delay Time.-For curve development, and in the tests with the 1955 0-D 
data, parking delay times were based on delays of 1 min at government parking lots and 
garages and of 2 min at public and private lots and garages ; weighted averages were 
used for each zero sector district (6). A 1-min time was used for each district outside 
the zero sector. -

Transit Waiting Times. -For both the curve development with 1955 data and the 1980 
application of the procedure, transit waiting times were determined from a map show­
ing all transit routes, vehicle headways , and transfer points. In general, one-half the 
average headway of the transit facility serving a zone was used where only one facility 
served the area. The modal split program allows only one figure as the average transit 
waiting time for the passengers of each zone. For this reason, the zonal transit waiting 
times were calculated by utilizing the peak hour transit network, which had been coded 
for this test. These zonal estimates were averaged by district for co . •parison with the 
district waiting times used by TRC for curve development; when different, adjustments 
were made to the zonal estimates. 

Transit Walking Time. -Average walking times to and from transit stops in each 
zone were determined in a systematic manner based on empirical formulas in the initial 
development of the modal split technique (6). For the 1980 estimates of transit usage, 
the walking times were obtained from an analysis of the relationship between the loca­
tion of each zone centroid and the transit routes available in the zone. This latter 
relationship was used for developing walking times by zone. Again, the average transit 
walking time obtained for a district for use in this test was compared with the district 
times used in the development of the modal split technique. Adjustments were made 
when necessary. These transit walking times were applied at both the origin and 
destination of a trip. 

Single Parameters 

The modal split procedure requires that certain constants be specified. The con­
stants used for the test are cost per gallon of gasoline, $0. 295; cost of oil change and 
lubrication, $2. 85; and miles between oil change and lubrication, 1, 000. These are 
the same constants used for curve development. The coefficients used in the equations 
for the calculation of car operating costs (6) are the same as those used for development 
of the modal split technique. The modal split relationships used by the Bureau were 
the same relationships used for NCTA's 1980 estimates. Other than as heretofore ex­
plained, all parameters used in the Bureau test were the same as those used for the 
1980 transit usage estimates ~) . 

Results 

The data described in the foregoing paragraphs were used as input to the modal split 
computer program to obtain an estimate of zone-to- zone transit usage. This estimate 
was obtained by applying the modal split technique to the total person trip file. These 
estimates of zone-to-zone transit usage could then be compared with the transit usage 
observed from the 1955 0-D survey. 

Modal Split to Entire Area. -As indicated in Table 1, the number of transit work 
trips for the entire area obtained by application of the modal split procedure to the 1955 
0-D survey data was 5. 9 percent less than the actual number reported in the survey. 
The modal splits differed by 1. 9 percent; transit work trips reported in the 1955 0-D 
survey were 33. 7 percent of total usage and those estimated by application of the pro­
cedure were 31. 8 percent. A greater difference between the actual 1955 data and the 
test data was obtained for nonwork trips, but this difference was an overestimate of 
2 5. 4 percent by application of the modal split technique. Total trips via transit were 
underestimated by 4. 6 percent, a 1. 5 percent difference. 

Estimates of citywide transit trips based on relationships developed from actual data 
would be expected to correspond closely to the base data. In this test the procedure 
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Table 1.-Results of modal sp1it procedure applied to entire study area 

Trip 

Work: 
All modes ••••• ·-·····-·- ·-·········--·-··· · · ··· 
Tmnslt passenger ·- ------····----··········· 

Por(!A)nt transit usage ..•••• .... ....•••. .• ____ _ 

N onwork: 
All modes ... ____________ ._ . ••••• __ __ . __ ..... __ . __ •• •• 
Tmnsl~ passenger.- ----- -- -·-··· · ------····· --- ----­

Pcr~-ent transit usage ... ..••..•. ----- ·- ·····-- ---- · 

TOTAL: 
All modes .. .. -·-··-·-··· ··-·-·· ···---- ··········· •... 
Transit passengers.- ------ - · -· · · ·········--·-Percent transit usage ______ __ ________ ______ _______ _ 

BPR 
rn55 0 - D data test 

389, 301. 0 
131, 066. 2 

33. 7 

30, 294. 0 
5, 614. 4 

18. 5 

419, 595. 0 
l~n. 1380. 6 

32. 6 

estimates 

389, 301. 0 
123, 305. 2 

31. 8 

30, 294. 0 
7, 040. 8 

23.0 

419, 505. 0 
130, 346. 0 

31. 1 

Percentage 
point 

diflcrence 

----·· -----
···::i:ii·--

---------
···+4:5--· 

·---------
-- ---------

-1. 5 

Percent 
trip 

difference 

------· ---5.9 
-----------

··+25.4" 
------- ----

··-----· -4.6 

---····--

reproduced the base data reasonably well for work trips. However, the modal split 
technique produced a nonwork trip figure showing a larger difference from the actual 
data than should be acceptable on a citywide basis. This was true although the volume 
of nonwork trips was relatively small in comparison to the number of work trips. The 
difference in test results and actual data for nonwork trips might have been caused by 
the following conditions: (a) the nonwork trip curves were developed from data for off­
peak traffic hours but applied to the peak hour traffic; and (b) input parameters were 
highly oriented to work: trips . The only input variable changed for the nonwork trips 
was the parking cost, and this was estimated to be equal to one-half of the parking costs 
for work trips. Other variables such as car occupancy, walking times, and parking 
delay time generally were developed for peak hour work trips but were applied unchanged 
to nonwork trips. 

Modal Split to Zero Sector. -The test with the modal split to the zero sector repro­
duced the 1955 0-D transit usage remarkably well for work trips. The nonwork trip 
test estimate differs from the 0-D transit usage by +9. 37 percent. From the data in 
Tables 1 and 2, the following conclusions might be drawn: 

1. As the modal split relationships for the test were developed almost entirely from 
zero sector-oriented trips, it would be expected that such trips would have been repro­
duced more accurately than nonzero sector destination trips. Only about 100 nonzero 
sector interchanges were considered when the modal split relationships were developed. 

2. The modal split technique was more accurate for estimating work trips than non­
work trips because the work trip input data were developed from and applied to peak 
hour traffic conditions, whereas the nonwork trip data were applied to the peak hour 
traffic but had been developed from nonpeak hour traffic conditions. 

Table 2.-Modal split to zero sector (excludes intrazero sector trips) 

Trip 

Work : 
All modes ........ ------· ·····- · ·-· -·-······-------·· 
Transit passenger ....... .... .... ...... ...... .. •••..• • 

Percent transit usage ... ... . . ..... ... ...... ... ... .. . 

Non work: 
All modes _______ __ ______ . . -----·- -· -····· ·----··· · ·- · 
Transit passenger __ --------- ----- --------- ----··-- -· 

Percent transit usage ________ ___ _________ __ ---- -----

TOTAL: 
All modes·----······----- - -··-····----- ------- ·--· · 
Transit passengers ... --- -----··-····- . .... ... ..••...• 

Percent transit usage ... ---········---------- · ·····-

BPR 
1055 0-D data test 

1il, 329. g 
7G. 723. 9 

44. 8 

5, 141. 0 
2, 203. 5 

42. 9 

176, 470. g 
78, 927. 4 

44. 7 

estimates 

171, 329. 9 
75, 678. 0 

44. 2 

5, 141. 0 
2, 410. 0 

46. 9 

176, 470. 9 
78, 088, 0 

44. 2 

Percentage 
point 

differen ce 

-·----- -- ... 
··------· -0. 6 

-·--·--·---··- -·---
+4.0 

·-------
··::0:5---· 

Percent 
trip 

difference 

···::i:-ac .. 
--------·-

-·-+9:37-
--- --------

···::i."iiii"" 



Table 3.-Modal split to nonzero sector d estination 

JlPU 
Trip 1955 0-D data tcsL 

Percentage 
point 

difference 

Work: 
All modes ______________ ____ ________ ____ -- -- ___ .---- •• 
Transit passenger ____ --- ----- --------- -------·- ------

Percent transit usage ___ __ _____________ __ ·-···· ·-- •• 

Nonwork: 
All modes--------------- -- -- --- --- -- -------- - ---- -
Transit passenger __ ------ ---- ------- ------- - -- . ••.•• Percent transit usage ___ ___ ___ ________ __ ___ __ ___ _ 

TOTAL: 

All mod·o - ---- · -····- -----------·------------
Tmusit pnsooagcrs . -- -- --------- ·· ···---·--·-­

l'crcent lmns!t 1 rogo •. ·---- --·----- ---·· ----

203, 942, 8 
45, 529. 4 

22. 3 

22 , 776. G 
2, 607. l 

11, 4 

226, 719. ·1 
48, 136. 5 

21. 2 

estimntcs 

203, 942. 8 --- ------
38, 459, 2 -·-:::3:-4--18. 9 

22, 776. 6 
----~-----·-

3, 423, 9 --+a."6"--15. 0 

226, 719. 4 
____ .,. _____ 

41, 883, 1 ·--------
18. 5 -2. 7 

Table 4.-Modal split from each corridor to CBD 

1955 0-D data BPR test estimates 
Percentage 

Sector (origin) All mod es point 
Transit Percent Transit Percent difference 

trips transit trips transit 
usage usage 

A-WORK TRIPS 

Percent Percent Percent 
o _______ ····----•.• ·- .. 14, 028. 3 8, 807. 9 62. 8 9, 168. 0 65. 4 +2. G 
!_ __ _______ _ •• ·-. - --·- ------ 9. 529. 9 5, 114. 1 53. 7 4, 407. 3 46. 2 -7. 5 
2 __ __ ____ __ -------- -·--··· 25, 231. 3 9, 209. 5 36. 5 8, 428. 8 33. 4 -3.1 
3 ____ __ _ __ ••• --------- 45, 720. 9 23, 748. 7 51. 9 25, 337. 6 55. 4 +3.5 
4- -- ·-·--·-----·--· ·----- 24, 291. 8 9, 948. 0 41.0 10, 948. 0 45. 1 +4, I 
5. - --·· · -- -- - -- - -- -------- . - - 12, 348. 1 6, 199. 9 50. 2 6, 484. 1 52. 5 +2.3 5 ______ ____ __ ___ ________ __ 21, 119. 2 10, 272. 4 48. 6 10, 569. 9 50. 0 +!.4 
7 ------ - --- -- --- ------·-··- -- 15, 750. 7 6, 315. 9 40. 1 4, 922. 6 31. 3 - 8.8 
8_ - - - - -- - - - - - - - - - --- ·-- · - - --· 17. 338. 0 5, 915. 4 34. 1 4, 579. 7 26. 4 -7. 7 

n- NON\VOHit TRIPS 

o _____ __ __ ___ ___ ___ __ ___ __ ____ 2,376.4 803. 8 33. 8 1, 206. 9 50.8 +11.0 !_ ____ __ __ ___ ___ __ __ ___ ___ _ 240. 7 67. 2 27. 9 91 . 1 37. 8 +9.9 2 _____ ___ ___ ________ ___ __ ___ 601. 2 108. 8 18. 1 142. 6 23. 7 +5.6 3 _____ __ _____ _ ----- --·----- -- 1, 663. 821.1 49. 4 969. 8 58. 3 +8.9 4 _____ ______ ____ ___ __________ 626. 8 326. 2 52, 0 354. 8 56. 6 +4.6 5 _______ __ ______ __ __ ____ ____ _ 569.5 369. 5 64. 9 306, G 53.8 -11.1 
6 _______ __ ___ --- ----------- 712.4 339.8 47. 6 355.6 49. 9 +2.3 7 _______ ____ ________ __ ____ ___ 368.8 105. 5 28. 6 140. 8 38. 2 +9.6 8 ________ ___ ________ ___ _____ 357.8 65.4 18, 3 48. 7 13. 6 -4, 7 

c~wonK AND NONWORK TRlPS 

o-·· ·· ·----- ·--------- lG, 404, 7 g, 611. 7 58. 6 10, 374, 9 G3. 2 +4.6 ]_ ____ __ ___________ 
. ·-- 9, 770. G 5, 181. 3 53. 0 4, 498. 4 46.0 -7.0 

2 __ ---- -- -------- ----- ···· ·-- 25, 832, 5 9,318. 3 36. 1 8. 571. 4 33.2 -2. 9 
3 __ 

---- --- ------- ---- -~---
47, 384, 7 24, 56g, 8 51. 9 26, 307. 4 55. 5 +3.6 

4 __ _____ __ ___ ----- --·--··--.. -- 21, ms. 6 10, 274. 2 41. 2 11, 302. 8 45.1 +4.2 
5_ - - - - - - - - - - - - -- - ---·. --- --- - - 12, 917. 6 6, 509. 4 50. 9 6, 790. 7 52. 0 +I.8 
6 __ - -- - -- --- - - -- - -- - - • - ••• --- 21,831. 6 10, 612. 2 48. 6 10,n5.5 50. 0 +L4 7 ______ ___ __ __________ ___ __ 16, 119. 5 6,421. 4 39. 8 5, 063. 4 31. 4 - 8.4 
8 _______ __________ __ •• -·----- 17, 695. 8 5, 980. 8 33. 8 4, 628. 4 26. 2 -7.G 

Percent 
trip 

difference 

------- ----
-15. 53 

----------

-·+arar-
-- -------· 

---12~99-· 

-·------· 

Percent 
trip 

difference 

Percent 
+4.1 

-13.8 
-8.5 
+6.7 

+10.1 
+4.6 
+2.9 

-22. 1 
-22.6 

+50.2 
+35.6 
+31.1 
+is. 1 
+s.9 

-17.U 
+4.7 

+33.0 
-26.0 

+7. 0 
-13. 2 
-8. 0 
+7. 1 

+10.0 
+3.4 
+3. 0 

-21, l 
-22. U 

53 

3. Application of nonwork relationships to the peak traffic hours implied that rela­
tionships established for any period of the day could be used satisfactorily with the 
modal split technique. The results obtained in the test against the 1955 0-D data did 
not substantiate this implication. Therefore, further stratification of data for the input 
curves by destination-downtown separate from nondowntown-and time of day may be 
warranted. 
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Table 5.-Modal split between each of survey area sectors-work trips 

Sector 1955 0-D data BPR test estimates 
Percentage Percent 

All modes point trip 
Destina- Transit Percent Transit Percent difference difference 

Origin ti on trips transit trips transit 
usage usage 

Percent Percent Percent Percent 
0 •••• 0 14, 028. 3 8, 807. 9 62. 8 9, 168. 0 65. 4 + ~.6 + 4.1 
o ...•. :: ::: ::: : :: l 1, 304. 7 803. 4 61. 6 483.1 37. 0 -24.6 -39.8 
0 •. •• ••• · ••·•. · · - 2 2, 704. 8 1, 611. 8 59. 6 965.1 35. 7 -23. 9 -40.1 
o __ ------ -- - ·· 3 3, 408. 6 1, 956. 1 57. 4 1,491.0 43. 7 -13. 7 -23.8 
0. --- --- -·- ------ 4 2, 151.4 1, 163. 8 54.1 818.8 38. 1 -16.0 -29.6 
0------- ------··· s 1, 158. 9 liOl.2 43. 2 434. 5 37. 5 - 5.7 -13.4 
o .. _ ------ --- 0 2, 136. 0 1, 089. 2 51. 0 644. 4 30. 2 -20.8 -40. 8 
0 ••••••••••••• ••• 7 3, 738. 3 2, 026. 4 54. 2 1, 435. 2 38. 4 -15.8 -29. 2 
0 .... . ....... .... 8 1, 043. 0 441. 1 42. 3 430. 1 41. 2 - 1.1 - 2. 5 
!_ ___ _____ ____ __ 

0 9, 529. 9 5, 114. 1 53. 7 4, 407. 3 46. 2 - 7. 5 -13.8 ! ____ _______ __ 
·1 1, 455. 6 149. 9 10. 3 284. 2 19. 5 + 9.2 +89.4 

1 __ -·-- · · · · 2 1, 492. 4 156. 0 10. 5 126. 8 8. 5 - 2.0 -18. 6 !. ____________ : 
3 881. 7 209. 7 23. 8 215. 5 24.4 + 0.6 + 2.9 

I. .----- -------· ·I 692.8 125. 2 18. 1 180. 5 26.1 + 8.0 +43. 9 ). __ ____ ____ __ __ _ 
5 281. 2 71. 2 25. 3 82. 9 29. 5 + 4.2 +16.8 

1 ___ _ -- - ·--·- - 0 379.1 36. 9 9. 7 70. 8 18. 7 + 9.0 +92.1 
l .... .... . ... ... 1 1, 275. 4 190. 8 15. 0 194. 7 15. 3 + 0.3 + 2.1 

1- -······--- . ·- 8 181. 8 0.0 0.0 3. 3 1. 8 + 1.8 ----- ---
2 .... ...... -- - - - 0 25, 231. 3 9, 209. 5 36. 5 8, 428. 8 33. 4 - 3.1 - 8.5 
2 .. __ ____ ___ --- - I l, 512. 5 221.1 14. fi 86. 4 5. 7 - 8. 9 -61.0 2 ____ ______ ---- - 2 8, 518. 3 340.E 40. 0 56. 7 0. 7 - 39.3 -83.3 
2 ____ ______ --- -- a 4, 185. g 119.0 2.8 137. 4 3. 3 + 0.5 +15.1 
2 ____ ______ _____ _ 4 1, 650. 0 10.3 0.6 112. 9 6.8 + 6.2 +iooo.o 
2 ____ ______ --- -- 6 445. 2 74. 0 16. 6 35. 5 8.0 - 8.6 -51.4 
2 ____ ______ __ 6 1, 117. 9 148. 4 13. 3 124. 1 11. 1 - 2.2 -16. 2 
2 ____ ___ ___ __ ::-:: 7 2, 795. 7 378. 9 13. 6 442. 5 15. 8 + 2.2 +rn.9 2 ____ ___ ___ __ ___ 8 193. 8 0.0 0.0 6. 5 3. 4 + 3.4 ---- -- --
3 ____ ___ ___ __ ., •• 0 45, 720. ~ 23, 748. 7 51. 9 25, 337. 6 55. 4 + 3.5 + 6. 7 
3_ --- --- - -- --- l 2, 420. 4 875. 2 36. 2 676. 8 2R. 0 - 8. i -22.6 a ____ _______ ::: 

2 58, 901. 1 1, 670. 8 2. 8 1, 125. 5 1.9 - 0.9 -32. 6 
3 ____ ·----- · · · - ~ 13. 076. 2 3, 223. 1 24. 6 2, 883. 4 22. 1 - 2.5 -10. 5 3 ___ ____________ 

4 4, 628. 5 786. 3 17. 0 803. 0 17. 3 + 0.3 + 2.2 
3. - ----··--··-·- 5 1, 513.1 338. 9 22. 4 515. 7 34. 1 +11. 7 +52.2 3 ___ _____ _______ _ 

G 4, 224. 9 1, 063. 0 25. 2 1, 373. 7 32. 5 + 7.3 +29.2 
3_ --- 7 6, 726.1 2, 180. 9 32. 4 2, 926. 3 43. 5 +11.1 +34.2 
3.. -- ~::~::: ::: 8 951. 8 241. 3 25. 4 263. 8 27. 7 + 2.3 + 9.1 
4 ___ ___ ____ _ 

- - - - 0 24, 291. 8 9, 948. 0 41. 0 10, 948. 0 45. 1 + 4.1 +10.1 
4 __ __ • ·-· - --- - l 1, 118. 1 217. 2 19. 4 251. 0 22. <t + 3.0 +rs. 6 
4. --- -- --·- - - - - - II 2, 412. 1 524. 4 21. 7 524. 8 21.8 + 0.1 + 0.0 
4 .. . ........ --- - 3 4, 715. 7 847. 7 18. 0 930. 4 19. 7 + 1.7 + 9.8 4 ___ _____ _ 

- - - - 4 10,517.3 1, 391. 4 13. 2 725. 2 6.9 - 6.3 -47.9 
4 ... .. . . __ ____ __ 6 2, 017. 9 274. 2 13. 6 372.1 18. 4 + 4.8 +35.7 4 ___ ____ ___ ____ __ 

ij 4, 204. 0 799.0 19. 0 659. 3 15. 7 - 3.3 -17.5 4 ___ ___________ __ 
7 3, 324. 5 582. 6 17. 5 957. 4 28.8 +11. 3 +64.3 

4 ... . ... . . . ...... 8 392. 2 68. 8 17. 5 107. 9 27. 5 +10.0 +56. 7 

5_ --· · . ---- - -- - -- 0 12, 348.1 6, 199.9 60. 2 6, 484. 1 52. 5 + 2.3 + 4.6 
5---- ···--- ·-·· l 789. 2 417. 0 52. 8 273. 5 34. 7 -18. 1 -34. 5 5 ____ 

2 1, 255. 6 624. 0 49. 7 391. 9 31. 2 -18. 5 -37.2 
5 . ••••. • :::: ::::: 3 2, 468. 3 950. 6 38. 5 1, 001. 5 40. 6 + 2.1 + 5.4 
5. · - - ·--· - · ·· - 4 3,378. 9 881. 0 26.1 742. 4 22.0 - 4. 1 -15.8 

5 • • ·· ··--····· ·· - 5 1,981. 7 233. 4 11. 8 335. 6 16.9 + 5. 1 +43. 7 5 ____ ____________ 
G 3, 900. 1 1, 153. 9 29.1 783. 7 19. 8 - 9. 3 -32. l 

5 .. . . ............ 7 2, 528. 8 606. 6 24. 0 931. 2 36. 8 +12. 8 +53. 6 5 ______ ________ 
8 342. 5 114. 0 33. 3 71. 7 20. 9 -12. 4 -36. 8 

6 ____ ____ ___ .. __ 
0 21, 119. 2 10, 272. 4 48. 6 10,569. 9 50.0 + 1.4 + 2.9 6 ___ _________ 
J 908. 2 286.1 31. 5 332. 0 36. 6 + 5. 1 +16.1 

6 .. - - -·----······ 2 1, 689. 9 689. 2 40. 8 616. 4 36. 5 - 4. 3 -10. 6 6 ___ _____________ a 2, 073.1 1, 018. 7 49.1 904.1 43. 6 - 5. 5 -11.3 
6 ....... ... . ... ··- 4 2, 530. 9 693. 0 27. 4 595. 2 23. 5 - 3. 9 -14.1 
6. - -- ----- ---- · •• 5 l , 804. 5 469.1 26.0 413. 1 22.9 - 3. 1 -11.9 
6. --- ······--- •• u 10, 869. 1 1, 545. 7 14. 2 2, 131. 9 19. 6 + 5.4 +37.9 6 ____ __________ 

7 3, 623. 6 582. 9 16.1 1, 054. 3 29. 1 +13.0 +80.8 
6 ___ .. ........ ---~-· 8 353. 5 112. 0 31. 7 65. 2 18. 4 -13. 3 -42.0 

7. ---------- -- 0 15, 750. 7 6,315. 9 40.1 4, 922. 6 31.3 - 8.8 -22.1 
7 ................ l 553. 0 68. 4 12.4 53. 7 9. 7 - 2. 7 - 2. 7 
7. - · · ······----- 2 876. 5 164. 5 18. 8 71. 0 8. 1 -10. 7 -57.1 
7 •• a 707. 6 99. 6 14.1 134. 2 19. 0 + 4.0 +35.1 
7 •• _: : :: ::::~:: 4 436. 5 51. 4 11. 8 47. 7 10. 9 - 0.9 - 7.8 7 ______ _________ 

6 448. 0 22.2 5. 0 15.8 3. 5 - 1.6 -27.0 
7 . . ............. . 6 !, 884.1 107. 0 5. 7 127. 2 6. 8 +1.1 +is. 1 7 ___________ _ 

7 20, 788. 9 4, 955. 0 23. 8 2, 242. 2 10. 8 -13.0 -54.8 
7 • • •• •••••••••••• 8 2, 405. 4 158. 4 6. 6 81. 4 3. 4 - 3. 2 -48.6 

8 . •• • •• .• ••• ••••• 0 17, 338. 0 5, 915. 4 34.1 4, 579. 7 26. 4 - 7. 7 -22. 6 
8 __ -- ···----- --·· 1 911. 0 102. 4 11. 2 19. 0 2. 1 - 9.1 -81.0 
8 . .... ......... - .... 2 1, 029.1 55. 0 5. 3 58. 5 5. 7 + 0.4 + 5.4 
8 . • .•• 3 738. 3 22. 2 3.0 62. 2 8. 4 + 5, 4 +180. 2 8 ___ __________ 

4 447. 3 22. 7 5. 1 41. 8 9. 3 + 4.2 +83. 1 8 ____ ___________ s 175. 7 o. 0 a.o 4.0 2. 3 + 2.3 - - - -- ---8 __ ______ ____ __ 
G 1, 447. 5 34. 0 2.3 55. 9 3. 9 + 1.6 +64. 7 

8 . •• 7 11, 169. 4 1, 833. 4 16. 4 584. 1 5. 2 -11.2 -68.1 
8 . •• • ::::.:::::::: 8 6, 435. 4 541. 2 8.4 255.1 4. 0 - 4. 4 -52. 8 
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Table 6.-Modal split between each of survey area sectors nonwork trips 

Sector 1955 0-D data BPR test estimates 
Percentage Percent 

All modes point trip 
Destina- Transit Percent Transit Percent difference difference 

Origin ti on trips transit trips transit 
usage usage 

Percent Percent Percent Per ten I 
o __ ·- ------ -- · · · - 0 2, 376. 4 803. 8 33. 8 1, 206. 9 50. 8 +11.0 +50.2 
0 .• - - ----------- 1 112. 1 0.0 0.0 39. 3 35. 0 +35. 0 

-+176~9 
o _______________ 

2 224. 0 39.8 17. 7 110. 2 49. l +31.4 Q __ __ ____________ 
3 650. 6 372. 0 57. 2 343. 3 52. 8 -4.4 -7. 7 

O- ---···· ·--· -·- 4 251. 1 40. 3 16. 0 146. 2 58. 2 +42.2 +262. 0 
0. ---- · - -------- 5 204. 2 74. 9 36. 7 87. 9 43. 0 +6.3 +17.4 Q ________ ______ __ 

6 339. 4 75. 4 22. 2 156. 5 46. l +23.9 +107.6 Q _______ __ __ ____ _ 
7 199. 7 63. 8 31. 9 152. 3 76. 3 +44. 4 +138. 7 

0--------·····-·· 8 141. 6 0. 0 0. 0 65. 1 46. 0 +46.0 --------
l_ ___ ____ ________ 

0 240. 7 67. 2 27. 9 91. 1 37. 8 +9.9 +as. 6 t ___ ---·------ 1 407. 7 0.0 0.0 1. 2 o. 3 +o.a --------
]_ _ ·-·----·-··· 2 258. 7 0.0 0.0 8.0 3.1 + 3. 1 --- - ----
I • • --- -- --- ------ 3 lo. a 0. 0 0.0 0.0 0.0 o. 0 --------
l. ------ --··----- 4 47.1 0.0 0.0 0. 5 1.0 +1.0 --------
!. •..... . . . . . .. .. 5 ------ ---- -- -- ------ -- - - --- - -- ---- -- -- · -- -- - - -- ---- - ---
L ----- ·-----·-· 6 

-- --- -~ - ----- -- -------- - --- - - - - -- -- -- --- -- - -- --------L . . ... . •...... .. 7 -------- - ------- -------- - -- ---- -------- - -- - ----1- ----------- - 8 59. 3 0. 0 0.0 0. 2 0.0 0. 0 --------

2. - -- -- -- --- -· -- 0 60l. 2 108. 8 18. 1 142. 6 23. 7 +5.6 +31. l 2 __ __ __ __ ______ __ 
1 334. 7 12. 0 3. 6 6.4 1.9 -1.7 -46. 7 

2-- · -····-··- ···- 2 2, 522. 3 57. 3 2. 3 0.0 0.0 -2. 3 ------ - -2 ___ __ ___ ______ _ 
3 524. 1 0.0 0.0 0.6 0. 0 0.0 --------

2- - -----······--· 4 13l. 5 0.0 0.0 0. 0 o. 0 0.0 --------2 ___ __ __ ____ 
5 11. 1 0. 0 0.0 0.0 0.0 o. 0 --------

2. - - ------------ 6 10.0 0.0 0.0 0.0 0.0 0. 0 --- - ----
2 . • ···---- - -- •• 7 50.8 0.0 0.0 1. 2 2. 4 +2.4 --------2 ___ _____________ 

8 44. 8 0. 0 0.0 0. 0 0.0 0.0 --------
$ _____ __________ 

0 1, 663. 8 821. l 49. 4 969. 8 58. 3 +8.9 +18. l 3 ____________ __ __ 
I 75. 2 35. 6 47. 3 42. 6 56. 6 +9.3 +19.7 

3-- - - ·--·---· - 2 297. 7 0. 0 0. 0 38. 2 12. 8 +12. 8 ---- - - --3 ____ 
3 3, 113. 5 356.0 11. 4 399.4 12.8 +1.4 +12.2 

3. --- . :::::: :: :: : 4. 402. 6 68. 6 17. 0 99. 8 24. 8 +7.8 +45.6 3 ___ __________ 
h 131. l 76.1 58. 0 94. 5 72. l +14. l +24.2 3 ____ ____________ 
6 204. 4 155. 6 76.1 66. 2 32. 4 -43. 7 -57. 5 s ______ 
7 139. 3 0. 0 0. 0 48. 5 34. 8 +34.8 --------3 ___ __ __________ 
8 11. 3 0.0 0.0 0.0 0.0 0.0 0.0 

L-------------- 0 626. 8 326. 2 52. 0 354. 8 56.6 +4.6 +8. 9 4 ______ _____ ____ 
l 9. 9 0.0 0.0 0. 0 0.0 0.0 --------

~--- ··------- - 2 162. 3 0. 0 0.0 0.0 0.0 0.0 ---- --
"--- -· ··-·------- 3 808.4 92. 7 11. 5 223. 1 27. 6 +16.1 +140. 8 
4-- --·--··· ·· -· ·- 4 1, 668. 5 57. 3 3. 4 67. 9 4.1 +o. 1 +19.2 
"- ---···--··-··· 6 133". 5 0.0 0.0 17.1 12. 8 +12.8 --------
4---- --·· · ··· -- .. 0 168. 5 0.0 0.0 50. 7 30. 1 +30. l --------4---···----- 7 3l.8 0. 0 0.0 7. 4 23. 2 +23. 2 --------
"- -·-· __ __ : ·--- .. s 39. 0 39. 0 100. 0 28. 8 73. 8 -26. 2 -25. 6 

5 __ - -·----· ·----- 0 569. 5 369. 5 64. 9 306. 6 53. 8 -11.1 -17.0 5 __ _________ ____ _ l 11. 6 o.o 0. 0 0.1 0.0 0.0 --- ---- -5 ______________ 
~ --- ~-- · - ----- -- ------ ---- ---- --- --- --5 _________ ____ ___ 
3 221.3 77. 8 35. 2 67. 5 30.5 -4.7 -12.8 5 ______ 
4 319. 8 33. 6 10. 5 148. 0 46. 3 +35.8 +339. 3 5 ___ _________ _ 
5 458. 4 71. 8 15. 7 2. 9 0.6 -15.1 -96.1 5 ____ ________ 

315. 5 11. 6 3. 7 20. 7 6.6 +2.9 +77.6 
5 __ - ----- ------- 7 50. 7 0.0 0.0 25. 6 50. 5 + so. 5 --------
5 . • - - · ·---------. 8 33. 6 0. 0 0. 0 26. 4 78. 5 +78. 5 --- -----
6 ___ ___ ____ ___ __ _ 

0 712. 4 339. 8 47. 6 355. 6 49. 9 +2.3 +4. 7 
6 . . .. - - - -- - - -- - -- I 39. 8 39. 8 100.0 3,6 9. 0 -91.0 - 90. 5 
6 .... - - - - ----- - -- 2 57. 4 11. 4 19. 9 11.1 10. 3 -0. 6 0.0 5 ___ ___ ___ _______ 3 300.4 158.0 52. 6 184. 4 61. 4 +8.8 +16.5 
6 ... . -- - -- -- - -- -- 4 367. 3 11. 7 3. 2 110. 2 30. 0 +26.8 + 837. 6 6 ____ ___ _____ __ __ 6 487. 4 86. 2 17. 7 142. 0 29.1 +ll.4 +65.0 6 _______ ___ ______ ll 1, 111. 6 171.l 15. 4 147. 9 13. 3 -2.1 -13. 5 6 ________________ 7 134. 2 0.0 0. 0 34. 5 25. 7 + 25. 7 --- - ----5 ________ ____ ___ _ 8 22. 0 11. 0 50. 0 15. 7 71. 4 +21.4 +45. 5 
7 __ ____ ___ ______ 

0 368.8 105. 5 28.G 140. 8 38. 2 +9.6 +33. 0 
7 __ -- - - - - - -·--·-· I 2l.1 0. 0 o.o 6. 8 32. 2 +32.2 --- --- --7 ____ __________ 2 34. 4 10. 9 31. 7 1. 4 4.1 -27.6 - 87. 2 7 ______ __________ 

3 86. 3 21.9 25. 4 11. 2 13. 0 -12.4 -48. 9 
7. - -- --- ·-------· 4 74. 6 12. 3 16. 5 0.0 0. 0 -16. 5 -100. 0 
7 __ - -- -- - ---- ···· 5 10. 7 0. 0 0. 0 0.0 0.0 0.0 o. 0 7 ______ __________ 

0 43. 1 21. 2 49. 2 17. 5 40. 6 -8. 6 -17. 5 7 ______ _________ 
7 2, 015. 5 85. 2 4. 2 115. 9 5.8 +1.6 +36.4 7 _________ _______ 

229.0 0.0 0.0 12. 1 5. 3 +5.3 --------
8 __ ____________ __ 

0 357.8 65. 4 18.8 48. 7 13. 6 -4. 7 -26. 0 
8 • • ···-. ------ ·-- 1 57. 3 0. 0 o.o 0.0 0.0 0.0 0.0 8 ____ ___ ___ 

2 108. 3 31. 5 29. I 0. 0 0. 0 -29.1 -100. 0 
8- - -- ---- ·-··· -- 3 45. 9 23. 6 5l. d 0. 5 1.1 -50. 3 -100. 0 8 ___________ 

4. 11. 6 0.0 0.0 0.0 0. 0 0.0 0.0 
8 ... . 

. _________ .. .5 11. 3 0. 0 0. 0 0.0 0. 0 0. 0 0.0 
8. - - -· ----- ·-·· 6 33. 2 0. 0 0.0 0.0 0. 0 0.0 0. 0 8 ____ ___________ 

7 433. 3 0.0 0. 0 1.8 0. 4 +o. 4 --------8 ____ __________ _ 
8 1, 696. 3 100. 1 5. 9 12. ·a 0. 8 -5.1 -86.9 
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Modal Split to Nonzero Sector Destinations. -Results of the analysis of test results 
obtained with the modal split technique for nonzero sector destinations, as indicated in 
Table 3, strengthen the conclusions reached from data shown in Tables 1and2. That is, esti­
mates for zero sector trips were more reliable than estimates for nonzero sector trips. 

Modal Split from Each Corridor to CBD. -Table 4 indicates that the amount of trans ­
it travel along individual corridors or s ectors to the downtown area shows a greater 
dispersion than does the areawide test estimate. The sectors considered are shown in 
Figure 2. An analysis of the test results indicated a geographical bias in the estimates 
of modal split for work trips. Sectors 1, 2, 7, and 8 are all west of a line set by Rock 
Creek Park and the Potomac River. For these sectors the estimates of transit trips 
were about 16 percent less than shown by the 0-D data. For all sectors east of this 
line, a 6 percent overestimate of transit trips was obtained with the modal split tech­
nique. 

The nonwork trip dispersion was far greater than dispersion for work trips in this 
test, but the test result for the nonwork trips does not indicate the same geographical 
bias as the work trip estimate. The total estimate (work and nonwork) shows the same 
geographical bias as the estimate for the work trips because the number of nonwork 
trips was relatively small. Knowledge of the weakness of the modal split in providing 
reliable estimates for transit travel along corridors to the CBD is particularly impor­
tant because these corridor movements are used for system planning when transit usage 
must be estimated for some future period. 

Modal Split Between Survey Area Sectors. -The data on the modal split between sur­
vey area sectors given in Tables 5 and 6 were used in the development of the previously 
discussed tables. The test results for dispersion in trip estimation between sectors 
did not follow any clearly observable pattern. The tables are presented for reference 
purposes. 

Analysis of District- to-District Transit Trips. -Tables 7 and 8 present the zone-to­
zone transit trip files for both the test estimated and 0-D trips as summarized into 
district-to-district movements for the 68 districts within the 1955 0-D survey area. 
These movements were classified into volume groups, in accordance with the 0-D sur­
vey movements, and compared. The statistical procedure used was the root-mean­
square (RMS) error analysis (J): 

RMS error 
n 
:E (O-D - model) 2 

i= 1 
n 

Table 7 .-Root-mean-square-error analysis of district-to-district transit work trips 

Total' Mean 
RMS Percent 

Volume group Frequency error RMS 
0-D Lrips BPR test 0-D trips BPR test error 

estimates estimates 

6.0-9.9 . -- ------····· •. - --- 13 125. 2 99. 4 9.6 7.6 13. 7 142.4 
10.0-14. 0 •• 203 2, 237. 6 1, 229. 6 11. 0 6. 1 12. 9 117. 2 16.0-10.L_:::::::-:::::::::::: 3 55. 7 103. 7 8. 6 34.6 24.4 131.3 
2().0-24.0 ... . .... -- ··- - •• ·- -• - 72 1, 589. 3 1, 127. 3 22.1 15. 7 22. 9 103.9 
25.0-20.0 •. --- --- . ---- --·-· •• 10 277. 2 382. 8 27. 7 38.3 43. a 156.3 :io.o-so.o ____ ______ ________ 

274 9, 711. 9 8,353. 0 35. 4 30. 5 31. 6 88.8 
~o.o 9.0 ...... . ............... 112 4, 746. 6 3, 389. 2 42.4 30.3 29.G 69. 9 

60.0-59.9 ___ ......... - • . • • - •• • 33 1,822. 4 1.186. 3 55. 2 36. 0 ~4. 0 61.(1 
G0.0-71 .0 .... .... ------- - - -· ··- 98 6, 624.1 6, 345. 5 67. 6 64.8 54.2 80.2 76.\1- 90.o. __ , __ ____ _______ 90 7, 366. 9 5, 454. 5 81. 8 60. 6 47.6 58. 0 
J00.0-121.0.~- - - ---.-- -- ••• 79 8, 961.4 7, 914.1 113. 4 100. 2 62.8 55_<(. 
125.0-H9.1L--.- ·--· ······- 31 4,319. 7 3.130. 6 139.4 101. 0 64.2 46.1, 
160.IH99.U.. ••• • - 187 48, 308. 0 44. 268. 4 258. 3 236. 7 102. 0 39. 6 
500.0 nn<l morn •••• ::::::::::: 43 34, 910. 4 31, 973.1 811. 9 743.6 239. 2 29. 6 

TOTAL ___ __ -- __ .- ........ --- -· · 1,248 131, 056. 4 114, 957. 5 

1 Difference in totals caused by certain movements having zero 0-D trips and some model trips. 

(6) 



'Table 8.-Root-mean-square-error analysis of district-to-district transit non work trips 

Totall Mean 

Volume group Frequency 
0-D trips BPR test 0-D ~rips BPR test 

estimates estimates 

5.0-9.9 ________ __ __ -- - -- - - - - -- 4 38.2 34.1 9. 6 8. 5 10.0-14.9 _______ ______ ______ 
60 660. 7 280. 7 11. 0 4. 7 

15.0-19.9 ______ - -- ---- --- - - - - -- 1 18. 2 0 18. 2 0 20.0-24.9 _______ _______ _ 
11 239. 7 123. 7 21. 8 11. 2 

25.0-29.9 ______ - · --- - - - - - --- 3 89.1 58. 1 29. 7 19. 4 30.o-39.9 __ _ _ _________ ____ ~ 
58 2, 127. 3 1, 328. 7 36. 7 22. 9 

40.<H9.9 __ _ ___ ____ • • --- ---- 18 741. 6 609. 6 41. 2 33. 9 

50.0-59.9 _____ - - - -- - - - - - --- - • •• 1 56. 6 65. 4 66. 6 65. 4 
60.0-74,9 ____ - - - - -- - - - -- - -- - - •• 4 277. 1 158. 9 69. 3 39. 7 
75.0-W.9 __ ---- -- - -- --- -- - - - ··- 7 565. 2 347.1 80. 7 49. 6 
100.1).124.9 _______ ______ ______ 4 452. 8 566. 9 113. 2 141. 7 
125.0-149.9 ____ -- -- - ---- -- - ---- 0 

- ff1:0· 150.0-499. 9 ____ - -- -- - - - - - -- - - - . 2 347. 9 294. 9 147. 4 5()0.0and above ___ _____ ____ _ 0 

TO!AL • • • • •• • •• ___ __ _ · -· 173 6, 614. 4 3, 868. 1 .,:._ _• ___ 
1 Difference in totals caused by certain movements having zero 0-D trips and some model trips. 
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Table 9.-Cumulative trip length freque n cy 
data 

Accumulated percent of 

Time incre-
transit trips Percentage 

point 
ment difference 

1955 BPR test 
0-D data estimates 

Minule Percent Percent Percent 
0-9 •. ------- 10. 85 10.57 -0.28 
0- 19_ 

· ····~--
41-25 37. 90 -3.35 

0-29. ..... -- ..... 71. 27 69. 00 -2. 27 
0- 39 . 90.93 90. 01 -0. 92 
0-49 ... ::::::: 97. 27 97. 60 +o.33 
0-59 . 99. 34 99. 50 +0.16 
0-69 __ : ::::::: 99. 89 99. 90 +0.01 

where 

0-D 

model 

movement between pair of 
districts from 0-D survey 
for a specified volume group; 
movement between the same 
pair of districts from modal 
split procedure; and 

n = number of 0-D pairs in 
volume group. 

The percent RMS error, equal to the 
RMS error divided by the mean 0-D volume 
for the volume group, was used as the 
measure of comparison to relate the ac-
curacy of the test results obtained from 
the model to the 0-D survey data and also 
to state the accuracy of the 0-D survey 

volumes . The Washington, D. C. , 1955 survey was made with an average dwelling 
unit sample of 6. 2 percent. From the results of previous research (7), the percent 
RMS errors to be expected from such a sample were known. For both work and non­
work trips, the percent RMS error between the estimate of transit trips produced by 
the modal split technique and the 1955 0-D survey estimate of these trips is less than 
the error expected in the expanded 6. 2 percent sample of survey volumes. 

If the comparison had shown a greater error between 0-D and modal split procedure 
transit trips than was shown between the 0-D trips and actual trips , it could be stated 
that the estimate of actual transit trips made with the model was worse than the esti­
mate made by the 0-D survey. However, the results obtained only indicate that the 
variation between the 0-D and model estimates was less than the variation in the sur­
vey. On this basis, the modal split procedure would appear to give reasonable results. 

Trip Length Frequency. - Figure 3 presents a comparison of trip length frequency 
distributions from the 0-D survey and modal split estimates for work trips. The modal 
split procedure produced an average trip length estimate just slightly longer than that 
produced by the 0-D survey, 24. 6 and 23. 5 min, respectively. The trip length distri­
butions were in reasonably close agreement. A cumulative frequency by 10-min incre­
ments is shown in Table 9 . 

SENSITIVITY TESTS 

Sensitivity tests were also developed by the Bureau to assess the reliability of the 
procedure when input variables were changed. The effectiveness of the modal split 
procedure realistically to project changes that might occur in the input variables over 
a period of time were not assessed as part of the previous evaluation. As the 1955 0-D 
survey data were a primary source for development of the procedure, a test performed 
on the same data would basically indicate whether the procedure would recreate the 
information from which it had been developed. The sensitivity tests were made be­
cause the change in the modal split that would be predicted if, for example, the head­
ways on the transit system were halved had not been measured against the 1955 0-D. 

The tests with the 1955 0-D data and the sensitivity tests were made concurrently, 
necessitating use of the 1980 NCTA estimates as a basis for the sensitivity tests. Data 
developed by the NCTA for 1980 were used for all sensitivity tests, except for the 
changes made in items selected for testing purposes. Only work trips were evaluated . 
This evaluation was made by using person trip estimates from 1980 land-use plan B 
(corridor plan). Inputs changed were transit fare, median income, automobile parking 
delay and walking time, transit waiting and transfer times , parking costs, transit 
vehicle times, highway vehicle times, parking costs in combination with automobile 
excess times, and highway times in combination with parking costs and automobile trip 
walking times. In these sensitivity analyses, feedback between the automobile and 
transit systems and the estimates of the usage of the systems was not considered. 
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Procedure 

The modal split computer program is designed to permit changes in input data with 
a minimum of effort. Certain parameters may be varied by changing a single constant 
on an input punch card; others require substitution of one input tape. As summarized, 
13 runs of the model were made. Initially only one parameter was changed per run. 
In two of the last runs, several parameters were changed so that joint effects could be 
analyzed. Although the changes were not necessarily intended to reflect realistic 
changes in system operation, they were made so that justifiable conclusions could be 
drawn as to the effect of the change in a particular parameter on the estimated modal 
split. 

Base-NCTA Run 23. -NCTA run 23 was used throughout the sensitivity analysis as 
a base for comparison purposes. It was the final ru_n for the 1980 NCTA plan B (corri­
dor plan) morning peak traffic hour (7:30 to 8:30) work t,rips . The output data were 
NCTA's final estimate for this land-use plan and its r ecommended transportation sys­
tem. 

Sensitivity Test A. -A $0 .15 fare increase was applied to each zonal interchange. 
This change was accomplished by changing the transit fare matrix and rerumting the 
model; NCTA run 23 data were used for all other inputs. 

Sensitivity Test B. -The 1980 zonal incomes were factored by 1. 5. This change 
effectively raised the median economic status areawide to 50 percent above the 1960 
level. Because the 1980 income distribution is related to the 1980 land-use plan, the 
change (1960-1980) was not necessarily 50 percent for each zone. 

Sensitivity Test C. - One minute was added to both the parking delay time at the 
destination and the time spent walking from the parking space to the ultimate destina­
tion . These two items constitute the denominator (excess time via automobile) in the 
level of service ratio. 

Sensitivity Test D. -The time spent waiting for transit in the origin zone and the 
time spent transferring between transit vehicles was factored by 1. 5. This was equiva­
lent to a drastic cutback in transit service. This change had a large effect on the level 
of service ratio and a lesser effect on the travel time ratio. 

Sensitivity Test E. -Parking costs, which were applied only to zero sector zones, 
were doubled. 

Sensitivity Test F. -The transit vehicle travel time between all zones was factored 
by 0. 75. This, in effect, speeded up all t ransit vehicles. 

Sensitivity Test G. -The automobile time on the highway system was factored by 
O. 75, in effect increasing the speed of automobile travel between all zones. 

Sensitivity Test H.-Transit fares we1'e doubled. This run, which parallels sensi­
tivity test A, was designed to evaluate the range of application of the cost ratio curves . 

Sensitivity Test I. -The excess automobile times for 1980 we1·e replaced by the 1955 
estimates of these times used for development of the modal split curves. 

Sensitivity Test J. -The transit vehicle travel time was factored by 1. 5. 
Sensitivity Test K.-The 1980 estimates of parking costs, parking delay time, and 

walking time to the ultimate destination from the parking place were replaced by 1955 
0 -D survey data used for the development of the relationships. This test was designed 
to determine U1e effect on transit usage caused by changes in automobile terminal con­
ditions (1955-1980). 

Sensitivity Test L. -Highway travel times were factored by 0. 75, parking cost by 
O. 66, and walking time from the automobile parking place by 0. 66. This test was 
designed to evaluate the effect of changes favorable to highway travel. 

Sensitivity Test M. -Median incomes (1980) were factored by 1. 2, This run paral­
leled sensitivity test Band was designed to evaluate the procedure's sensitivity to a 
modest increase in median incomes. 

Results 

Table 10 details the results of the 13 sensitivity runs. Results from each run are 
not discussed individually, but the runs have been related to the four main modal split 
variables. Trip purpose was not considered because only work trips were evaluated. 
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~ 1 
~1 

~1 

~ 1 

~ 1 

Economic Status, -The economic status 
variable indexes the set of 16 out of 80 
diversion curves for each purpose that will 
determine the modal split. The five levels 
of economic status were determined by the 
following groupings of median income of 
workers: 

Group 1 
Group 2 
Group 3 
Group 4 
Group 5 

$0-2,499 
$2, 500-3, 999 
$4, 000-5, 499 
$ 5, 500- 6, 999 
$7,000+ 

Tests B and M were designed to analyze 
the sensitivity of the modal split procedure 
to variations in economic status . The re­
sults show that the modal split procedure 
is relatively insensitive to changes in eco­
nomic status. The number of h'ansit pas­
sengers declined 2. 4 and 4. 5 p~L·ctml, 
respectively, in relation to increases of 
20. 0 and 50. 0 percent in median income. 

Figure 4 illusti·ates five modal split 
curves (percent transit usage vs travel 
time ratio) for the five levels of economic 
status when the other variables were not 
changed; level of service was ratio 1. 25 
and cost ratio was 2 . 50 . For time ratios 
favorable to transit-shown to the left of 
the vertical dashed line (travel time ratio 
of 1.00) in Figure 4-economic status 5 
exhibits a higher split to transit than eco­
nomic status groups 2, 3, or 4. As time 
ratios became less favorable for transit, 
the split to h•ansit became inversely re­
lated to income level. In other words , the 
relationships developed indicate that people 
having higher incomes ru:e more apt to use 
good transit than those having low incomes; 
conversely people having high incomes 
are less apt to use poor transit than those 
having low incomes. 

The characteristics noted of these par­
ticular modal split relationships tend to 
explain the relatively small areawide 
change in modal split in relation to large 
changes in median income. The modal 
split procedure indicates that for the zonal 
interchanges having time ratios favorable 
to transit, an increase in the split to 
transit usage occurs according to increases 
in economic status, as more zones fall 
into the economic status group 5. Con­
versely, for those interchanges having 
less favorable time ratios, a decrease in 
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transit usage occurs as median incomes increase. This finding was confirmed by the 
analysis showing the higher decline in non-CED-oriented trips (15. 4 percent) as op­
posed to the trips that were CED- or iented ( 1. 7 percent) . These joint effects tended to 
cancel areawide variation in modal split caused by changes in median income. The 
modal split procedure appeared to be sensitive to changes in economic status on a zonal 
basis but not on an areawide basis. 

Cost Ratio.-The cost ratio variable was the ratio of the out-of-pocket costs via each 
mode. Sensitivity tests A, E, and H were designed to evaluate the sensitivity of the 
modal split technique to the cost ratio. Tests A and H indicated that the range of sensi­
tivity of the cost ratio is fairly narrow as a result of the mechanics of the cost ratio 
calculation. Four levels of cost ratio are specified by the modal split procedure. Be­
tween the first and the fourth levels, the cost ratios were, in effect, continuous be­
cause of interpolation between levels. However , cost ratios lower than those of the 
lowest level (0. 25) or higher than the highest level (3. 00) were considered to be equal 
to the high and low ratios. In other words , a cost ratio of 6. 00 or 12. 00 was considered 
to be no different than a cost ratio of 3. 00. 

Increases in transit fares had only a minor effect on the modal split . When a $ 0. 15 
increase in fares was applied to each zonal interchange-from an average base of 
$0.35-transit patronage dropped 5.0 percent overall. An examination of the cost 
ratios from this test indicated that the resultant ratios were predominantly on the maxi­
mum level. To prove this, fares were doubled for test H, and the decline in patronage 
from the base was 7. 8 percent, or only 2. 8 percent more than the decline caused by the 
$0 .15 increase. This decline of 7. 8 percent probably closely approaches the maximum 
decline in patronage caused by fare increases that the model would predict. When 
transit costs were held constant and parking costs in the downtown area were doubled 
(test E), estimates for transit trips to downtown increased 7. 7 percent. The modal 
split procedure was sensitive to changes in the cost ratio only in a very limited range . 
From the drastic changes in the cost ratio variable-doubled transit fares to double 
parking costs-the number of estimated riders ranged only from 99, 752 to 115, 972. 

Service Ratio. -The service ratio , also termed the excess time ratio, relates the 
service available by private automobile in terms of the portion of the trip time spent 
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Table 11. - Comparison of alte1·nate esti­
mates of transit waiting times 

District 

l ___ __________ __ ___ _ 
6 _____ __ ____ _______ ___ _ 

ll_ _ - - --- - - - - - - --------
16 ____ ---- - -- ----- ---- -22 ____ ____ __ __ , _____ _ 
27 __ ______ __ _______ -- -
32 ____ ____ ________ - --
37 ____ __ _____ _______ _ 

Transit waiting t ime esti­
mates from-

Curve devel­
opment 

1.2 
2. 7 
3. 0 
4. 6 
4. 0 
7. 2 
1. 7 
7. 8 

Test made 
with 1955 
0-D data 

3. 9 
4. 0 
4. 7 
4. 2 
2. 0 
5. 6 
4. 1 
8. 5 

outside the means of conveyance (automo­
bile or transit). Tests C, D, and I were 
designed to evaluate the sensitivity of the 
modal split technique to changes in the 
level of service ratio. By factoring the 
waiting and transfer times for transit by 
1. 5 (test D) , transit service was, in effect, 
reduced. For example, trains running on 
10-min headways would have 15-min head­
ways . This change caused a decline in the 
estimate for transit trips of 15. 1 percent. 
To show the possible variation in estimates 
of this type , a comparison was made of 
selected district transit waiting time esti­
mates developed for the 1980 application 
with estimates developed for the tests 

applying 1955 data (Table 11). 
at different times. 

Each of the estimates was made by the same person but 

It is emphasized, however, that the estimates for the BPR test against 1955 0-D 
data were adjusted to the curve development estimates before their use for the test, as 
previously explained in the material on input factors. To test the sensitivity of the 
denominator of the service ratio, 1 min was added to both the automobile parking delay 
time and the walking time from parking place to ultimate destination (test C) . This 
change had drastic effects; transit patronage estimates were increased by 32. 7 percent. 
CED-oriented trip estimates were increased by 10 . 3 percent. As the waiting and walk­
ing times for automobile trips to non-CBD areas were assumed to be 1 min each for all 
other tests, only CED-oriented trips are discussed here. 

Test C indicated such a high sensitivity of the procedure to automobile associated 
waiting and walking time that an additional test was designed. The parameters developed 
for these times in the test of the 1955 0-D survey data were substituted for the 1980 
estimated times in test I. When these 1955 test parameters were used, the estimation 
for transit trips to the CBD declined 20. 8 percent. 

The results of these tests indicate that the modal split procedure is highly sensitive 
to the service ratio within the range of realistic input variables. Because of the rela­
tive difficulty in accurately estimating waiting and walking times, the procedure ma.y 
be too sensitive to this parameter. A determination must be made as to whether walk­
ing and waiting times are as pivotal a factor in the choice of a mode of travel as indi­
cated by the sensitivity test results. 

As for the cost ratio, fixed limits for upper and lower levels were established for 
the service ratio. However, unlike the cost ratio, the range of percent transit usage 
was extremely broad between limits. For example, when the other parameters were 
held constant at given levels, the modal split might vary from 70 to 50 percent in rela­
tion to the maximum change in cost ratio . By varying the level of service ratio between 
its maximum and minimum values and holding all other parameters constant, a typical 
range in modal split might be from 70 to 30 percent. 

Travel Time Ratio.-The travel time ratio consists of the portal-to-portal time via 
each mode, including waiting, walking, and transfer times. Sensitivity tests F, G, and 
J were designed to evaluate the sensitivity of the procedure to travel time ratio. A 
review of all three outputs showed that the model was adequately sensitive to changes 
in travel time. For trips in the less favorable time ratios, that is, those characterized 
by the non-CED-oriented trips, the procedure was more sensitive to the travel time 
ratio than in the areas having ratios favorable to transit. The maximum areawide 
change of 13. 8 percent in patronage estimates occurred when transit times were fac­
tored by 1. 5. These output figures showed that the procedure was sensitive to travel 
time ratios but that the effects of minor time changes, such as varying speeds on a 
given route section, would be very hard to detect. 

Combined Va riables . -Sensitivity tests Kand L were designed to determine the joint 
effect of varyi11g s everal parameters at the same time. Changing an individual param-
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eter provided a good picture of the relative sensitivity of the procedure to the change 
in the variable. However, because the modal split procedure exhibited different degrees 
of sensitivity over certain ranges, it was very difficult to evaluate the joint effect of 
changes in more than one parameter. For example, a 25 percent decrease in transit 
times might cause an 8 percent increase in the estimate for transit patronage if the 
average cost ratio were 1. 5. The same decrease in transit time might have an entirely 
different effect if, because of changes in fare structure, the average cost ratio were 2. 0 . 

When parameters used in the test of 1955 data for parking costs and automobile wait­
ing and walking times were substituted (test K) , the estimated transit usage of CBD­
oriented trips dropped to 36. 3 percent from the 1980 base estimate of 57. 9 percent. It 
is difficult to draw conclusions from this particular test since the estimate for CBD­
oriented transit usage dropped below the level reported in the 1955 0-D survey. In other 
words, despite the assumptions regarding improved transit, when the 1955 terminal 
parameters for automobiles were used, the 1980 estimated percent of transit usage was 
less than the actual 1955 level. 

Test L, which contained more favorable assumptions regarding 1980 automobile 
travel conditions (higher automobile speeds, lower parking costs, and shorter walking 
times) showed a 25 . 5 percent areawide drop in estimated transit trips. Approximately 
one-half of this change can be related to the factoring of highway times because test G, 
in which the same highway time change was isolated showed a patronage decline of 13. 2 
percent. Because the procedure is much more sensitive to the level of service ratio 
than the cost ratio, the bulk of the remaining decline can be related to the more favor­
able assumptions made regarding the walking time from the automobile at the destina­
tion. 

The results of the analyses for combined variables showed the same key trends as 
the analyses of individual variables: (a) the level of service ratio far outweighs the 
other variables. in importance; (b) cost ratio plays a minor role; and (c) travel time 
ratio exhibits adequate sensitivity over its entire range. 
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Discussions 
THOMAS B. DEEN, Acting Director, Office of Plamling, National Capital Transporta­
tion Agency. -A rational and practical procedure for estimating the relative usage of 
private and public transportation systems has long been a pressing need in the urban 
transportation planning process. The modal split procedure developed for NCTA ap­
pears to be a significant step forward in filling this theoretical and methodological gap. 
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The Sosslau-Heanue-Balek report makes a valuable and necessary contribution to a 
fuller understanding of this procedure, to the implications involved in its application to 
specific planning problems, a nd to the subtle interrelationships of the variables affecting 
transit usage. The authors have treated this complicated and, unfortunately, contro­
versial subject with objectivity and fairness. 

Of fundamental importance as a test of its basic validity is the fact that the modal 
split procedure accurately reproduced the transit usage actually observed in 1955 as 
regards total areawide transit use, CBD transit use, interdistrict transit use, and 
transit trip length. It is axiomatic that public transit's greatest strength is in the de­
livery of work trips to and from the CBD. Estimating transit's ability then to attract 
CED-bound workers is essential in proper pla1mfog oi urban trans it and highways sys­
tems. The modal split procedure estimated these trips as 75, 678 missing the observed 
0-D survey by only 46 trips, an error so small that it must be considered at least 
partially coincidence. Total CBD trips estimated by the procedure were in error by 
only 1 percent. 

The authors properly point out that non-CBD trips were not as precisely estimated, 
and follow with the suggestion of development of separate non- CBD modal split relation­
ships and separate handling of such trips. As the model in its present state is a costly 
and time-consuming procedure, to complicate it further by additional stratification of 
the thinly sampled data and to raise the number of modal split curves above the present 
160 might not be the most promising approach, particularly since factors other than the 
need for separate non-CBD modal split relationships may well be more important causes 
of the lesser accuracy of the non- CBD estimate. These factors would include the in­
adequate representation of zonal parameters such as walking distances and waiting 
times to employment areas in the larger nonsector zero zones. For example, walking 
distances to bus stops for each zone, CDD or non-CBD, were estimated so as to repre­
sent average conditions to and from trip generation points within the zone. For most 
nonsector zero zones, such points are primarily residential. However, walking dis­
tances to employment or commercial areas within these zones might be very different 
from those representing the residential trip generation points. 

One disappointing aspect of the model's performance concerns the geographical bias 
observed in the synthesis of 1955 transit travel. The consistent underestimate of transit 
usage from the western side of the city and the overestimate on the eastern side are 
problems of real concern. However, the gravity model trip distribution process used 
in Washington has been observed to produce a similar bias (8). Work trips to the CBD 
from the western side of the city were consistently underestimated by the gravity model 
until adjustment factors were applied. This behavior by the gravity model has been 
considered a result of unequal distribution of income or other socio-economic factors 
between the eastern and western sides of the city. No such simple explanation suggests 
itself in the case of the modal split model because income is one of the input parameters. 

The largest percentage of error for any corridor (as indicated by comparison of the 
1955 actual and computed figures) was 22. 6 percent. However, the largest absolute 
error was 1, 473 trips over a 2 .17-hour peak period. If 60 percent of these trips are 
assumed to occur during the peak hour and the observed peak hour downtown Washington 
car occupancy (1. 8) is used, the error becomes 1, 473 x 0. 60 x 1/1. 8 = 490 vehicles 
per hour, less than one-third of that of a highway lane. Considering the limitations in 
our abilities to estimate future land use and trip distribution, this would appear to be 
well within limits acceptable for transportation planning. 

The sensitivity tests are extremely interesting and if studied sufficiently can shed 
much light on the relative importance of the numerous factors affecting transit usage. 
I concur with the authors' findings that the model is sensitive to cost ratio only through 
a very limited range and to service ratios and travel time ratio through a much larger 
range. The limited cost ratio range is not an inherent characteristic of the procedure, 
however. If data can be found for a broader cost range, the observed results may be 
incorporated into this or a similar process . 

One surprising element reported from the sensitivity tests is the high elasticity of 
transit use relative to auto terminal conditions, specifically to auto walk and delay 
times. I should like to make several comments in this regard: 
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1. One of the most attractive features of unrestricted auto travel which is almost 
impossible to duplicate with public transportation is that it begins where you want to 
begin and takes you directly to where you want to go. If, because of lack of properly 
located parking space, the auto trip must end some distance from the trip destination, 
then much of the auto convenience is lost, and public transportation is at once more 
competitive. Therefore, it is not unreasonable to suppose that auto walking time is, in 
fact, an important factor in modal split. 

2. An equally attractive feature of auto travel is that it goes when you want to go. 
If significant delays are associated with unparking-from a parking garage, for instance­
then auto convenience is reduced. Therefore, parking delay could reasonably be sup­
posed to be an important modal split determinant. 

3. Even if the preceding two points are accepted, the degree of sensitivity shown by 
the model to auto-walk-wait times would appear to justify careful scrutiny. Perhaps 
the problem lies in the use of a ratio to express the relative convenience of auto and 
transit travel. One of the characteristics of the service ratio is that the denominator 
is significantly smaller than the numerator. In fact, for the nonsector zero-destined 
trips, the denominator was 2 min and the numerator was usually 7 to 10 min or more. 
Thus, a 2-min increase represents a 100 percent increase in the denominator and a 50 
percent decrease in service ratio. A 2-min decrease makes the service ratio infinite. 
The extreme effect of this on the modal split can be seen in test C where nonsector zero 
transit trips increased 120 percent as a result of adding 2 min to auto-walk-wait times. 
The same distorting influence is operating for sector zero trips, though to a lesser 
degree because the denominator for such trips is larger. Perhaps the problem could be 
solved by quantifying the convenience factors into time difference, transit excess time 
minus auto excess time, instead of a time ratio. 

Some comment should be made concerning test Kin which use of 1955 auto terminal 
values (parking costs, auto-walk-wait times) along with the other 1980 assumptions, 
including the proposed rail transit system, produced a modal split below the 1955 level. 
I concur with the authors that this test is difficult to interpret. However, before any 
interpretation can be made, certain other items must be fully understood: 

1. Although in this test the proportion of peak hour commuters using transit to 
sector zero dropped below the 1955 level, the absolute volume of sector zero transit 
riders held about the same as in 1955. 

2. The 1955 auto terminal conditions have long since disappeared. Average parking 
costs have gone up an estimated 100 percent since 1955, due in part to a 30 percent 
increase in commercial rates, but more importantiy to an increase in the number of 
parkers using pay facilities and a corresponding decrease in the number parking free. 

3 . Test K, in addition to assuming an improved transit service, assumed a sub­
stanti~lly improved highway system over 1955, with significant increases in auto travel 
speed. An intelligent appraisal of the real meaning of returning to 1955 auto terminal 
conditions in 1980 cannot be made without evaluation of the effects on auto speeds of the 
shift of such a large number of transit riders to the highway. 

4. In fact, it can be fairly stated that the modal split at any moment is the result of 
a large number of conflicting factors that are in equilibrium. Change in any factor, for 
example, parking costs, causes a shift to auto travel. This in turn causes decreases 
in auto speed, which tend to shift travelers back to transit. Thus, the elasticity of 
modal split indicated in test K along with all the other tests must be viewed as some­
what artificial since the feedback required to reach equilibrium has not been accounted 
for. 

In conclusion it must be noted that whereas the modal split procedure appears promis­
ing, there are many elements concerning its use that are as yet unknown. The sensi­
tivity tests reported here indicate that within limitations the model responds in a reason­
able way to changes in input conditions; the 1955 transit use synthesis indicates that the 
mechanics of the procedure, the method of inputting certain of the variables, and the 
otherwise questionable procedure of representing conditions within fairly large geo­
graphical areas by averages (for example, average walking distances and income) are 
adequate. But results of these tests indicate little about the relative importance of 
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other factors that probably affect transit use, such as schedule adherence, air condition­
ing, riding comfort, vehicle esthetics, diesel fumes, subway claustrophobia, station 
shelters and parking facilities, and kiss-and-ride. Nor do we yet know much of the 
universality of the modal split relationships. Most important, we do not know if modal 
split relationships remain stable over a period of time. Finally, the entire approach 
ignores the effect of relative transit and auto use on trip distribution and generation, 
although logically it would appear that all these elements are interrelated, at least 
through land-use changes, and probably more directly. All things considered, there 
are many unknowns worthy of concern and further study. Yet, when viewed alongside 
the other unknowns in the field of urban planning, the modal split model is a significant 
advance contributing much to our understanding of the determinants of public transit 
usage. 
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WILLIAM L. MERTZ, Technical Director Tri-state Transportation Committee. -
The modal split procedure evaluated by Sosslau, Heanue, and Salek has received wide­
spread attention in the technical field. Also, the controversy over the future course of 
highway and transit development in the National Capital Region has assumed national 
proportions. I am concerned that the technician who reads this paper without more 
background and perspective mighl assume a more pessimistic view of the usefulness of 
the procedure than is warranted. I would, therefore, suggest that the other two papers, 
Development of a Model for Forecasting Travel Mode Choice in Urban Areas, by 
Von Cube and Hill, and Application of a Modal Split Model to Travel Estimates for the 
Washington Area, by Deen, Irwin, and Mertz, be studied in conjunction with this one. 

The problem of mode choice is assuming greater proportions each year. Heretofore, 
the tools to deal with the problem have been skimpy indeed. The use of time ratio 
curves alone will no longer suffice. I suggest that the reader make a judgment as to 
whether the significant factors in modal choice have been incorporated into the proce­
dure. By and large, I submit that they have. Because we need to know more about the 
effect of crowding-the standee problem-and other factors in quantifiable terms, more 
research is certainly needed. 

If the position that the major significant variables have been incorporated is accepted, 
the next question to be answered is whether a proper description of the action and inter­
action of the variables has been found. This is the subject under discussion. A review 
of the article and an inspection of the curves will reveal the different sources of data 
and the portions of the curves for which there were no data at all, the dotted portions. 
There is always great difficulty in developing a common denominator base, both in time 
and geography, for data collected from different sources . This points to the need for 
the collection of more information in 0-D surveys bearing on the mode choice problem. 
Also, changes of variables assumed to influence mode choice need to be made within 
functioning transit-highway systems and results must be carefully measured and evalu­
ated. The Demonstration Grant Program could be the instrument for such studies. 

The reader must also judge the conclusiveness of the test against the 1955 0-D data. 
The authors state that on a district-to-district basis "the variation between the 0-D and 
model estimates is less than the variation in the survey." At the same time it is stated 
that the variation between corridor movements is a particularly critical weakness of 
the modal split technique. There have been several tests of transportation planning 
techniques against 0-D data in the past. In all cases, the variation has been higher 
than we would like and leaves moot the question of how much variation is due to sampling 
and how much is due to a procedure's inability to describe an historical situation. 

The sensitivity tests of the model are particularly interesting. It should be borne in 
mind that the sensitivity tests, by their very nature, extend the parameters into the 
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dotted portions of the curves for which no data were available. The configuration and 
interaction between variables in these extended ranges, of necessity, were based on 
logic and intuition. Even so, it is not surprising that changes in fare proved to be less 
sensitive than, for example, automobile terminal conditions such as parking delay, 
walking time, and parking costs. I am encouraged that the authors stated that the model 
is "adequately sensitive to changes in travel time," which has been the backbone of mode 
selection procedures in the past. 

A point that none of the three articles brings out clearly should be emphasized. One 
of the major objectives of this development was to create a modal split computer pro­
gram to fit into and be compatible with so-called BPR battery of transportation planning 
programs. This was achieved. The modal split relationships (represented by tables) 
are input to the program just as travel time matrices, etc., are input. All of the dis­
cussion in the report concerns the evaluation of this input. Different sets of relation­
ships were used for the work and nonwork purposes. The program is operational, is 
compatible, and is usable by any study. The tabular curve relationships should certain­
ly be evaluated against data for the urban area in question and modified or completely 
reconstructed in the light of local conditions. This operational capability should not be 
overlooked. 

GEORGE B. WICKSTROM, Deputy Director , Penn-Jersey Tra115portation Study. -
When one is given the opportunity to comment on material that is in itself a comment 
on a previous paper, it is difficult to know where to begin. Comments could be directed 
to the problem (modal split), the method evaluated (diversion), or the evaluation of the 
modal test methods and results . 

The major points of the conclusions as stated in the paper included: (a) CBD and 
non-CBD trips may require stratification; (b) certain input variables (notably excess 
time) are overly sensitive; and (c) further study is required. 

Although it is difficult to disagree with these conclusions, I cannot help but feel that 
the basic approach taken to solve the problem of predicting modal split should also 
be examined. The approach investigated is a diversion approach; that is, it at­
tempts to predict the percentage of travelers who choose transit rather than the 
auto. Although it may be possible mathematically to match observed transit choice 
behavior by this method with aggregates of 0-D data available, how does one ac­
curately predict the future total number of travelers between two 0-D zones using 
all modes of travel from which to take a percentage? Isn't the ultimate answer 
desired not only the percentage on transit for each corridor, but also how many 
on transit or auto? 

It would also seem that the data available from the 0-D survey were overly stratified 
in an attempt to introduce as many of the factors influencing transit use as possible. 
A 5 or even 10 percent sample of CBD trips simply does not permit so many stratifica­
tions, as sample variability plays havoc. If home interview data are ill-suited for 
models of this type, shouldn't we collect data at the CBD end of the trip? 

One of the major reasons for collecting home interview data throughout the metro­
politan area is the present need to obtain a universe of household characteristics and 
trip interchanges. Although the day has not yet come when secondary source data and 
models have made these basic requirements obsolete, perhaps better models could be 
developed if data collection were intensified in several parts of the urban area to provide 
a statistically reliable sample for model development purposes, while collecting a 
slightly smaller uniform sample elsewhere. 

If only conventional origin-destination data are available, one is forced to predict 
transit use on an area basis and usually to ignore or generalize the effects of changes 
in system characteristics. Modal splits are made before distributing trips rather than 
afterward. 

There is also some question as to whether diversion curves can ever adequately 
predict modal split, since they usually tend to overemphasize system characteristics 
at the expense of more determining factors-such as whether or not the wife needs the 
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family car. In this regard, I notice that the model tested did not directly deal with car 
ownership. Yet , the importance of this variable in estimating transit use is illustrated 
by the fact that only 14 percent of all trips and 9 percent of nonwork trips were made in 
the Philadelphia area in 1960 by persons in families owning one car. For trips by two­
car families these low percentages were halved, and persons not owning a car made 76 
percent of their trips by transit. It would seem that the apparent effect of car owner­
ship is important enough not to be even partially ignored. 

In the Philadelphia area, only 25 percent of all transit trips have origin or destina­
tion in the CBD. A CBD-derived relationship could not be readily used to explain the 
remaining behavior, since 75 percent of the trips would then be estimated on the basis 
of relationships derived from 25 percent of the trips. 

These comments were not directed at criticizing the model, but rather at pointing 
up the difficulties inherent in deriving models of this type with conventional origin and 
destination survey data. The fact that the model behaved as well as it did underlines 
the need for continued study in this area. This is the only modal split model now avail­
able that has been derived and tested with 0-D data from several cities and that deals 
directly with relative transportation system characteristics. If the excess time factor 
were modified or eliminated, the model would serve as an important interim tool while 
awaiting the results of the further research recommended. 

The Sosslau-Heanue-Balek paper is an excellent example of the type of thorough, 
paln:::;laking model evaluation required before the problem of modal split can be solved. 
The authors have done an excellent job. 



A Research Program for Comparison of 
Traf fie Assignment Techniques 
BRIAN V. MARTIN and MARVIN L. MANHEIM 

Respectively, Research Engineer and Instructor, Department of Civil Engineering, 
Massachusetts Institute of Technology 

One purpose of this paper is to describe a computer program that 
has been prepared to compare techniques of assigning traffic to a 
transportation network. The program has been prepared princi­
pally as a research tool. However, one option permits a new type 
of assignment technique to be used involving the incremental load­
ing of the network and the use of a generation curve function to 
revise input interzonal transfers in the event of excessive network 
overloading. 

The program may be used as a research tool to perform a num­
ber of experiments on the same network and input data. These in­
clude assignment by minimum path trees, assignment by single 
paths using various increments of interzonal volume, assignment 
by a combined technique of trees and single paths, and investiga­
tion of effects of different random numbers. 

•AN INCREMENTAL traffic assignment technique has been incorporated into a more 
general traffic assignment computer program, which can be used for the comparison 
of several current traffic assignment procedures. The more general traffic assign­
ment program is termed a research tool as it is to be used in a project to develop a 
better understanding of the characteristics of both proposed and existing traffic assign­
ment techniques and is not intended to be suitable for immediate use by operational 
groups for purposes such as large-scale transportation studies. 

The more general research assignment program to be described includes the incre­
mental technique as a special case. The research program is very flexible and may 
be used in a number of ways . 

The paper discusses the difficulties inherent in the comparison of traffic assign­
ment techniques and suggests some statistics of program performance as a basis for 
the comparison of one assignment technique with another. 

To establish a framework of reference for consideration of the incremental technique 
to be described and to show the relevance of a quantitative comparison of assignment 
techniques, a brief review will be given of the development of traffic assignment and 
of the techniques now available. 

DEVELOPMENT OF TRAFFIC ASSIGNMENT TECHNIQUES 

During the development of transportation planning techniques, the use of an assign­
ment procedure has become increasingly important. In the first use of assignment 
techniques, the volume of vehicles assigned to any particular link in the network often 
did not correspond with the flows occurring in the real network. However, the tech­
nique did provide the engineer with a general indication of the volumes to be expected 
and the level of service being provided by the network under evaluation. Most of the 
manipulation of the trips to be assigned was undertaken manually and the engineer was 
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able to apply his own judgment at many stages. In 1952 the technique was summed up 
as follows: 

Traffic assigrunent is funda1nental to the justification of a pro­
posed highway facility and to its structural and geometric de­
sign, to spotting points for access and £or advance planning of 
traffic regulation and control_ measures. As yet, traffic assign­
ment is considered to be more of an art than a science. ( 1-2) 

Since 1952, the large urban area transportation studies and other planning agencies 
have developed assignment procedures to the point where less and less emphasis is 
placed on personal judgment. There are probably three main reasons for this develop­
ment of more formalized assignment techniques. First, the scale of problems attempted 
by planning studies has become very large, making manual methods too time-consuming 
and costly. Second, the general availability of high-speed electronic computers per­
mits the engineer to use more involved approaches to problems for less cost and time 
than previously. And third, the attempts to formalize other phases of the transporta­
tion planning process are aimed at the development of an integrated set of prediction 
models for the evaluation of alternative combinations of land use and transportation 
facilities. 

The result of this intensive development activity has been the creation of several 
different traffic assignment techniques. The first of these is the diversion curve tech­
nique in which the total number of trips between an origin and destination are divided 
between two routes, one of expressway characteristics and the other an arterial or 
equivalent highway (9, 10, 11). The technique originated as a solution to the problem 
of locating a single expressway relative to some existing high way. The diversion curve 
is based on data obtained from observations at some other location where two "similar" 
facilities exist. Curves have been developed for various parameters, such as time 
saved by using the expressway, ratio of time by expressway to time by alternative, 
and similar expressions for distance; in some cases curves have been developed re­
lating the cost differences between using the expressway and some other facility. In 
each case, the curve indicates for a given value of the parameter used, such as time 
saved, the percentage of drivers who will use the expressway. 

If suitable data can be found, the diversion curve approach is quite workable for a 
small network where only one additional expressway-type facility is being considered. 
However, in large networks, where the system effects are significant, other forms of 
assignment are required. Perhaps the first alternative to the diversion curve technique 
was the "all-or-nothing" or "desire" assignment technique used in the Detroit Trans­
portation Study in 1958 (1). In this procedure, the total interzonal transfer is assigned 
to the minimum time pafii between a zone pair. No account is taken of the capacity of 
the system between a zone pair during the assignment. The technique is termed desire 
assignment since it shows the volumes that would occur if everybody could choose the 
shortest route through an unloaded or constant travel time system. Frequently in 
practice, this amount of capacity cannot be provided in one corridor and the procedure 
does not effectively utilize all facilities in the network. The results of this type of 
assignment are not particularly useful in evaluating the performance of economically 
feasible networks. 

The next development was an attempt to account for the capacity of the system, 
which clearly restrains the number of vehicles that can use any particular corridor 
and, in fact, the whole system. Each program that has included this feature has done 
so in a different way, but all of the techniques are generally referred to as "capacity 
restrained." There are four techniques, each of relatively recent origin, so no attempt 
will be made to rank them in historical order. 

In the U. S. Bureau of Public Roads assignment technique an all-or-nothing proce­
dure is used without changing the link speeds during the execution of the assignment. 
On completion of one assignment the volume-capacity ratio is determined for each link, 
and the link speed is obtained from a function relating volume-capacity ratio to speed. 
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The assignment is then repeated using the revised link speeds and the new volume­
capacity ratios computed. The procedure is repeated until the speeds at the beginning 
of an assignment approximately equal the speeds obtained from the volume-capacity 
ratio- speed curve at the conclusion of the assignment. 

In the traffic assignment technique developed by the Chicago Area Transportation 
Study, the capacity restraint option operates on a zonal basis (2, 3). One zone is 
randomly selected from the possible loading zones, and the minimum path tree is de­
termined from the selected zone to all other zones. All trips from the selected zone 
are then assigned to the minimum path defined by the tree. The network is then up­
dated with new travel times calculated for the links in the minimum path tree according 
to a relationship between speed and volume. The procedure is now repeated with the 
random selection of one of the remaining loading zones and the computation of a new 
tree. The assignment is complete when each loading zone has been selected as the 
origin for a minimum path tree. The procedure does not involve any iteration since 
the network is updated before the computation of each tree, and the speeds will always 
be related to the link volumes. The Chicago technique also includes the computation of 
the interzonal transfer from the opportunity model. 

Traffic Research Corportation has developed a traffic model incorporating both 
distribution and assignment phases ( 4, 5). An initial set of minimum path trees are 
computed for the network using travel times based on an unloaded network. These trees 
are then employed to make an initial trip distribution using the gravity model and an 
initial assignment using an all-or-nothing technique, keeping the link times constant 
during the execution of the assignment. A series of curves relating unit travel time 
in minutes per mile to volume in vehicles per hour is then employed to determine new 
link travel times from the assigned link volumes. The new link travel times are used 
for the computation of a revised set of minimum path trees. A new distribution of 
trips is computed and an assignment is made: trips are assigned to the original and 
revised minimum paths in proportion to the travel times over the two routes. At the 
completion of the second assignment, the link travel times are again revised using the 
unit travel time-volume relationship. These new link times will be used to repeat the 
whole procedure with up to four routes possible between each origin and destination. 
The assignment procedure is concluded when the total number of vehicle hours of travel 
in the system becomes approximately constant. 

A technique developed at Wayne State University also involves a series of iterations 
(6). The first assignment is made using the all-or-nothing technique with travel times 
based on typical speeds for the facilities in the network. At the completion of the first 
assignment, the volume on each link is expressed as a percentage of the capacity of 
the link and used to modify the link travel time in the following expression: 

(1) 

where 

vi travel time on link for a given iteration, 

Ri ratio of volume assigned (average from all previous iterations) to capacity; and 

V 0 original travel time based on typical speed. 

The second iteration of the assignment consists of computing new trees based on the 
revised travel times and assigning the traffic evenly over the old and new paths. At 
the end of the second iteration the travel times are revised using Eq. 1. Smock de­
scribes the continuation of the procedure as follows: 

For the third pass the same procedure is followed, and such passes can 
be repeated, dividing interzonal volumes over more and more paths, un­
til capacity-adjusted speeds, on the average, come to approximately 
typical speeds. The two measures of speed will converge as assigned 
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volumes converge on capacities , Thi s particul a1· Lype of " convergence " 
will happen quickly when the network p rovides suf fi cient capacity ex­
act ly in the p laces where it i s needed , and will never happ en com­
p l etely i f t he ne t work doe s not contai n suff i cient capacity for t he 
volume s assigned to it . (§) 

It is evident from the foregoing brief summary that there are several traffic as­
signment techniques currently available. Each of the techniques that has included a 
capacity restraint has done so in a different way. Although a lot can be said, and has 
been said, about the different techniques in a qualitative manner, there is little, if any, 
quantitative data showlng the results of using different techniques on the same problem. 
Arguments for or against a particular technique are often academic and philosophical 
in nature, and may leave the practicing engineer or planner confused. In the following 
sections of this paper we will describe an iterative assignment technique which, while 
of interest in itself, has been extended to a more general assignment program suitable 
for making a number of useful comparisons between some of the existing traffic as­
signment techniques. 

AN INCREMENTAL TRAFFIC ASSIGNMENT TECHNIQUE 

When an engineer uses traffic assignment, he is attempting to simulate the manner 
in which drivers will use the network under evaluation. An assignment technique must, 
therefore, be designed to reproduce the decision-making behavior of drivers choosing 
routes. At the present time there is not a complete understanding of the manner in 
which drivers make this decision. It is fairly evident that a number of factors are in­
volved and, from the survey data available, travel time appears to be the most pre­
dominant factor. Hence, assignment techniques have been developed which assign all 
of the trips, between an orip' n and destination, to the shortest time path. 

However, to assign all drivers to the minimum time path is often unrealistic in terms 
of our knowledge and experience of the operation of existing systems. As noted pre­
viously, there are two assignment techniques that use several alternate paths between 
an origin and destination. In essence, there is a conflict between using an assignment 
principle, that of minimum time, and obtaining r esults that correspond with the opera­
tion of a real network. 

It seems likely that this conflict occurs because the assignment program is basically 
a static technique attempting to simulate a dynamic system. The driver about to make 
a trip must, consciously or subconsciously, assume that all other drivers have made 
their decisions as to which route to take, and base his own decision on his knowledge of 
the system in its present state. This knowledge will consist principally of his previous 
experience in the network. The behavior of the total population of drivers can perhaps 
be summarized as follows: each driver attempts to minimize his own travel time, 
given the state of the system as he sees it, but as drivers enter the system at various 
times, the state of the system is constantly changing. Therefore, at different times 
different routes will have the shortest travel time. From this initial statement one may 
further postulate that given these decision conditions, the travel time over all the rea­
sonable alternatives, between any origin and destination, will be approximately the same 
for a system carrying a significant volume. If this were not so, then under the decision 
framework postulated, drivers would switch routes until this "equilibrium" condition 
was achieved. Several researchers have for some time felt that equilibrium condition 
of a network is true of real systems (7). 

To reproduce this behavior exactl.yin an assignment technique would probably re­
quire more knowledge of the time distribution of trips than we have currently available 
and would involve a rather large computer program. However, the following incre­
mental technique may, in fact, assign vehicles to a network in such a way that these 
conditions of network equilibrium are fulfilled. We would hasten to point out that it has 
not been proven that other assignment techniques do not fulfill this condition, since it is 
difficult to come to any rational conclusions without experimenting with the techniques 
themselves. 
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The incremental assignment procedure consists of five phases: 

1. The random selection of a zone pair; 
2. The determination of the minimum time path between the zone pair; 
3. The use of a generation rate characteristic to determine the potential volume to 

be assigned between the zone pair ; 
4. The addition of a s mall increment of the potential volume to the minimum path; 

and 
5. The use of a volume-delay characteristic to update the travel times of the links 

in the minimum path due to the increase in volume. 

These five phases are continually repeated until, for each zone pair, the traffic assigned 
is equal to the interzonal potential volume determined from the generatioo rate char­
acteristic . The procedure is summarized in Figure 1 and is described in detail in the 
following paragraphs. 

The input assumed to be available for the program consists of five groups of data. 

1 
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INPUT DATA 

Interzonal Transfers 
Network Description 
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Figure 1. Summary of incremental assignment procedure. 
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1. Potential interzonal volumes-assumed to have bee11 prepared by a distribution 
model such as the gravity model, using ideal travel times to measure the interzonal 
separation. They are termed potential volumes since they are based on ideal travel 
times which will change during the loading o.f the network. The potential volume will 
then also be changed. 

2. Network description-includes the identification of links by node nwnbering, the 
lengths of the links, the number of lanes of road in each link, and the type of road each 
link represents. 

3. Volume-delay characteristics--relationships between link travel time (min/mi) 
and link volume (veh/hr). There is a separate curve for each type of road designated 
in the network. 

4. Volume increment-a variable set by the use1-, indicating either the percentage 
of an interzonal ti-ansfer o be assigned on each ite1·ation of the program or the ab­
solute numbe1· of vehicles to be assigned on each iteration of the program, for example, 
200 vehicles. 

5. Generation rate characteristics-indicat'ng the percentage of the input inter­
zonal potential volume that will be realized as a function of the unit travel time between 
zone pairs (which is an indicato1· of network congestion). 

The procedure commences with the generation of a random number used to select a 
zone pair from a table indicating those zone pairs to be assigned. The minimum time 
path is then dete1·mined between the zone pair. This is not a complete minimum path 
tree, but just that portion required to determine the minimum path between the two 
zone pairs (·8) . 

The nti.nin1um path time is used to compute the unit travel time (min/ mi) between 
the zone pair. The generation rate clMracteristic is now entered with this time to ob­
tain the percentage of the input interzonal potential volume that will be realized at the 
given level of network congestion. At the beginning of the assigmnent the figure will 
probably be 100 percent. Thus, if the input potential volume was 1, 000 trips, the re­
sult of the generation rate curve inspection is thal 1, 000 trips are still to be assigned 
between the zone pair being considered . The procedm'e now continues, and a check is 
made to determine the volmne that may have been assigned between the zone pair on 
previous iterations. Obviously, on the first iteration this will be zero, so the volume 
increment as specified by the input data will be added to the minimum path between the 
zone pairs. Thus, iI the input had specified a 10 percent increment, 100 trips would 
be added to the minimum path. If the input had specified an increment of 200 trips, 
then 200 trips would be added to each liltk on the minimum path. 

If the ass-ignment procedure had already completed many iterations, it is quite likely 
that trips would have already been assigned between the zone pair, and it is also pos­
sible that the network has become relatively congested. Thus, reconsidering the pre­
vious example, the generation characteristic may have indicated that only 95 percent 
of the input interzonal potential vohune should be assigned, i. e., 950 trips in this ex­
ample. Oq inspection of the trips already assigned it is !owtd that 800 of these 950 
trips have been previously assigned. Thus, iI the 10 percent il1crement is being used, 
a further 100 trips will be added to the current minimum path between the zone pair. 
II the 200-trip increment is being used, only 150 trips will be added to the minimum 
path; the zone pair will be considered fully assigned, and the corresponding entry will 
be removed from the table of zone pai1·s to be assigned. 

After an increment of volume is assigned to the minimum path, Lhe .volume-delay 
characteristic is used to determine the new link travel time, orrespollding to U1e link 
volume resulting from the addition of the increment. The volume-delay curve used 
will depend on the type of highway the link represents, as specified by the input data . 
It is, therefore, possible for several different curves to be used along the total length 
of a minimtun path. 

As soon as the network has been updated, U1e procedure returns to the initial phase, 
the generation of a random number for the selection of a zone pair. The procedu1·e is 
repeated with zone pairs picked randomly from the table of available zone pairs . As 
zone pai1·s become fully assigned, their entry is removed from the table of available 
zone pairs and, therefore, the assignment is complete when the table is empty. Any 



one zone pair may be considered, and in general will be considered, several times 
during the course of the assignment. 
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To clarify the concept of the incremental technique fu1·ther, the volume-delay char­
acteristic, the incremental loading and the generation rate characteristic will each be 
discussed in more detail. 

VOLUME-DELAY CHARACTERJSTIC 

The purpose of the volume-delay function is to relate the travel time over a link to 
the volume assigned to the link. At the beginning of an assignment the travel time over 
a link will correspond to the time required to travel the length of the link at the posted 
speed limit. As traffic is assigned to the link, the volume-delay function is used to 
increase the travel time over the link. For low volumes this increase is relatively 
small, although it may be enough to change the minimum path between a zone pair. As 
the volume reaches the opel'ating capacity of the link, the travel time begins to increase 
significantly. If the volume exceeds the operating capacity of the li11k, the travel time will 
increase rapidly. The general form of the volume-delay curve is shown on the ilow 
chart in Figure 1, where unit travel time (min/mi) is plotted vs volume (veh/hr/lane). 
The volume-delay characteristic is a link characteristic and will have a diUerent shape, 
depending on the physical properties of the link and the form of traffic control. 

INCREMENTAL LOADING 

The incremental loading affects the operation of the procedure in several ways. 
Basically, it is an attempt to load the network in a balanced manner so that all regions 
of the network approach the fully loaded condition at the same time. The incremental 
loading permits several paths to be used between each origin and destination, makes 
the incl1:1sio11 of the volume-delay characteristic more significant, and probably permits 
the network to be loaded in such a manner that the network equilibrium condition men­
tioned previously will be obtained. 

These features can perhaps best be illustrated with the aid of a simple example. 
Let us consider two zones connected by three fairly direct routes: A, B and C. At the 
beginning of the assignment the travel times over the routes are as follows: A, 9 min; 
B, 11 min; and C, 12 min. As the assignment commences, the first increment of traf­
fic will be added to the minimum path between the zone pairs, Route A. The volume­
delay function is now used and the travel time over Route A increases to 10 min. When 
this zone pair is next considered it is very likely that because of traffic assigned be­
tween other zone pairs, the travel time over Route A has increased to 11. 5 min. The 
next increment, therefore, will be added to Route B, and U1e travel time on Route B is 
increased to 12. 5 min. Further increments might then be added to the original Route 
A, increasing the travel time to 13 min. Route C is now the shortest route between the 
zone pairs and will be used for any further increments until its travel time reaches or 
exceeds the next best route, B. 

Two things can be noted from this simple example. First, the volume-delay func­
tion has more effect when small increments are added than when a very large, per­
haps the total interzonal transfer, is added, which will mean that the link becomes 
immediately congested. Second, the alternative routes between a zone pair will be 
used in such a way that the travel times will tend to converge toward a common value. 
Since the same behavior will occur between each zone pair and the zone pairs are being 
selected at random, the rate at which volume is added will be approximately the same 
for the whole 11etwork. In assignment techniques where the complete interzonal trans­
fer is added in one operation, it is possible for one section of the network to be con­
gested and an adjacent section to have no loading at all. 

GENERATION RA TE CHARACTERISTIC 

In all existing traffic assignment techniques, the total number of interzonal trans­
fers put into the program will always be assigned to the network, regardless of the re-
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Figure 2. Curves showing combined effe ct of generation rate characte r istic, volume-de­
lay characterist ic, and volume i nc rement . 

sulting state of the system. This procedure is adopted because it is assumed that the 
amount of tr avel is affected only by the land use and that the network controls only the 
actual routing of this travel. 1n effect, this says that the demaod can be predicted, 
without considering any restrictions in the supply. This assumption is probably not 
true for any product and would certainly seem questionable in the w·ban transportation 
case. It is true that this factor has been considered in an intuitive manner when making 
the initial land-use predictions. However, until very recently there has been no attempt 
explicitly to consider the effe t of the transportation netwo1·k on the amount of travel 
predicted. 

In the original formulation of the incremental assignment technique, an attempt was 
made to take into account the effect of the capacity and service restrictions of the trans­
portation network on the amount of travel generated, by the introduction of the genera­
tion rate characteristic. The general fonn_ of the curve has been shown in the flow 
char t in Figure 1, where the percentage of the initial interzonal transfe1· that will be 
realized is shown plotted as a function oI Ute unit u·avel time between a zone pair. As 
the unit travel time increases between the zone pair, and hence the network congestion 
increases, the percentage of the initial interzonal transfer realized is asswned to de­
crease. 

No theoretical formulation can be given for the generation rate characteristics and 
as yet no attempt has been made to obtain any empirical data to determine their shape. 
In fact, at the present time the curves are more an interesting idea than a workable 
concept. However, if the effect of the generation rate characteristic, the incremental 
loading and the volume-delay function are considered together the results are inter­
esting. If the volume assigned between a zone pair and the potential volume obtained 
from the generation rate characteristic ai·e iilotted as a· function of the travel time ex­
perienced between the zone pair at dilferent stages of the assignment, Figure 2 is ob­
tained. The horizontal steps in the volume assigned curve indicate the increase in 
travel time due to the volume between the zone pair being considered, and the volume 
between other zones using common links. As the travel time increases between the 
zone pair, the potential volume is reduced by the generation rate characte1·istic, the 
volume assigned is increased by increments until it intercepts the potential volume 
curve. Figure 2 might be thought of as a crude supply and demand curve for travel 
between the zone pairs. 
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The implementation of the generation rate characteristics will clearly require more 
study, and it may even tunl out that the development of more sophisticated land-use 
prediction techniques, which take account of the service characteristics of the trans­
portation network, will eliminate the need for such a function. However, during the 
development of our ideas, another interpretation of the possible use of the generation 
rate characteristic bas been considered . 

ln this second interpretation, the characteristic would be used at the end of an as­
signment to provide the engineer with more information about the deficiencies in the 
transportation network. At the present time, when the engineer is formulating a trans­
portation network to be evaluated by a traffic assignment, he is limited by the available 
information and may not determine the best location and capacity of all facilities. By 
using the results of traffic assignments, the network layout can be modified before 
further assignments. However, the results of an assignment only indicate the links in 
the network which are overloaded. They do not provide any information about the 
origins and destinati0ns of the trips involved. Furthermore, it is possible that the 
network cong·estion has resulted in the use of rather circuitous paths by some trips. 
It is thought that the generation rate characteristic could be used to provide the engi­
neer with mo1·e infoi·mation about the trips not served adequately and reduce the likeli­
hood of circuitous paths being used. 

This could be done in the following way. The generation curve would be based on 
the desired level of service required in different directions in the network, based on 
average speeds. As the network is loaded, the generation curve could be used to pre­
vent the assignment of trips between a zone pair if the level of service was below that 
desired. This would also reduce the possibility of using circuitous routes in the net­
work . At the end of the assignment the engineer could comt>are the input interzonal 
volwnes with those actually assigned, and be able to determine immediately which zone 
l)ai.rs were not being se1·ved adequate! y. The engineer may now reduce the level of 
service desired by shifting the cui·ves to the right, or provide additional capacity be­
fore the 11ext assignment. Thus, the use of the curves in the program does not change, 
but the results themselves are given a different interpretation. 

TRAFFIC ASSIGNMENT PROGRAM FOR RESEARCH 

The incremental traific assignment technique has many interesting possibilities. 
However, considerable experimentation is required before some of the features can be 
fully understood. This statement is also true of other traffic assignment techniques 
in use today and is, in fact, a general criticism of many of the models used in the 
various phases 0f the transportation planning process. The U. S. Bureau of Public 
Roads has recently been involved in a series of comparisons of the o·affic distribution 
models as an initial step toward learning more about the characteristics of models in 
use. It became cleal' in the conduct of our work at M. I. T. that much could be learned 
from a quantitative comparison of several different assignment techniques, each ap­
plied to the same problem. It also seemed possible that the incremental technique could 
be the basis for the development of a more general traffic assignment program which 
could be used for the comparison of several existing techniques. 

The operating procedure of the research assignment program is summarized in 
Figure 3 and is based on a development of the flow chart shown in Figure 1. The 
principal change in the procedure is the added flexibility obtained by revising the mini­
mum path algorithm so that either single paths, as required in the incremental tech­
nique, or complete minimum patl1 trees may be obtained. The remaining portions of 
the program have also been revised so that eith€r of the options can be used. 

Tl)e input to the program is basically the same as described for the incremental 
technique. The items added are for the procurement of additional data during the exe­
cution of an assignment to provide a better basis for the evaluation and comparison of 
the results from different techniques. 

During the comparison of traffic assignment techniques, the genel'ation rate char­
acteristic can be set to a constant value of 100 percent so that it will have no effect. 
The volume increment and the volume-delay characteristic, together with the path or 
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tree mode of operation, can be used to obtain a number of different assignment tech­
niques. 

Mode 1-all -or- nothing assignment using minimum path trees, without a capacity 
r estraint (a desi.re assignment) . 

Mode 2-all-or-nothing assignment using minimum path trees and a capacity re­
straint, operative during the execution of the assignment. This is essentially the pro-

TABLE 1 

DIFFERENCES IN OPERATING PROCEDURE TO OBTAIN 
VARIOUS MODES OF OPERATION OF ASSIGNMENT PROGRAM 

Volume-
Procedures 

Mode Volume Required Mode Specified on Delay Increment External to 
Initial Input Characteristic Main Program 

1 Trees Function for Must be 100 None 
each type of percent of 
facility rep- inter zonal 
resented by transfer. 
horizontal 
line equal to 
constant unit 
travel time 
required. 

2 Trees Volume delay Must be 100 None 
function for percent of 
each type of inter zonal 
facility as transfer. 
generally 
shown in 
Figure 1. 

3 Trees Normal vol- Must be 100 Adjustment 
ume delay percent of of link times 
curve as in interzonal according to 
mode 2, or transfer. volume-delay 
some other relationship. 
relationship. 

4 Paths Volume delay May be a None 
function for percentage 
each type of of the inter-
facility as in zonal trans-
mode 2. fer, or a 

constant in-
crement. 

5 Trees Volume de- May be a None 
lay function percentage 
for each type of the inter-
of facility as zonal trans-
mode 2. fer, or a con-

stant incre-
ment; if a 
percentage, 
should not 
be 100 per-
cent if opera-
tion is to be 
distinguished 
from mode 2. 
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cedw·e used in the Chicago Area Transportation Study program with the capacity re­
straint option, but t!Je Chicago program also included the computation of the interzonal 
transfers from the opportunity model. However, as a method of traffic assignment, 
the two programs are tile same. 

Mode 3-all-or-nothing assignment using minimum path trees and a capacity re­
straint operative at the end of a complete assignment cycle. This ls the technique 
used by the U. S. Bureau of Public Roads. The adjustments of the link speeds or 
travel times would be done outside the structure of the program as shown in Figure 3. 

Mode 4-incremental aS$ignment by single paths using a capacity restraint during 
the execution of the program. This is the incremental technique described previously. 
A complete range of possibilities exists in the selection of the volwne increment; an 
increment of 100 percent would be an all-or-nothing assignment by minimum paths. 
This mode of operation does not simulate the techniques used by Traffic Research 
Corporation and Wayne State University but is similar in as far as several routes are 
used between each origin and destination. However, in the research program, no 
iteration is involved. 

Mode 5-incremental assignment commenced by minimum path trees and completed 
with single paths, using a capacity resh·aint during the execution of the program. This 
is an extension of the incremental technique as previously described, in which the first 
increment from each zone is made on a minimum path tree basis. However, remaining 
increments are added on an individual path basis. It is reasoned Uiat this approach 
might produce essentially the same results as the original incremental technique with 
a saving of computer t ime . 

Table 1 indicates the actual operational procedures required to use the program in 
each of these modes. 

ANALYZING RESULTS OF RESEARCH PROGRAM 

In analyziJ1g the results of experiments with the research trallic assignment pro­
gram, there are two basic questions to be answered: what type of input data should be 
used for the comparisons and how ai·t:: the results of the various techniques going to be 
compared a.nd evaluated? 

The choice of a network and origin and destination data is a difficult problem. Be­
cause of the large quantities of data involved in traffic assignment and the limited re­
sourc es of a research effort of this nature, very large network problems have to be 
avoided. On the other hand, it is likely that a very small problem would not give 
meaningful results in most practical situations. A desirable feature of th network 
used, at least in U1e initial comparisons, would be a completed expressway network, 
since these are the facilities most affecting the accessibility patterns and, U1erefore, 
are likely to cause the differences in assignment technique to stand out more clearly. 
Many medium-sized cities do not have completed expressway plans, other than on 
paper, and there are no field data describing the network flows. 1\.t the present time 
we have available a network of approximately 1, 000 links and 250 nodes, with 60 loading 
zones, together with origin and destination data, fo1· 1980 based on the predictions of 
two transportation studies. The advantage of the problem is that most of the desirable 
features are present and we know the existing network. The undesirable feature is, 
of course, the lack of network flow data. 

F or the initial comparisons it is expected that this network will be used, and in the 
meantime an effort will be made to locate a complete set of data Ior use in future com­
pal'isons. Ideally, comparisons should be made between teclmiques on a variety of 
cities with different network configurations and located in different parts of the 
United states. 

The second question concerned the meU1ods to be used .for the analysis of the output 
of the research traffic assignment p1·ogram. The problem is complex in the sense that 
the amounts of data involved are very large. The problem, therefore, is to sum­
marize the large quantity of results obtained from several assignments so that the 
performa_n e of a particular technique can be interpreted conveniently, without sup­
pressing too much of the detail relevant to the comparisons. This problem was con-
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sidered in formulating· the research assignment program and is the reason behind much 
of the output obtained. There are five different sets of data available from the pro­
gram output. 

1. Link Usage Data. At the beginning of a run the user may specify any number of 
links so that each time one of the links is assig·ned traffic, the origin and destination 
and the number of trips is recorded. These link usage requests may be arranged so 
that detailed information is available about the vehicles assigned to certain key facili­
ties such as tunnels and bridges, or a particular route such as a circumferential belt, 
or fo1· the analysis of a particular screenline. The exact location of links referred to 
by link usage requests would depend on the individual network being used. 

2. Trip Length and Trip Time Data. For each iteration of the program the user 
may obtain, on an optional basis, the trip length (mi), the trip time (min), and the 
number of trips assigned. This information can be used to construct a distribution of 
trip lengths and a distribution of trip times for vehicles assigned to the network. It 
will also be useful in comparing the performance of different techniques. 

3. Minimum Path Data. The user can specify the output of minimum path data, be­
tween specified origins and destinations, during the execution of the program. These 
data can be used to obtain an indication of the number of different paths being used 
between specified origin and destinations. 

4. Intermediate Network Data. The user may specify certain intervals during the 
execution of the program when the current status of the network will be output, in 
terms of link times, link volumes, the volumes assigned and the input volume between 
each zone pair. The intermediate network data can be used to study the manner in 
which the system is loaded by various techniques, and also may be used to obtain ad­
ditional minimum path data. 

5. Final Output Data. The final output data include the link times and link volumes, 
the volume assigned between each zone pair and the input volume between each zone 
pair. These data can be used to compute the following quantities: (a) total system ve­
hicle-miles of travel; (b) total system vehicle-hours of travel; (c) vehicle-miles of 
ti·avel by type of route, expressway, etc.; (d) vehicle-hours of travel by type of route; 
and (e) detailed analysis of the volumes assigned to a few selected routes. When field 
data are available, the total assignment can be compared with the real network flows 
and statistical measures can be developed indicating the variation. 

It is anticipated that the preceding analysis would form the basis from which to 
make deductions about the characteristics of each technique and would provide some 
information of a comparative nature . Undoubtedly, as the comparisons are made and 
results are obtained, other forms of analysis may suggest themselves or be brought 
to our attention. 

RESULTS WITH RESEARCH PROGRAM TO DATE 

The principal effort so far has been the preparation of the research traffic assign­
ment computer p1·ogram . After several preli1t1inary versions, the final program form 
is ready for the first series of comparisons. The 1·esults given here were obtained 
during the preparation of the program and the testing of earlier versions. They are 
included to give an indication of what might be expected from future use of the pro­
gram, but since they are provisional in nature, no attempt will be made to describe 
them in detail. 

The first set of results is based on tests made With a small network, using the in­
cremental t:raffic assignment technique. Assignments were made using increments of 
50, 100, 150, 200, 250, 300, 350, 400, 500, 600, 900 and 1, BOO veh/hr. The incre­
ment of 1, 800 veh/hr corresponds to a 100 percent increment in the problem used. 
The resulting total system vehicle-hours of travel for each assignment are shown in 
Figure 4. Table 2 gives the number of paths used between fou.r zone pairs for each 
increment used. 

The second test was made on a provisional form of the network to be used in the 
first series of comparisons, consisting of 1, 000 links and 250 nodes, with 60 loading 
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98 52 

Entry underlined indicates minimum 

94 

/ 

<fteration 693) 
/ 92 

/\ 
~ Path 3 (Iteration 994) 

Figure 5, Variation in paths used between Zones 52 and 58, 



TABLE 2 

NUMBER OF PlFFERENT PATHS USED 
BE~WEEN ZONE PAIRS IN TEST PROBL EM 

No. of Paths 
Volume 

Increment Zone Zone Zone Zone 
Pair 1 Pair 2 Pair 3 Pair 4 

50 4 3 5 2 
100 3 4 4 2 
150 4 2 2 1 
200 4 3 4 2 
250 3 2 4 1 
300 4 2 3 1 
350 2 2 2 1 
400 3 2 3 2 
500 4 4 5 1 
600 2 1 2 1 
900 2 1 2 2 

1, 800 1 1 1 l 

TABLE 3 

PERCENTAGE OF VE!flCLE-HOURS AND VEH!Cl.E- MU.,ES OF 
TRAVEL ON DIFFERENT TYPE OF PACIWnEs 

Expressways Parkways Arteria ls a nd 
Local Streets Ueration 
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points. The incremental assignment tech­
nique was used with an increment of 200 
veh/hr. Figures 5 and 6 show the varia­
tion in travel time over several routes 
used between two zone pairs. The routes 
themselves are illustrated, but the re­
mainder of the network is not shown. The 
intermediate output was analyzed and a 
summary of the results is given in Table 
3, where the percentage of travel oc­
cu1Tit1'g on three types of facilities, at 
various points dm·ing the assignment, is 
indicated. (Note that the total system 
vehiele-miles and hours of travel in­
creases with increasing iterations . ) 

No. Veh-Hr Yeh-Mi V eh-Hr 
(%) (%) (~) 

Veh-M! 
Veh-Hr (~) Veh-MI 

Now that the program has been devel­
oped to an operational stage, we will be­
gin the experimental program. Our pur­
p0se in presenting the paper at this time 
is to keep practicing engineers and other 
researchers aware of oux work, so that 
we might benefit from their suggestions 
and opinions. Inquiries relating to the 
use of this compu.ter program for re­
search by others will be considered. 

373 43 
693 35 
994 26 

1, 314 23 
1, 603 27 

<i1 (i) 

62 52 33 
56 61 36 
56 71 40 
54 73 41 
52 69 43 

Travel Time For 
Number of Different Paths in Minutes 
Iteratione 

1 ? • 
0 8.31 8.63 13.29 

373 r.mr 9.15 14.37 
693 llr.TI 9.74 15.07 
994 14.48 lr.TI' 15.60 

1314 19.68 14. 43 15.97 
1603 25.02 !r.TI ~ 

Entry underlined indicates minimum 

Path l 
(Iterations 

223 

40 

(Iterations 693, 994 
and 1314) 

3 (Iteration 1603) 

Figure 6. Var i ation i n paths used between Zones 40 and 45 . 
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Gravity Mode) Theory Applied to a Small City 
Using a Small Sample of 
Origin-De tination Data 
BOB L. SMITH, Associate Professor, Department of Civil Engineering, Kansas 

State University 

The research was concerned with the use of the g ravity model in a small 
city (Hutchinson, Kansas; 37, 000 population) and was conducted to study 
the feasibility of using a small clustered sample of 0-D interviews to 
estimate the gravity model parameters, trip production, trip attraction, 
and travel time factors. The model was calibrated using the estimations 
of trip productions and attractions and was compared to the trip distribu­
tion obtained fro111 a complete 0-D survey. 11'1 addition, a gravity model 
was calibrated using 0-D p1·oductions and attractions and the resulting 
distribution was also used in the comparison of results. 

The information utilized was obtained from interviews from 402 dwell­
ing units in 14 selected zones; the complete 0-D survey was made up of 
2, 528 interviews obtained from a 20 percent sample of dwelling units from 
the 83 zones in the survey a1·ea. The study was limited to consideration 
of auto-driver trips which were internal in nature . Three trip purposes­
home-work, home-other, and non-home based-were studied in detail. 

Th e study was concerned with present-day traffic rather than with the 
estimation of future traffic and although the research was not specifically 
aimed at future estimation, the data used in the development of estimating 
equations for attractions and productions were those which could be ex­
pected to be quickly and economically obtainable and to estimate reason­
ably well for the future . 

The method of using U1e clustered sample (reduced sample size in the 
14 zones) enables adequate estimation of existing zonal trip productions. 
The estimates of attractions and non-home productions, although not as 
good as the estimates of home-based trip production, appear to be adequate 
for use in the planning process. On the basis of experience in Hutchinson, 
it should be possible to develop for smaller cities excellent estimating 
equations for both trip productions and attractions using· the data from a 
complete 0 -D interview study. The travel time factors were satisfactorily 
estimated using data from the clustered sample study. Analysis of the 
results of the gravity model distribution, using productions, attractions, 
and travel time factors based on the clustered sample, indicates that the 
existing trip distribution as measured by the complete 0-b survey data 
can be adequately reproduced. 

•SINCE the end of World War Il, the growtb of urban a1·eas and the increase in auto­
mobile ownership have ci-eated new and involved transportation problems . A large 
number of transportation studies have been made in the last ten years to make avail­
able factual data which would describe existing problems and serve as a basis for 
estimating future problems. These studies have resulted in general agreement that 
urtan traffic patterns are a function of (a) the type and extent of the transpo1·tation 

Paper sponsored by Committee on Origin and Destination . 

85 



86 

facilities available in the area; (b) the pattern of land use in an area, including the lo­
cation and intensity of use· and (c) the various social and economic characteristics of 
the people who make trips (1). A significant eilort has been made to develop a trans­
portation planning process which uses these interrelationships to provide quantitative 
information on the travel demands created by alternate land-use patterns and transpor­
tation systems in any urban area. This information can be used by various agencies lo 
make decisions concerning improvements in transportation networks to satisfy present 
and future travel demands and to promote desirable land development patterns. 

The planning process must be capable of estimating, within limits of acceptable 
accuracy the zonal trip interchanges for the alternate land-use pattern and transpor­
tation systems which might reasonably be expe ted to develop in an area. The infor­
mation obtained from home interview origin-destination su1·veys coupled with informa­
tion on the existing land-use configuration and transp rtation system gives an adequate 
picture of the existing travel patterns in an area . However, it is the future travel de­
mands with which we are most interested and the present-day data must in some way 
be extrapolated to the future. 

studies of travel habits have led to the development of mathematical formulas or 
"traffic models" which can satisfactorily reproduce zonal trip interchange estimates 
from comprehensive home interview traffic studie . If present-day zonal inter hanges 
can be estimated within acceptable limits of accuracy and these interchanges are de­
pendent on measurable characteristics of the urban area, it follows, that ii it is pos­
sible to estimate future urban characteristics (intensity and type of land use, the dis­
tribution of job opportunities, and the economic status of the residents), it should be 
possible to estimate future zonal interchanges. This is subject, of course, to the 
possibility that, for a given set of identical circumstan ·es for U1e present and the future, 
higher or lower trip generation rates may result because of a change in the amounl of 
travel per vehicle. Several formulations of traific models have been developed for the 
estimation of future interchanges, particularly in lru:ge metropolitan areas, but much 
additional research is needed to evaluate and verify the various models in cities of all 
sizes . 

The mathematical tra1fic model offers estimates of likely consequences in terms of 
tl'affic patterns for various altemative land-use coniigurations and transportation sys­
tems . TheTe are a number of different traffic models currently being used in trans­
portation studies but the most widely used model to date is the so-called gravity inodel. 
This model is based on the adaptation to the movements of human beings of Newton's 
law of gravity, which states that the gravitational force exerted between two bodies in 
space is in direct proportion to the masses of the two bodies and inversely proportional 
to the square of the distance between them. To apply the gravity model theory to a 
given city, it generally is considered necessary to conduct, as a minimum, a compre­
hensive origin-destination (0-D) survey and to calibrate or adju t the model to repro­
duce, at an acceptable level the trip distributions found in the 0 -D survey . The model 
is then used to distribute trips witn various configurations of land use and transporta­
tion alternatives that would logically be expected to develop in the future. 

PURPOSE AND SCOPE 

This research was concerned with the use of the gravity model in a small city and 
was conducted to study the feasibility of using a small sample of home interviews taken 
in selected 0-D zones to estimate the gravity model parameters of trip production, 
trip attraction and travel time factors. One gravity model was calibrated using the 
estimations of trip productions and attractions obtained from the small sample and 
another was calibrated using those obtained from the comprehensive home interview 
0-D survey . The resulting distributions were compared. 

In the sample study, information obtained from interviews from 402 dwellil1g units 
in 14 zones was used. The comprehensive 0-D study consisted of 2, 528 interviews 
obtained from a 20 percent sample of dwell" ng w1its from all 83 zones in the survey 
area. 

The study was limited to the consideration of auto-driver trips which had both 
origin and destination within the survey area shown in Figure 1. The auto-driver trips 
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Figure 1. Hutchinson, Kans., metropolitan area zone map showing screenlines and select­
ed zones for study. 

were classified according to trip purpose, three of which (home-work, home-other, 
and non-home-based) were studied in detail. 

The study was concerned with present-day traffic rather than with the estimation of 
future traffic. However, the data used in the development of estimating equations for 
attractions and productions could be obtained quickly and economically and could be 
expected to estimate reasonably well for the future. 

GRAVITY MODEL THEORY AND USE 

The gravity model theory as proposed by Voorhees (2) stated that the trip inter­
change between zones is directly proportional to the relative attraction for trips of 
each of the zones and inversely proportional to some function of the spatial separation 
between zones. 

Stated mathematically, the gravity model formulation as used in its earlier appli­
cations is as follows: 

T·. 1-J 
( 1) 
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where 

Ti-j 

pi 

Aj 

di-j 

b 

trips produced by zone i and attracted to zone j; 

trips produced by zone i; 

trips attracted by zone j; 

spatial separation between zones i and j, generally expressed as total 
travel time between zones i and j; and 

an empirically determined exponent expressing average areawide effect of 
spatial separation between zones on amount of trip interchange. 

Early research by Voorhees and others indicated that the exponent, b, varied between 
0. 6 and 0. 8 for work trips in areas of different population size (3). 

In response to studies indicating a need for a variable exponent and other refine­
ments, the form of the gravity model formula was changed to the following in which 
the distribution is generally handled on a basis of various trip purposes: 

where 

T·. 1-J 

Pi 

P1· A. F· · K . J 1-J 1-J 
n 
L Ax Fi-x Ki-x 

x =1 

trips produced in zone i and attracted to zone j; 

trips produced by zone i; 

trips attracted by zone j; 

(2) 

an empirically derived travel time factor expressing average area wide ef­
fect of spatial separation on trip interchange between zones (The measure 
of distance or spatial separation between zones is usually the total travel 
time between the centroids of zones i and j. The use of this factor to ex­
press the effect of distance between zones on the zonal trip interchange, 
rather than the previously used inverse exponential function of time, 
greatly simplifies the comp\.ttational requirements of the model and pro­
vides for the consideration that the effe t of spatial separation generally 
increases as the separation increases, particularly .for some trip pur­
poses); 

a specific zone-to-zone adjustment factor to allow for incorporation of ef­
fect on travel patterns of defined social or economic linkages not otherwise 
accounted for in gravity model formulation; and 

n = total number of zones. 

In dealing with the gravity model, confusion often exists among the terms produc­
tions, attractions, origins, and destinations. With the exception of trips classified as 
non-home-based, the number of trips produced refers to the number of b:ips originating 
in and returning to a given zone; the number of trips attracted refers to the number of 
trips arriving at and departing from a given zone. For non-home-based trips, origins 
and destinations are, respectively, productions and attractions. The gravity model, 
in the determination of Ti-j• deals with trip interchange between zones with no refer­
ence to the direction of movement. The trip interchange between zones is often re­
ferred to as non-directional or two-way, as opposed to directional trips or trips which 
start in zone i and end in zone j. Some models use the one-way trip and deal with ori­
gins and destinations. Figure 2 is a schematic diagram of the process of determining 
zonal trip productions and attractions. 
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Figure 2. Schematic diagram of process of determining zonal trip productions and 
attractions. 
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To carry out the objectives of the research, the metropolitan area of Hutchinson, 
Kansas, was chosen for the study . In 1961, the city had a population of 37, 873 and the 
metropolitan area a population of approximately 41, 000 persons . At the initiation of 
this. project this was the only smaller city in Kansas in which both an internal 01·igin­
destination su1·vey as well as a land-use study had been made. Origin- destination and 
some land- use data were available for Topeka, Wichita and Kansas City, Kansas, but 
these were the three largest metropolitan areas in Kansas and were not typical in size 
of. smaller Kansas cities. Table 1 indicates all cities in Kansas with a population over 
10, 000. There were 24 cities outside of metropolitan areas with a popula.tion between 
10, 000 and 50, 000 and only 3 cities with a population over 50 , 000. It was believed that 
the results of the study if aimed at these smaller cities, would be of greatest value in 
Kansas since they so outnumber the larger metropolitan areas. 

In 1959, the Kansas State Highway Planning Department, in cooperation with the 
U. S. Bureau of Public Roads and the City of Hutchinson, conducted a comprehensive 
home interview 0-D survey and a complete land-use study in the Hutchinson metro­
politan area. The 0-D survey was conducted in accordance with standard procedures 
prescribed by the Bureau. The internal survey was made by the home interview 
method in which a 1 in 5 (20 percent) dwelling u1iit sample was taken. The data gathered 
in the internal 0-D survey and the land- use study were used in this research . 

Among the data collected for each surveyed dwelling unit in the internal 0-D survey 
were munber of persons, number of employed persons, number of cars owned, age 
groups, number of vehicular trips, trip purposes at origins and destiuations, and mode 
of travel for each trip. The land-use study recorded the following major groupings of 
land use by zone in 1, OOO's of square feet: residential; manufacturing; retail trade; 
wholesale and warehouse; transportation; construction; personal, business, repair 
services and office; government and utility; other open space (streets, alleys, rivers, 
and lakes); and recreation and institution. The land-use categories recorded within 
each major grouping were as given previously (10, Appendix C). 

The IBM 1620 computer and various allied tabulating equipment were extensively 
used in this study. A list of computer programs written for a nd used in this research 
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TABLE 1 

CITIES OF KANSAS HAVING 
POPULATION OVER 10, oooa 

City 

Wichita 
Kansas Cityb 
Topeka 
Salina 
Overland Parkb 
Hutchinson 
Prairie Villageb 
Lawrence 
Leavenworth 
Manhattan 
Junction City 
Pittsburg 
Great Bend 
Coffeyville 
Emporia 
Liberal 
Newton 
Arkansas City 
Dodge City 
Parsons 
El Dorado 
Garden City 
Hays 
Atchison 
Independence 
Shawneeb 
Ottawa 
Olathe 
Chanute 
Winfield 

Population 

247,557 
126,236 
120,799 
43,090 
40,796 
37,873 
26,873 
26,132 
23,707 
21,410 
20,944 
18, 737 
17,885 
17,030 
16,763 
14,806 
14,704 
14,696 
13,303 
13,014 
12,614 
12,575 
12,301 
12,126 
11, 387 
11, 387 
11,237 
10, 776 
10, 666 
10,522 

aPopulations as of Jan. 1 , 1962; 
reported by county assessors and 
compiled by Kansas State Board of 
AIJl'iculture . 

b1ncluded 1-1ithin Kansas City, 
Kansas, metropolitan area . 

was published previously (10, Appendix 
B). A write-up of each such program 
developed can be obtained from the Kansas 
Highway Commission. 

Preparation of 0-D Survey Data 

The information obtained from the in­
ternal 0-D survey (hereafter referred to 
as the 0-D data or 0-D survey data) was, 
for the most part, transferred to tabulating 
machine punch cards and was available to 
the researcher from the beginning of U!e 
project. The cards were of two general 
types. Card l the dwelling unit card 
(only one card 1 existed per sampled 
dwelling), contained in.formation on the 
zone in which the dwelling unit was located, 
the number of persons living in the dwell ­
ing unit, the number of cars owned by these 
persons, and information on the number 
of trips made on the day (the trip day) be­
fore the interview. Card 2, referred to 
as the trip card, contained information on 
the location zone of the home (or dwelling 
unit), the zone of origin and the zone of 
destination of the trip, the land-use cate­
gory at both destination and origin of the 
trip, mode of travel, the number of per­
sons in the car, and the purpose of travel 
of each end of the trip. There was a card 
2 for each trip recorded at a sampled 
dwelling unit. 

Classification of Trips by Purpose. -
In most model studies the trips have been 
studied by grouping them into a number of 
trip purposes. After an examination of 
the 0-D survey data, it was initially de­
cided that the five trip purpose groupings 
(horn e-work, horn e-social -recreation, 
home-shopping, home-miscellaneous, and 
non-home) would be studied instead of the 
0-D survey bip purpose categories (work, 
business, medical -dental, school, social-
recreation, change travel mode, eat meal, 
shopping, home, and serve passenger). 

Eventually it was found mor e satsifactory to use only three trip purpose categories, 
however, because of the small numbers involved. 

In an origin-destination survey, one trip ends and another begins every time a per­
son changes his mode of travel, a driver stops to serve a passenger, or a trip maker 
reaches a destination. In the first two cases, if each of these trips were analyzed 
separately, the relationships among the actual starting point, the destination and the 
purpose of tl1e trip would be lost. It would also be difficult to relate the type and in­
tensity of trip malting to the type and intensity of land use. Consequently, it is de­
sirnble to combine or link those ti·ips which have a change travel mode or serve pas­
senger purpose in order to preserve lhe i·elationship between the purpose of the tl'ip 
and the destination of the trip. 

Trip linking may not be necessary in all cases. In many small cities where change 
travel mode trips may be small in number because of lack of transit facilities and where 
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serve pas senger trips ma y also be small in number beca,use of the absence of car pools, 
t r ip linking may be unnecessary (1). However, in s tudying the Hutchins on data it was 
found that although cha nge travel mode trips were negligible, the serve passenger trips 
made up approximately 23 percent of all auto driver trips. Consequently, it was con­
sidered necessary to link those trips. In this ca se, it was judged more expedient to 
link by hand than to prepare a computer program for the process, although trip linking 
in a large metropolitan survey area would, no doubt, be most efficiently carried out by 
the use of a high-speed computer. The U. S. Bureau of Public Roads, in fact, ha s a 
trip linking program for use on the IBM 1401. 

In the linking process for Hutchinson about 2, 400 trips were lost. That is, there 
were 2, 400 trips that made up a part of a journey but were not meaningful to the major 
trip purpose. With the serve passenger trips linked or converted into meaningful pur­
poses, the original ten trip purposes were combined into five categories. 

Because of the numbers of trips involved and the differences in treatment of trip 
productions and attractions, two general classifications of trips a r e us ually m ade: (a) 
the trips in which one end is the home (home - ba sed trips), and (b) the t rips in which 
neither end is the home (non- home -ba sed trips). Data in Tables 2 and 3 indicate that 
the major purposes of home-based trips were work, shopping, and social-recreation. 

Using these three categories a nd combining all other home-based trips into one 
category and all non-home-based trips into another resulted in the trip purpose groups 
with percentages of trips in each group as shown in Table 4. During the processes of 
developing estimating equations for trip productions and attractions and calibrating 
model by purpose, the relatively small numbers of trips in the home-based social­
recreation, shopping and miscellaneous trips appeared to be responsible for much of 
the variability of results. Therefore, the trip purpose groups were further combined 
into home-work, home-other, and non-home trips as shown in Table 4 . The discussions 
throughout the remainder of this report relate to these three groups. 

Additional Data Obtained. -The number of employed persons per dwelling unit was 
determined from the home interview sheets and was placed in each dwelling unit card. 

TABLE 2 

AUTO -DRIVER TRJPS BY RESIDENTS OF INTERNAL AREA, SHOWING 0-D SURVEY 
RECORDED PURPOSE OF TRIP 

(1) (2) (3) (4) (5) (6) (?) (8) (0) 
To Busi- Medical- Social Change Eat Shop-Recrea- Travel From Work ness Dental School tion Mode Meal ping Home Total 

Work (1) 2,497 615 51 128 593 21 2,609 802 8,788 16, 104 

Business (2) 656 903 31 51 394 5 57 742 1,861 4,700 

Medical-
Denta l (3) 31 31 5 5 52 - 10 127 295 556 

School (4) 432 77 20 167 233 - 259 148 1,879 3,215 

Social 
422 252 26 66 1,505 16 103 736 5,678 8,804 Recreation (5) 

Change 
31 10 5 - 21 5 31 97 200 Trave l Mode (6) -

Eat Mea l (7) 2,446 73 15 217 140 - 5 107 352 3,355 

Shopping (8) 328 468 31 98 640 10 114 1,685 5,813 9, 187 

Home (0) 9, 395 2,226 387 2,523 5, 332 128 339 4,786 5 25, 121 

Total 16,238 4,655 571 3,255 8,910 180 J,501 9, 164 24,768 71,242 
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TABLE 3 

PERCENT AUTO-DRIVER TRIPS BY RESIDENTS OF INTERNAL AREA, SHOWING 
0-D SURVEY RECORDED PURPOSE OF TRIP 

(1) (2) (3 ) (4) (5 ) (6 ) (7) (8) (0) 
Soci al Change 

To Husi- Medical- Recrea- Tr ave l Eat Shop-
From Work ness Dental Schoo l ti on Mode Meal n1na Home Tot a l 

Work (1 ) J. 51 0.86 0.07 0.18 0.83 0.03 J.66 1 .13 12.34 22 .61 

Bus iness (2 ) 0.92 1.27 0.04 0.07 0.55 0. 01 0 . 08 1 . 04 2.61 6.59 

Medical-
Denta l (3 ) 0.04 0.04 0.01 0.01 0.07 0 0.01 0 .1 8 0.41 0.77 

School (4) 0.61 0.11 0.03 0.23 0.33 0 0.36 0.21 2.64 4, 52 

Social 
Recreation (5) 0.59 0.35 0.04 0.10 2.11 0.02 0.14 1.03 7,97 12.35 

Change 
Trave l Mode (6 ) 0.04 0.01 0.01 0 O.OJ 0 0 .01 0.04 0.14 0.28 

Eat Meal (7 ) J,43 0.10 0.02 O.JO D.20 0 0.01 0.15 0.49 4,70 

Shopping (8) 0.46 o.66 0.04 0.14 0.90 0.01 0.16 2.37 8.16 12 . 90 

Home (0) 13.19 3 .12 0.54 3,54 7,48 0. 18 0.48 6.72 0.01 35.26 

Total 22.79 6.52 0.80 4,57 12.50 D.25 4,91 12.87 34,77 

Persons classified as non-gainfully employed workers (including housewives and other 
unpaid home-workers, retired workers, persons permanently incapacitated for any 
gainful employment, and students) were not included in the employed persons totals. 
Also placed in each dwelling unit card was the net area of residential land use per 
dwelling unit. This was determined by dividing the area of residential land in a given 
zone less the vacant land zoned residential by the number of dwelling units in the zone. 
The area was recorded in 1, 000' s of square feet per dwelling unit. 

The driving time from the centroid of each zone to the central business district 
(CBD) was determined to the nearest 0 . 1 min from the minimum driving time paths 
developed from a travel time study in Hutchinson. 

Before the development of estimating equations for work trip attractions, it was 
decided, as was found i n an Iowa study ( 4) , that the number of jobs in a zone would be 
expected to be a potent indicator of home-work trip attractions. Information on various 
categories of employment in each zone was therefore collected. An attempt was made 
to determine the employment in the various zones as it existed at the time the 0-D 

TABLE 4 

DISTRlBUTION OF AUTO DRlVER TRlPS BY PURPOSE OF 
TRlP 

Initial Category Final Category 
Purpose 

No . No. 

Home-work 18, 183 25. 53 18, 183 25.53 
Home- social-recreation 11, 010 15.45 
Home-shopping 10, 599 14.88 
Home-miscellaneousa 10, 092 14 . 16 
Home-otherb 31, 701 44.49 
Non-home 21, 358 29. 98 21, 358 29 . 98 

Total 71, 242 100 . 00 71, 242 100 . 00 

:;ncludes business, medical.dental, school, change travel mode 
and eat meal. 

bJncludes soc.lal-recreation, shopping and miscellaneous. 

survey was made, but only major changes 
in employment could be determined. How­
ever, a very good correlation of total 
number of jobs in the survey area with the 
1960 Census data was obtained. 

The employment study was made in the 
Hutchinson office of the Kansas State Em­
ployment Service. The excellent coopera­
tion of the employment service personnel 
enabled completion of the survey within 3 
days with two persons collecting most of 
the data. The number of self-employed 
persons and the number of employees in 
each of the following types of business and 
industry were tabulated by zone: agricul-
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ture and forestry; mining; construction; manufacturing and processing; transportation, 
communications and public utilities; wholesale, retail, finance and insurance; personal 
services; amusement and recreation; professional; and government. 

Selection of Zones for Reduced Sample Study 

Zones were selected for the reduced sample survey to reflect a range in zonal 
characteristics such as residential density, car ownership rate, population density, 
distance from CBD and distance to the nearest large employment center. An investi­
gation of the Hutchinson data showed that the principal CBD zone, 12, was, in fact, the 
large employment center in the city. A zonal map (Fig. 1) was used in selecting the 
zones. The number of dwelling units, cars owned by residents of the zone, total 
number of persons residing in the zone, cars per dwelling unit, and persons per dwell­
ing unit were noted on a zone map for each zone having any significant number of 
dwelling units. 

The selection of zones was further based on opinions of those familiar with the nature 
of residential areas in Hutchinson so that zones of varying economic status or value of 
residence would be chosen. After consultation with statisticians it was decided that a 
minimum of 14 zones would be required if an estimating equation with as many as seven 
terms were to be used. Data from 14 zones, giving 14 pieces of information, were 
judged to give a satisfactory statistical estimate of the predictive power of the estimating 
equation. A minimum of seven degrees of freedom was judged to be required . Zones 
12, 14, 16, 24, 33, 51, 53, 57, 59, 61, 62, 64, 75, and 77 were chosen for the study. 

Development of Equations for Estimating Zonal Productions 

Early attempts were made to develop estimating equations based on groups of 
samples within each of seven initially selected zones. It was hoped that interviews ob­
tained in a single zone could be grouped into small subsamples that would give good 
estimates of the productions and attractions of that particular zone. 

Information concerning the assessed evaluation per dwelling unit in zone 75 (Fig. 1) 
was obtained in a two-day study of the city records in Hutchinson. The evaluation data 
were tested for value as an economic indicator in the production of trips. The results 
were inconclusive since the trip production based on the subsamples showed great 
variability. Examination of the evaluation study indicated that such a study for each 
zone in the area would probably not produce data of significant aid in the estimation of 
zonal trip productions and attractions. 

It was also believed that the number of employed persons per dwelling unit might be 
a better indicator of work trip production than persons per dwelling unit. To test this 
hypothesis, four sets of regression equations were developed using, among the vari­
ables, either persons per dwelling unit or employed persons per dwelling unit. The 
data used were from the comprehensive survey of the 22 zones containing more than 
125 dwelling units. There was less than one percent difference between the value of 
R 2

, the coefficient of determination, for each pair of equations. It was concluded, 
therefore, that employed persons per dwelling unit was no better indicator of work trip 
production than persons per dwelling unit. 

Due to the great variability among subsamples as well as the problems anticipated 
in gathering data on zonal characteristics in such small areas, the estimation of pro­
ductions was carried out using zonal averages of such information as cars and persons 
per dwelling unit, area of residential land per dwelling unit and distance to the CBD in 
minutes . The development of the estimating equations was carried out using the mul­
tiple regression technique in which the form of an equation is estimated and the coef­
ficient of each term is obtained from the least squares best fitting curve. The mea­
sure of fit was obtained as an output of the computer program used ( 7) . The SCRAP 
"Sixteen-twenty Card Regression Analysis Progam" used in this research is one of a 
number of such programs available in most computing centers. 

Two sets of estimating equations of trip production were developed. One was based 
on zonal characteristics obtained from each of 22 zones as a result of sampling 20 per-
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cent of the dwelling units in each zone. The 22 zones were those in which over 25 
dwelling units were sampled. In essence, the 22 zones represented the universe of 
zones of substantial size. The second set of equations was based on zonal character­
istics obtained from each of the previously mentioned 14 selected zones. However, 
in this case, a sampling rate was established for each zone. 

To estimate the total number of non-home-based trip productions, non-home-based 
trips were treated precisely as home-based trips. These productions represented only 
the number of non-home trips made by the residents of each zone and did not distribute 
the trips according to location of trip end. A regression analysis, similar to that used 
for home-based productions, was made on these trips with the resulting equation, as 
expanded to the entire area, giving the total number of non-home trip productions or 
attractions. This number was later used in expanding the non-home-based productions 
to this estimated total. 

Sel ection of Reduced Samples. -The selection of the reduced sample size in the 14 
zones was made in accordance with research conducted by Sosslau and Brokke (8). To 
use Figure 3, it is necessary to estimate the number of trips per zone and to find an ac­
ceptable root-mean-square (RMS) error before selecting the appropriate rate of 
sampling. A level of accuracy yielding an expected RMS error of zonal trip production 
of 15 percent or less was acceptable in this case. The estimation of trips produced per 
zone was made and the citywide average was found to be about five auto-driver trips 
per dwelling unit. Where an estimate of this average is not available for a city, studies 

Figure 3. 
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of trip-making characteristics of similar cities should suffice for this estimate. 
Figure 3 was entered with X, the estimated volwne of trips in a given zone, and the 

15 pei·c en t RMS error line indicated the minimum percentage of dwelling units to be 
sampled in that zone. The subsample was drawn from the 0-D sample and selected by 
a computer program. . 

The subsample in zone 12 was selected as follows: 

1. Estimated trips = 5 x 270 dwelling units = 1, 350. 
2. Enter Figure 3 with 1, 350 and intersect the horizontal 15 percent RMS error 

line. 
3. Read 15 ± percent sample. 
4. A 15 percent sample is equivalent to three-fourths of a 20 percent sample (the 

existing sample size). 
5. The computer program was devised to select the dwelling unit and trip cards for 

every nth sampled dwelling unit and in this case a random selection of a number from 
1 to 4 was made to indicate the sta1·ting sample and thereafter every fourth dwelling 
unit sample wa s selected. This group was discarded and the remaining three-fourths 
of the original 20 percent sa mple was taken. The original expansion factors were 
multiplied by the ratio of the original number of sampled dwelling units to the reduced 
number of sampled dwelli·ng unit s and this new expansion factor was placed in the 
dwelling unit and trip cards for the reduced samples. 

Table 5 shows the sample size selected in each of t he 14 zones. Tb.ere were 402 
dwelling w1its in the reduced samples in the 14 selected ·zones. The comprehensive 
0 -D survey consisted of 1, 359 interviews obtained from a 20 percent sample of dwell­
ing units in the same 14 zones. 

Development of Equations for Estimating Zonal Attractions 

The SCRAP regression analysis program (7) was used in developing two sets of es­
timating equations for trip attractions by trip purpose. One set was obtained using the 
attractions as distributed according to the data from the .reduced sample in tbe 14 se­
lected zones . The second set was obtained using data from the comprehensive 0-D 
survey for all zones having 40 or more trips attracted for each of the three purpose 
groupings. · 

For the first set of equations, even though ti·ips produced by only 14 zones were 
used, the attraction ends of the trips were distributed to many zones. For example, 
assume that 10, 000 trips of a given purpose were produced by the 14 zones and of these 
200 were attracted to zone 1, 300 to zone 4, 1, 000 to zone 12, 2, 000 to zone 20, 1, 500 
to zone 50, etc. The total oi all trips attracted would be 10 000. The trips attracted 

TABLE 5 

REDUCED SAMPLE SELECTION IN 14 SELECTED ZONES 

Estimated Auto 'f> Sample Siz e to Fraction of No. of 0-D No . of Expansion 
Zone Drive r T1·lfs ObtaJn Hit Orig. 20% Interviews Expansion DwelJing Units, Factor, 

per zone RMS Error Sample Selected Factor Orig. Sample Reduced Sampteb 

12 1, 350 15 % 35 5 . 32 46 6.99 
14 3, 760 5 •;. 32 5 . 21 126 20.51 
16 2, 160 7 '!. 25 5 . 11 77 15. 74 
24 1, 350 11 '/, 24 5. 11 49 10.43 
33 1, 490 10 't. 29 4 . 98 57 9 . 79 
51 7, 360 2. 5 '/, 29 5. 34 233 42.90 
53 4,820 3.3 ·1. 27 5 . 18 164 31.46 
57 1, 570 10 ·1. 26 5. 19 53 10. 58 
59 3, 010 5 '.I. 26 5. 29 102 20. 75 
61 1, 785 9 Y. 29 5. 03 58 10.06 
62 2,060 7 '/: 25 5. 05 76 15 . 35 
64 2, 870 6 •1: 35 5.13 105 15 . 39 
65 3, 490 5 

~: 30 5.21 123 21.36 
77 2,470 7 30 5.16 90 15.48 

3 5 x No. of dwelling units per zone. bo-O expansion factor x No. or dwelling units in original sample/No. of interviews selected. 
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to each zon were divided by 10, 000, the total of trips produced, giving the p1·0portion 
()f all lrjps altra ·ted to • giv n zone . Thus zone 1 would attract O. 02 trips per trip 
produ ·ed, zone 4 would attract 0.03, zone 12 would attract 0 .101 zolle 20 would attract 
O. 20, and zone 50 would attract 0.15. 

Based on such zonal charact ristics as various ypes f land use in 1 OOO' s of 
square feet, numbers of jobs of various cla siiications and total number of persons and 
dwelling units in the zone, a n equation was developed for each trip purpose that esti ­
mated the trip attractions in Uie various zones. The dependent variable was the nwnber 
of trips attracted pe1· trip produced. 

A similar p1·ocedu1·e was followed in devel ping equations based on lhe 20 percent 
sampl . obtained in lh 0-D survey. The estimating equation for the non-home pro­
ductions was developed in th same mann r as t11at for trip attra tions. 

In the case of home-work attractions, it was discovered U1at the best predictor of 
trip attracted was the total employment in a zone . Since the SCRAP program would 
no handle a problem with , single independent variable, the equation was developed 
using a computer program which fitted a polynomial to the data by the method of least 
squares. 

The equation for trip attractions, along \vith non-home produ tions, had to be mul­
tiplied by the total number of trips produced in the s udy area lo give total attractions 
per zone . Tlrns, zonal estimales of trip attractions (and non-home p1·oductions) were 
the producl of two estimat sand, in general, were less satisfactory than estimates of 
home-based productions . 

Development of Travel Time Factors 

Th.e calibtation of the gravit.y model (Eq. 2) was canied out using the three trip 
purposes (home-work, home-other ru1d non-home) and consisted principally of the 
determination of travel time factors which resulted in a trip length frequency distri­
bution comparing satisfactorily to that of the surv eyed population. Two sets or travel 
time !actors for each trip purpose were determined, one from zonal procluction~s and 
attra tions from the comprehensive 0-D survey aJid the other from those obtained from 
the reduced sample size in the 14 selected zones. 

The gravity model formula as used requires input parameters oI zonal trip produc­
tions, attractions, travel time factors, and zone-to-zone adjustment facto1·s. The 
zone-to-zone adjustment factors were used as unity throughout this study because o'f 
no apparent e.ffect on travel patterns oI defined zonal characteristics . 

The travel times used for determination of the corresponding travel time factors 
for use in the gravity model were made up of the terminal time on each end of the trip 
plus the zone-to-zone driving time. The zone-to-zone minimum driving time was ob­
tained from the "time trees" or rn inimum driving time paths developed from travel 
time study data. The drivi• g time for intrazonal trips (those trips with both ends in a 
given zone) was not available from the time trees a nd was estimated at 1 min for each 
zone alter inspection of interzoirnl times for all adjacent zoues. The interzonal times 
of adjaceul zones were, in all cases, slightly less than 2 min. The maximum intra­
zonal time was also abOltt 2 min and a i·easonable average time was believed to be 1 
min. Other methods of determining intrazonal times have been previously discussed 
(1) . 
- The terminal time of one end of a trip may be made up of the time spent in looking 

for a parking space, the time spent waiting before a vehicle can be parked a nd the 
time spent walking from the parking place to the actual destination . The terminal 
time of the other end of the trip may consist of the time spent walking from hom e to 
garage 01· parking lot and the driving time from ga rage or parking lot to the street. 
The initial estimates of terminal times for the zones in Hutchinson were made after 
consultation with personnel who were familiar with Hutchinson. The CBD, zones 12, 
13 and 50 (Fig. 1), were each given terminal times oi 3 min and each of the zones 
adjacent to the CBD was given a terminal time of 1. 5 min. Some changes in these 
terminal times resulted in bette1· trip end balance for some zones and some trip pur­
poses. Table 6 shows the final sets of tenninal times used i n the study. 



TABLE 6 

FINAL TERMINAL TIMES BY ZONE AND TRIP PURPOSE 

Termina l 
Time 
(min) 

3 0 
2. 5 

l. 

Hom e-Work 

12, 13, so• 
14, 15, 16, 17, 18, 

51, _g 53b 
- t , SB, Su;Go, 11 

G3t 

Trip Purpose 

Hom e-Ollier 

None 
None 

12-;-rr. 1~ 
15, 16, 17, 
18) 19, 50, 
51, 62, 53, 
58, 59, 60, 
61 63 

Non-Home 

12, 13, 50 
14, t ~ . 10, 17~ 

51 52 63 
f , ~. s~;- 60, 61, 

63 
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The interzonal travel time between any 
two zones was made up of the terminal 
time of the production zone plus the driving 
time between the zones plus the terminal 
time of the attraction zone. Intrazonal 
travel time for a given zone was made up 
of twice the zonal terminal time plus the 
intrazonal driving time for that zone. 

A set of travel time factors using the 
comprehensive 0-D zonal productions and 
attractions was developed. An initial set 
of travel time factors was assumed and 
the trip interchanges between all zones 
were computed. The trip length frequency 
distribution of the trip interchanges was 

determined by finding the number and the percentage of trips falling in each 1-min in­
crement of driving time. The estimated trip length frequency was then compared to 
the a ·tual trip length frequency distribution obtained from the 0-D data. The com­
par,i,son was made in three ways: (a) l>Oth distributions expressed as percent trips for 
each 1-miu driving time should, when plotted, be relatively close to one anothex; (b) 
the average trip length, in minutes, for both sets of data should be within ± 5 percent 
of each other; and (c) the person hours of travel for both sets of data should be within 
± 5 percent of each other (1). The average trip length was determined by multiplying 
the number of trips of each incremental trip length by the length of trip (driving time) 
in minutes an d dividing this product by Urn total number oI trips. The vehicle-hours of 
travel were obtained by multiplying the number of trips of each incremental trip length 
by the l ength of trip in minutes and dividing the product by 60. Computer programs 
were written to determine the trip length distributions as well as the average trip length 
and vehicle-hours of travel. 

If the comparisons were not within the limits cited, an adjustment was made in the 
initially assumed set of travel time factors for each trip purpose . The travel time 
factors were adjusted manually by a procedure which follows from the question: "What 
must be done to the travel time factor at each travel time increment to bring the 
g ravity model estimated percentage of trips, in each travel time increment, into closer 
agreement with the surveyed frips at each increment?" The actual adjustment was 
made for each travel time increment by multiplying the initial travel time factor for 
each increment by the ratio of the percentage of surveyed trips to the percentage of 
estimated trips for the respective time increments. The adjusted travel time factors 
(for each 1 min of travel time) were then plotted against the respective travel time in­
crements on log-log graph paper in most cases and straight-line graph paper in others. 
The second set of travel time factors was then determined from a hand-fitted line of 
best fit to the adjusted factors. The gravity model was then run using the second set 
of travel time factors and the comparisons of trip length frequency, etc., were re­
peated. This process was continued until satisfactory agreement among the com­
parisons was reached. 

In the case of home-work trips, 12 sets of adjustments were required before ac­
ceptable agreement was reached. Better estimates of initial travel time factors would 
have resulted in fewer iterations being required. This was graphically illustrated by 
home-other trips when the Iowa travel time factors (4, 9) were used for the initially 
estimated factors; only four iterations were required--: In addition, much time was 
spent in adjusting to the trip length frequency curve. The Iowa travel time factors 
( 4, 9) are shown in Table 7. 
- The second set of travel time factors was developed in a similar manner except that 

productions and attractions obtained from data from the 14 zones with the reduced 
sample size were used . The trip length frequency, average trip length and vehicle­
hours of travel, against which comparisons were made, were those resulting from 
the 0-D data obtained from the reduced sample size in the 14 zones. The Iowa travel 
time factors (_i, ~) were used as the first estimate of the factors used for each trip 
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TABLE 7 

CEDAR RAPIDS, IOWA, TRAVEL TIME FACTORsa 

Travel Travel Time Factors by .Purpose Travel Travel Time Factors by Purpose 

Time Non-Home Other-Home Time Non-Home Other-Home 
(min) Work Based Based (min) Wurk Based Based 

1 2.00 3.00 5. 00 28 0. 33 0.07 0. 10 
2 2 .00 2. 25 3.66 29 0.31 0.06 0 .09 
3 2.00 1. 80 2. 20 30 0 . 29 0 .05 0 .08 
4 1. 50 1.40 1. 45 31 0.27 0.04 0 .00 
5 1.25 1.15 1. 20 32 0.25 0.03 0.04 
6 1.10 1.00 1.00 33 0.23 0 . 02 0 .03 
7 1.00 0.90 0.90 34 0. 21 0. 01 0. 02 
8 0 . 93 0.80 0.80 35 0.19 0 .01 0 . 01 
9 0 . 87 0 . 70 0.70 36 0.17 - -

10 0 . 84 0 . 62 0 . 62 37 0 .15 - -
11 0.80 0. 56 0.56 38 0.14 - -
12 0 . 76 0.49 0.50 39 0. 13 - -
13 0. 72 0 . 43 0.45 40 0 . 12 - -
14 0.68 0 . 38 0.41 41 0.11 - -
15 0 . 64 0. 34 0 . 38 42 0.10 - -
16 0 . 61 0 . 30 0. 35 43 0 . 09 - -
17 0.58 0.27 0.32 44 0.08 - -
18 0.55 0 . 24 o. 30 45 0 .07 - -
19 0.52 0.22 0.27 46 0.06 - -
20 0.49 0.20 0.25 47 0 .05 - -21 0.47 0.18 0.23 48 0.04 - -
22 0.45 0.16 0.21 49 0. 04 - -23 0 . 43 0.14 0.19 50 0 .04 - -
24 0 . 41 0. 12 0.17 51 0.03 - -
25 0 . 39 0.10 0 . 15 52 0.03 - -
26 0. 37 0.09 0.13 53 0.02 - -
27 0.35 0.08 0.11 

aSource: (!±, 2J . 

TABLE 8 

TRAVEL TIME FACTORS BY TRIP PURPOSE 

Travel Time Factors 
Travel 
Time Home-Work Home-Other Non-Home 

(min) a 
F.S.b R.S.C F.s.b R.s. c F.s.b R.s.c 

4 2.78 2.12 1. 74 2.70 1. 40 3.00 
5 2.40 1. 70 1. 22 1. 04 1.15 2.25 
6 2.20 1. 41 0.94 1. 23 1.00 1. BO 
7 1. 97 1. 20 0.78 0 . 91 0.90 1. 40 
8 1. 78 1. 06 0 . 65 0 . 68 0 . 80 1.15 
9 1. 58 0.93 0.56 0.51 0.70 1.00 

10 1.43 0 . 84 0 . 49 0 . 41 0.62 0.90 
11 1. 32 0 . 76 0. 43 0 . 34 0 . 56 0. 80 
12 1. 20 0. 70 0. 39 0 . 28 o. 49 0.70 
13 1.12 0 . 65 0 . 35 0 . 23 0.43 0.62 
14 1.04 0.60 0.32 0 . 19 o. 38 0.56 
15 0 .96 0 . 56 0. 30 0 . 17 0. 34 0. 49 
16 0. 90 0. 53 0.28 0 . 14 0.30 0.43 
17 0.85 0.49 0.25 0. 12 0.27 0.38 
18 0. 80 0. 46 0.23 0 . 11 0 . 24 0 . 34 
19 0 . 76 0.44 0.21 0 . 10 0.22 0. 30 
20 0.72 0.43 0.20 0 .09 0.20 0.27 

"No travel time of less than 4 min was possible for any trip. 
bF.S. - Model input: fUll sample 0-D productions-attractions, 
all zones. 

cR.S. - Model input: reduced srunple 0-D productions-attrac-
tions, 14 zones. 
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purpose. From three to seven iterations were necessary to arrive at acceptable fac­
tors. The computer time was much l'educed because of the great reduction in number 
of trips to be distributed. Figu1'es 4, 5, and 6 show the comparison of trip length dis­
tributions as obtained for the 14 zones, reduced sample 0 -D data vs the model distri ­
bution using the second set of travel time factors . Table 8 shows the best set of travel 
time factors developed in each case. 

The trip-length frequency data were developed o,n the basis of driving time rather 
than fravel time. An examination of the computatio11al pro·edures indicates that, with 
little difficulty, the distribution could have been made on the basi s of travel time if 
terminal times were introduced as input data. The results of the calibration process 
probably would have been more satisfactory had this been done. 



ESTIMATING EQUATIONS 

The following estimating equations for trip productions and attractions were de­
veloped using the multiple regression analysis technique. 

Trip Production 

OSP 22030--home-work, full sample: 

101 

Y = -5.78775 + 10.25491 (cars/ DU) + 1.52715 (pers./DU) - 0.70627 (CBD dist.) 
- 2.66103 (cars/ DU) (pers. / DU) + 0.30996 (pers. / DU) (CBD dist.) 

- 0 . 039634 ( CBD dist .)2 
Y = trips/dwelling unit. (3) 

RSP 14030--home-work, reduced sample : 

Y = -0.54297 - 0.96297(cars/ DU) + 0 . 79424(pers./DU) + 0.13594(CBDdist.) 
+ 0.31954 (cars/ DU) (pers./DU) - 0.10496) (pers. / DU) (CBD dist.) 

+ 0 . 018626 (CBD dist.)2 
Y = trips/ dwelling unit. ( 4) 

OSP 22039-home-other, full sample: 

Y = -5.92767 + 11.60937 (cars / DU) + 1.39224 (pers. / DU) - 1.20225 (CBDdist.) 
- 2.26609 (cars/ DU) (pers./DU) + 0.29830 (pers. / DU) (CBD dist.) 

+ 0. 007200 ( CBD dist .)2 
Y = trips/ dwelling unit. (5) 

RSP 14039--home-other, reduced sample: 

Y = 4 . 56907 - 6 . 09284 (cars/ DU) - 1.69056 (per s . / DU) + 0.58893(CBDdist.) 
+ 2.98149 (car s/DU) (per s . / DU) - 0.29073 (pers ./DU(CBDdis t.) 

+ 0.042162 (CBD dist.) 2 

Y = trips/dwelling unit. (6) 

NHP 04514-non-home, full sample: 

Y = -2.398094 - 0.0051391 (LU1) - 0.017017 (LU5) + 0.054498 (LUs) 
+ 0 . 058424 (jobs) + 0 . 048989 (pers . / zone) - 0.084438 (tot. DU/ zone) 

- 0 . 01 7802 (cars/ zone) + 0 . 0000005793 (LU1)2 

+ 0. 000003317 (LU5) 2 + 0. 00052392 (LUs) 2 

- 0.000023462 (jobs) 2 
- 0.000023616 (pers. / zone) 2 

+ 0. 000089245 (tot. DU/ zone) 2 

+ 0. 000060598 (cars/ zone) 2 

Y = trips/zone/ 1, 000 trips produced in 14 selected zones . (7) 

NRP 04514-non-home, reduced sample : 

Y = -6.22386 - 0.0046915 (LU1) + 0.043900 (LU5) + 0.045839 (LUs) 
+ 0. 070971 (jobs) + 0. 058497 (pers . / zone) - 0.15106 (tot. DU/ zone) 

+ 0. 038259 (cars/ zone) + 0 . 0000005283 (LUY 
- 0.00020223 (LUs) 2 + 0.00064l32 (LU6)

2 

- 0. 00002833 (jobs) 2 
- 0. 00002883 (pers. / zone) 2 

+ 0. 00013757 (tot. DU/ zone) 2 

+ 0. 00002562 (cars/ zone) 2 

Y trips/ zone/ 1, 000 trips produced in 14 selected zones. (8) 
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Trip Attraction 

Work trip attraction--home-work, full sample (adj. jobs): 

Y 1. 109 + 0. 0624 (jobs) 
Y = trips/zone/1, 000 trips produced in 14 selected zones . (9) 

RS 460--home-work, reduced sample (zone 12 omitted): 

Y 1.092802 + 0.058113 (jobs) 
Y = trips/ zone/ 1, 000 trips produced in 14 selected zones. (10) 

MRA 51409-home-other, full sample: 

Y = -0.62306 - 0 . 048951 (LUal + 0.005561 (LU9) - 0.0052420 (pers. /zone) 
+ 0.035644 (Lot. DU/zone) - 0.05'0611 (who.-ret. jobs)+ 0.06504 (pers. 

serv. jobs) + 0. 064090 (prof. jobs) - 0. 012982 (g rouped jobs) 
+ 0 .32256 (L U2ro) + 1.95827 (LU 2-1o) + 1.63904 (LUa;o) + 0.39525 (LU2llo) 

+ 0.00017289 (LU6)
2 

- 0.00000037908 (LUo) 2
- 0.0000001466 (pers./ 

zone) 2 + 0. 000018689 (tot. DU/zone) 2 
- 0.0000094125 (who.-ret. 

jobs) 2 
- 0 . 00061319 (prof. jobs) 2 + 0 . 0001369 (grouped jobs) 2 

- O. 0032360 (LUw;i) 2 
- 0. 054781 (LUaiol 2 

- 0.0055373 (LU2llo) 2 (11) 
Y = trips/zone/1, 000 trips produced in 14 selected zones. 

RSA 51309--home-other, rerh1ced sample: 

Y = -0.021097 - 0.080372 (LUa) + 0.0045021 (LUo) + 0.0078854 (pers./zone) 
- 0.013214 (tot . DU/ zone) - 0.049754 (who. -ret. jobs) 

+ 0. 26185 (pers. serv. jobs) - 0.018923 (prof. jobs) 
- 0.0041486 (grouped jobs) + 0 . 35568 (LUw) 

+ 0.88353(LU240) + 2.63884(LUa;o) 
+ 0.35530 (LU2llo) + 0.00017385 (LU6)

2 

- 0.0000003212 (LUg) 2 
- 0.000003921 (pers./zone) 2 

+ 0. 000059441 (tot. DU/ zone) 2 

- 0.000024614 (who. -ret. jobs) 2 

- 0. 00003059 (prof. jobs) 2 

+ 0.000078437 (grouped jobs) 2 

- 0.0031158 (LU2ro) 2 
- 0.032500 (LU24o) 2 

- 0. 0043047 (LU213o) 2 

Y = trips/ zone/ 1, 000 trips produced in 14 selected zones. (12) 

NHA 04714--non-home, full sample: 

Y = -0. 722068 - 0. 004496 (LU1) - 0. 055532 (LU5) + 0. 052999 (LUs) 
+ 0.045612(jobs) + 0 . 02664(pers. / zone) - 0.0314071 (tot. DU/zone) 

- 0.009572 (cars/ zone) + 0.0000005513 (LU1)
2 + 0.00012975 (LU5)

2 

+ 0.00045254 (LUs) 2 
- 0.000019178(jobs) 2 

- 0.000016506 (pers ./zone)2 
+ 0. 000061364 (tot. DU/ zone) 2 + 0. 000044775 (cars/ zone) 2 

Y = trips/zone/1, 000 trips produced in 14 selected zones. (13) 

NRA 04714--non-home, reduced sample: 

Y = -3. 03559 - 0. 0073974 (LU1) - 0. 024895 (LU5) - 0.0027639 (LUs) 
+ 0.056735 (jobs) + 0.062327 (pers ./zone) - 0.11725 (tot. DU/ zone) 

- 0.014188 (cars/zone) + 0.0000014912 (LU~)2 + 0.000048958 (LU5)
2 

+ 0.00063131 (LUs) 2 
- 0.00002446 (jobs) 2 

- 0.00002917 (pers./zone) 2 

+ 0. 00014079 (tot. DU/zone) 2 + 0. 000049897 (cars/zone) 2 

Y trips/ zone/ 1, 000 trips produced in 14 selected zones. (14) 
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OSP 14034--non-home, full sample : 

Y = 3.34575 - 6.39670 (car s/ DU) - 0.52092 (pe r s . / DU) + 0.000120(CBDdist.) 
+ 2 .52203 (ca1·s/ DU) (pe r s . / DU) - 0.35194 (pers./DU) (CBD dist.) 

+ 0.13654 (CBD dist .l2 
Y = trips/ dwelling unit. ( 15) 

RSP 14034--non-home, reduced sample: 

Y = 3.75602 - 6 .31798 (car s/DU) -1.19446 (pe r s . / DU) + 0.46274(CBDdist.) 
+ 2. 76797 (ca r s/ DU) (pers . / DU) - 0. 45012 (pers. / DU) (CBD dist.) 

+ 0 . 13799 (CBD dis t Y 
Y = trips/dwelling unit. (16) 

In these equations , LUx indicate s 1, 000' s of square feet Of la nd us e; x, ii a s ingle 
digil, indica tes major gr oup l aJlCI use; a nd x , if three digits , indicates la nd-use cate ­
gories within major g roup land uses. The land- use codes have been pu blished pre ­
vious ly (10, Appendix A) . 

In EqS:-3, 4, 5, 6, 15, and 16 : 

DU dwelling units which responded to the 0-D interview; 
pe r s . persons · and 

CBD dist . dis tance from the zone centroid in question to the centroid of zone 12, 
in minutes. 

In Eqs. 7 through 14: 

tot. DU/ zone 
grouped jobs 

jobs 
who. -ret. jobs 

pers. serv . jobs 
prof. jobs 

tota l number of dwelling units per zone; 
total jobs in wholesale , retail, finance, personal services, 

a musement, recl'eation, profes sional government, and 
self-employed; 

total of all jobs; 
total jobs in wholesale, retail, finance and insurance; 
total jobs in pers onal service; ::i.nd 
total jobs in professional area. 

Equations 15 and 16 were used only for the estimation of numbers of non-home pro­
ductions or attractions. 

ANALYSIS OF RESULTS 

Estimates of Trip Production and Attraction 

The coefficients of correlation, R, for the estimating equations were obtained from 
the SCRAP regression analysis program and are shown in Table 9. The squared cor­
relation coefficient or coefficient of determination, R2, is a measure of the amount of 
variation about the mean that the estimating equation explains. Although many of the 
R 2 values were quite high, this coefficient did not necessarily indicate the predictive 
power of the various equations. For the same data, however, higher values of R2 did 
indicate better predictive power of the form of equation being used. 

A more meaningful statistical test of the estimating power of the equations was felt 
to be the calculation of RMS errors. The RMS error for each equation was computed 
by summing the squares of the differences between the estimated and surveyed values 
of production or attraction and dividing the total squared differences by the number of 
zoned prnductions or attractions and finding the square root of the quotient: 

_ f (Y -NYest)2 
RMS error == l (17) 
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where 

TABLE 9 

COEFFICIENTS OF COR-
RELATION AND DETER-

MINA TION FROM 
REGRESSION ANALYSIS 

Eq. No. R Rz 

3 0.936 0.876 
4 0.952 0.907 
5 0.918 0.843 
6 0.912 0.831 
7 0.995 0.990 
8 0.991 0.982 
9 _a _a 

10 _a _a 
11 0.994 0.989 
12 0.992 0.984 
13 0.995 0.990 
14 0.986 0.972 
15 0.968 0.937 
16 0.961 0.923 

8trot determined, equation de­
veloped in "poly11omial 11est 
fit" program (see Table 10 
for RMS error comparisons) . 

Y surveyed value, 

TABLE 10 

RMS ERRORS OF ESTIMATING EQUATIONS 

Avg. Trips %RMS Eq. No. 
per Zone RMS Error 

Errora 

3 302 65 21 
4 297 118 40 
5 545 137 25 
6 545 171 31 
7 306 71 23 
sh 306 218 71 
BC 307 146 48 
9 219 39 18 

1ob 219 88 40 
11 452 208 51 
12b 411 208 51 
13 297 65 22 
14b 306 220 72 
14c 306 162 53 

a% RMS error : 100 (RMS error)/average trips per 
zone. 

busing estimated total hon-home productions to ex-
pand to eonnl totals . 

cUGing 0-D total non- home productions to expand to 
zonal totalll . 

Yest value estimated from regression equation, and 

N number of values. 

The RMS error indicates the limits within which about two-thirds of the deviations 
between the observed and the estimated values will fall . The RMS errors, shown in 
Table 10, for the developed estimating equations were smallest when the regression 
equation was based on data obtained from the comprehensive 0-D survey. The re­
corded RMS error, in most cases, appears to be reasonable when one considers that 
this is equivalent to stating that two-thirds of the time the estimated zonal productions 
or attractions can be expected to be within one RMS error of the ctual value. The 
·estimating power of Eqs. 8, 10, 12, and 14 were much improved when 0-D survey 
productions were used to expand to zonal values. A plot of the estimated values vs 
0-D values of zonal productions or attractions provided an excellent graphical por­
trayal of the goodness of fit of the estimating equations. Figures 7 through 12 show 
the comparison of 0 -D trips per zone by purpose to the estimated zonal trips as ob­
tained from Eqs. 4, 6, 8, 10, 12, and 14. Comparisons for all equations have been 
previously published (10). If the estimated value was equal to the 0-D value, the plotted 
point fell on the 45" line. The plot of the 0-D value ± RMS error vs the 0-D value in­
dicates a band within which one would expect the estil'nated values to fall about two­
thirds of the time. 

Gravity Model Distribution 

As noted, two sets of travel time factors were developed. One set, F1, was based 
on the 0-D productions , attractions and trip length frequency distribution as obtained 
from the comprehensive 0-D data in all zones; the other, Fz, was based on productions, 
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attractions, and the trip length frequency distribution obtained from the reduced sample 
in the 14 selected zones. Table 8 shows the developed travel time factors. The trip 
distribution of the model was analyzed using the following four combinations of model 
parameters: 

Combination 1-0-D productions, attractions, and travel time factors, F1; 
Combination 2-0-D productions, attractions, and travel time factors, F2; 
Combination 3-estimated productions, attractions, and travel time factors, F1; and 
Combination 4-estimated productions, attractions, and travel time factors, F2. 
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Screenline Comparison. -Seven screenlines were chosen for a comparison of 
crossings using the 0-D data and those obtained from the gravity model with the various 
combinations of parameters. The location of the various screenlines is shown in 

; , Figure 1. Crossings of screenline 6 showed the large st percent difference; however, 
:; tl1e number of trips crossing the line was very small, malting it difficult to obtain a 

close agi-eement in percent. It is believed, however, that t his did indicate some geo­
graphical bias in the model and could probably have been 1·emedied by inc1·easing the 
terminal times in the zones south of screenline 6 or by applying zone-to-zone k factors. 
The total number of trips involved, however, did not a.ppea1· to warrant such adjusting 
procedu1·es. The various screenline crossings are compared in Table 11. 

Trip Length Comparison. -It was felt that the comparison of the total amoimt of 
travel and average trip length as obtained from the various model distributions would 
serve as measurements of the adequacy of the model. Figures 13 through 15 show the 
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TABLE 11 

COMPARISON OF SCREENLINE CROSSINGS USING 0-D AND MODEL DATA 

Crossings Full Sampleb Reduced Samplee 
Screen- from Com-

linea plete 0-D Model Model/0-D Model Model/0-D Model Model / O-D Model Model / 0-D 
Survey F,C (%) ~·.d (%) F,c (%) F,d (%) 

(a) All Trips 

1 27, 564 27, 478 99. 7 29, 924 108. 6 27, 861 101. 1 29, 884 108. 4 
2 20, 557 20, 946 101. 9 21, 930 106 . 7 21, 157 102. 7 22, 212 108 , l 
3 27, 656 26, 439 95. 6 28, 248 102 . 1 26, 678 96. 5 28, 505 103. 1 
4 24, 530 24, 008 97 . 9 25, 299 103 . l 24, 240 98. 8 25, 473 103 . 8 
5 26, 828 24, 765 92 . 3 28, 643 106 . 8 26, 419 98 . 5 28, 536 106. 4 
6 4, 202 5, 156 122. 7 5, 720 136. 1 5, 095 121. 3 5, 704 135 . 7 
7 10, 028 ~ 96 . 5 11, 302 112 . 7 ~ 97 . 1 11, 755 117 . 2 

Total 141, 365 138, 474 98 . 0 151, 066 106. 9 141, 184 99 . 9 152, 069 107. 6 

(b) Home-Work Trips 

1 8, 507 8, 731 102.6 9, 537 11 2. 1 8, 793 103. 4 9, 438 110 . 9 
2 6, 140 6, 229 101.4 6, 762 110.1 6, 328 103 .1 6, 990 11 3. 8 
3 8, 908 8, 245 92.6 8, 427 94.6 8, 320 93. 4 8, 565 96 .1 
4 7, 714 7, 535 97 . 7 7, 566 98.1 7, 609 98 . 6 7, 642 99. 1 
5 7, 844 7, 644 97 . 5 8, 339 106 .3 7, 642 97 . 4 8, 007 102.1 
6 1, 235 1, 427 115 . 5 1, 838 148. 8 1, 450 117. 4 1, 839 148. 9 
7 3, 596 3,440 95. 7 3, 672 102. 1 3, 522 97. 9 ~ 11 6. 6 

Total 43, 944 43, 251 98. 4 46, 141 105. 0 43, 664 99. 4 46, 675 106. 2 

(c) Home-Other Trips 

l 9, 959 9, 916 99.6 10, 275 103 . 2 10, 007 100. 5 10, 332 103. 7 
2 9, 002 9, 182 102. 0 9, 784 108 . 2 9, 292 103. 2 9, 840 109 . 3 
3 11, 694 11, 289 96 . 5 12, 518 107 . 0 11, 450 97 . 9 12, 634 108. 0 
4 10, 509 10, 342 98. 4 11, 464 110 .8 10, 500 99 , 9 11, 569 110. 1 
5 9, 785 9, 388 95. 9 9, 840 100 .6 9, 605 98 . 2 10, 073 102. 9 
6 1, 731 2, 130 123 .1 2, 274 131 .4 2, 128 122. 9 2, 256 130 .3 
7 4, 239 4, 077 96. 2 4, 971 117 . 3 4, 045 95 . 4 4, 902 11 5. 6 

Total 56, 919 56, 324 99.0 61 , 126 107 . 4 57,027 100. 2 61, 606 108. 2 

(d) Non-Home Trips 

1 9,098 9, 055 99. 5 10, 112 111 .1 9, 061 99. 6 10, 114 11 1. 2 
2 5, 415 5, 535 102. 2 5, 385 99 . 4 5, 538 102.3 5, 383 99 . 4 
3 7, 054 6, 905 97. 9 7, 304 103 . 5 6, 908 97. 9 7, 306 103 . 6 
4 6, 309 6, 131 97. 2 6, 271 99 . 4 6, 131 97. 2 6, 262 99. 3 
5 9, 198 9, 181 99 . 8 10, 465 11 3 . 8 9, 172 99. 7 10, 456 113. 7 
6 1, 235 1, 515 122. 7 1, 608 130 . 2 1, 518 122. 9 1, 609 130. 3 
7 2, 193 2, 165 98. 7 2, 660 121. 3 2, 167 98.8 2, 659 121. 2 

Total 40, 502 40,487 100.0 43, 805 108 . 2 40, 495 100. 0 43, 789 108 . 1 

aSee ~·igure l ro1• tha locat1011s of screcnl ncli . bus ing producllons and :ith ·a •Ut>ns from UH! compl()te 0 -0 s~rvcy. 
cus .lng lravcl lime r~clOl'S developed with mo<,lel h1t>ut lll'IJ<luc l1011s nnd'1tlrntllons f1•om U1e com1>lutc 0 -D l>Ul"\rCy . 

ctusthg. t.r:wcl lime metal's develo11ccl with model h11iut p1·octucll<>11s nod ~ttmctions h"Qm \ho 14 zones w1U1 a reclu ;,d snmple 
slzc . !!Us ing produclionll ~nd :ltl1'~clion$ o!Jlaincd from U1e regression est!nmUng cqunllons develOJ)Ccl from lhc 1·ct1uced 
sample in U1e 14 selected zones . 

trip l ength fr equency di stribution, by purpose, of th e 0-D dafa vs the model with input 
from Ute sm all sample data . These comparisons show good ag1·eement of the model 
and 0 - D data . Additiona l compa r isons a1·e found in the earlier repor t (10) . The 
aver age lengths of trip in mi nutes and total vehicle-hours of travel as compared in 
Table 12 are also in close agreement. 

Since there were few diagonal streets in Hutchinson, the distance, in miles, between 
zone centroids was measured by determining th e L distance (s um of map coor dinate 
differences); the total vehicle-miles of travel was tak en as the product of the zone - to­
zone interchange and the L distance between the zone cent roids in question with the 
summation being made over all zones. The average trip length in miles wa s taken as 
the total vehicle-miles of travel divided by the total number of trips. The comparisons 
of the average length of trip in miles and total vehicle-miles of travel are given in 
T able 13 and again indicate close agreement. 
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Comparison of District-to-District Movements. -A comparison was also made of 
the disb·ict- to-district movements given by both the model and 0-D data. The com­
parison was originally made using zone-to-zone movements but the small numbers of 
trips gave results having little stability. The RMS errors for the various volume 
groups and trip purposes, as shown in Tables 14 through 16, indicate that two-thirds 
of the time the difference between district interchanges, as given by the model and 
0-D data, is expected to be equal to, or less than, the value of the RMS error. 

District-to-district trip interchanges can be used in determining interchange 
volumes between the CBD and various corridors. This can provide a check on the 
geographical bias of the model. However, in this analysis, it was felt that the screen­
line checks gave a dependable test for bias. 
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TABLE 12 

VEHICLE-HOURS OF TRAVEL AND AVERAGE TIUP LENGTH FROM 0-D AND MODEL DATA 

Full Sample Reduced Sample 
Complete 0-D 

Survey Data 
0-D Prod. -Attract . Regression 0-D Prod. -Attract. Regression 

Prnd. -Attract. Prod. Attract. 
Purpose Avg. '!'rip 

Veh-Hr Length Avg. Trip Avg . Trip Avg . Trip Avg. 'frip 
(min) Yeh-Hr Length Veh-Hr Length Veh-Hr Length Veh-Hr Length 

(min) (min) (min) (min) 

Home-work 1, 831 6' 06 1, 823 0 . 03 1, 970 6.01 1, 842 6 . 09 2, 028 6.18 
Home-other 2, 584 4. 91 2, 610 4. 95 2, 845 ~. 22 2, 627 4 . 98 2, 855 5. 24 
Non-home 1, 597 4. 48 1, 657 4. 64 1, 823 4. 60 1, 657 4. 64 1, 823 4. 60 

TABLE 13 

VEHICLE-MILES OF TRAVEL AND AVERAGE TIUP LENGTH FROM 0-D AND MODEL DATA 

Full Sample Reduced Sample 
Complete 0-D 
Survey Data 

0-D Prod. -Attract. Regression 0-D Prod -Attract. Regression 
Prod. -Attract, Prod. -Attract. 

Purpose Avg. Trip 
Yeh-Mi Length Avg . Trip Avg. Trip Avg. Trip Avg. Trip 

(mi) Yeh-Mi Length Veh-Mi Length Yeh-Mi Length Veh-Mi Length 
(mi) (mi) (mi) {mi) 

Home-work 35, 331. 6 l. 946 35, 325 . 6 I. 947 38, 327. 3 1. 948 35, 765 . 0 1. 97l 40,007.6 2.033 
Home-other 40, 248. 2 I. 527 49, 193 , 3 I. 552 54,894.9 1.680 49, 454. 6 1. 563 54, 882. 0 1, 679 
Non-home 30, 755.6 l. 438 30, 630 . 7 1.431 33, 731.9 1. 419 30, 636. 7 1. 431 33, 717.9 1. 418 

TABLE 14 

ANALYSIS OF DISTRICT-TO-DISTRICT MOVEMENTsa 

Total Trips Mean Std. RMS :tRMS Volume Group Freq.b 
Diff. Dev. Error Error 0-D Model 

0-99 33 1, 858 2,491 19 49 52 93 
100-199 32 4, 648 6,219 -49 76 90 62 
200-299 32 7,875 8,831 -29 89 93 38 
300-399 14 4,891 6,075 -84 132 157 44 
400-499 8 3, 476 4,024 -68 109 129 29 
500-599 2 1,089 582 253 158 298 54 
600-699 4 2, 576 2,883 -76 234 247 38 
700-799 4 2, 943 2, 608 83 143 165 22 
800-899 2 1, 641 1,800 -79 162 180 22 
900-999 2 1, 896 1, 735 80 77 111 11 

1,000-1,499 to 12, 750 12, 558 19 328 329 25 
1,500-1,999 4 6, 753 6, 659 23 289 290 17 
2,000-2,999 4 9, 581 10, 739 -289 411 503 21 
3,000-3,999 1 3,549 4, 837 -1, 288 1, 287 36 
4,000-4,999 
5,000-5,999 5, 199 3,795 1,404 1,403 27 
6,000-6,999 
7,000-7,999 
8,000-8,999 
9,000-9,999 

10,000-999,999 

Total 70, 725 75, 836 

aAll trips, fu11 sample, regression productions - attractions, tra.vel time factors from 
r educed sample 0 - D data , 

bNumber of d.istrict - to- di strict movements within vo l ume group , 
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TABLE 15 

ANALYSIS OF DISTRICT-TO-DISTRICT MOVEMENTsa 

Volume Group Freq. b Total Trips Mean Std. RMS %RMS 

0-D Model Diff. Dev. Error Error 

0-99 33 1, 858 2,554 -21 48 52 93 
100-199 32 4,648 5, 907 -39 83 92 63 
200-299 32 7,875 8, 752 -27 88 92 37 
300-399 14 4,891 6,034 -81 137 160 45 
400-499 8 3,476 3,923 -55 116 129 29 
500-599 2 1,089 611 239 164 290 53 
600-699 4 2,576 2, 970 -98 250 269 41 
700-799 4 2,943 2,653 72 164 180 24 
800-899 2 1,641 1, 815 -87 118 147 17 
900-999 2 1, 896 1, 725 85 78 116 12 

1,000-1,499 10 12, 750 12, 603 14 309 309 24 
1,500-1,999 4 6,753 6, 714 9 303 303 18 
2, 000-2, 999 4 9,581 10, 923 -335 374 502 20 
3,000-3,999 1 3,549 4,846 -1,297 1, 296 36 
4, 000-4, 999 
5,000-5,999 5,199 3, 780 1,419 1., 418 27 
6,000-6,999 
7,000-7,999 
8, 000-8, 999 
9,000-9,999 

10,000-999,999 

Total 70, 725 75, 810 

aAll trips, full sample, regression productions-attractions, travel time factors from 
full sample 0-D data. 
~wnber of district-to-district movements within volume group. 

TABLE 16 

ANALYSIS OF DISTRICT-TO-DISTRICT MOVEMENTsa 

Freq.b 
Total Trips 

Mean Std. RMS %RMS Volume Group Dlff. Dev. Error Error 
0-D Model 

0-99 33 1, 858 1, 965 -3 39 39 70 
100-199 32 4, 648 5,041 -12 60 61 42 
200-299 32 7,875 8, 389 -16 99 100 40 
300-399 14 4, 891 4, 915 -1 90 90 25 
400-499 8 3, 476 3,638 -20 78 81 18 
500-599 2 1, 089 506 291 85 303 55 
600-699 4 2, 576 2,517 14 91 92 14 
700-799 4 2,943 3, 001 -17 196 197 26 
800-899 2 1, 641 1, 757 -58 29 65 7 
900-999 2 1, 896 1, 662 117 85 145 15 

1, 000-1, 499 10 12, 750 12,433 31 294 296 23 
1,500-1,999 4 6, 753 6,399 88 251 256 15 
2,000-2,999 4 9,581 10, 498 -229 159 279 11 
3,000-3,999 1 3,549 3,868 -319 318 8 
4,000-4,999 
5,000-5,999 5,199 4,018 1, 181 1,180 22 
6,000-6,999 
7,000-7,999 
8, 000-8, 999 
9,000-9,999 

10,000-999,999 

Total 70, 725 70, 607 

aAll trips, full sample, complete 0-D productions-attractions, travel time factors from 
full ~mupl.e 0-D d~L11, 

"Nwnbcr o f district- to-district movements within volume group. 
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CONCLUSIONS 

1. Current zonal trip productions and attractions were adequately estimated from 
mathematical models developed from a small sample of home interviews (8) taken in 
a sample of the origin-destination zones. Best estimates resulted for home-based 
trip productions but eslimated non-home-based trip productions and all trip attractions 
appeared to be adequate for planning purposes. 

2. Mathematical models developed from current comprehensive 0-D or reduced 
sample data should be of great value in estimating future zonal trip productions and 
attractions. 

3. Only three trip purposes (home-work, home-other, and non-home) were found 
to be practical divisions of all trips for prediction of zonal trip productions and attrac­
tions from m~thematical models based on comprehensive or reduced sample 0-D data. 

4. For home-work trip attractions, the number of jobs in a zone was the only im­
portant factor. 

5. For home-work trip productions, the number of employed persons per dwelling 
unit was not found to be a more important factor than persons per dwelling unit. 

6. For all trip productions, the number of persons and the number of cars per 
dwelling unit were found to be very important factors. Other factors of importance 
for trip productions were distance to the CBD for home-work and home-other trips, 
area of various land uses, and number of jobs for non-home trips. 

7. For trip attractions other than the home-work trip, the number of persons per 
zone, the number of types of jobs in the zone, and the areas devoted to various land 
uses were found to be important factors. 

8. Travel time factors for distribution of trips by the gravity model were satis­
factorily estimated by calibr::iti ng the gravity model with trip length frequency data 
developed from a small samv1e of home interviews taken in a sample of the 0-D zones. 

9. The travel time factors which were developed varied in value for the different 
trip purposes for the same travel time separation. 

10. The gravity model using trip productions and attractions and travel time factors 
developed from a small sample of home interviews taken in a sample of 0-D zones 
distributed trips among all zones to give an adequate reproduction for planning purposes 
of the trip distribution obtained in a comprehet sive 0-D survey. 

11. The gravity model using trip production and attractions and travel time factors 
developed from a comprehensive 0-D survey distributed trips among all zones to give 
a good reproduction of the trip distribution obtained in the comprehensive survey. 
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Adequacy of Clustered liome Interview San1pling 
For Calibrating a Gravity Model Trip 
Distribution Formula 
KEVIN E. HEANUE, LAMELLE B. HAMNER, and ROSE M. HALL 

Respectively, Highway Engineer and Statisticians, Urban Planning Division, U. S. 
Bureau of Public Roads 

•INCREASED USE of the gravity model fonnulation in transportation plamting has 
brought about a wide variation in study procedures, many of whi h, developed without 
the benefit of research, are characterized by a reduction iu h'avel data accumulated 
for model calibration. In several instances, urban planning engineers have advocated 
the use of a reduced sample home interview survey, clustered in selected zones, to 
supply the basic data for model calibration (1, 2, 3). 

A clustered sample may best be described by contrasting it with the typical sys­
tematic sample normally used in home interview origin-destination surveys. In a sys­
tematic sample every nth dwelling unit in each zone in the entire study area is sur­
veyed. In clustered home interview sampling, a systematic sample is con_ducted, but 
only in s elected zones. In ot d words every nth dwelling unit is interviewed in the 
selected zones, but none are interviewed in the remaining zones. Each cluster, there­
fore, consists of a systematic sample in a selected zone. 

The selected zones are generally chosen to r eflect a range in the urban charactel'­
istics known to be correlated with travel habits. For example, residential density, car 
ownership, income level, and distance from the central business district (CBD) are 
among the variables which might be utilized as criteria for determining zones to select 
for the clustered sample. 

The objective of the clustered sampling technique is to reduce study time and costs 
by reducing the total number of home interviews required. This objective is success­
fully achieved only if the clustered sample data are sufficient to develop a travel model 
which can then be used to estimate trip distribution patterns for the entire study area. 

This paper reports the results of a l·esearch study designed to evaluate the use of 
clustered home interview samples as the basic source of data for developing a gravity 
model that will accurately synthesize areawide travel patterns. The study was initiated 
by the Urban Planning Division of the U. S. Bureau of Public Roads with the financial 
assistance of the Pennsylvania Department of Highways and in cooperation with the 
Pittsburgh Area Transportation Study (PA.TS). 

THE GRAVITY MODEL 

The gravity model theory may be simply described as follows. The trips produced 
in any zone will distribute themselves to other zones in the study area in direct propor­
tion to the trip opportunities or attractions in the other zones and in inverse proportion 
to some function of the spatial separation between the zones. 

The gravity model equation used in this research is stated as follows: 

T( .. ) 1-J 

Pi Aj F(ti-j) K(i-j) 

n 

x1: 1 Ax F(ti-x) K(i-x) 

Paper sponsored by Corrunittee on Origin and Destination. 

n6 

( 1) 



where 
T(i-j) 

Pi 
Aj 

(t· ·) 1-J 
F(t· ·) 1-J 

trips produced in zone i and attracted to zone j; 
trips produced in zone i; 
trips attracted to zone j; 
travel time in minutes between zone i and zone j; 
empirically derived travel time factor expressing average areawide 
effect of spatial separation on trip interchange between zones that are 
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(ti-·) apart; and 
spebific zone-to-zone adjustment factor to allow for incorporation of 
effect on travel patterns of defined social or economic linkages not other­
wise accounted for in the gravity model formulation. 

The travel time factor F(ti-j) is approximately equivalent to the more traditional 

1/ tn. The use of a set of travel time factors to express the effect of spatial separation 
on zonal trip interchange, rather than the traditional inverse exponential function of 
time simplifies the computational requirements of the model. It also allows more 
complex mathematical functions (for example, with n varying by t) to be conveniently 
represented. 

Trip production (Pi) and trip attraction (Aj) take on specific definitions when eonsid­
ered in the gravity model formulation. First, consider home-based trips. Home-based 
trip productions per zone are all those trips made by residents of the zone originating 
at or destined to their homes. Home- based trip attractions per zone are the nonhome 
trip ends of home-based trips arriving at or departing from the nonhome zone. For 
example, a person living in zone 1 who travels from his home to zone 2 and home again 
makes two trips. Zone 1 is credited with having produced two home-based trips; zone 
2 is credited with having attracted two home-based trips. 

Nonhome-based trips are those trips having neither end at the residence of the trip 
maker. Nonhome-based trip productions are the origins of nonhome-based trips and, 
accordingly, nonhome-based attractions are the destinations. 

Data Sources 

Basic trip data sources for this research were the 1958 standard origin-destination 
(0-D) home interview survey conducted in the 226 internal zones of the Pittsburgh study 
area and a special high sample rate clustered home interview survey conducted in 1960 
in 13 selected zones of the same study area. Both of these home interview surveys 
were conducted by the staff of PATS. 

The 1958 survey consisted of a systematic 4 percent sample of all the dwelling units 
in the study area, providing ove1· 16, 000 completed interviews (4, 5, 6). The 1960 
clustered su1·vey was designed with a sample rate varying by zone from 10 to 33 percent, 
yielding a total of 4, 250 interviews. The variable sample rate was designed to provide 
trip data of approximately the same degree of accuracy from each of the selected zones. 
Previous research by Sosslau and Brokke on the statistical accuracy of home interview 
0-D data was used as the basis for the selection of the sample rates (7). 

The 13 zones chosen for the 1960 survey were selected from among the 226 internal 
zones in the study area as a result of an examination of certain land-use and socio­
economic characteristics tabulated from the 1958 survey data. Principal factors exam­
ined were net residential density, car ownership, and distance from the CBD, which in 
Pittsburgh is the Golden Triangle. The 13 zones were selected to yield a range in these 
characteristics and hopefully to reflect the full range of income levels . Income data 
were not available from the 1958 survey; however, some preliminary studies had shown 
income level to be highly correlated with trip production and a question on this subject 
was included in the 1960 survey. 

Figure 1 illustrates the geographical location of the 13 selected zones and the area 
encompassed by the 1958 study. North, south, and east zones noted later are refer­
enced to the three rivers. 

The basic data sources for land-use and socio-economic data were the land-use 
survey conducted during the PATS study which summarized land area measurements 
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PATS CORDON LINE 

. 187 

731 •68 
-169 

Figure 1. Location of 13 selected analysis zones used in Pittsburgh research project . 

by two digit classification and the 1958 home interview survey which obtained population 
and car ownership statistics by zone. 

Objectives 

The study was designed to answer four basic questions. 

1. Were the trip data from the 13-zone clustered survey sufficient to develop a set 
of travel time factors, F(t· ·), representative of the effect of zonal separation on trip 

1-J 
making for the entire study area? 

2. Did the limited s u ·vey contain enough t r ip information so that tr i p pr odL1ctions 
(Pi) and tr ip attractions (Aj) could be related to specific land- us e and socio-economic 
data through the use of r egr ession analyses and ther eby expanded to every zone in the 
study area ? 

3, How accurate, when compared to the 1958 0-D survey , was a gravity model de­
veloped solely through the use of the 13-zone survey trip data and all available land-use 
and socio-economic data when applied to the total study area? 

4. How accurate, when compared to the 1958 0-D survey , was a gravity model 
developed by making use of the full 1958 0-D survey and the same land-use and socio­
economic data? 

Procedures 

To provide answers to these questions the work of the study was organized into three 
major phases: (a) gravity model calibration, (b) trip production and attraction estimates, 
and (c) combined analysis-trip production, attraction and distribution. Each of these 
major phases was in turn divided into two subphases, one relating to the 13-zone clus­
tered survey and the other to the total study area survey. 

Gravity Model Calibration.-Traveltimefactors were developed using only the 13-
zone survey trip data . Thes e wer e representative of the effect of spatial separation on 
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trip making as expressed by the clustered survey data. Travel ti.ine factors were then 
developed using the 1958 total study area trip data and were representative· of the effect 
of spatial separation on trip malting for the entire study area. Deviations between the 
clustered survey data factors and the total area data factors were analyzed for signi­
ficance. 

Trip Production and Attraction Estimates. -Regression analysis was used to develop 
trip production estimating equations from the 13-zone survey trip productions and the 
available land-use and socio-economic data. These equations were then solved for every 
zone in the study area to develop trip production estimates for each of the 226 internal 
zones. Regression analysis was also used in an attempt to develop trip attraction esti­
mating equations from the 13-zone data. 

Trip productions and trip attractions from the 1958 total study area survey were re­
lated to the available land-use and socio-economic data through the use of regression 
analysis. 

Combined Analysis. -The trip production and attraction estimates, the calibrated 
travel time factor estimates developed using only 13-zone survey trip data, and the 
available land-use and socio-economic data were used as input to a total study area 
gravity model and a trip distribution was calculated. The accuracy of this distribution 
when compared to the 1958 0-D survey trip data was then determined. 

Trip production and trip atb:action estimates and the travel time factors developed 
using the 1958 0-D total study area trip data and the available land-use and socio­
economic data were used to calculate another gravity model trip distribution. The ac­
curacy of this distribution when compared to the 1958 0-D survey trip data was also 
determined. 

A detailed analysis was then made of the accuracy of the alternate gravity model dis­
tributions. Each of the gravity model trip distributions was compared statistically to 
the 1958 0-D trip distribution. Selected movements were isolated and compared to 
measure geographical bias . 

GRAVITY MODEL CALIBRATION 

The basic calibration procedure and descriptions of the IBM 1401 and 7090 computer 
programs used for both the 13-zone and total study area phases of this study have been 
fully documented ~) . 

Data Processing 

The initial data processing work was similar for both the 13-zone and the total study 
area survey analyses. The data necessary for use in the calibration process consisted 
of the following: (a) trip productions (Pi) and trip attractions (Aj) by purpose and zone; 
(b) minimum path travel times (ti-j) between all zones; and (c) trip length frequency 
distributions by purpose for the 0-D trip data. 

Tables of expanded zone-to-zone person trip movements were first developed by 
purpose from the home interview survey data. A byproduct of the trip table building 
program was a zonal summary of trip production and trip attraction. 

The trip tables and trip production and attraction summaries were tabulated for six 
trip purpose categories. The five home-based trip purposes were wo1·k, shop, school, 
social-recreational, and miscellaneous. The home-based trip purpose definitions were 
taken directly from the standard home interview questionnaire classifications, with the 
exception of miscellaneous which is a grouping of personal business, medical-dental, 
and eat meal trips. The sixth purpose category, nonhome-based trips, included all 
those trips where neither the purpose to nor purpose from was home. 

Change mode and serve passenger trip purpose classifications had previously been 
eliminated when these trips were linked. In trip linking, certain segmented trips in the 
previous classifications are connected or linked to assign more meaningful origins, 
destinations, and purposes. 

The trip tables were then used with the minimum path travel times between all zones 
to develop trip length frequency disn·ibutions by purpose. The minimum patl1 travel 
time between any two zones is made up of the minimum path driving time between the 
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zones and the terminal times in the zones of production and attraction. The minimum 
path driving times, more commonly called trees, were calculated by the traffic assign­
ment process. To develop the driving imes for use in this study, the PATS base net­
work of coded link distances and times was recoded to fit the BPR tree building progr a m 
format. The driving ti mes on Ute PATS oded network wP.rP. developed from a limited 
number of operating speed studies. 

Terminal times were estimated by the research staff to allow for lhe effect. of differ­
ences in cruising, parking, and walking times as cat1sed by differences in congestion 
and availability of parking facilities. Terminal times, ranging from 1 min in suburban 
residential areas to 6 min in downtown areas, were added to Che dr:iving times to develop 
a more r ealistic measure of the actual spatial s paration between zones . The same 
travel times were used to develop the trip length fr quen.cy distributions and as input to 
the 15i·avity mudeis . 

For the gravity model travel time factor calibration runs, both t:rtp productions and 
trip attractions were taken directly from the home interview survey results. The actual 
Pi and Aj from the survey were used rather than estimates to prevent error from this 
source from affecting the travel time factor calibrations. This is standard practice 
when calibrating gravity models. 

13- Zone Gravity Model Calibration 

Due to the limitations of the clustered surv y data, an abbreviated trip distribution 
was utilized in the 13-zone gravity model calibntion. For both the clustered survey 
data and the gravity model, home-based trip productions occurred in only 13 of the 226 
internal zones , whereas trip attractions occurred in all 226 internal zones 46 external 
analysis zones, and at the 8 external stations. Nonhome-based trip productions and at­
tractions occurred in all 280 analysis units. For each of the trip purposes, the total of 
the trip productions equaled the total of the trip attractions . 

For a first approximation of travel time factors, a set of values previously developed 
for Washiugton, D. C., was used (9, 10). Using these travel time factors and the clus­
tered survey trip productions and attractions the gravity model program was used to 
calculate a first trip distribution. 

The trip length frequencies of the resultant distribution were plotted by purpose along 
with the 0-D trip length frequencies. The trip length frequency distributions were not 
in agreement and the initial travel time factors were therefore modified by using the 
relationship between the percent 0-D trips per 1 min of time interval and the percent 
gravity model trips per time interval (8). The gravity model program was then rerun 
using the adjusted travel time factors, - and the plotting and adjustment procedures were 
repeated. This iterative process was continued until a satisfactory agreement was 
reached between the 0-D and gravity model trip length frequency distributions for each 
purpose. In addition to the basic agreement in the closeness of fit of the curves, the 
total person hours of travel and mean trip length were continually checked by purpose. 
When all three parameters were in close agreement, the model was said to be cali­
brated. Figure 2 shows the plot of the trip length frequency distributions for all trip 
purposes of the 13-zone 0-D vs the 13-zone calibrated gravity model along with the 
relationship between the total person hours and mean trip lengths. The set of travel 
time factors that resulted in an acceptable trip length distribution comparison was, 
tl')erefore, that set which best approximated the effect of spatial separation on trip in­
terchange as exhibited by the 13-zone survey data. 

Trips from each of the 13 zones to the Golden Triangle were isolated for both the 
0-D selected zone survey trips and the 13-zone calibrated gravity model distribution 
to determine if there was any geographical bias inherent in the gravity model distribu­
tion. Table 1 presents these data. Several attempts were made to relate the gravity 
model's deviation from the 0 -D to selected s ocio-economic data. Figure 3 shows the 
results obtained when the ratios of gravity model to 0-D Golden Triangle-oriented 
movements were plotted vs zonal income . Although the plot shows a slight correlation 
between the ratios of the movements and zonal incomes, the correlation (r = -0. 71) was 
not considered significant enough to form the basis for the development of adjustment 
factors. 
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Figure 2. Trip length frequency for all trips, l3-zone data . 

TABLE 1 

SELECTED MOVEMENTS TO GOLDEN TRIANGLE; 
13- ZONE GRAVITY MODEL DATA VS 

CLUSTERED SURVEY DATA 

Zone 
Home-Based Trips (No.) Difference 

of 
Origin Clustered Model No. % Survey 

10 2,409 3,375 966 40.1 
13 2,450 3, 595 1,145 46.7 
28 1, 324 2, 136 812 61.3 
37 2,086 1,983 -103 -4. 9 
61 2,471 1, 319 -1, 152 -46.6 
68 2, 161 1, 364 -797 -36.9 
73 2, 353 932 -1,421 -60.4 
83 593 418 -175 -29.5 
93 1,092 711 -381 -34.9 

149 764 642 -122 -16.0 
155 282 453 171 60.6 
169 835 433 -402 -48.l 
187 320 261 -59 -18.4 

Total 19,140 17, 622 -1, 518 -7.9 
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Figure 3, Differences in observed and estimated home-based trips from 13 selected zones 
to Golden Triangle related to mean family income per zone. 

TABLE 2 

SELECTED MOVEMENTS, CALIBRATED 13-ZONE GRAVITY MODEL 
DATA VS CLUSTERED SURVEY DATA 

Home- Based Trips (No. ) Difference 
From To 

Clustered Model No. % Survey 

South zones North zones 1, 962 1, 981 19 1.0 
North zones South zones 2,650 3, 135 485 18.3 
South zones East zones 13, 114 11,217 -1, 897 -14. 5 
East zones South zones 6, 017 6,298 281 4.7 
East zones North zones 2, 138 2,476 338 15 . 8 
North zones East zones 8, 907 11, 269 2, 362 26.5 
North zones North zones 21,281 18,434 -2,847 -13.4 
South zones South zones 33, 169 35,047 1,878 5.7 
East zones East zones 66, 239 65,620 -619 -0.9 
North zones Golden Triangle 4,687 6, 410 1,723 36 . 8 
South zones Golden Triangle 7, 758 6, 104 -1,654 -21.3 
East zones Golden Triangle 6,695 5, 108 -1,587 -23 . 7 
Internal zones External zones 4, 501 4,337 -164 - 3.6 
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If geographic bias, which s howed a more direct numeric relationship to specific 
land-use or socio-economic characteristics, had been found , i t would have been elimi­
nated t hrough the use of adjustment factors . These factors are repres ented by K(i- j) 
in the g1·avity model formulation (Eq. 1) . 

A comparison of s elected movements was made to determine the accuracy 0f the 
model a nd to see if a time barrier was needed to bring r iver cros sings into agr eement 
with 0-D data. Table 2 gives these data. The gravity model r iver cros sing tr ips were 
not systematically high or low when compared with the 0 - D data and no time barrier 
was used. Several previous studies in other cities have s hown the need for such a time 
barrier over rivers (10, _!!). 

Total Study Area Model Calibration 

The total study area trip distribution for both the 0-D and the gravity model had trip 
productions in all of the 226 internal zones and trip attractions in all of the 280 analysis 
units. The travel time factors developed using the 13-zone data were applied to total 
study area data. To eliminate error from other sources, the trip productions and at­
tractions for all zones were taken directly from the 1958 0-D reportings. A new trip 
distribution was calculated and the trip length characteristics of this distribution were 
then compared with the 1958 0-D trip length characteristics. Figure 4 depicts the trip 
length distribution comparison for all trip purposes combined. The trip length curves 
were similar but the analysis indicated a definite need for further travel time factor 
calibration. This meant that the travel time factors developed from the clustered sur­
vey data were not sufficiently accurate when applied to the total study area. 

A statistical comparison of district-to-district movements, given in Column (d) of 
Table 3, indicated significant differences between the 1958 0-D data and the clustered 
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TABLE 3 

DISTRICT-TO-DISTRICT MOVEMENTS, PITTSBURGH, PA. 

Percent RMS Errera 

Trip Ends Based on 
1958 Survey Data 

All Purposes 1958 1958 13-Zone 226-Zone 226-Zone 
Suney Survey Reg-ression Reg1·e~~iu11 Adj. Regres-

Data Data Est. Est. sion Est . 

Travel Time Factors Based on 

Mean o{ 13- 226- 13- 226- 226-
Volume Group Volume Fi·equency Zone Zone Zone Zone Zone 

Group Study study study Study Study 

(a) (b) (c) (d) (e) (f) (g) (h) 

0- 499 141 2, 121 107 .09 99.29 118.44 134 . 04 104.96 
500- 999 698 261 53. 72 50. 72 65 , 90 62.46 53. 72 

1, 000- 1, 999 I, 476 143 52.10 48. 78 54.47 59.89 49.19 
2,000- 2, mm 2, 451 81 42.80 4~.15 40.43 47.00 41.33 
3,000- 3,999 3, 437 37 34 .27 34.45 34.97 39.80 33 .28 
4, 000- 4, 999 4,373 21 38.74 40.04 47 .82 39.42 42.35 
5, 000- 5, 999 5, 539 17 35.28 33.16 37.39 49.86 36,18 
6, 000- 7' 999 6, 797 20 28.83 29. 56 29.66 50.62 30 , 74 
8, 000- 9, 999 8, 843 II 27 .98 26.19 29.05 39.30 27 .62 

10, 000-14, 999 11, B82 18 23. 74 23. 62 27.IB 39. 51 24.66 
015, 000- 31, 159 22 21.07 16.08 21.83 26.08 17 .89 

a Percent RMS error = JOO ( 

where 

dill. dlrtorr:nce b lwcun !iiUr\'Cfed and estimated movementsj 
.uund.1or of dlBtrh2l - lo~tll5l rict movementsj and 
mt.·~n or sun1l1y volume . 
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Figure 5, Home-based work travel t ime f actors . 

100 

survey model results. The travel time facto1·s were, therefore, adjusted using the trip 
data from the comprehensive 1958 0-D survey. The model calibration process was 
repeated until an acceptable relationship existed between the 0-D and the gravity model 
trip length curves, mean trip lengths, and person hours of travel. 
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The travel time factors developed using 13-zone data and the revised set developed 
using total study area data are reflected in the curves in Figures 5 through 10 . The 
significance of the differences between the two curves in each figure will be discussed 
later in this paper. 

Figure 4 also illushates the final agreement in trip length characteristics between 
the calibrated total area gravity model and the 1958 origin-destination survey data . 
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SELECTED MOVEMENTS, CALIBRATED GRAVITY MODEL DATA VS 
1958 HOME INTERVIEW DATAa 
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Total Trips (No.) 
Difference 

From To ·1958 No. % 
Survey Model 

South zones North zones 44,651 53,962 9,311 20.9 
North zones South zones 35, 558 46, 344 10, 786 30.3 
South zones East zones 228,330 230,975 2,645 1.2 
East zones South zones 77,409 99, 172 21,763 28.l 
East zones North zones 46,389 61 , 513 15, 124 32.6 
North zones East zones 113 ' 762 133,869 20, 107 17.7 
North zones North zones 310,937 280, 272 -30, 665 -9.9 
South zones South zones 631, 193 619,037 -12, 156 -1. 9 
East zones East zones 848, 183 811,452 -36, 731 -4.3 
North zones Golden Triangle 52,755 57,754 4,999 9.5 
South zones Golden Triangle 107,660 94,999 -12, 661 -11.8 
East zones Golden Triangle 95,291 91, 4'7 6 -3,815 -4.0 
Golden Triangle North zones 4,919 4,709 -210 -4.3 
Golden Triangle South zones 5, 887 4, 290 -1, 597 -27.1 
Golden Triangle East zones 13, 100 14,853 1, 753 13 .4 
External zones Internal zones 10, 254 7,002 -3,252 -31. 7 
Internal zones External zones 90,451 92 , 288 1, 837 2.0 
AU zones All zones 2,336, 412 2, 336,596 184 0.0 

aBased on total study area data . 
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A statistical comparison of the differences in the district-to-district movements be­
tween the 1958 0-D and the calibrated gravity model is given in Column (e) of Table 3. 

An analysis of selected movements for the 0-D and the calibrated gravity model is 
given in Table 4. These values do not represent the maximum accuracy the total area 
model could attain. No attempt was made at this stage to perform a full river crossing 
or K(i-i) factor analysis. The calibration process was stopped because of the previously 
noted differences in the clustered survey and total area travel time factors. 

TRIP PRODUCTION AND TRIP ATTRACTION ESTIMATES 

Because trip productions and trip attractions are two of the key gravity model inputs, 
considerable time was spent in preparing these estimates and in subjecting them to 
statistical analyses. Indicators of zonal trip produdion such as residential density, 
car ownership, family size, and distance from the CBD were used for estimating trip 
production. 

The trip attraction portion of the research study, however, was hampered by the fact 
that no data were available on zonal employment, ·school enrollment, or retail sales 
from either the 1958 or 1960 studies. These factors provide a basis for specifying non­
residential land-use intensity. They allow for a differentiation between, for example, 
a downtown office building, shopping area, or school and their suburban counterparts. 
Land area measurements alone do not reflect intensity of use. For example, a down­
town office building on a 10, 000-sq ft site may be 10 stories high and fill the entire 
site, whereas a two-story suburban office building may be located on a site of the same 
size and fill only one-half the site. Land area measurements would rate these sites 
equally. 

One method by which trip attractions may be related to land use without a direct 
measure of intensity is through the use of a trip attraction rate analysis. For example, 
ratios of work trips attracted per acre of industrial land would be developed by individ­
ual zone or group of zones. These ratios are, in effect, measures of intensity. By 
making assumptions with respect to the stability of the ratios over time, these and 
similar ratios for other land-use activities could then be used to determine future trip 
attraction. The attraction estimate, therefore, would be based on a future land-use 
plan which would specify the projected areas of land-use types. 

The PATS trip generation analysis did not require detailed measures of land-use 
intensity as it consisted of a study of land-use trip generation rates as the basis for trip 
end estimates. A study of trip generation rates, as opposed to a regression study, does 
not lend itself to a statistical analysis of its accuracy. It also requires an extensive 
knowledge of the study area. For example, large or specialized employment centers 
may be isolated for detailed analysis. 

For these reasons, regression analysis was selected as the tool best-suited to the 
development of trip estimates for this research. In some of the trip attraction analyses, 
however, it was necessary to use modified ratio procedures because meaningful corre­
lations could not be developed by regression analysis on the available data. Certain of 
these ratio trip attraction estimates, which exhibited high error when compared with 
0-D survey data, were arbitrarily adjusted to within preset limits of accuracy to make 
the final trip distribution analysis more meaningful. These preset limits were designed 
to yield trip attraction estimates with a level of accuracy that could be obtained had the 
land-use data been more complete and the research staff's knowledge of the study area 
more extensive. An indication of the type of accuracy to be expected was gained from 
analysis of data from other cities . 

An alternative to either regression or ratio analysis is a procedure sometimes re­
ferred to as the synthetic procedure. This is particularly applicable when the trip at­
traction data are weak but the land-use data are reliable and extensive. In these in­
stances, certain land-use or socio-economic indicators may be used directly as trip 
attractions. For example, total employment can be used to indicate work trip attrac­
tion, school enrollment for school trip attraction, and retail sales for shopping trip attrac­
tion. However, procedures such as these would require a detailed zonal analysis to 
account for such items as walk-to-work trips, school bus policy, and type of shopping 



center. Although the accuracy of this procedure is difficult to evaluate, it is more 
reliable than a regression analysis when data on trip attractions are insufficient. 
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The adjustment of the unsatisfactory attraction estimates was, in part, an attempt 
to match the type of accuracy that could be obtained by substituting selected land-use 
statistics (had they been available) directly for estimated trip attractions. 

This portion of the research study made extensive use of the Bureau of Public Roads 
1401 Regression Analysis Programs, consisting of a basic regression program, an 
equation solver, and a root-mean-square (RMS) error program. The latter program was 
used to calculate the accuracy of the 13-zone trip end estimates when applied to the total 
study area and of total study area estimates that were adjusted to eliminate negative trip 
production or trip attraction values. 

Total Area Estimates Based on study of 13 Zones 

Trip Production.-Due to the high sampling rates , stable values of actual trip pro­
duction by home-based purposes were available from the 1960 selected zone survey for 
each of the 13 zones. Regression analysis was used to relate these trip production 
values to land-use and socio-economic data for the zones. Six basic land-use and 
socio-economic variables, available for each of the 13 zones as well as for all remain­
ing zones, were selected in a preliminary correlation analysis for use in this phase of 
the study. These were population, automobiles owned, residential acreage, nonwhite 
population, airline distance in miles from the CBD, and dwelling units. The number 
of variables was increased to 10 by using combinations and transformations of the basic 
variables. 

Five equations were developed for each purpose by using varying combinations of 
independent variables. Two of these equations were then solved for each trip purpose 
using land-use and socio-economic data for all 226 internal zones. One set of equations 
had two independent variables and the other five. The five-variable equations had the 
lower standard errors of estimate based on the 13-zone dependent variable trip data but 
they showed higher RMS errors when applied to all 226 zones. The following two­
variable equations were therefore selected for use in estimating trip production for each 
of the 226 zones: 

Y1 2.6817 0. 5045 X1 0.3812 X2 

Y2 1.5843 0. 6584 X1 + 0 .1205 X2 

Y3 o. 7119 0.3503 X1 + 0.5374X2 

Y4 1. 7773 0.8095 X1 0.2639X2 

Ys 0. 7186 0.4638 X1 + 0.2154X2 (2) 

where 

Y1 home-based work trips produced per dwelling unit; 
Y 2 home-based other trips produced per dwelling unit; 
Y3 home-based social-recreational trips produced per dwelling unit; 
Y4 home-based shop trips per dwelling unit; 
Ys home-based school trips per dwelling unit; 
X1 log of residential density; and 
X2 car ownership. 

The accuracy with which the selected equations estimate total trip production by purpose 
when compared to the 0-D totals is given in Table 5. Although the total areawide home­
based trip production estimate was 3. 4 percent higher than the 0-D value, the percent 
error by purpose varied from - 20. 5 to +21. 6. The precision of the zonal estimates by 
trip purpose both before and after adjusting is given in Table 6. 

It was not possible to develop nonhome-based trip production estimates by zone using 
the 13-zone data. The total nonhome-based productions from the 13-zone study amount­
ed to 29, 283 or slightly more than 100 trips per zone since they were produced in all 
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TABLE 5 

PRECISION OF TOTAL HOME-BASED TRIP PRODUCTION 
ESTIMATES DEVELOPED FROM 13- ZONE DA TA 

AND APPLIED TO TOTAL STUDY AREA 

Trip Productions Difference 
Trip Purpose 

1958 Clustered No. % Survey Survey Est. 

Work 796,646 813,761 17, 115 2.1 
Other 423,226 439, 911 16,685 .., () 

u. '1 

Social-rec . 292, 195 355,226 63,031 21. 6 
Shopping 283, 555 303,976 20,421 7.2 
School 231,092 183,674 -47,418 - 20.7 

Total 2, 026,714 2, 096,548 69,834 3.4 

TABLE 6 

PRECISION OF ZONAL HOME-BASED TRIP PRODUCTION ESTIMATES 
DEVELOPED FROM 13- ZONE DATA AND APPLIED TO 

TOTAL STUDY AREA 

1958 RMS Errora 

Trip Purpose Survey Data 
Unadjuste0 Adjusted 

Mean Std. Dev. 
Abs. % Abs. 

Work 3, 525 2,698 735 20.85 723 
other 1,873 1,360 578 30.86 572 
Social-rec. 1, 293 997 661 51.12 543 
Shopping 1,255 901 430 34.26 419 
School 1,023 726 530 51.81 489 

aPercent RMS error = lOO 

where 

diff, = difference between surveyed and estimate productions; 
n = number of zones; and 
x = mean of survey volume. 

% 

20.51 
30.54 
42.00 
33.39 
47.80 

zones in the study area. A regression analysis showed that the 13-zone 0-D nonhome­
based trips were correlated with the 1958 0-D nonhome-based trips, as indicated by 
the correlation coefficient of +0. 83. An examination of the data, however, showed that 
much of the variation in the two sets of data was due to bias in the vicinity of the 13 
zones. Each of the 13 zones and the zones immediately surrounding them had a higher 
percentage of nonhome-based trip productions than shown by the total study area 0-D 
data. Conversely, zones located at some distance from any of the 13 zones had a lower 
percentage of the nonhome- based trip productions. An alternate procedure was there-
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fore developed which made use of the nonhome-based trip data from the 1958 0-D sur­
vey. Total areawide nonhome-based trips can be estimated from the 13-zone 0-D data 
by relating these trips to the characteristics of the trip maker's zone of residence. A 
separate analysis must then be used to determine the zones of origin of these trips. 

Trip Attractions. -Due to the lack of land-use or socio-economic data on zonal em­
ployment school enrollment, or retail sales , etc., it was impossible to develop re­
liable trip attraction estimates using regression analysis. This was true even when 
the trip attraction data from the 1958 0-D survey were substituted for the 13-zone sur­
vey trip attraction data. 

A further discussion of the 13-zone survey attraction data is warranted, however, 
since even if the land-use data had been sufficient the trip data would still present prob­
lems. The 13-zone trip attractions occur in all study area zones and are of low statis­
tical significance numerically. More importantly, the distribution of trip attractions 
among the zones is highly biased by the location of the 13 zones. Therefore, a set of 
trip attraction estimates developed from the total area survey was substituted for the 
13-zone trip attraction estimates. 

Estimates Based on study of All Zones 

Trip Production. -This phase of the study made use of all available data, including 
1958 0-D survey trips and all of the various land-use and socio-economic information. 
Regression analysis was used to estimate trip productions for all trip purposes. Sev­
eral equations were developed and analyzed for each trip purpose. The selected equa­
tions and their standard errors of estimate (designated as ± values) are as follows: 

Y1 -489.4913 + 0. 2753 X1 + 0.3773 X2 + 0. 6729 X3 ± 521.0435 

Y2 61.1273 + 0. 0351 X1 + 0.0214X2 + 0.8878 ~ ± 551.5152 

Y3 64.9557 + 0.0281 X1 0 .0465 X2 + 0,6561 ~ ± 542,6655 

Y4 32.6220 + 0.0946 X1 0. 3636 X2 + o. 7680 x3 ± 379.1923 

Ys 307.6413 + 0.1083X1 0.6711 X2 + 0. 7782 X3 ± 491. 8209 

y6 352.8010 0. 4573 X1 + 2.0154 X2 + 0 .0432 X3 ± 1010.1590 (3) 

where 

Y1 home-based work trips produced per 0-D zone; 
Y2 home-based other trips produced per 0-D zone; 
Y3 home-based social-recreational trips produced per 0-D zone; 
Y4 home-based shop trips produced per 0-D zone; 
Y s home-based school trips produced per 0-D zone; 
Y s nonhome- based trips per 0-D zone; 
X1 population per 0-D zone; 
X2 dwelling units per 0-D zone; and 
X3 cars owned per 0-D zone. 

The precison of the estimates developed from these equations both before and after ad­
justing for the elimination of negative estimates is given in Table 7. 

Trip Attraction. -A regression analysis was made using the available land-use data 
yielding estimates with standard errors of estimate given in Table 7. Because these 
standard errors of the regression estimates were unacceptably high, even after the 
estimates were adjusted for negative values, rates of trip attraction per unit of service 
acreage were developed by trip purpose for each district in the study area. The cor­
relation analysis had shown that service acreage was the best single variable for esti­
mating trip attraction for each of the six trip purposes. These attraction rates develop­
ed for each district were then applied to each zone in the district. These estimates 
were also very poor and were arbitrarily adjusted to within ±30 percent of the 0-D 
values. The accuracy of these estimates both before and after adjustment is shown in 
Table 8. 
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TABLE 7 

PRECISION OF TOTAL STUDY AREA REGRESSION ESTIMATES 

1958 
RMS errora 

Trip Purpose Survey Data 
Unadjusted Adjusted 

Mean Std. Dev . 
Abs. % Abs. % 

(a) Productions 

Home-based 
Work 3, 525 2, 698 521 14.78 509 14.44 
Other 1,873 1, 360 552 29.47 546 29.15 
Social-rec. 1, 293 997 543 42.00 537 41. 53 
Shopping 1, 255 901 379 30.20 371 29.56 
School 1,023 726 492 48.09 476 46.53 

Nonhome-
based 1, 326 1, 534 639 48.19 385 29.03 

(b) Attractions 

Home-based 
Work 3,355 6, 721 3,745 111. 62 3,200 95.38 
Other 1,817 2,257 1, 112 61.20 883 48.60 
Social-rec. 1, 191 1,254 690 57.93 587 49.29 
Shopping 1,245 2, 381 1,471 118 .15 723 58.07 
School 958 1,094 863 90.08 888 92.69 

Nonhome-
based 1,321 1, 440 600 45.42 513 38.83 

aRMS error of unadjusted regression estimates is equal to standard error of 
estimate. 

TABLE 8 

PRECISION OF TOTAL STUDY ATTRACTION RA TE ESTIMA TEsa 

1958 RMS Error 

Survey Data 
Unadjusted Adjusted 

Trip Purpose 
Mean Std. Dev. 

Abs. % Abs. % 

Home-based 
Work 3,355 6, 721 3,900 116. 24 583 17.38 
other 1,817 2,257 1,252 68.90 497 27 .35 
Social-rec. 1, 191 1,254 740 62.13 250 20.99 
Shopping 1,245 2,381 1,520 122.09 246 19.76 
School 958 1,094 974 101. 67 212 22.13 

Nonhome-based 1,321 1,440 650 49.21 269 20.36 

aEstimates per origin-destination district based on l958 trips per acre of 
land used for nongoods-handling activities serving both individuals and 
business. 
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COMBINED ANALYSIS-TRIP PRODUCTION, ATTRACTION AND DISTRIBUTION 

The objectives of this phase of the study were (a) to evaluate the amount of error in­
troduced into a gravity model trip distribution by the use of trip production and trip at­
traction estimates in the gravity model formulation, rather than trip production and 
trip attraction values taken directly from 0-D data; and (b) to provide statistical meas­
ures of the accuracy of gravity model trip distributions calculated with parameters de­
veloped from 13- zone clustered survey trip data and from total study area trip data. 

13- Zone Data 

Two levels of areawide gravity model trip distribution accuracy for travel time fac­
to ~s were developed with 13-zone survey trip data. 

1. The calibrated gravity model previously described used 0-D trip ends (i.e. , trip 
productions and trip attractions). The accuracy of this trip distribution when compared 
to the 1958 0-D on a district-to-district movement basis is given in Column (d) of 
Table 3. 

2. A new gravity model trip distribution was calculated using the same travel time 
factors but with modified trip end input. The five home-based trip production purpose 
estimai-cs were developed as previously described, using only 13-zone trip data and 
related land-use data for the entire study area. To develop nonhome-based trip produc­
tions and all trip attractions, it was necessary to use trip data from the 1958 survey. 
The accuracy of the trip production and trip attraction estimates is given in Tables 6 
and 8, respectively. 

The results of the gravity model trip distribution calculated with the travel time 
factors developed from 13-zone data and the trip end estimates developed partially from 
13-zone data are given in Column (f) of Table 3. The increased error of the second 
distribution-Column (d) vs Column (f)-may be related entirely to the decreases in the 
accuracy of the trip production and trip attraction estimates. 

Total Study Area Data 

Three levels of trip distribution accuracy using the travel time factors were develop­
ed with total study area trip data and alternate trip production and trip attraction esti­
mates. 

1. The calibrated gravity model, which used 0-D trip ends, was described previous­
ly. The accuracy of this trip distribution when compared to the 1958 0-D district-to­
district movements is given in Column (e) of Table 3. 

2. A gravity model was next run which used the same total study area travel time 
factors but with unadjusted regression estimates of trip production and trip attraction. 
Column (g) of Table 3 gives the accuracy of these estimates. This run was made to analyze 
the effect on trip distribution of trip attraction estimates that were significantly in 
error. The trip production estimates were satisfactory, but the trip attractions ex­
hibited a high standard error. In addition, the error was biased with contiguous zones 
such as the CBD all under- or overestimated. The error in this trip distribution was 
the highest of any of the gravity models. 

3. The trip attraction estimates used as input to the last run were adjusted by zone 
for the reasons previously discussed. The accuracy of these adjusted trip attraction 
estimates is given in Table 8. 

The gravity model trip distribution was recalculated using as input parameters the 
total study area travel time factors, the regression trip productions, and the adjusted 
trip attractions. The accuracy of this distribution with respect to the 0-D is given in 
Column (h) of Table 3. 

SUMMARY 

Trip Production and Trip Attraction Estimates 

Home-based trip productions were estimated by zone for the entire study area using 
the clustered survey trip data. These estimates showed relatively minor losses in 
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accuracy when compared to the regression estimates based on the 1958 0-D survey 
data. The percent RMS error of the zonal estimates of home-based trips developed 
from the clustered survey data was, on the average, approximately 5 percent greater -
than the percent RMS error of the zonal estimates based on trip data from the 1958 0-D 
survey. Areawide .. total home-based trips were overestimated by 3. 4 percent based on 
the clustered survey analysis. A statistical analysis of the total study area trip data 
showed that a random sample of the same size as the cluster sample would have esti­
mated total study area trips within +1. 7 percent ( 12). 

Trip attractions for any purpose or the distribution of nonhome-based trip produc­
tions cannot be estimated from the clustered survey data. It must be assumed that if 
a clustered survey is used as the sole source of trip calibration data for a gravity 
model, synthetic trip end measures must be utilized. That is, specific land-use and 
socio-economic variables must be used as indices for the zonal distribution of trip at­
tractions and for nonhome- based trip productions. 

With a comprehensive survey, it might possibly be shown that the accuracy of these 
synthetic procedures is very high. However, the main disadvantage of these procedures 
is that there is no accurate means of checking the estimates without a complete home 
interview survey. 

Travel Time Factor Calibration 

Travel time factors developed with the 13-zone clustered survey trip data show signi­
ficant differences when plotted and compared with the factors developed from the total 
study area data (Figs. 5 through 10). The differences are particularly significant for 
travel time values of less than 10 min. This portion of the travel time factor curve is 
used primarily to determine the number of intrazonal trips. A special analysis was 
made on intrazonal trips which showed that these trips were underestimated by 8. 0 
percent using only the 13-zone trips, but when the 13-zone factors were applied to the 
total study area, intrazonal trips were underestimated by 32. 2 percent. In addition to 
variation in the upper portions of the curves, there was slope variation that was dif­
ficult to evaluate , but, in general, the total study area factors had steeper slopes. 

Trip Distribution Accuracy 

When the travel time factors developed using the 13-zone clustered survey data were 
applied to the total study area there was a loss in accuracy of the trip distribution as 
indicated in Table 3, Column (d) vs Column (e). The loss in accuracy was not significant 
enough to draw negative conclusions on the adequacy of clustered surveys, but it was 
significant enough to point up the value of the more accurate calibration data. The per­
cent RMS error was 5 percent greater (21. 07 vs 16. 08) for trip volumes of 15, 000 and 
over when the 13-zone factors were used as opposed to the total study area factors. 

Socio-Economic Adjustments 

The gravity model calibrated with the 13-zone data did not show a specific need for 
the use of socio-economic adjustment factors, K(i-j). However, if these factors had 
been necessary there were not sufficient trip data from the clustered survey to estab­
lish them. The 1958 0-D trip data were extensive enough for a full K(i-j) factor analysis 
and for a meaningful river crossing analysis. 

Full Gravity Model Trip Estimation 

The combined analysis demonstrated that over the range of the larger trip volumes 
there was very little difference in the accuracy of the gravity model trip distributions 
when either 0-D trip ends or trip end estimates were used as trip production and trip 
attraction. The analysis did demonstrate that when poor trip end estimates, such as 
the unadjusted regression attractions, were used as model input, a very significant 
decrease in accuracy resulted. 
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Adequacy of Clustered Samples 

The clustered sample provided very stable trip volumes but did not provide good 
calibration data. An evaluation of the many study analyses would seem to indicate that 
one reason for the inadequacy of the clustered survey data is inherent in clustered 
sampling itself. The clustered survey trip attractions were biased by the location of 
the 13 zones. This bias had a direct effect on the travel time factors. The travel time 
factors developed from the total study area when compared directly with the 13-zone 
factors (Figs. 5 through 10) show higher travel time factors for the low time increments. 
If other parameters of the model remain fixed, these higher time factors mean that the 
total study area data place a higher weight on short trips than do the 13-zone data. If 
it is considered that the total study area data present a greater range of potential at­
tractions, then it may be hypothesized that the travel time factors at the lower time 
intervals would have to be greater to keep the correct proportion of short trips. 

The 13 zones selected for clustered sampling were chosen with the utmost care. 
During the course of the research work there was no reason to criticize the selection 
or to feel that a different set of 13 zones would have been more representative of the 
entire study area. The basic problem seemed to be the bias created by the fact that 
the clustered survey zones amounted to such a small portion of the total zones in the 
study area. 

Further Research 

The authors recommend that further research be undertaken on the reduction of data 
requirements for travel model calibration. They suggest that the most promising ap­
proach to this research would be to examine the adequacy of small systematic or random 
samples. This suggestion is not derived from any specific study finding, but rather 
from the general impression that any clustered survey data will be biased by the location 
of the selected zones. To eliminate this bias, the number of zones selected for inter­
viewing would have to be increased to a point where the clustered sample would take on 
the characteristics of a systematic sample. 

CONCLUSIONS 

1. The clustered survey did provide sufficient trip data for the development of zonal 
estimates of trip production. 

2. The clustered survey did not provide enough trip data for the development of trip 
attraction estimates . 

3. The travel time factors developed from the clustered survey were significantly 
different from those developed with the total study area data. 
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An Evaluation of Simplified Procedures for 
Determining Travel Patterns in a Small 
Urban Area 
C. BEN, R. J. BOUCHARD, and C. E. SWEET, JR. 

Respectively , Geographer and Highway Engineers, Urban Planning Division, U. S. 
Bureau of Public Roads 

This report presents the results of research aimed at calibrating and 
testing the gravity model for a small urban area. The first part deals 
with application of the gravity model theory to travel patterns in Sioux 
Falls , S. Dak. (population 62, 000). A gravity model trip distribution 
formula was calibrated from comprehensive information on the area's 
travel patterns and related characteristics. The ability of this model 
to simulate the trip distribution patterns was investigated by comparing 
the gravity model movements with movements obtained from a standard 
origin-destination survey. In addition, investigations were made to 
check the effects of balancing trip attractions (as is customary in all 
traffic forecasting procedures) and to determine how many purpose cate -
gories are required in a small city to simulate adequately the existing 
travel patterns with a gravity model. 

The second part of the report deals with investigation into the mini­
mum amount of data required to calibrate a gravity model in a small 
urban area. For the past three years small sample home interview 
data have been used increasingly for calibrating traffic models in urban 
areas. Sample sizes ranging from 0. 1 to 1 percent have been used in 
several transportation studies . Users of these small samples feel that 
the data collected provide sufficient information aboutanarea's travel 
patterns for calibrating traffic models. They believe that these data 
can be used to develop the total universe of trips in an area, as well as 
the percentage of trips for each of the several trip purpose and travel 
mode categories. Furthermore, they think that these data yield suf­
ficient information concerning the lengths of urban trips, an important 
parameter in the development of traffic models. However, in developing 
a traffic model, specific information on the numbers and types of trips 
beginning and ending in each zone of the study area must also be known. 
This information cannot be obtained from a small sample home inter -
view. Consequently, some assumption must be made as to how the total 
universe of trip productions and trip attractions distribute themselves 
on a zonal basis. This research examines the validity of these various 
assumptions. The ability of several sample sizes (as low as 200 home 
interviews) to provide the needed parameters for calibrating traffic 
models is investigated and the minimum sample size required is cali­
brated. The ability of simplified procedures to establish zonal produc­
tions and attraction values from areawide trip production values obtained 
from the small sample surveys is also investigated. The paper then 
reports the results of using the minimum sample size and the esti­
mat~ production and attraction values to calibrate a gravity model 
for Sioux Falls. All validity tests are made using comprehensive 
home interview survey data of large sample size. 

Paper sponsored by Committee on Origin and Destination . 
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•SINCE THE early 1940's transportation planning studies have been conducted in ur­
ban areas throughout the country in an increasingly comprehensive manner. In most 
of these areas basic data on travel patterns, social and economic characteristics of 
trip makers, and the uses of land have been collected, and the type and extent of trans­
portation facilities have been determined. The interrelat.ionshi.ps between these various 
kinds of data have in turn been analyzed to the point that today several theories on ur­
ban travel are emerging. These theories are in the form of traffic models, or equa­
tions, composed of the various parameters which influence the generation and distribu­
tion of urban trips as well as the routes which these trips will traverse. One of the 
most widely used theories on urban travel is the gravity model theory which utilizes a 
gravitational concept to describe the distribution of trips between various parts of an 
urban area. 

With the advent of travel models, the theory has been advanced that the need for 
basic data on travel patterns may be less now than before these models were developed. 
In the past four years, interest has grown in the use of small sample home interview 
data for calibrating traffic models, particularly the gravity model, in urban areas . 
For example, 1;1e Hartford Area Traffic Study (1) collected travel data from only 200, 
or 0. 1 percent, of the dwelling units within the study area. The Southeast Area Traf­
fic Study (2) collected such data from 1, 384 or 2. 0 percent of the dwelling units within 
its study area. Several other studies (3, 4) have used similar sampling rates. Al­
though theories have been advanced concerning travel patterns and the desirability of 
reducing the amount of travel data to be collected, little has been done to quantify their 
accuracy and validity. 

This research had two principal objectives. The first was to examine the ability of 
a calibrated gravity model to reproduce the trip distribution patterns in a particular 
small urban area. To achieve this objective, full use was made of comprehensive 
origin-destination survey data in calibrating the gravity model for the urban area under 
study. The ability of this calibrated gravity model to simulate the area's trip dis­
tribution patterns was then investigated by comparing the gravity model movements 
against movements from the 0-D survey. 

The second objective was to evaluate simplified procedures for calib1·ating a gravity 
model trip distribution formula for the same urban area. Instead of calibrating with 
all the available data, only that trip information available from the external cordon 
survey and from a subsample of the original home interview survey was used. Simpli­
fied procedures were used to determine productions and attractions from detailed 
socio-economic data. The ability of this calibrated gravity model to simulate the 
area's travel patterns was then investigated by comparing the resultant gravity model 
movements against the movements obtained from the standard 0-D survey of the area. 

The small urban area selected for this research was Sioux Falls, S. Dak. (popula­
tion, 62, 000). In 1956, a comprehensive home interview 0-D survey was conducted in 
12 . 5 percent of the area's nearly 20, 000 dwelling units (5), the rate recommended by 
the U.S. Bureau of Public Roads (6) for urban areas of this size. The standard exter­
nal cordon and truck and taxi surveys (5) were also conducted, as were surveys of the 
land use and the type and extent of the area's transportation facilities. Unpublished 
data on the capacity and level of service characteristics of Sioux Falls transportation 
facilities, retail sales figures by zone, and certain employment and labor force sta­
tistics were supplied by the South Dakota Department of Highways. Also available were 
the results of a 1960 parking survey (9). The study area was divided into 74 traffic 
zones with 10 external stations. For summary and general analysis, these zones and 
stations were combined into 28 districts (Fig. 1). 

GRAVITY MODEL THEORY 

The gravity model theory, its mathematical statement, and the five parameters for 
calculating trip interchanges from this statement have been discussed in detail by 
Bouchard and Pyers (11, p. 2). However, the results of the present study indicate 
that there is no need for the application of the zone-to-zone adjustment factors , K (i-j), 
in the case of Sioux Falls. The need for these factors seems to be more p1·onounced 
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in large urban areas where the range in various social and economic conditions of the 
residents is large. 

TESTING THE GRAVITY MODEL THEORY FOR A SMALL URBAN AREA 

This phase of the research deals with calibrating a gravity model from data ob­
tained in the Sioux Falls 0-D survey and testing the ability of this calibrated model to 
simulate the travel patterns found in the 0-D survey. The steps involved in this phase 
were identical to those which have been completely documented in two recent publica­
tions by the U.S. Bureau of Public Roads ('!_, !!_). These were essentially: 

1. Processing basic data on the area's travel patterns and transportation facilities 
to provide three of the basic inputs to the gravity model formula, i.e., zonal trip pro­
duction and attraction values and the spatial separation belween zones; 

2. Developing travel time factors, F(t· _ ·), to express the effect of spatial separa­
tion on trip interchange between zones; 1 

J 
3. Balancing zonal attraction factors, Aj, to assure that the trips attracted to each 

zone by the gravity model formula were in close agreement with those shown by the 
0-D survey data; 

4. Examining these estimated trip interchanges to determine the need for adjust­
ments to reflect various factors not directly accounted for in the model; and 

5. Comparing the final gravity model trip interchanges with those from the home 
interview survey to test the ability of the moclel to simulate the 1956 travel patterns in 
the Sioux Falls area. 

For this research, the total daily vehicular trips with either origins or destinations 
in the study area were used. Excluded from the study were trips which had neither 
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their origins nor their destinations within the coxdon (through trips) and all transit trips . 
The trips were stratified into the following catego1·ies: (a) home-based auto-driver 
work trips, (b) home-based auto-driver nonwork trips, and (c) nonhome-based vehicu­
lar trips. 

The mP.asure of spatial separation between zones (ti-j) was composed of the off ­
peak minimum path driving time between zones plus the terminal time in the prodnction 
and attraction zones connected with the trip. Terminal times were added to driving 
times at both ends of the trip to allow for differences in parking and walking times in 
the zones as caused by differences in congestion and available parking facilities. 

Basic Data 

All information from the home interview, external cordon, and truck and taxi sur­
veys had previously been verified, coded and punched in cards. This information was 
made compatible as to meaning and location on the cards. The records were edited to 
insure that all pertinent information had been recorded correctly, and the edited rec­
ords were then separated into the three trip purpose categories previously described. 
A table of zone-to-zone movements was then prepared for each trip purpose category. 
Each trip record was examined ru1d all trips from each zone of production to every zone 
of attraction were accumulated. During this accumulation process the total number 
of trips produced by and attracted to each zone in the study area was also determined. 
These zonal trip production and attraction values were used to calculate trip inter­
changes with the gravity model formula. The zone-to-zone movements were subse­
quently used in testing the ability of the gravity model to simulate the 1956 travel pat­
terns in Sioux Falls. 

The data from the transportaLi.on facilities inventory had to be processed in the same 
way. This allowed the computation of the spatial separation between zones. Inter zonal 
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driving times were obtained from a description of the major street system in the area 
using a standard tree-building computer program. lntrazonal driving times were de­
termined from an examination of the speeds on the highway facilities in each zone of 
the study area. Terminal times in each zone were determined by analyzing the results 
of the 1960 parking survey (9), which indicated to some extent the congestion and avail­
able parking facilities in eaCh zone; central business district (CBD) zones were allo­
cated 3 min and all other zones were allocated 1 min of terminal time. 

Developing Travel Time Factors 

The best set of travel time factors associated with each trip purpose was determined 
through a process of trial and adjustment. To determine travel time factors by this 
procedure, information is needed which reflects the effect of trip length on trip making. 
A useful summary of such information was obtained by determining the number and per­
cent of trips for every minute of driving time for each trip purpose category. From 
the data on travel patterns, information was available on interzonal trips, and from 
the data on transportation facilities on driving times between zones. The trip length 
frequency distribution was obtained by combining the number of trips between each 
zone with the minimum path travel times between the zone pair, and repeating this 
process for all possible zone pairs. The resulting curve for work trips is shown in 
Figure 2. Table 1 summarizes this pertinent information for all trip purpose cate­
gories. 

The procedure used was to assume a set of travel time factors for each trip purpose 
and to calculate trip interchanges using the gravity model formula, zonal trip produc­
tions and attractions and zonal separation information, obtained as previously de­
scribed. The initial estimate of trip interchanges was then combined with the minimum 
time paths to obtain an estimated trip length frequency distribution for each trip pur­
pose category. A comparison of the actual and the estimated trip length frequency 
distributions and the average trip length figures indicated close agreement. However, 
the discrepancies between the actual and the estimated figures were larger than de­
sired by the research staff (±3 percent on average trip length with the frequency curves 
closely paralleling each other). Consequently a revised gravity model estimate was 
made. 

To make a revised estimate, new sets of travel time factors were calculated for 
each trip purpose category. The percentage of survey trips occurring during each 
minute of driving time was divided by the percentage of gravity model trips occurring 
during the same time increment, and the results of this division were multiplied by 
the initial factor. An example of this procedure is given in Table 2. These new fac­
tors were then plotted on log-log g:raph paper for the appropriate 1-min intervals for 
each trip purpose category, as shown in Figure 3. A line of best fit was drawn (by 
judgment) through the plotted points to obtain a smooth curve for travel time factors 
(Fig. 3). 

TABLE 1 

DISTRIBUTION OF VEHICULAR TRIPS BY PURPOSE 
SIOUX FALLS, 1956 

Purpose No. Veh-Min Avg. 
of Trips of Travel Trip Length 

Home-based work 29,882 209,128 7.00 
Home -based non work 65,759 404,749 6. 15 
Nonhome-based 63,280 360,736 5.70 

Total 158,921 974,613 6. 13 
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TABLE 2 

TRAVEL TIME FACTOR ADJUSTMENT PROCESS, WORK TRIPS 

Percent Travel Time 
Percent Adj. Travel Trave l Time 

Driving Time Trips Trips 
(Actual) Factor 1 (Est. No. 1) Time Factora Factor 2b 

1 1. 68 162 1. 24 219 220 
2 2.93 152 2.12 210 210 
3 6.09 142 4.88 177 185 
4 10.28 132 10. 32 131 150 
5 12.61 122 13. 49 114 125 
6 12.57 112 13.62 103 110 
7 13.91 102 13.26 107 100 
8 11. 22 092 11. 26 92 085 
9 10.91 082 11.42 78 079 

10 4.20 072 6.04 50 067 
11 4.40 062 5.33 51 061 
12 3.98 052 3.52 59 057 
13 1. 53 042 1. 56 41 050 
14 1. 34 032 1. 09 39 048 
15 1. 70 022 0.74 51 045 
16 0.04 012 0.08 06 010 
17 0.01 0 0.04 0 002 
18 0 0 0 0 0 
19 0 0 0 0 0 
20 0 0 0 0 0 

a From "/o t rips (actual) 
X travel time f actor 1. 

"/o trips (cos t . No . 1) 
bFrom Figure 3. 
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Figure 3. Determining revi sed travel time 
fac t ors, work trips. 

These new sets of travel time factors 
were then used in the same manner as in 
Calibration 1 to obtain a new estimate of 
trip interchanges with the model. New 
estimated trip length frequency curves, 
person hours of travel, and average trip 
le ngth figures were developed and com­
pared with the survey data. This com­
parison indicated that the gravity model 
estimates were within the established cri­
teria. Consequently, the second estimate 
of travel time factors was judged to de­
scribe adequately the effect of spatial 
separation on trip interchange between 
zones in Sioux Falls. These final travel 
time factors are given for each trip pur­
pose in Table 3. 

Adjustment of Zonal Trip Attractions 

The number of trips distributed by the 
gravity model to any given zone does not 
generally equal that shown by the 0-D sur­
veys as actually attracted to the zone , 
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TABLE 3 

FINAL TRAVEL TIME FACTORS BY 

because the gravity model formula does 
not have any built-in adjustment to insure 
such results. This variation in zonal at­
tractions is a difficulty inherent in all cur­
rently available trip distribution tech­
niques. Therefore, the trip attractions 
(Aj) for each zone were adjusted to bring 
the number of frips assigned to a given 
zone into balance with the trip attraction 

TRIP PURPOSE, SIOUX FALLS, 1956 

Driving 
Time 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Work Nonwork 

220 280 
210 260 
185 220 
150 160 
125 130 
110 090 
100 085 
085 070 
079 060 
067 050 
061 039 
057 035 
050 027 
048 025 
045 021 
010 016 
002 000 
000 000 
000 000 
000 000 

Nonhome-
Based 

300 
270 
210 
120 
100 
080 
070 
060 
055 
044 
038 
032 
030 
026 
023 
014 
005 
000 
000 
000 

of that zone as determined by the survey. 
Prior to balancing attractions, the 

estimated trip attractions resulting from 
Calibration 2 were compared with the 
actual attractions as shown by the survey 
to determine the differences. The two 
items of information for each zone were 
plotted for each trip purpose. An example 
for work trips is shown in Figure 4. A 
technique developed by Brokke and Sosslau 
(10) was used to judge the adequacy of the 
estimated figures. This earlier work 
established a reasonable approximation of 
the error that can be expected to result 
from 0-D surveys of various sample rates, 
depending on the volume of trips meas­
ured. Curves developed to show the error 
in the s urvey volumes in terms of the 
root- mean-square (RMS) error , which is 
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Figure 4. Comparison of work trip attractions, Calibration 2, Sioux Falls, 1956. 
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similar to the standard deviation, have been shown by Smith (16, Fig. 3). Two-thirds 
of the time (68. 2 percent) the e rror in the origin-destination survey data, for a par­
ticular sample rate and volume group, will fall within one RMS error. Over 95 percent 
of the time, the recorded volumes will be within two RMS errors, and so forth. To de­
termine the reliability (the degree of acceptability of the gravity model estimates) of the 
number of trips attracted to each zone in the study area, the RMS error for each vol­
ume group for the 12. 5 percent sample rate was plotted as shown in Figure 4 and the 
points were connected by the dashed lines. If two-thirds of the points fall within these 
dashed lines, no adjustments are required. However, if less than two-thirds fall with­
in these lines, all zonal attraction values should be adjusted. An examination of the 
results shown in Figure 4 indicated that the variations were small and entirely within 
the limits just described. The other two trip purposes showed similar results. Never­
theless, for purposes of this research, the zonal attraction values for each trip pur­
pose were adjusted to obtain a more realistic measure of the error in the actual distri­
bution of the trips. The adjustment was made by dividing the zonal trip attraction from 
the 0-D survey by the trips attracted to each zone as developed by the gravity model 
and then multiplying the result by the original zonal trip attraction factor developed 
from the 0-D survey. The amount of adjustment required for each trip purpose was 
relatively small. In most zones the adjustment was less than 10 percent and in no case 
was the adjustment greater than 20 percent. There was no discernible pattern in the 
required adjustment. 

The gravity model interchanges were then recalculated using the adjusted zonal at­
traction values. The slight differences in this information between Calibrations 2 and 
3 indicated that the zonal attraction factor adjustment had very little effect on the 
variation. Part of this, of course, can be explained on the basis of the rather small 
adjustments which were required to balance the zonal adjustment factors for each trip 
purpose. The results of this third and final calibration in terms of the trip length fre­
quency distribution and the average trip length for work trips are shown in Figure 5. 
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To investigate the effect of the zonal attraction factor adjustment on actual trip in­
terchanges, the district-to-district movements were examined for both the second and 
third calibrations. District-to-district movements, rather than zone-to-zone move­
ments were used in this analysis to obtain a more meaningful accumulation of trips. The 
results of this analysis for work trips, shown in Figure 6, were quite similar for the 
other two trip purposes although the dispersion was somewhat more pronounced. How­
ever, in no case was the dispersion greater than 15 percent. An examination of this 
information indicated that the attraction adjustment procedure had only a small effect 
on trip interchanges. 

Checking Model for Geographical Bias 

In using the gravity model, several researchers have discovered the need for various 
adjustment factors to account for special conditions within an urban area which affect 
travel patterns but are not accounted for in the model. For example, a recent study 
in Washington, D. C., indicated that the Potomac River had some influence on trip dis­
tribution_ patterns (11). A study in New Orleans, La., indicated similar problems con­
nected wiU1 river crossings (12). A study in Hartford, Conn., indicated that toll 
bridges crossing the Connecticut River also had an effect on travel patterns (1). In 
each of these cases, the effects of these conditions were indicated to the gravity model 
by time penalities on those portions of the transportation system for which discrepan­
cies in the model were observed. In addition, some studies have indicated geographical 
bias caused by factors other than topographical barriers. For example, the Washing­
ton, D. C., study showed the need for adjustme1tt factors to account for a rather unique 
relationship existing in that area. Before incorporating the adjustment factors into the 
gravity model formula, the estimated trip interchanges were significantly biased in 
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Figure 6. Comparison of district-to-district movements, home-based auto-driver wo1·k 
trips, Sioux Falls, l956. 
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that the model did not adequately account for the fact that medium income blue colla r 
workers residing in certain parts of the Washington area had no job opportunities with­
in the central parts of the area. If work trips had been further stratified, pe rhaps the 
need for adjustment factors would have been reduced. 

Several tests were conducted on the results of Calibration 3 to determine the need 
for adjustment factors such as those just described. One of these tests involved the 
Big Sioux River which bisects the Sioux Falls area as shown in Figure 1. For those 
trips crossing the Big Sioux River, the total trip interchanges as shown by the home 
interview survey were compared directly with the results of the gravity model. In ad­
dition, both of these items were compa r ed with volume counts taken on all the bridges 
crossing this river. As indicated in Table 4, there is a very close agreement between 
these three sources of information; this indicates that the Big Sioux River is no barrier 
to travel. 

Another test for geographical bias was conducted for trips to the CBD of Sioux Falls . 
Trips from each district to the CBD, by trip purpose, as shown in Calibration 3 of the 
gravity model were compared directly with the same information from t11e 0-D survey. 
These results are shown in Figures 7, 8, and 9 . An a na lysis of these figures indica tes 
that no significant bias is present in the model and, furthermore, the gravity model 
estimates are close to the 0-D survey. 

Final Results 

The total trips resulting from the final calibration of the gravity model and from the 
0-D survey were assigned to the transportation network. An examination of the re­
sults of these two assignments was made by comparing the number of tr ips crossing a 
very comprehensive series of screenlines. Figure 10 shows this comprehensive series 
of screenlines and also identifies each screenline. Table 5 compares the actual and 
estimated trips crossing each of these screenlines. An examination of the absolute 
and the percent differences between the actual a nd the estima ted screenline crossings 
indicated only four differences larger than 10 per cent and none which have absolute 
volume discrepancies large enough to affect design considerations. 

One final test was made to determine the statistical significance of the differences 
between the gravity model estimates and the 0-D survey data. The results of this 
test are given in Table 6. When these results were compared with the 0-D survey 
error (10), the gravity model estimates had almost the same degree of reliability as 
the o-I5Survey data. 

TABLE 4 

COMPARISON OF TOTAL VEHICULAR 
TRIPS CROSSING BIG SIOUX RIVER, 

SIOUX FALLS, 1956 

Trips (No.) 

Facility 
Vol. 0-D Gravity 

Count Survey Model 

Cherry Rock Ave. 1, 511 1, 640 1,660 
Cliff Ave. , S. 9, 132 8, 420 9, 444 
Tenth St. 14,842 16,296 16,648 
Eighth St. 8,606 6,612 6,080 
Sixth St. 3, 864 2,900 3,576 
McClellan St. 3,069 2,596 2,032 
Cliff Ave., N. 4,699 ~ ~ 

Totals 45,723 42,620 43,344 

Percent 
from Vol. Count -6.8 -5.2 

Percent 
from 0-D Survey +7.3 +1. 7 

The tests and comparisons shown in 
this section of the report indicate that the 
calibrated three purpose gravity model 
adequately simulates the trip distribution 
patte rns shown by the 0-D survey. Nev­
ertheless, it is desirable to have a meas­
ure of the differences in the results which 
would have been obtained for lesser and 
higher degrees of trip stratification than 
the three purposes used in this research. 
To date, little has been done to investigate 
these differences. The analysis to be out­
lined is not conclusive, but it does shed 
considerable light on the subject. 

The analysis procedure was as follows. 
Gravity models were calibrated for the 
following trip purpose stratifications: 

1. One purpose model-total vehicular 
trips; and 

2. Six purpose model-home-based 
auto-driver work trips , home-based auto-



driver shop trips , home -based auto-driver miscellaneous trips, home-based auto­
driver social-recreation trips, 11011.home-based vehicular trips, and truck and taxi 
trips. 
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The same techniques and the same number of calibration runs were made in these 
two models as were made in calibrating the three purpose model. The same tests 
were also performed on these models as on the three purpose model with about the 
same degree of accuracy. Table 5 gives the absolute and percentage differences be­
tween the model and survey trips crossing the comprehensive series of screenlines 
(Fig. 10) ior one purpose three purpose, and six purpose m0dels. Results indicate 
that the three purpose model is better than the one purpose model, but the increased 
accuracy obtained with a six purpose model is only slightly greater than with a three 
purpose model. 
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Figure 7 , Corridor analysis, actual vs estimated home-based auto-driver work trips to 
CBD, Sioux Falls, 1956. 
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Figure 8. Corridor analysis, actual vs estimated home-based auto-driver nonwork trips 
to CBD, Sioux Fal ls, 1956 . 

USE OF SIMPLIFIED PROCEDURES FOR DETERMINING TRIP 
DISTRIBUTION PATTERNS IN A SMALL URBAN AREA 

The previous phase of this research illustrated that the gravity model formula can 
be used to simulate trip distribution patterns in a small urban area when comprehen­
sive home interview data are available for use in developing the model to lit the area's 
travel patterns. The research reported in this section examines the feasibility of re­
ducing the amount or data necessary to develop the gravity model. Sit)ce iu developing 
the gravity model for Sioux Falls, no significant geographical bias was observed, it 
was not necessary to make use of all the data available for the area. This led to an 
exploration of smaller samples of data for calibrating the gravity model. This phase 
of the research was accomplished in the following steps. 

1. The minimum sample size of home interview survey required to provide the in­
formation necessary to develop the gravity model formula for Sioux Falls was deter­
mined. Since the previous phase of this research illusb:ated that information on zonal 
trip production and attraction and a trip length frequency distribution of trips, by trip 
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Figure 9. Corridor analysis, actual vs estimated nonhome-based vehicular trips to CBD, 
Sioux Falls, 1956. 

purpose, was all that was required for a gravity model calibration, the small sample 
data must provide sufficient information to develop these parameters. This step in­
volved an analysis of subsample data from several urban areas and the development 
of curves that could be used to determine the relative error which would occur for 
different size samples. 

2. Zonal trip production and trip attraction values for each trip purpose were esti­
mated using the total trips expanded from the small sample, their split among the 
various purposes, and certain social and economic characteristics of each individual 
zone. Zonal trip production and attraction values were developed in this manner be­
cause they are not available from small sample data, and they were compared directly 
with the data from a comprehensive 0-D survey to determine the reliability of the 
techniques used. 

3. Trip interchanges for each trip purpose were determined using the results of the 
previous two steps and the gravity model formula. The synthetic trip distribution 
patterns were then compared directly with the 0-D survey results. 
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Figure 10. location and identification of comprehensive series of screenlines, Sioux 
Falls, 1956. 

Determining Overall Travel Characteristics from Small Sample 

It has been reported by studies using small sample home interview surveys that the 
data collected in such surveys are adequate for calibrating a gravity model (1, 2). 
Those using small sample home interview surveys in the past have reported that the 
resulting data can be used to develop the total number of trips in the area, as well as 
the percentage of trips for each of the several trip purposes and travel mode categories. 
Furthermore, they indicated that these data gave sufficient information concerning the 
length of urban trips, an important parameter in the development of travel models. 

There is some evidence available to substantiate these reports. For example, a 
recent study by the Connecticut Highway Department compared the total universe of 
trips as well as the percentages of trips for each of three trip purposes for subsamples 
of 153 and 592 home interviews. These subsamples were drawn from an original field 
sample of 1, 384 home interviews taken in the Southeast Area Traffic Study. Some of 
the results of this study, given in Table 7, indicate that samples as low as 600 inter­
views may give approximately the same results for total trips by trip purpose as the 
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TABLE 5 

TOTAL TRIPS CROSSING SCREENLINES, SIOUX FALLS, 1956 

One Purpose Three Purpose Six Purpose 

Screenline 0-D Survey Model Model Model 

No. Vol. 
Diff. Diff. Diif. Vol. from 0-D (~) Vol. from 0-D (~) Vol. from 0-D (~) 

1 7,952 6,996 -12.0 7,344 - 7.6 7,440 - 6.4 
2 21,012 20,580 - 2.1 20,460 - 2.6 20,552 - 2.2 
3 13,516 14, 216 + 5.2 13,900 + 2.8 13,222 - 2.2 
4 11, 384 12,344 + 8. 4 12,060 + 5.9 11, 956 + 4.2 
5 9,744 9,332 - 4.2 9,252 - 5.0 9,336 - 5.0 
6 8,784 9,500 + 8.2 9,392 + 6. 9 9,444 + 7.5 
7 6,280 6,788 + 8.1 6,824 + 8.7 6,852 + 9.1 
8 6,568 6,984 + 6.3 7,032 + 7.1 7,152 + 8.9 
9 2,264 2,772 +22.4 2, 676 +18.2 2, 648 +17.0 

10 17,448 17,808 + 2.1 17,592 + 0.8 17,668 + 1. 3 
11 5,868 6,468 +10.2 6,532 +11. 3 6, 704 +14.2 
12 5,592 6,484 +16.0 6,412 +14.7 6,392 +14.3 
13 13,656 13,660 0.0 14,840 + 8.7 13,924 + 2.0 
14 22,908 25, 096 + 9.6 23,040 + 0.6 22, 720 - 0.8 
15 33,220 31,400 - 5.5 32,144 - 3.2 34,005 + 2.4 
16 10,032 10,736 + 7.0 10,012 - 0.2 10,120 + 0.8 
17 13,424 14, 016 + 4.4 13,760 + 2.5 14,012 + 4.4 
18 9,724 10,324 + 6.2 10,276 + 5.7 10,424 + 7.2 
19 10, 060 11, 352 +12.8 11, 044 + 9.8 11, 092 +10.3 
20 5,332 5,240 - 1. 7 5,420 + 1. 6 5,556 + 4.2 
21 8,496 9,056 + 6.6 9,136 + 7. 5 9,200 + 8.3 
22 13,332 14, 612 + 9.6 14,504 + 8.8 14,672 +10.0 
23 41,500 40,660 - 2.0 41,852 + 0.8 39,995 - 3.6 

1, 384 interviews originally made in the field. The 1, 384 sample, used as a base, is 
small and it must be realized that it contains inherent sampling error. This same 
study also compared the trip length frequency distributions and average trip lengths 
for the same trip purposes and sample sizes. The results for work trips (Fig. 11) 
show that the trip length frequency distributions and mean trip lengths are very similar 
for the 1, 384 and 592 sample sizes, with the 592 interviews being about as adequate as 
the 1, 384 interviews. The same data l or the 153 samples show significant error. 

A recent study in North Carolina (14) compared the total trips and trip percentages 
for three trip purposes for subsamples of 192, 196, 248, 383, and 742 home interviews 
drawn from an original field sample of 1, 457 home interviews taken in Fayetteville, 
N. C. Some of the results of this study (Table 8) indicate that samples as low as 600 
might give approximately the same results for total trips by purpose as the 1, 457 
original interviews. This study also compared the trip length frequency distributions 
(Fig. 12) and mean trip lengths. These figures were very similar for the 1, 457 and 
742 sample sizes. A sample size greater than 383 was necessary for an adequate 
mean trip length reproduction. 

A similar study, recently completed by the Urban Planning Division of the U.S. 
Bureau of Public Roads, examined the variation in total trips, purpose split, average 
trip lengths, and trip length frequency distributions for subsamples of 2, 021 and 404 
interviews. These subsamples were from an original field sur -8Y of 16, 169 home in­
terviews taken during the Pittsburgh Area Transportation Study. Table 9 gives the 
total sample figures and the results of the comparisons of total irips and purpose split 
for each subsample. Figure 13 illustrates the trip length frequency distributions and 
the mean trip length figures for one of the six purposes in each of the sample rates 
tested. This information indicates that small samples yield adequate data on these 
overall travel characteristics, but the minimum sample rate shown by the Pittsburgh 
study appears to be around 2, 000 interviews, as compared with about 600 interviews 
in the Connecticut and North Carolina studies. The Pittsburgh analysis used person 
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TABLE 6 

COMPARISONS OF DISTRICT-TO-DISTRICT 
MOVEMENTsa 

0-D Survey Trip RMS Error 
Volume Group 

Mean Freq. Abs. Percent 

(a) Home-Based Auto-Driver Work Trips 

0- 99 
100- 199 
200- 299 
300- 499 
500-1,499 

21 
133 
259 
402 
920 

400 
40 
13 
13 
8 

17 
47 
87 
85 

166 

80.95 
35.34 
33.59 
21. 14 
18.04 

(b) Home-Based Auto-Driver Nonwork Trips 

0- 99 
100- 199 
200- 299 
300- 499 
500- 999 

l, 000-2, 999 

27 
136 
239 
380 
728 

1, 711 

423 
53 
28 
22 
22 
9 

24 
83 
87 

112 
231 
276 

(c) Nonhome-Based Auto-Driver Trips 

0- 99 
100- 199 
200- 299 
300- 499 
500- 999 

1,000-4,999 

25 
144 
241 
385 
773 

1,695 

473 
62 
30 
33 
9 
9 

22 
63 

100 
101 
119 
263 

88.89 
61.03 
36. 40 
29.47 
31. 73 
16.13 

88.00 
43.75 
41. 49 
26. 23 
15. 39 
15.52 

a1956 0-D survey data vs gravity model estimates, 
relative difference measured in terms of percent 
RMS error: 

(./i:CdP I 
Percent RMS error = 100 ~ j 

where 
d = difference between surveyed end estimated, 
n = nwnber of' district-to-district movements, and 
5l: = mean of surveyed trips. 

trips, whereas the other two studies used 
auto-driver trips. The results appear 
consistent since the Pittsburgh analysis 
stratified trips six ways and the Connecti­
cut and North Carolina analyses used only 
three trip stratifications. 

Several subsamples of the Sioux Falls 
home interview data were also examined 
for their ability to yield accurate figures 
on total trip productions, average trip 
lengths, and trip length frequency dis­
tributions by trip purpose. The results 
of these analyses for 599 and 199 dwelling 
unit subsamples and the original 2, 399 
field samples appear in Table 10 and 
Figures 14, 15, and 16. These results 
reinforce the findings of the previously 
mentioned studies which indicate that 
samples as small in number as 600 can 
be used to determine the overall average 
characteristics of travel in a small urban 
area, when three trip stratifications are 
used. 

The results for the Sioux Falls analyti­
cal subsamples were analyzed to see if 
general curves could be developed to ap­
proximate the error which would occur in 
mean trip length and total trips by trip 
purpose and trips per dwelling unit for 
various sample sizes. The curves which 
were developed from the relationship be­
tween the standard deviation of the mean 
and the square root of sample size are 
shown in Figures 17 and 18. They give 
the expected error which would occur in 
the indicated parameters for various 
sample sizes, based on the known variance 
in the trip data. 

A statistical analysis of the ability of small samples to adequately estimate 
trip production and average trip length characteristics in the Pittsburgh, Pa., 
study area has also been made. The results of this analysis, shown in Figures 
19 and 20, indicate the reliability of small sample home interview surveys in 
determining the overall travel characteristics of an urban area. 

The research discussed in the next section of this report is based entirely on 
the sample size analyses. It utilizes the results of the 599 subsample of the 
Sioux Falls home interview survey and the standard external cordon survey in 
calibrating a synthetic gravity model. 

Determining Zonal Trip Production and Attraction Values 

As stated earlier, two of the basic parameters required to estimate trip in­
terchanges by the gravity model formula are the number of trips produced by 
each zone and the number of trips attracted to each zone for each trip purpose 
category. This information cannot be obtained directly from a small sample home 
interview. Consequently, some assumption has to be made as to how the total 
number of trip productions and trip attractions distribute themselves on a zonal 
baeis. 
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TABLE 7 

COMPARISON OF TOTAL TRIP PRODUCTIONS FOR VARIOUS SAMPLE SIZES, SOUTHEAST AREA 
TRAFFIC STUDY, 1962 

1, 384 Samplea 592 Sampleb 153 SampleC 

Trip Purpose 

Home-based work 
Other home-based 
Nonhome-based 

Total 

Sample 
Trips 

2,067 
3, 218 

990 

6,275 

aSample rate , 2 .4 percent . 
bsample rate, 1 .1 percent . 

Percent 
Total 
Trips 

32 . 9 
51. 3 
15.8 

100 . 0 

Diff. 
(%) 

0 
0 
0 

0 

Expanded 
Trips 

2,006 
3,446 
1, 040 

6, 492 

Percent 
Total 
Trips 

30. 9 
53 . 1 
16 . 0 

100. 0 

Diff. 
(%) 

-3.0 
+7.1 
+5.1 

+3. 5 

Expanded Percent Diff. 
Trips Total (%)d 

Trips 

1, 936 32.6 -6.3 
3,139 52.9 -2 . 5 

859 14.5 -13.2 

5, 934 100.0 -5.4 

cSample rate, 0.3 per cent . 
dPercent difference from 2.4 percent sample . 

The assumptions made and procedures used to obtain zonal trip production and at­
traction values in this research are very similar to previously reported synthetic pro­
cedures (1, 4). These procedures make use of detailed socio-economic data in de­
veloping productions and attractions for use with the gravity model trip distribution 
technique. For example, labor force can be used to indicate work trip production, 
employment can be used for work trip a ttraction, and retail sales for nonwork trip 
attraction. 
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TABLE 

COMPARISON OF TOTAL TRIP PRODUCTIONS FOR SELECTED SAM 

1, 45 7 Sample 742 Sample 196 Sample 

Trip Purpose 
Expanded Percent 

Diff. Expanded Percent Diff. Expanded Percent 

Trips Total (%)a Trips Total (%)a Trips Trips Trips 

Home-based work 26, 207 38.9 0 25 , 781 38 . 6 -1. 6 26,080 
Other home-based 27,760 41. 2 0 27,887 41. 7 +0.5 27,191 
Nonhome-based 13, 437 19.9 0 13,194 19.7 -1. 8 13,720 

Total 67,404 100.0 0 66,862 100. 0 -0. 8 66,901 

aPercent difference from total sample. 

Table 11 indicates that there was a total of 7. 18 trips made for every car owned by 
the persons who were interviewed; 1. 36 of these were work trips, 2. 84 were nonwork 
trips, and 2. 98 were nonhome-based trips. By applying these rates to the total number 
of automobiles in the area, a total number of trips, by trip purpose , can be obtained. 
The total numbe r of a utomobiles in the study area can be obtained from several sources 
such as census data (only for the census year), state, county, or city auto registration 
r ecords , or special surveys. In this study the informa tion was obtained from the 1956 
comprehensive home interview survey. The resulting estimates of total trip produc­
tion for each trip purpose are given in Table 12. Since total trip productions for the 
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Figure 12. Selected trip length frequency distr ibutions, home-based auto- driver work 
trips, North Carolina study, 1963. 

Total 
Trips 

39.0 
40.5 
20.5 

100.0 
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8 

. PLE SIZES, NORTH CAROLINA RESEARCH PROJECT N, 1963 

Diff. 
(%)a 

-0.5 
-2.4 
+2 . 1 

-0.8 

383 Sample 248 Sample 192 Sample 

Percent Diff. Expanded Percent Diff. Expanded Percent Diff. Expanded Total Total Total (%)a (%)a Trips (%)a Trips Trips Trips Trips Trips 

24,382 38.5 -7.0 25,920 40.0 -1. 1 27,498 39.3 +4.9 
27,983 44.2 +0.8 27,896 43.0 +0.5 26,637 38.1 -4.0 
10, 991 17. 3 - 18. 2 11 , 053 17. 0 -17.7 15,802 22.6 +17.6 

63,356 100.0 -6.0 64,869 100.0 -3.8 69,937 100.0 +3.8 

entire study area must equal total trip attractions for the entire study area in each 
trip purpose category, estimates of total trip attractions are also available from this 
procedure and are given in Table 12. 

Home-Based Auto-Driver Work Trips. -As one might suspect, work trips are close­
ly associated with labor force and employment; these were the basic socio-economic 
data used to determine zonal production and attraction values for this trip purpose. 

Zonal Trip Productions. -These values for the 74 internal zones for this trip pur­
pose were derived from zonal information on the labor force. Labor force data are 
generally available from sources such as census reports, labor statistics, and re­
ports. In this research, the information for each zone was taken from data available 
for Sioux Falls. From studies in other areas (1, 4), it has been found that there are 
about 0. 80 daily work trips produced (one-way)for each person in the labor force. 
This figure differs from 1. 0 work trips (one-way) because some persons in the labor 
force are unemployed, on vacation, walk to work, etc. An examination of the survey 
data in the Sioux Falls area indicated similar trip rates. Consequently, to determine 
the total number of work trip productions by auto and transit in each zone , the labor 
force in each internal zone was first multiplied by 0. 80. 

To determine transit usage, the information given in Table 13 was used. This in­
formation was developed from survey data in Chicago, Ill. By entering this table with 
the zonal information on car ownership and net residential density, an index of transit 
usage is obtained. The resulting zonal indices were then totaled and equated to the 
work trip transit usage for the Sioux Falls study as determined from the small sample 
home interview survey. A correction factor was developed which, when applied to the 

TABLE 9 

COMPARISON OF TOTAL TRIP PRODUCTIONS FOR VARIOUS SAMPLE SIZES, 
PITTSBURGH, PA., 1958 

16, 169 Samplea 2, 021 Sampleb 404 SampleC 

Trip Purpose Expanded Percent Diff. Expanded Percent Diff. Expanded Percent 
Total Total Total 

Trips Trips 
(%)d Trips Trips 

(%)d Trips Trips 

Home-based work 796, 195 34.1 0 792,576 33 . 9 -0.5 765,480 33.3 
Home-based other 425,074 18.2 0 440,784 18. 8 3.7 436,920 19.0 
Home-based soc-rec. 288, 047 12. 3 0 293,752 12. 6 2.0 311, 280 13.5 
Home-based shop 286,883 12.3 0 276, 416 11. 8 -3.6 289,640 12.6 
Home-based school 232,875 10.0 0 218, 264 g.3 -6.3 191,920 8.4 
Nonhome-based 306,915 13. 1 0 318, 688 13.6 3.8 303,520 13.2 

6 sample rate, 4.0 percent . CSe.IQple rate, 0 .l percent. 
bsample rate, 0. 5 percent . dPercent difference from 4 percent sample . 

Diff. 
(%)d 

-3.9 
2.8 
8.1 
1.0 

-17. 6 
-1. 1 
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Figure 13 . Trip length frequency distributions, home-based person work trips, Pitts­
burgh, Pa . , 1958. 

previously developed indices, would yield figures on zonal work trip transit usage; 
these figures, when totaled, would agree with that shown for the total study area by the 
small sample. The application of this correction factor was based on the assumption 
that a three-dimensional plot of the characteristics of variation in transit usage would 
maintain the same form and shape from one city to another. This correction factor 
for Sioux Falls was 0. 5, and when applied to the zonal indices, it brought the total 
estimated work transit trips into agreement with the total from the small sample. The 
number of person work trips made by auto for each zone was then obtained by subtracting 

TABLE 10 

COMPARISON OF TOTAL TRIP PRODUCTION FOR VARIOUS SAMPLE SIZES, SIOUX FALLS, 1956a 

2, 399 Sampleb 599 Samplec 199 Sampled 

Auto-Driver Percent Percent Percent 
Trip Purpose Expanded Total Diff. Expanded Total Diff. Expanded Total Dift· 

Trips Trips 
(%)e Trips Trips 

(%)e Trips Trips 
(%) 

Home-based work 25 , 161 24.2 0 26, 564 24.4 5.6 26, 292 26. 4 4.5 
Home-based nonwork 50,782 48 . 9 0 53,848 49.4 6.0 47,232 47.4 -7. 0 
Nonhome-based 27,924 26.9 0 28,516 26. 2 2.1 26, 040 26. 2 -6.8 

Total 103,867 100. 0 0 108,744 100. 0 4.6 101,496 100.0 -2.4 

aThese figures are from internal home interview person trip data only and do not include information available 
from the truck, taxi, and external cordon survey. Auto-driver trip data froro both of these sources were used 
in aeveloping trip interchanges synthetically as described in text and given in Table 12. 

bswoplc rutc, l2. 5 percent. 
csample rateJ 3.1 .. :percent. 
dsaznple rate J l. O i:iercent. 
€Percent diff'erence from 12. 5 percent sample. 
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Figure l4. Trip length fre~uency distributions, home-based auto-driver work trips, 
Sioux Falls, l956 . 

these transit work trips from the total person work trips for each zone. To correct 
for car occupancy and to arrive at auto-driver work trips, the information from Table 
14 was applied to the total automobile work trips previously developed for each zone. 
Table 14 shows the relationship between car ownership and car occupancy, as de­
veloped from data in the Chicago area. Assuming that the relationship between car 
occupancy and car ownership is relatively stable from urban area to urban area, the 
information in Table 14 is also usable in Sioux Falls. 

For each of the 10 external stations in Sioux Falls, the number of automobile work 
trips produced by each station was estimated as a percentage of the adjusted total trips 
for all purposes recorded at all stations during a standard external cordon survey. The 
adjusted total trips for all stations were obtained by deducting the through trips from 
the total external station trips and analyzing the remaining trips. The adjusted total 
station trips consisted of auto and taxi trips between the external stations and the zones. 
The percentage of automobile work trips produced by the 10 external stations was de­
termined to be 20 percent of this adjusted external station volume. 

To determine the accuracy of these procedures, the auto-driver work trip produc­
tions estimated for each zone were compared with those shown by the 1956 compre­
hensive 0-D survey. The results are shown in Figure 21. These comparisons were 
also analyzed using the RMS error criteria described earlier, and the analysis indi­
cated very close agreement between the actual and the estimated values. The limits 
of one RMS error are shown as dashed lines in Figure 21. 
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Figure 15. Trip length frequency distributions, home-based nonwork trips, Sioux 
Falls, 1956. 

Zonal Trip Attractions. -These values for each of the 74 internal zones were de­
veloped from zonal employment information. Information on the number of people em­
ployed in each zone was available from employment statistics and also from informa­
tion collected in a special survey by the Sioux Falls Chamber of Commerce. From an 
analysis of the data, it was determined that each employee in Sioux Falls attracted 
about 0. 83 person work trips per day. The remaining employees were not recorded 
as making work trips because of illness, vacations, and walk to work trips. Conse­
quently, to obtain an estimate of the total person work trips attracted to each zone, 
zonal employment figures were multiplied by 0. 83. Corrections were then made for 
transit usage and car occupancy by using the information in Tables 13 and 14, as pre­
viously described for work trip productions, to arrive at auto-driver work trip at­
tractions. In addition to these two corrections, a control figure for work trips to the 
CBD was also applied. Essentially, the estimated auto-driver work trips to the CBD 
were factored to meet the number indicated by the small sample and the external sur­
vey . All non-CBD zones were then factored in a similar manner so that the total auto­
driver work trips remained the same. 

For each of the 10 external stations , auto-driver work trip attractions were deter­
mined in the same manner as external station auto-drive r work trip productions. The 
percentage of total station auto-driver trips (minus through trips) which were attracted 
by the external stations was determined to be 6. 0 percent. 
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Figure 16. Trip length frequency distributions, nonhome - based trips, Sioux Falls, 1956. 
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To determine the accuracy of these procedures, the auto-driver work trip attrac­
tions estimated for each zone were compared with those shown by the 1956 compre­
hensive 0-D survey. The results are shown in Figure 22. These comparisons were 
analyzed in the same manner as the work trip productions and the analysis indicated 
very close agreement between the actual and the estimated values. 
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TABLE 11 

TOTAL INTERNAL VEIDCULAR TRIP 
PRODUCTION RA TES BY TRIP PUR­

POSE, SIOUX FALLS, 1956a 

Trip Purpose 

Home-based work trips 
Home-based nonwork trips 
Nonhome-based trips 
Total vehicular trips 

Trips per Car 

1. 36 
2. 84 
2. 98 
7. 18 

8J:nrormation included in this table includes 
travel data from both the 599 home interview 
sample and the truck and ta.xi surveys. 

Home-Based Auto-Driver Nonwork 
Trips . - Zonal t rip product.ions for the 74 
internal zones for this purpose of trip 
were derived from zonal data on car owner­
ship obtained from the 0-D survey. As 
previously pointed out, however, car 
ownership data are also generally avail­
able from several other sources. Table 
11 indicates that there are 2. 84 home­
based auto-driver nonwork trips per car. 
This figure was applied to the number of 
cars owned by the residents of each of the 
internal zones to determine trip produc­
tion values for this trip purpose. For the 
10 external stations, the nonwork trip 

TABLE 12 

TOTAL VEHICULAR TRIP PRODUCTIONS AND ATTRACTIONS BY TRIP 
PURPOSE, SIOUX FALLS, 1956 

Productions Attractions 
Trip Purpose 

Extcrnalb Internal a Total Internal a Externalb Total 

Work 27, 475 2, 175 29, 650 28, 212 1, 438 29, 650 
Nonwork 57, 219 8, 010 65, 229 60, 123 5, 106 65, 229 
Nonhome-based 59, 966 4,956 64, 922 59, 847 5,075 64,922 

Total 144,660 15, 141 159, 801 148,182 11, 619 159, 801 

aThese figures obtained by multip1-ying trip rates given in Tabl e 11 by total ca.rs mm.ed 
by residents of stud)' D.l'Qa. 

bThese figures :from tr. t4!1dnrd external cordon survey. 
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TABLE 13 

PERCENTAGE OF ALL WORK TRIPS MADE BY 
TRANSIT (17) 

Work Trips by Transit (%) 

Cars per 
Net Land per Family 1,000 

Persons 10,000 5,000 2,500 1,200 600 300 
Sq Ft Sq Ft Sq Ft Sq Ft Sq Ft Sq Ft 

500 5 7 11 19 33 65 
450 7 9 13 21 35 67 
400 9 11 15 23 37 69 
350 11 13 17 25 39 71 
300 13 15 19 27 41 73 
275 14 16 20 28 42 74 
250 15 17 21 29 43 75 
225 16 18 22 30 44 76 
200 17 19 23 31 45 77 
175 18 20 24 32 46 78 
150 19 21 25 33 47 79 
125 20 22 26 34 48 80 

productions were obtained in the same manner as described for external station auto­
driver work trip productions. Nonwork trip productions were determined to be 30 per­
cent of the total station volume. To test the accuracy of these procedures, the auto­
driver nonwork trip productions estimated for each zone were compared with those 
shown by the 1956 comprehensive 0-D survey. The results are shown in Figure 24. 
These comparisons were analyzed and the results indicated very close agreement be­
tween the actual and the estimated values. 

Zonal trip attractions for the 74 internal zones for this trip purpose were derived 
from zonal data on population and retail sales. By dividing the total internal auto­
driver nonwork trip attractions into the total population of the area, the population per 

attraction for this purpose was obtained. 
By repeating this process for the total re­

TABLE 14 

RELATIONSHIP BETWEEN CAR OC­
CUPANCY AND CAR OWNERSHIP 

FOR TOTAL WORK TRIPS (17) 

Cars per 
1,000 Persons 

500 
450 
400 
350 
300 
250 
200 
150 
100 

Persons 
per Car 

1. 20 
1. 23 
1. 27 
1. 30 
1. 33 
1. 40 
1. 46 
1. 52 
1. 65 

tail sales in the area, the unit of sales 
per attraction was also obtained. By 
dividing the larger of these rates (popu­
lation) by the smaller (retail sales) it was 
found that 1. 69 units of retail sales were 
required to attract each nonwork trip, 
whereas 1. 00 units of population were re­
quired to attract each nonwork trip. By 
using this technique a weighting factor 
equal to population + 1. 69 x retail sales 
was established as an indicator of the auto­
driver nonwork trip attractions in each 
zone. Consequently, the total number of 
attractions for this purpose were prorated 
to the zones using this weighting factor. 
As in the case of the auto-driver work trip 
attractions, nonwork trip attractions were 
factored to insure that the CBD attraction 
values are equal to those shown by the 
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Figure 2l. Synthetic vs surveyed auto-driver home-based work trip productions, Sioux 
Falls, l956. 

small sample survey data. The non-CBD attractions were then adjusted accordingly 
to keep the total attractions the same as shown by the small sample. 

For the 10 external stations, trip attractions for this trip purpose were obtained in 
the same manner as described for external station auto-driver work trip productions. 
The percentage of total station auto-driver trips (minus the through trips) which were 
nonwork trips was determined to be 20 percent. 

To test the accuracy of these procedures, the auto-driver nonwork trip attractions 
estimated for each zone were compared with those shown by the 1956 comprehensive 
0-D survey. The results, shown in Figure 24, were analyzed and indicated reasonable 
agreement between the actual and estimated values. 

Nonhome-Based Auto-Driver Trips. - Several studies have r eported that auto-driver 
nonhome-based trip pr oduction is as sociated with car ownership (.!_, _!) . Because by 
definition the trip productions are equal to trip or igins and trip attractions are equal 
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Figure 22. Synthetic vs surveyed auto-driver home-based work trip attractions, Sioux 
Falls, l956. 
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Figure 23. Synthetic vs surveyed auto-driver home-based nonwork trip productions, 
Sioux Falls, 1956. 

to trip destinations for nonhome-based trips, production and attraction values should 
be equal on a zonal basis as well as on a study area basis. Since origins should closely 
agree with destinations on a zonal basis during the 24-hr day, productions must also 
agree closely with attractions . This information was used in determining zonal trip 
productions and attractions for nonhome-based auto-driver trips in this research 
project. Zonal trip productions and attractions for the 74 internal zones for this trip 
purpose were derived from zonal data on car ownership, which in this research was 
obtained from the origin-destination survey. Table 11 indicates that there are 2. 98 
nonhome-based vehicular trips per car. This figure was applied to the number of cars 
owned in each internal zone to determine trip production values for this trip purpose. 

For the 10 external stations, trip productions and attractions were obtained in the 
same manner as described for external station auto-driver work productions. The 
percentages which were nonhome-based auto-driver productions and attractions were 
determined to be 18.'5 and 19. 0, respectively. 
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Figure 24. Synthetic vs surveyed auto-driver home-based nonwork trip attractions, 
Sioux Falls, 1956. 
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Figure 25. Synthetic vs surveyed nonhame-based vehicular trip productions, Sioux 
Falls, 1956. 

To test the accuracy of these procedures, the auto-driver nonhome-based trip pro­
ductions and attractions es t imated for each zone were compared with those shown by 
the 1956 comprehensive 0-D survey. An analysis of the results shown in Figures 25 
and 26 indicated rather poor agreement between the actual and estimated values. An 
examination of the internal nonhome-based trip productions and attractions from other 
studies showed similar agreement for these values. 

Determining Trip Distribution Pattern 

The previously described procedures provided zonal trip production and attraction 
values for each of the trip purpose categories. However, before interchanges can be 
calculated using the gravity model formula, some measure of spatial separation be­
tween the zones must be developed. For the purpose of this phase of the research, the 
minimum path driving times between zones, the intrazonal times, and the terminal 

3 , ~00 .-----.---.----.----,.----.----.-..-,. 

,Y· ! , I/,. 
3,0001-----i---1----1---11----t---~'---T-i 

,.,'/,,,' 
,' /,,' 

~ 2,500 i----;---1----1---1-, ,---, ,,..-/ -,!'-'-o,,..._+-----1 

~ , / _,,· , 
~ 2,000 i-----i----11----t-;::-r-' +-,-, ,._+----1---1 

"' : l,!5001------1---f--0--,,-'-;l-+-, "-. --l--+----1--l 
........ ~ , . _.; 
~ J,000 1------1-'-,>'-'-,J<,_,.__-l-_--l-_--l __ --l-_--I 

oool--.,.<'~i~~~· --l, f--v--1------1----1--~----1 
~;·.· .. 

0 0~=.:c~50Lo~-,~pLoo,.----1,o~oo--2-,0Loo--2~ •• o-o--3~pLoo---' 
SURVEYED TRIP ATTRACTI ONS 

Figure 26. Synthetic vs surveyed nonhome-based vehicular trip attractions, Sioux 
Falls, 1956. 
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Trip length frequency distributions , home-based auto-driver work trips, 
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times used were as developed for the previous phase of this work. In addition, some 
measure of the effect of this spatial separation on trip interchange between zones, 
F(ti-j)' is also required. In this phase of the research, full use was made of the 

travel time factors already developed for each trip purpose during the previous phase 
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TABLE 15 

COMPARISON OF TOTAL VEIUCULAR TRIPS 
CROSSING BIG SIOUX RIVER, 

SIOUX FALLS, 1956 

Facility Vol. 0-D Syn. 
Count Survey Gravity Model 

Cherry Rock Ave. 1, 511 1,640 1,512 
Cliff Ave., S. 9,132 8, 420 9, 208 
Tenth St. 14, 842 16, 296 16, 832 
Eighth St. 8,606 6,612 6,752 
Sixth St. 3,864 2, 900 4, 564 
McClellan St. 3,069 2, 596 1,972 
Cliff Ave., N. 4, 699 4,156 2, 048 

Totals 45, 723 42, 620 42, 888 

Percent Diff. 
from Vol. Count -6.8 -6.2 

Percent Diff. 
from 0-D Survey +7. 3 +0.6 

of the research. This was done because 
the trip length frequency curves for the 
599 subsample were so similar to those 
for the total sample which was used to de -
velop the travel time factors. The values 
of these factors are shown in Table 3. 

With all the required parameters avail­
able, the gravity model calculations were 
made to obtairi a synthetic u·ip distribu­
tion patte1·n. This pattern was then com­
pared to the 0-D survey data to determine 
the accuracy and, consequently, the abil­
ity of the simplified procedures described 
in this report to supply the necessary in­
formation for adequately simulating trip 
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ACTUAL TRIPS TO THE CENTRAL BUSINESS DISTR ICT 

Figure 29. Actual vs synthetic model 
nonhome-based vehicular trips to CBD, 

Sioux Falls, 1956. 
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TABLE 16 

TOTAL TRIPS CROSSING SCREENLINES, 
SIOUX FALLS, 1956 

Syn. Gravity 

Screenline 0-D Model 

No. Survey Vol . 
Diff. Vol. from 0-D (%) 

1 7, 952 7,280 -8.5 
2 21,012 21,120 +0.5 
3 13,516 13,224 -2.2 
4 11, 384 10, 428 -8.4 
5 9,744 8,516 -12.6 
6 8,784 8,440 -3.9 
7 6,280 6,520 +3.8 
8 6,568 6,100 -7.1 
9 2,264 1,980 -12.5 

10 17,448 18,420 +5.6 
11 5,868 4, 836 -17.6 
12 5, 592 3,872 -30.8 
13 13,656 15,280 +10.6 
14 22, 908 23 , 584 +2.9 
15 33,220 33, 204 0.0 
16 10,032 10,996 +9.6 
17 13 , 424 14,220 +5.9 
18 9,724 12,200 +25.5 
19 10,060 10,720 +6.6 
20 5,332 5,476 +2.7 
21 8,496 8,364 -1. 5 
22 13 , 332 14,192 +6.5 
23 41,500 41,468 -0.1 

distribution patterns. Several tests were 
involved in the comparisons. 

First, the synthetic trip length fre­
quency distributions and average trip 
lengths were compared with those from 
the 0-D survey for each trip purpose 
category. The results for work trips 
are shown in Figure 27; the other two 
purposes also exhibit very close agree­
ment. The results of this test indicated 
that the decision to use the travel time 
factors from the previous phase of this 
research was a correct one. If an initial 
set of travel time factors had been as­
sumed and the normal trial and adjust­
ment process utilized, the final result 
would have been travel time factors iden­
tical to those shown in Table 3. 

Tests were made comparing the trips 
attracted to P.ach zone by the gravity mod­
el with those shown by the synthetic pro­
cedures for each trip purpose. The re­
sults for all purposes indicated an accu­
racy within one RMS error. Figure 28 
shows the results for nonwork trips which 
had the largest scatter. 

Another test was made of the number 
of synthetic trips crossing the Big Sioux 
Rive . These figu res were compared with 
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TABLE 17 

COMPARISONS OF DISTRICT- TO-DISTRICT 
MOVEMENTsa 

0-D Survey Trip RMS Error 
Volume Group 

Mean Freq. Abs . Percent 

(al Home-Based Auto-Driver Work Trips 

0- 99 21 400 20 95.24 
100- 199 133 40 58 43. 61 
200- 299 259 13 119 45.95 
300- 499 402 13 98 24.38 
500-1,499 920 8 186 20.22 

(bl Home -Based Auto-Driver Nonwork Trips 

0- 99 27 423 28 103.70 
100- 199 136 53 83 61. 03 
200- 299 239 28 103 43.10 
300- 499 380 22 166 43.68 
500- 999 728 22 282 38.74 

1, 000-2,999 1, 711 9 343 20.05 

(cl Nonhome-Based Auto-Driver Trips 

0- 99 25 473 24 96.00 
100- 199 144 62 82 56.94 
200- 299 241 30 122 50.62 
300- 499 385 33 157 40. 78 
500- 999 773 9 289 37.39 

1, 000-3 ,999 1, 311 8 457 34.86 

al956 0-D survey data VB synthetic (ll'O.Vi ty mod<!l 
estimates, re la t i ve diffe;rence me8.Dured in terms of' 
percent RMS error (see footnote to Table 6) . 

those from the 0-D survey and again, the 
differences were small (Table 15). 

Synthetic trips to the CBD, for each 
trip purpose, were also compared with the 
same movements from the total sample. 
The results for work trips {Fig. 29), in­
dicate that there is no geographical bias 
present in the synthetic interchanges and 
that the discrepancies between the two 
sets of information are quite small. 

Synthetic trip interchanges for total 
trips were then assigned to the minimum 
path driving time network. The expanded 
trips from the full 0-D sample were also 
assigned. These two sources of informa­
tion were then compared by analyzing the 
differences over the comprehensive series 
of screenline crossings shown in Figure 
10. The results of the comparisons are 
given in Table 16. 

Finally, a statistical comparison of the 
actual and the estimated trips was made 
for each trip purpose (Table 1 7). An 
analysis of the comparisons indicated ac­
ceptable results for all purposes when 
compared with similar studies (12, 13, 
15) and with the comparisons resulting 
from the first phase of this research 
(Table 6). 

SUMMARY AND CONCLUSIONS 

The application of the gravity model theory in a particular small urban area was in­
vestigated and, because it was the theory of the gravity model which was being tested, 
the model was developed using all of the travel information normally collected during 
a comprehensive 0-D survey obtained by using the dwelling unit sample size recom­
mended in the Public Roads Home Interview Manual (6). The home interview survey 
provided the data on trip production, trip attraction, and trip length distribution needed 
for developing the model, as well as information on the zonal trip interchanges used 
to test the gravity model results. 

A three purpose gravity model was calibrated following the procedures outlined in 
this paper but more fully detailed previously (8). The calibrated gravity model was 
then thoroughly tested against the 0-D trip distributions and volume counts. These 
tests revealed that the gravity model formulation adequately simulated trip distribution 
patterns for the Sioux Falls area. 

Having determined that the three purpose model was adequate, when based on the 
data from the full 0-D survey, we then investigated the question of reducing the 0-D 
survey sample necessary to develop the model. To determine the appropriate sample 
sizes to investigate, the results of studies of small samples in other cities were col­
lected and analyzed. Comparisons were made with the full field sample, by trip pur­
pose, of total trips, average trip lengths, and trip length frequency distributions for 
each of several subsamples. From the tests made in Sioux Falls and from an analysis 
of other !'lturli es, it was determined that about 600 home interview samples in ombi­
nation with the standard external cordon survey provided adequate data for obtaining, 
by purpose, total trips, trip length frequency distributions , and average trip lengths. 

Since a small sample does not yield stable data on zonal trip productions and at­
tractions by trip purpose, these items of information must be obtained by other tech­
niques. Synthetic procedures based on detailed socio-economic data were used for 



169 

th is purpose. The results of the synthetic procedures were compared to the 0-D sur­
vey productions and a ttr actions, and the pr ocedures were shown to be satisfactory for 
computing productions and attractions fo r Sioux Falls. 

Fil)a lly , the synthe tic productions a nd a ttractions were combined with the travel 
time factor s tha t reflected the 599 home interview sample to determine a trip distribu­
tion pattern for each trip purpose. The results were compared with the 0-D survey 
dis tribution and the patterns agreed closely. 

With these separate analyses completed, the following conclusions appear warranted: 

1. The gravity model formula provided an adequate framework for determining trip 
distribution patterns for Sioux Falls. 

2. A three purpose trip stratification of home-based work, nonwork, and nonhome­
based trips was sufficient in the small ur ban area. 

3. For Sioux Falls , a 599 home inte r view sample used in combination with detailed 
socio-economic data and the standard truck, taxi, and external cordon surveys pro­
vided sufficient data for a three purpose gravity model calibration. Sioux Falls is a 
self-contained urban area with a single center and no strong travel linkages to other 
urban areas. This city does not exhibit any social or economic factors which might 
ha ve a significant effect on travel patterns, and which might require adj us tments to 
the gr avity model trip dis tr ibutions . The findings for Sioux Falls may not apply to 
cities exh ibiting different cha racteristics . 

4. The synthetic procedures used in this research to compute zonal trip productions 
and attractions are satisfactory for this small urban area when used in combination 
with detailed socio-economic data and with limited travel data from a small sample 
survey. 

Further research should be conducted to determine if the findings for this small 
urban area can have wider application. 
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Method for Estimating Potential Increases 
Traffic Volumes Based on 0-D Survey 
Data from a Mid-Western City 

. 
Ill 

ROBERT W. JANES, Associate Professor of Sociology, University of Illinois 

An attempt is made to estimate the possible increase in trip generation which 
could occur in a community if the number of households remained constant 
over a period of time during which the vehicle ownership by households and/or 
the intensity of vehicle use by households increased. The information is based 
on the data secured in the home interviews of an origin-destination survey con­
ducted in Champaign- Urbana in the spring of 1958. 

The study was based on the assun:tption that households or families are the 
basic traffic -generating units in a conununity. The averages for household 
characteristics were correlated by zones with the average number of vehicular 
trips per zone. The validity of the procedure was supported by the results of 
a variance analysis which indicated that the differences between zones were 
significantly greater statistically than the differences within zones in respect 
to traffic generation. The fact that the family is a significant unit of traffic 
generation was shown in the findings that two-car families on the average made 
only 40 percent more trips than one-car families. Increasing the number of ve­
hicles in families already owning vehicles, therefore, does not proportionately 
increase the number of vehicular trips . 

A statistical factor analysis was made of about 30 variables reported in the 
home interview which conceivably might be linked to traffic generation by house­
holds in the survey zones . Four major factors associated with trip generation 
were derived-a traffic volume factor, a trip purpose factor, a distancefactor, 
and a time-of- trip factor. The fact that the traffic volume factor most clearly 
included socio-economic traits of households was accepted as a demonstration 
that socio-economic influences are the basic source of variations between zones 
of a community in production of traffic. 

The proportion of potential trip makers in households who make trips ap­
peared to be the best measure of the differences between zones in the pro­
ductio11 of traffic. On the basis of this criterion, three types of survey zones 
each with a different trip generating potential were determined. The zones 
with lowest potential were gene1·ally close to the CBD, were often inhabited by 
minority or low-ranked occupational groups, or were areas of changing land 
use. The zones with the highest potential were either very high on the oc­
cupational-economic scale or at extreme distances from the CBD. The me­
dium or average potential zones were average in economic criteria of house­
holds and tended to be average distances from the CBD. Socio-economic level 
and proportion of land use devoted to single-family residence seem to be the 
principal criteria associated with trip-generating potential of zones. 

A socio-economic scale combining occupational level and proportion of land 
use ~n single-family residence was developed. Values for types of zones cor­
related well with measures of trip generation by zones. It was estimated on 
the basis of the growth of the gross national product for the past decade that a 
community might increase the level of its socio-economic scale value about 20 
percent between 1960 and 1970. If this estimate of a 20 percent increase in 

Paper sponsored by Committee on Ori gin and Destination . 
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community socio-economic level were applied to the Champaign- Urbana data, 
then assuming no increase in the number of households in the community from 
1960 to 1970, the number of vehicles would increase by 8 percent and trips by 
24 percent. This disproportionate increase in U1e number of t1·ips i·epresents 
the greater intensity of vehicular use by households at higher socio-economic 
levels. 

•A NUMBER of studies have used the ol'igin-destination survey data to determine the 
attributes of persons and commw1ities associated with local traffic generation. In all 
of these studies the number of vehicles found in a community correlates most highly 
with vehicular trip generation (1 -5). However, there has been little systematic con­
sideration of factors underlying a- ong-run trend in the relation between number of 
vehicles and the volume of trips produced by these vehicles. The present report, part 
of a larger study dealing with the s ocial factors in traffic generation, attempts to es­
timate the possible increase in trip generation which would be associated with increased 
ownership of vehicles and more intensive use of vehicles. 

This report is based on the data obtained in the home interviews oi an 0-D survey 
conducted in Champaign-Urbana in the spring of 1958 (6). The study was based on the 
assumption that households or families ai·e the basic tratt'ic-generating units in a com­
munity. There were a total of 4, 400 households in the sample, but the analysis was 
made largely in tenns o.f the 2, 000 which were classified as non-student households 
since it was felt that understanding traffic generation by student households would not 
be particularly useful Ior estimating vehicular trips in most other communities. The 
original internal s urvey a~rea contained over 50 zones, but of these only 41 reported 10 
or more non-student households in the sample. Therefore, the present study was 
made in terms of these 41 zones. 

DEFINITIONS OF TECHNICAL AND STATISTICAL PROCEDURES 

The following definitions of techniques and devices used or referred to in the text 
are included to clarify the discussion. 

Variance-the statistical term for the sum o.f the squares of the deviations from the 
mean value of a numerical distribution divided by the number of cases in the distribu­
tion. The variance as a measure gives an indication of the range of values of the cases 
in the distribution. 

Analysis _of variance-the statistical comparison of two or more numerical distri­
butions normally with the purpose of determining whether or not these distributions are 
alike or different in respect to some criterion. In the report, analysis of variance was 
used to compare the relation of the number of vehicles per zone to the number of trips 
to determine if the variance in respect t<:> this relation was greater within the survey 
zones or between the survey zones. 

F-test-a statistical measure to determine if the differences between a criterion for 
two numerical distributions are significant or could simply be a product of sampling 
error or random probability. The F-test was used in the report to show that variance 
between and within survey zones in respect to the number of vehicular trips was sig­
nificant. 

Factor analysis-a statistical method for determining a smaller number of under­
lying dimensions or factors which exist in the conelations between a larger number of 
specific variables. Normally a factor analysis begins with a matrix of product-mo­
ment correlations and then reduces them a nwnber of patterns which account for the 
pattern of correlations. In the report, factor analysis begins with a matrix showing 
the intercorrelations of 30 variables involving trip generation and household traits by 
survey zone. Through mathematical manipulation this matriX was reduced to five 
dimensions or axes which account fo1· a good part of the actual number of correlations 
secured. The factors, therefore, show which variables tend to cluster together. The 
largest single cluster in terms of association of traits was the factor which showed the 
association between trip generation and socio-economic traits. 
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Cumulative or Guttman scaling-a statistical technique for ordering observations of 
objects so that the order numerically describes var iations in some common property 
shared by all the objects. For example, if a boy can be seen to climb to the top of 
very tall trees, it can be assumed that he can climb to the top of small and medium 
trees. If, however, a boy is seen to climb only small trees, it cannot be assumed that 
he can climb to the top of tall trees. In this situation it would be possible to create a 
cumulative scale whereby boys observed climbing to the top of tall trees are given scale 
value of 3, those to the top of medium trees the value 2, and those up in small trees 
the value of 1. In this way it is possible to prepare numerical measures of properties 
of phenomena which cannot normally be given such a numerical ranking. In the report 
this procedure was applied to occupations so as to measure the occupational level of 
survey zones and to measure land use in terms of the variations in single-family, 
multi-family and commercial use. These two scales were then combined into one scale 
of socio-economic ranking of zones. 

VARIANCE ANALYSIS TEST OF VALIDITY OF INDICES USED 

The statistical procedure was to correlate zone averages for the number of pas­
senger or vehicular trips by household with the zone averages by household of such 
traits as occupation, number of cars per household, and age of drivers. The statis­
tical relationships, therefore, are measures representing the statistical correlations 
of the averages of the 41 zones. There are certain problems inherent in using averages 
as the basis of correlations, but it was assumed that the statistical variance in respect 
to any of the traits studied was less within than between zones. If the validity of this 
assumption could be demonstrated, the method of product-moment correlations would 
appear to be a correct device for establishing statistical relations between traits rep­
resented as zone averages. It was, therefore, decided to make a variance analysis by 
zones of the relationship between the number of vehicles and the number of passenger 
trips for each zone. By applying the F-test to the results of the analysis, it would be 
possible to estimate whether the variance in this key relationship was mainly within or 
between zones. In a sense this test is also an estimation of the homogeneity of the sur­
vey zones as indices of traffic generation. The results of the variance analysis, shown 
in Table 1, indicate that there is a very high probability that the statistical relation 
between the number of vehicles in zones and the rate of traffic generation by zones, as 
established by this 0-D survey, is due to actual differences between the zones them­
selves and not to differences within the zones. 

FACTOR ANALYSIS OF TRAFFIC GENERATION 

The demonstration of this point, therefore, gave strong support to the effort to pre­
pare product-moment correlations between a number of indices based on the Champaign­
Urbana survey data as they might pertain to traffic generation. The technique utilized 
to develop this point was that of factor analysis. Intercorrelations between some 30 
averages of indices for the zones, including five which concerned traffic generation, 
were computed. The matrix of intercorrelations thus secured was then factor analyzed 
to a centroid solution and rotated to an orthogonal solution according to the Illiac programs 

TABLE l 

SUMMARY OF ANALYSIS OF VARIANCE• 

Source S\lm of Deg. ol Variance F-Ratio 
SquAres F'rcedom Est. 

Between zones 4, 600. 286 53 86. 797 2. 355b 
Within zones 60, 404.036 ~ 36.854 

Total 65, 004 . 322 1, 692 

aJtQgr~sion relation between number of vehicles per zone and pas­
$0ng-Dr trips per z.one . bSigni£1C3-nl at better than 0.01 level. 

of the University of Illinois. The results 
of these procedures produced five factors, 
four of which showed a clear relation of 
zone indices to traffic generation. The 
results of this analysis and the identifica­
tion of the factors secured are shown in 
Table 2. 

These four factors account for almost 
55 percent of the variance in the correla­
tions among 28 variables which described 
either qualities of traffic generation or 
socio-economic indices of survey zones. 
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TABLE 2 

FACTOR ANALYSIS OF TRAFFIC GENERATION-URBANA-CHAMPAIGN 

Factor No. Description ~of Tot. Var.a Interpretation 

1 Traffic volume 21. 9 Economic and occupational 
measures of zones cor­
relate most highly with 
measures of number of 
trips by zones. 

2 Trip purpose 14 . 6 Trip purpose associated 
with driver character­
istics such as age and 
length of residence. 

3 Time of trip 9. 0 Times at which trips are 
made during day a re as ­
sociated with distance 
which driver lives from 
CBD . 

4 Household size and 8. 8 Non-traffic factor indicates 
value of residence that large households 

live in lower value 
residences . 

fl.Accow1ted for by fa,ctor . 

What is important in the findings given in the table is that three of the four major factors 
are made of variables which are attributes of traffic and also of socio-economic indices 
of zones. The importance of Factor 4 is that it provides confirmation that the relation­
ships of traffic with other indices, at least in this body of data, are valid and not merely 
a reflection of the manner in which the data were assembled. Attributes of traffic such 
as volume, purpose, and time of trip cluster with certain socio-economic indicators. 

Factor 1 is significant because it indicates that traffic volume in a community is 
most closely linked to occupational-economic traits of zones. Also, the amount of 
variance accounted for by this factor suggests that the association of socio-economic 
traits with the amount of traffic is one of the most significant statistical clusters which 
can be found in the information derived from a typical 0-D survey. It was this finding 
tha t prompted investigation of the question of how variations in the occupational-eco­
nomic averages of zones were associated with variations in the volumes of trip genera­
tion. The aim of this approach was to estimate how much increases in the occupational­
economic status of zones would increase the traffic generation of such zones if no other 
influences were operating in a community. The actual model of the research design 
was one of zones in which changes in socio-economic factors alone were operating . 
The fundamental question was what effect such change would have on rates of traffic 
generation. 

CONDITIONS UNDER WHICH RATE OF TRAFFIC GENERATION MIGHT 
CHANGE WITHOUT CORRESPONDING CHANGE IN 

NUMBER OF HOUSEHOLDS 

Assuming that the number of households in the zones of a community were fixed, 
changes in the community rate of vehicular or passenger traffic generation would pre­
sumably be a result of the change in the intensity of vehicle use by the household or of 
change in the number of vehicles in the household. The patterns of community traffic 
generation, however, reflect the differentia l generation by zones. The variation be­
tween zones in the number of vehicular trips generated can be accounted for by zone 
in terms of (a) the number or proportion of households owning cars, (b) the number of 
cars owned, on the average, by households, and (c) the intensity of the use of vehicles 
by households. The attempt to account for the influence of changes in economic-oc­
cupational traits on traffic generation must, therefore, be s een in terms of its in­
fluence on all three of these indices. 

Although occupational-economic traits as a cluster of attributes seem most closely 
associated with the number of trips generated by the zones, no single occupational-
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TABLE 3 

COEFFICIENTS OF CORRELATION OF MEDIAN NUMBER OF PASSENGER TRIPS 
WITH SOCIAL AND ECONOMIC CHARACTERISTICS OF ZONEa 

Characteristics 

Avg. No . of cars per household 
Distance from CBD 
Socio-economic status 
Avg. length of residence 
Median year of cars 
Avg . make of cars 
Avg . value of structure 

Correl. 
Coeff. 

0. 797 
0 . 461 

-0 . 495 
000 

-0 .262 
0.187 

Std. Error 
of Est. 

1.198 
1. 758 
1.652 

Slope 
b 

6. 215 
0.118 

-0.989 

Percentage of potential trip makers making trips 
Avg. No. of trips per household, having 2 cars 

-0 . 453 
0 . 733 
0. 249 
0. 802 

1.350 
1.707 
I.. 184 

-0.096 
0.137 
0.281 
1.406 Having 1 car 

an = 41 for all of' calculations . 

economic trait shows as close a correlation with the number of trips generated by zones 
as the correlation between number of cars and number of trips in zones. The data in 
Table 3 demonstrate this point. 

In view of the relatively low values of correlations, it appeared that an analytic 
technique other than statistical correlation would offer a clearer preliminary insight 
into the manner in which economic-occupational measures are associated with change 
either of vehicular ownership by households or of intensity of vehicular use. The tech­
nique used was that of analytic types based on the frequency distribution by zones of 
percentage of potential trip makers making trips. The data in Table 3 indicate this 
trait to be highly correlated with trip generation; its distribution frequency approaches 
that of a normal curve, making it appropriate for the derivation of analytic types of 
zones classified by potential trip makers who make trips. The frequency distribution 
of this trait is given in Table 4. 

On the basis of this distribution, it was possible to derive three types of zones, one 
low in potential trip making, one average, and one high in this trait. The average 
zones, eight in number, were those which were either the mean or median values in 
the distribution. The low zones were one standard deviation below the mean and in­
cluded seven zones in which 45 percent or less of potential trip makers made trips. 

TABLE 4 

PERCENTAGE OF 
POTENTIAL TRIP 
MAKERS MAKING 
TRIPS BY ZONE 

Percent No. of Zones 

< 34 1 
35-39 2 
40-44 2 
45-49 6 
50-54 5 
55-59 14 
60-64 4 
65-69 5 
70-74 2 

Total 41 

The high zones were one standard devia­
tion above the mean and included the seven 
in which 65 percent or more of trip makers 
made trips. The types, therefore, in­
cluded one-half of the actual cases located 
at the extreme and central points of the 
distribution. 

When a number of variables associated 
with traffic generation are arranged by 
these types, several significant points be­
come apparent, as can be seen in Table 5. 
This table depicts the marked differences 
between types of zones in their capacity 
or propensity to produce trip volumes. 
The high zones which altogether contain 
only slightly more households than the low 
zones produce almost 21/2 times as many 
vehicular trips and almost 5 times as 
many trips among households owning two 
cars. This decisive differential suggests 
how great an increase might possibly oc­
cur in local traffic volumes if existing 
households which are low in traffic genera-
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TABLE 5 

TRAITS RELATED TO TRAFF1C GENERATION OF ZONEs<L 

1. of Pot Trip Makers Making Tri11s 
Trait 

tion were raised to the level of households 
which are high in this quality. The average 
type of zone is also of interest because it 

Low Zone Medium Zone High Zrnrn prOdUCeS trips Of all Categories in almost 
'1' of households in tot . sampl e 
~ ol veh.. owned 
1'of11ll veh. tl'Jps 
'1> of h ips mado by 1-car families 
~ of l t'lps mad() by 2-car families 
Veh . trips per developed acre 
Occupational level 

14 , 7 
12 , 6 

9, 7 
9 , 9 
5 , 0 
0.87 
3 , 9 

a.N11rc~11t gea are of totals for all zones. 

26 6 
26 . 2 
26 . 4 
27 . 2 
27 . 3 

2. 11 
2.5 

17' 
19. 8 
23 . 0 
19,9 
32 . 6 
1.35 
1.4 

exact proportion to its number among all 
households. 

As might be expected, each type shows 
variation in certain general characteristics. 
One of the important factors in such dif­
ferentiation is the predominant land use 
established by the local zoning code. When 
the possible land use is more varied, the 

rate of trip making is lower. Also when the proportion of single-family residences or 
the occupational level is higher, the rate of trip making is greater. In general, the 
trip-making rate is lower in areas closer to the CBD, but these areas also tend to be 
more heterogeneous in land use, lower in proportion of areas devoted to single-family 
residency, and lower in occupational level. In addition, zones at extreme distances 
from the CBD may be low in the occupational level, but high in the rate of trip making. 
In short, it appears that the influences associated with zones as they affect trip making 
appear to be multiple in number and not necessarily constant in effect. Zones with 
high occupational levels and with a high proportion of single-family residences, how­
ever, appear to represent a complex of traits leading to high traffic production. It is 
assumed that this complex represents a socio-economic way of life which calls for a 
high rate of traffic production. 

INFLUENCE OF MULTIPLE-VEHICLE OWNERSHIP ON TRIP GENERATION 

To estimate how changes in characteristics of households are correlated with 
changes in traffic volumes, some attention should be given to the influence exercised 
by multiple-vehicle ownership on trip production. Increase in multiple-car ownership 
does not proportionately increase the number of vehicular trips made by the household; 
for example, a two-car household does not make, on the average, twice the number of 
trips of a one-car household. The complicating element here, however, is that zones 
having a high proportion of two-car families are also those in which the use of all ve­
hicles is intensive . This point will be treated later . The data in Table 6 demonstrate 
the influence of multiple-car ownership on trip production and suggest several points 
concerning the effect of household characteristics on trip production. First, about 15 
percent of the sample of local families own no vehicles and approximately the 
same proportion own two. Of interest is the fact that trips with only the driver 
in the car are more than twice as frequent as those with driver and passenger. 
This is equally true of both one- and two-car-owning households, which is some­
what surprising as it had been hypothesized in households with two cars, that there 
would be considerably more trips made with only the driver in the car. Most pertinent, 
perhaps, is the fact that two-car households produce about 25 percent of vehicular trips 

TABLE 6 

AVERAGE NUMBER OF VEHICULAR TRIPS PER FAMILY AND PER VEHICLE 

No. Vehicular Trips 
No. Trips/ No. Trips/ 

No. Cars/Family No. Families 
Driver Driver and 

Family Car 

Only Passenger(s) Total (avg.) (avg.) 

0 321 0 0 0 0 0 
1 1,365 5, 134 2, 508 7,642 5.6 5.6 
2 301 1,664 718 2,382 7.9 4.0 

Total 1,987 6,798 3,226 10,024 
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although they account for only 15 percent of households. These conditions, obviously, 
must be considered in the estimation of the potential increase in traffic generation 
which might be introduced by changing the characteristics of households. 

A number of the relationships between trip generation by two-vehicle households 
and other criteria associated with vehicular trips were explored. First, .as indicated 
in Table 3, the correlation between the average number of trips per zones and the 
average number of trips of two-vehicle households by zone is very low. This fact 
would seem to suggest that pattern of trip production by multi-vehicle households di­
verges from that of single-vehicle households. However, correlation of the differences 
between average number of trips made by single-vehicle and two-vehicle households in 
each zone with the average number of trips by two-vehicle households per zone shows 
that this is not the case. A plot of these two series as a scattergram indicated that 
there was a high and consistent relationship among them. Computation of the regres­
sion equation between them by Eq. 1 gave the following results: 

Y = a + bX 

Y = -5.51 + l.OlX (1) 

where 

X average number of vehicular trips by two-vehicle households per zone; and 
Y = difference between average number of vehicular trips for one- and two-vehicle 

families per zone. 

This equation can be interpreted as meaning that an increase of one unit in the average 
number of trips by two-vehicle households implies an increase of one unit in the dif­
ference between the average number of vehicular trips by one- and two-vehicle house­
holds. It suggests that since the average number of vehicular trips by zone for two­
vehicle households does not correlate with total vehicular trips by zone, the average 
generation of trips by households increases at a different rate than that of total trips 
by zones. This conclusion can be -related to vehicular trip production by stating that 
in zones of high trip production both single- and two-vehicle households produce rela­
tively more trips since the differences between these groups is constant. The only 
exception to this statement is the case of multi-vehicle households in zones which are 
lowest in trip production. In other words, the production of vehicular trips by two­
vehicle households is not independent of the trip production of the zone in which the two­
vehicle household is located. This conclusion is in agreement with the implications of 
the findings in Table 1, although it might be hypothesized, without the evidence pre­
sented thus far, that when a household enters the status of multi-vehicle ownership, 
its pattern of trip production may vary considerably from the other households in its 
survey zone. As noted, the only apparent actual exception is for the zones at the 
lowest level of trip production by resident households. 

ESTIMATING INFLUENCE OF INCREASES IN SOCIO-ECONOMIC 
STATUS ON TRIP GENERATION 

To estimate how much influence an increase in the socio-economic status of house­
holds would have on trip generation, it was necessary to establish some index of socio­
economic status. The research staff decided that such a measure should include three 
criteria which appeared to be correlated with trip generation by zones and which also 
were apparently indices of the socio-economic way of life of households as it influenced 
the typical pattern of trip generation. These criteria were (a) the average occupational 
level, (b) the dominant pattern of land use of the zone as defined by local zoning ordi­
nances, and (c) extreme distances of zones from the CBD which included areas outside 
the city limits of the Champaign- Urbana community. This last item was considered 
because households in this category were unique in their combination of socio-economic 
traits and patterns of trip generation. 
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TABLE 7 

WEIGHTED SCALE OF OCCUPATIONS BY ZONESa 

Composition Criteria Scale Weight 
No. of 

Typeb Zones 

Order (1 2 3) A category receives a 11 111 001 1 4 

1. Laborers and unskilled 
if the percent in the zone 011 2 8 

2. Craftsmen, foremen, and who work in that occupation 010 3 3 

skilled or clerical, sales is equal to or greater than 111 4 2 
the median percent for all 110 5 2 and kindred workers 
zones (a "0" is received 100 6 3 3. Professions and semi-

professions or managers if this percent is less 

and officials than the median); 0 per-
cents are included in the 
determination of the median. 

a.Source of data: occupation of driver reported in household survey, 
bwhen there are two industries in any single category, the category receives a 11 1 11 if eit:Qer 
or both industries placed in that category qualify for a score of 11 1 11 which indicates ·a 
proportionately prevalent number of workers in that industrial. ('R-t.e~ory, 

The index developed was a Guttman-type scale which combined only the average oc­
cupational level of zones and prevailing legal land use. Extreme distance of zone from 
the CBD did not appear to be a dimension of this scale, but allowance was made for this 
trait by independently estimating its influence on traffic generation. The primary scale 
developed was regarded as a measure of the average socio-economic level of house­
holds in a zone. The occupational index for each zone was derived from the occupations 
reported on the No. 2 card of the household survey. These occupations were scaled 
according to t ile pr e stige and income rankings of occupation as r eported in a study of 
the National Opinions Research .::enter (7). A 6-point scale was devised which when 
applied to the 22 zones represented in Table 5 gave the results indicated in Table 7. 

The second dimension of socio-economic status included in the scale was based on 
the predominant land use of zones as defined by the local zoning code of Champaign­
Urbana. The proportions of the land area of each zone devoted to legally permitted 
categories of land use were determined by studying local zoning maps. The community 
as a whole appeared to have a distribution of land use roughly comparable to other com­
munities of this size. The distribution for the whole community is given in Table 8. 

A scale was developed representing the predominant land use of each zone in terms 
of the proportions of the zone represented by the land-use categories in Table 8. This 
scale was applied to the 22 sample zones. The distribution of these zones on a 3-point 
scale and the criteria of the scale are given in Table 9. 

These two dimensions were then combined in a Guttman-type scale for the 22 zones 
as indicated in Table 10. The resulting scale distribution had a coefficient of repro­
ducibility of 0. 89 with a relatively broad distribution across a 6-point scale. Despite 
the small sample of zones, this scale appears to be a measure of a uni-dimensional 
trait representing the socio-economic status of the local community. It is important 
to note that the two dimensions of the scale were developed from independent bodies of 
data and therefore the high degree of association is not an artifact of the household 

TABLE 8 

LAND-USE DISTRlBUTION, CHAMPAIGN-URBANA 
COMMUNITY 

Description 

Single family use 
Multi-family 
Commercial 
Industrial 
Public a 

Total urbanized acreaa 

Acreage 

4, 074 
1, 237 

492 
921 

1, 557 

8, 281 

Percent Total Acreage 

49 . 2 
14.9 
5.9 

11.1 
18. 8 

100 . 0 

~oes not include street acreage inc1-uded in each category 
which constitutes approximately 30 percent of' total acreage , 

survey itself. 
The scale in Table 8 provides a rela-

tively simple measure of the socio-eco­
nomic differences of the zones. The next 
problem in the investigation was to deter­
mine the extent to which these differences 
were associated with differences in the 
three types of zones representing different 
proportions of trip makers. When the oc­
cupation scale is applied to these three 
types, as in Table 11, clearly discernible 
differences are apparent in the socio­
economic status of the types of zones as 
defined in terms of their traffic-generating 



Scale 
Type 

Il 

ill 

TABLE 9 

LAND- USE TYPES 

Description Definition 

Single-family dwellings > 50 percent acreage in residence 
but ;,, 60 percent of total acreage 
in single-family dwellings. 

Multiple-family > 50 percent acreage in residence 
dwellings but < 60 percent in single­

family dwellings. 
Commercial-mixed < 50 percent residential and com-

bination of public land and in­
dustrial, railroad and com­
mercial " 50 percent of de­
veloped acreage. 

No. of 
Zones 

9 

8 

5 

TABLE 10 

SOCIO-ECONOMIC STATUS OF 
SAMPLE ZONEsa 

TABLE 11 

RANKINGS OF ZONES DISTINGUISHED BY 
TRAFFIC-GENERATING POTENTIAL 
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Scale Valueb No. of Zones Type of Zonea Socio-Economic Avg. of Zones 

a 

2 
3 
4 
5 
6 

4 
5 
5 
6 
3 

Based on Guttman-type scale 
combining occupation and pre­
va iling land use. 

bThe lower the scale value , the 
higher the socio-economic 
status. 

Low 
Medium 
High 

4. 6 
3 .6 
2.3b 

~ram Table 5. bDoes not include zones extending 
outside city limits. 

potential. The differences between these 
zones, if we can assume that the 6-point 
scale of Table 7 roughly represents the 
total socio-economic range, is approxi­
mately 20 percent. In other words, the 
socio-economic level of the medium traf-
fic potential type is 20 percent above the 
low traffic potential type and that of the 

high type is about 20 percent above the level of the medium type. On the basis of these 
data some estimation may be made of the extent that increase in socio-economic status, 
with other factors held constant, may lead to increase in traffic generation. 

ESTIMATING INFLUENCE OF INCREASE IN SOCIO-ECONOMIC STATUS ON 
VEHICULAR TRAFFIC GENERATION 

Table 11 provides an index of the range in socio-economic status of present zones. 
The aim of the report is to estimate how much traffic generation would increase if the 
number of households in the community remained constant but the socio-economic 
status of the community were raised. The assumption here, of course, is that changes 
or rises in national and regional prosperity will be reflected in improvement of the 
community occupational level and a rise in the level of home ownership represented in 
the pattern of local residential land use. Occupation and residential land use are the 
primary dimensions of the scale reported in Table 11. 

Any estimate of how national and regional economic trends affect any particular 
local community must be hypothetical unless some specific relationship has already 
been established between these two variables. An estimate of the increase in traffic 
generation in Champaign-Urbana for the decade 1960-1970, for example, would be 
based on the following assumptions: 
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1. That the long-run trend of most communities follows the long-run national 
e onomi growth 1·epresented by the change in the gross national product; 

2 . That the i ncrease in the gross national product (in constant doll rs) of approxi­
matel y 20 percent for Champaign- Urbana from 1950 to 1960 (8) was pa ra lleled by an 
equi valent increase in the economi · status of the community for this period, and that 
this increase will be replicated for the decade 1960-1970; 

3. That the number of households will remain constant over the 10 years; 
4 . That the present relation between trips by household to the socio-economic level 

of the household will remain the same; 
5 . That since the socio- economic differences between each of the three types is 

roughly 20 percent, and it is also expected that the economic level of the community 
will increase 20 percent over the period of 1960 to 1970, each of the two lower zone 
types will move up during these years to the level of the next higher type; 

6. That the high type of zone, with respect to traffic-generating potential as in­
dicated in Table 3, will go to the highest socio-economic level of any zone included in 
this type; and 

7. That the proportion of the comm unity households in each t ype will r emain the 
same. (The ground for this assumption is that th-ere will obviously be a range in 
socio-economic levels of the community in 1970, and, since there is no basis for a 
better estimate, the distribution of the proportions of households at each level will be 
similar to what it was in 1960 shortly after the household survey.) 

Given these assumptions, the steps in the estimation of traffic generation are as 
follows. 

1. Estimate for each type the new number of (a) single-vehicle households and (b) 
multiple-vehicle households. 

2. Estimate the new rate of vehicular trip generation (a) for single-vehicle house­
holds and (b) multiple-vehicle households. 

3 . Total the results for the three types of Steps 2 a and b. 
4. Compare the estimated results of Step 3 to results obtained from the original 

survey in respect to the estimated increase in number of vehicular trips. 

The completion of these steps gives the results indicated in Table 12. These esti­
mates are derived by applying the trip-generation rates of 1960 for the households in 
the next higher type to all hous eholds in each zone. In the case of the high type, the 
rates for the highest zone in this classification were used. The results of Table 12 
may be summarized in the fol'm given in Table 13. 

TABLE 12 

ESTIMATED INCREASE IN VEtilCULAR OWNERSHIP TJUP GENERATION, 
CHAMPA!GN-URBANA, 1960-1970a 

Typo .. ._ 
No , or Households 

No Vehicles l Vrhk l111 2Vehlcles 1- Veh 
Household 

Trips 

2-Veh 
HOUHJl~d 

1960 1970 196{1 1970 1960 1970 1960 1970 1960 1970 

Low 89 41 180 208 28 44 75!) 1, 144 212 317 
Mediwn 92 26 357 J69 78 132 2,07'1 2,J25 565 1,162 
HJgh ~ ~ ~ ~ ~ !!Q ~ l,67J ---1!:!_ ~ 

Total 198 67 776 800 19J 296 4,J58 5,142 1,554 2,6J4 

'D.i.wd ~ u..ni~hin of 110 YllC:n :11111oc- In AWJ:bl'r ol houM'b~dl and lh1U 1nut11u In 
1'thk.ub. r- <'r9'f!*1'•hl't 11nd ttlp generation can be allritruted to general lncrPse in 
c:o•n~!Wl,J lllC'°'*"'C> l nel . 

TABLE 13 

SUMMARY OF ESTIMATED INCREASE IN 
NUMBER OF VEHICLES AND VEHICULAR 

TRIP GENERATION, CHAMPAIGN­
URBANA, 1960-1970a 

Trait 

No. of vehicles 
No. of trips 

1960 

1,162 
5, 912 

1970 

1, 396 
7, 773 

Increase 
(%) 

8.3 
24.0 

aAsswning no increase in number of households . 
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CONCLUSIONS 

The figures in Table 13 provide the conclusions which this report attempts to es­
tablish. Since vehicle ownership and trip generation are apparently related to the 
socio-economic levels of households in the community, if the pattern of vehicle owner­
ship and trip generation of this community at the time of the 1958 0-D survey continues 
to hold and if the socio-economic levels continue to rise at the existing national rate, 
there will be an increase of slightly less than 10 percent in the number of vehicles 
owned by the households at the time of the survey. This increase would result from the 
acquisition of vehicles by households not possessing them and from households owning 
one vehicle moving to two-vehicle ownership. At the same time, however, the rate of 
trip generation would increase as households moved to a higher socio-economic level 
as a consequence of general economic growth of the society. Consequently, the rate of 
increase of trip generation would be considerably greater than -that of the rate of in­
crease in vehicle ownership by households. 

These conclusions appear consistent with the evidence provided by the various phases 
of this study. The method of demonstration was to select samples representing types 
of zones whose traffic-generating patterns are clearly delineated ~n terms of the pro­
portions of potential trip makers actually making trips as reported in the household 
survey. This procedure was followed because of its analytical precision in revealing 
social and economic factors associated with trip generation. The survey zones in­
volved in the sample accounted for only about 50 percent of the zones reported in the 
original survey, but insofar as the sample zones represented the whole range of traffic­
generating patterns of the community, it would seem that conclusions based on their 
characteristics would be adequate descriptions of dimensions of traffic generation for 
the whole community. 

It should be kept in mind that the community in question is specifically a middle­
sized city with an atypical economic base. Obviously projection of these findings to 
traffic generation in general requires further testing on communities of both similar 
and dissimilar population size. A tentative comparison of these findings with some of 
the conclusions of the major surveys reported for Detroit and Chicago suggests con­
firmation of some of the results and differences with others. Continued systematic 
comparisons of such 0-D studies will be necessary to develop the understanding of 
traffic generation necessary for effective planning for traffic engineering and control. 
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Review of Existing Land-Use Forecasting 
Techniques 
N. A. IRWIN, Vice President, Traffic Research Corporation, New York, N. Y. 

THE BOSTON Regional Planning Project (BRPP) has retained the Traffic Research 
Corporation (TRC) to develop and apply for preliminary forecasts a mathematical 
model for estimating future distributions of population, land use and economic activ­
ities in the Boston region. BRPP plans to use this model as a device for testing and 
evaluating the probable future effects of transportation facilities, zoning policies, and 
possibly other factors under planning control on the distribution and density of develop­
ment patterns throughout the region. 

Most urban transportation planning studies during the past decade have produced or 
are producing estimates of future land use in all subregions of the ar eas which have 
been or are under study, mainly to provide a bas is for es limating future tr affic demand. 
(In this context, land use includes population and economic acti vities as well as struc­
tures and land areas.) Methods employed for these land-use estimates have ranged 
from largely intuitive or judgmental projections to systematic techniques based on a 
chain of quantitative reasoning which could be reproduced by another group. 

The purpose of the present review is primarily to insure that existing techniques 
are fully utilized, where pertinent, in the development of a land-use forecasting model 
for the Boston region. 

STUDY METHOD 

This report is based on a review of the included references and on discussions with 
researchers concerning various aspects of their predictive techniques. An effort has been 
made to concentrate on techniques based mainly on explicit formal relationships rather than 
those which rely mostly on judgment applied subjectively to each subregion. Stress has also 
been placed on techniques which have been or may be calibrated and/ or tested empirically. 

The various land-use forecasting techniques described may be grouped into a 
number of categories according to types of variables, types of restraints and controls, 
manner of application, degree of operationality, and basic concept employed. Based 
on the latter criterion only, techniques may be classed as ad hoc , potential, economic, 
regression, behavioral, etc. Little attempt has been made to group the reviewed 
techniques along these lines, mainly because most of the techniques are found to fall 
into several categories simultaneously. The basic characteristics of each technique 
and some group characteristics are described. 

For presentation purposes, however, it is useful to divide the techniques into three 
groups according to their present development stage . Group 1 comprises techniques 
which are operational for forecasting purposes or are now being developed to opera­
tionality. Group 2 consists of research-oriented studies, aimed primarily at gaining 
insight into urban processes by empirical testing of certain hypotheses . Group 3 is 
made up of conceptual studies primarily of interest because o:f the ideas involved 
rather than because of any empirically tested relationships which may have resulted. 
Again, there is some doubt concerning the group to which certain techniques belong; 
the distinctions are not entirely clear cut, and thP. choice of group has been fairly 
arbitrary in some cases. 

An attempt has been made to describe the following aspects of each technique: input 
and output variables, forecasting methods and relationships, methods of calibrating 
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and/or testing, data requirements and controls, and computational equipment required. 
Techniques falling into Group 1 have been covered in most detail, although even here 
some of the techniques have not been developed or described sufficiently to enable 
coverage of all these points. For techniques falling into Group 2, emphasis has been 
placed perforce on data and relationships. It has been necessary to describe techniques 
falling into Group 3 mostly in terms of the concepts and formulations involved. 

It is, of course, recognized that the list of 14 land-use forecasting techniques re­
viewed in this report is not exhaustive. Some techniques, notably those employed in 
some of the earlier urban transportation studies, have been eliminated because it was 
felt that their ad hoc nature would contribute little to the present model development 
project. Others were not included because of their similarity to techniques which have 
been reviewed; for example, the Pittsburgh Area Transportation Study was developed 
with reference to the Chicago Area Transportation Study. Still other studies, such as 
those at Hartford, Conn., Washington, D. C., have been included under the name of 
the individuals involved. Finally, current land-use forecasting work by a number of 
groups (the Upper New York State Transportation Studies, Los Angeles Regional Trans­
portation Study, Puget Sound Regional Transportation Study, Twin Cities Area Trans­
portation Study, Southeast Wisconsin Regional Planning Study, Tri-State Transportation 
Commission, and Ohio-Kentucky-Indiana Transportation Study) has been omitted because 
of the lack of descriptive detail on their work or plans available at the present time. 
The land-use models previously developed or currently under development by the Traf­
fic Research Corporation are described in a project description and progress reports 
which have been submitted previously to the Boston Regional Planning Project and are, 
therefore, not summarized in the present report. 

In summarizing forecasting methods and relationships used in the various techniques, 
an attempt has been made to present the concepts involved as briefly as possible with­
out oversimplification. In some cases it has been possible to quote directly the rele­
vant mathematical equations. In other cases, however, where presentation of the 
mathematical formulations in symbolic form and definition of symbols would require a 
number of pages of quite complex mathematical notation, the mathematical formula­
tions have been presented in words for the sake of brevity. Symbolic presentations of 
these equations and relationships can be found in the source documents listed in the 
references. 

NOMENCLATURE 

A number of technical terms used in describing the various techniques are briefly 
defined as they are used in this report. 

Model-a systematic method, based on logical or mathematical relationships, for des­
cribing, simulating and forecasting real-life processes, in this case the distri­
bution of land-use categories throughout an urban region. The term is used 
synonymously with technique. 

Land-Use Categories-include structures, economic activities, employment, floor 
areas, population, land areas, and generally any items that can be used to de­
scribe urban subregions and regions in quantitative terms. 

Input Variables-data categories required to operate a land-use model. 
Output Variables-data categories whose subregional values are estimated or forecast 

by a land-use model. 
Relationship-a quantitative statement showing how one variable depends on one or more 

other variables. It may be in the form of a mathematical function, inequality or 
equation, or possibly in tabular form. 

Parameter-a number which is part of a mathematical relationship and is either con­
stant in value or takes one of a number of specified values; also known variously 
as a coefficient or a constant. 

Calibration-determination of the best values of parameters in the various relationships 
comprising the model so that the model describes as closely as possible historic 
situations and events of the type it is intended to simulate. 

Independent Variable-a data category which is felt to be the cause rather than the effect 
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of a particular process, and is, therefore, considered as an input variable rather 
than an output variable with reference to a relationship describing the process. 
Conversely, a dependent variable is a data category which is considered to be an 
effect of a particular process, and is, therefore, considered to be an output vari­
able of the relationship in question. 

Reliability Check-a quantitative evaluation of the probable forecasting accuracy of a 
model. This can be based on a statistical appraisal of the model's relationships 
and/ or on application of the model to simulate a historical situation which was not 
used in its calibration, followed by a statistical comparison of calculated and ob­
served results. 

Regression Analysis-the process of describing by an equation the relationship between 
a dependent variable (output variable) and one or more independent variables (in­
putvariables) so that the equation so derived describes the relationship, as rep­
resented by a number of observations, with a minimum of error. A common 
method of regression analysis is the method of least squares. 

Coefficient of Correlation, R-a statistical measure of the degree to which changes in 
the dependent variable are explained by changes in the independent variable(s). 
Definitions of this and other commonly used statistical terms may be found in 
standard statistical texts. Values of R quoted with reference to some of the 
models described herein should be treated with caution as a means of comparing 
models; R is influenced by factors such as number of observations, the slope of 
a relationship, and zone size, so that quoted values of R should not be used to 
compare one technique with another unless care has been taken to render other 
things equal. The square of this expression, R2

, is known as the coefficient of 
determination and is used conventionally as the measure of predictive ability of 
a relationship or model. 

Recursive-consisting of a series of sequential forecasts where output from one fore­
cast is used as input for the next in the series. Recursive in time consists of a 
series of sequential forecasts, each of a different point in time and each using 
about the same functional relationships between input and output, where output 
from the forecast of one point in time is used as input for the forecast of the next 
point in time. 

Monte Carlo Simulation-simulation of the action of a large number of entities by simu­
lating in detail the actions of a sampled subset of the total number of entities. The 
name derives from the use of random numbers in estimating probabilities re­
quired to simulate various decisions made by the sampled entities. The simula­
tion of the activities of one randomly selected group or bundle of the entities is 
known as a game. 

GROUP 1-0PERATIONAL OR QUASI-OPERATIONAL TECHNIQUES 

Penn-Jersey Transportation Study 

The Penn-Jersey regional growth model represents the largest research effort 
during the past few years devoted to the development of a land-use forecasting technique. 
Since Herbert and Stevens presented the basic theoretical structure in 1960 ~' m, the 
model has been further elaborated and modified in various papers (1-~, 10, ~). At 
present, the model is not yet operational but is being intensively developed. 

The model operates recursively in time by making a 5-year prediction, using the 
results of the first prediction as a basis for the next 5-year prediction. 

The core of the model is the simulation of residential location based on the economic 
theory that individual households tend to maximize their locational advantage and that 
land is allocated to that group of households which can bid the highest price for it. The 
inputs to the activity distribution phase oI Lhe model Iur one iteration are as follows. 

1. Inputs describing the state of the system, i.e. , population location and char­
acteristics; activity location by industry or other activity category; existing stock of 
buildings by area and type; vacant land by characteristics by area; accessibility to op­
portunities by area (from transportation model); projected income levels; in-migration to 
be accommodated by type of in-migrant; and growth of economic activity to be accom­
modated. 
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2. Data reflecting assumptions and policies, i.e. , public open space reserved; 
public redevelopment· and land development controls and public services. 

3. Subsidiary models, parameters and relationships such as calculation of land 
availability, relationships expressing rate of release of land for new uses, and rent 
levels from preceding iteration; household and population changes over time, applicable 
rates, demographic and other; probabilities of households of different types moving 
from initial location before end of iteration, by household type and area type; division 
of housing market between renters and owneirs, and applicable rates; relationships 
summarizing desirability of areas that determine household budgets to be devoted to 
location; formula for computing cost of transportation and costs of housing of different 
types, for households of different types in different areas; formulas for determining 
locational patterns of consumer-serving industries, including local government, on the 
basis of the location of population and accessibility measures (transportation condi­
tions); growth and aging characteristics of all other indust ries; and locational prefer­
ences of all other industry based on area characteristics and accessibility (transporta­
tion) measures. 

First, the model makes all calculations related to land availability. Only certain 
amounts of land are released in each zone for possible development in each use. This 
is contingent on zoning and redevelopment policy and on speculative holding. The latter 
is taken into account by withholding land in zones where rent has risen rapidly during 
the previous projection period. The model then proceeds to locate households by aging 
the households in each zone. Each household member ages 5 years or dies. Some 
households break up, others have children, others are newly formed, others emigrate 
from the region. The households remaining in the region, plus the projected in-migra­
tion, form the population in the future yeal". Each household will have changed charac­
ter by this aging and changing of its income level and will have a certain probability of 
changing residence during t he projection period. This information and infotmation 
concerning newly formed and in-migrant households are used in calculating a pool of 
locators of each household type. 

Each locating household type is assigned a locational budget for each zone equal to 
the annual amount of money it is prepared to spend there for transportation and housing. 
This depends on the income of the household and its preference for different types of 
zones a.nd possible housing types in the zone. The real aun.ual cost of housing (not in -
eluding land rent) and the transportation cost in each zone are then deducted from the 
locational budget of each household type for each zone. The transportation cost is re­
lated inversely to the accessibility of the household to destinations of the collection of 
trips it is likely to make during the year. The residual of these deductions from budgets 
is called rent-paying ability. Each household type has a unit rent-paying ability for 
each zone equal to the amount per square foot of land it is willing to pay to locate in its 
preferred housing type in that zone. It is assumed that each household type seeks to 
maximize its rent-paying ability and the landowners seek to maximize the returns on 
their property. The end result of the model is that households locate in such a way as 
to maximize aggregate rent-paying ability. The model simulates this process through 
a linear program ~. ~. 19) which maximizes aggregate rent-paying ability subject to 
two types of constraints : that all households must be located and that the total land 
used in each zone must not exceed the land made available. 

The following notation is used in the formulation of the linear program. 

u 

n 

b~ 
l 

c~ 
l 

areas forming an exhaustive subdivision of the region, indicated by super­
scripts K = 1, 2, ... , U. 
socio-economic groups indicated by subscripts i == 1, 2, ... , n. For each 
group in each area, the subscript i also refers to a specific locational 
bw1dle, chosen from the set of available bundles, which affords the highest 
unit rent-paying ability for that group in that area. 

== annual location that a household of group i will use if it locates in 
area K (i = 1, 2, ... , n). 
annual cost to a household of group i of locational bundle it purchases in 
areaK (i=l, 2, ... , n), (K=l, 2, ... ,U). 
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s~ = 1 

LK = 

number of units of land in locational bundle pui·chased by household of type i 
in a reaK (i = l, 2, ... , n), (K = ·l, 2, ... , U). 
n\lmber of units of land made available in an iterative period for residential 
development in area K (K = 1, 2, ... , U). 

Ni projected number of households of socio -economic group i to be local din 

x~ = 1 

i·egion during same iterative period (i = 1, 2, ... , n). 
number of households of socio-economic group i located (by model) in area 
Kin that iterative period (i = 1, 2, ... , n), (K = I, 2, ... , U). 

Allocation model. -The linear programming model for allocating households to land 
has the following form: 

n u 

2: 
K=l 

xf ( b~ - cf) (1) Maximize Z 2: 
i = 1 

Subject to 

n 
~ s~ x~ 5 LK 
~ l l 

(K 1, ... U), 

i = 1 

u 

2: (i 1, ... n), and 

K = 1 

all xf ~ o (K = 1, ... U), (i = 1, ... n) 

The model proceeds to locate consumer-oriented and government activities mostly 
in relation to population of each zone and nearby zones. Some attempts will be made 
to develop a hierarchy of such activities with respect to the size of market in order to 
determine the degree of orientation to residential areas. 

A procedure somewhat similar to the residential model is proposed for locating 
industry, wholesaling, warehousing, etc. , using an aging process for firms, their 
locational budgets, transportation costs, structure cost, and consequent rent -paying 
ability. Land cost in each zone will also be included, determined by the residential 
model. Certain types of heavy industry and specialized activities will be located by 
hand. Alternatively, industries may be distributed according to probabilities to all 
land areas where U1e balance between cost and desirability is suitable. Penn-Jersey 
staff are also considering the adaptation of Karl Dieter's polimet:ric model, currently 
under development by TRC on behalf of the BRPP, for possible use as a submode! for 
locating il1dustries in the Pe1m-J e1'sey i·egion. 

The output of the model will be a spatial distribution of different types of industrial 
and commercial activity with the corresponding amount of land used and a spatial dis­
tribution of household types, housing types, and land rents. A transportation model 
for distributing and assigning trips, etc. , is part of the regional growth model and uses 
input from and supplies output to the activity distribution phase. A flow chart of one 
iteration of the regional growth and transportation model is reproduced in Figure 1, @. 

The model disaggregates the independent variables to a greater extent than most 
other land-use models. Such disaggregation (for example, into different size house­
holds of different inc0me levels) is designed to identify the basis of changing behavioral 
characteristics of aggregate groups so that these changes aJ'1 b1:: prti<licted more reli­
ably when the changed composition of the groups is known. A technique called latent 
class analysis will be used to stratify households into a small number of homogeneous 
groups of different locational characteristics in order to avoid stratification on the 
multitudinous independent variables available from the survey data. No results have 
yet been reported on calibration or testing of the model. Considerable data are avail-
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Figure 1. Flow chart : one iteration of regional growth and transportation model. 

-able for this purpose, including a 1960 survey of 65, 000 households with information 
on household and trip making characteristics. The Penn-Jersey study has available 
an IBM 1401 data processing system and 7090 or 7094 computers. The computers will 
be required for application of the regional growth model. 

An alternate system, the simplified distribution model (li), is also being developed 
to distribute land uses to Perm-Jersey districts (comprising about four zones each). 
This will first distribute industrial development (using the same models as the regional 
growth model), then households and then household-oriented activity. Households will 
be distributed by specifying incremental population by household types for each county, 
predicting the socio-economic characteristics of each district and assigning the house­
holds accordingly. The changes in each district will be established by the initial state 
(socio-economic class) of the district and the probabilities of transition to other states. 

Chicago Area Transportation Study 

The Chicago method @-32) cannot properly be called a mathematical model since 
much of the procedure involves elements of judgment rather than explicit mathematical 
relationships. Thus, the results of the forecast are probably not reproducible unless 
done by the same study team. 

The region is divided into zones according to a grid system. These zones are 
grouped by sector and by ring. A district is a group of zones common to a particular 
sector and a particular ring. The object of the method is to predict the future year 
(1980) population and manufacturing employment by zone and the number of acres of 
each zone to be devoted to major land-use classes-residential, commercial, public 
open space, manufacturing, transportation (such as airports), streets and alleys, and 
others. 
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The procedure followed may be described as land-use accounting where predictions 
are made on a large area basis and the area figures are used as controls for the totals 
of the component subareas. The hierarchy is typically region, ring, district, zone. 
Numerous checks and balances are involved in the procedure and specific account is 
taken of discontinuities such as large regional shopping centers. Considerable em -
phasis is placed on internal consistency and the stability and reasonableness of results. 

The procedure depends on the following data, which can be considered as input: 

1. Base year land occupancy patterns-population, employment, and land use; 
2. Existing zoning ordinances and community plans affecting the use of vacant land; 
3. Plans for redeveloping the central built-up area; and 
4. A forecast of future year total population for the city, the study area, and the 

metropolitan area and a forecast of total employment by industry type for the study 
area and the metropolitan area. 

In the Chicago study, unlike in Boston, the study area lies within the metropolitan 
area. 

As a first step, the stability of already built-up land over time was examined. It 
was found that the land already built-up in 1940 was used in much the same way in 
1956. On this basis it was decided to use the same population density and proportional 
use of land in 1980 for all zones built-up in 1956, with the exception of the central 
area of the city, where the present conditions were substituted by a redevelopment 
plan of the Chicago Department of City Planning. 

Second, all vacant land was classified into the various land-use classes. Public 
open space was designated according to present conditions and expected open space 
standards for the future population. Manufacturing land was designated as all land 
presently zoned for industry, plus tracts listed by the Commonwealth Edison Co. , as 
favorable for industrial sites, plus other sites considered suitable. Area for streets 
was designated as present street area plus a percentage of usable vacant land. Rail­
road land, airport land, and trucking warehouse and other nonmanufacturing-industrial 
land was designated mainly on the basis of trends in the demand for such uses. The 
remaining usable land was designated as residential and commercial. Local commer­
cial land was designated according to a per capita rate and based on a preliminary es­
timate of population density. Non-local commercial land was mainly regional shopping 
centers located according to present plans and estimates of regional requirements. 

Population was distributed to the residential land by calculating holding capacity of 
each zone. This was done by specifying the net residential density for each zone and 
multiplying by residential acres. A stable pattern of density as a function of distance 
from the central business district (CBD) was observed between 1940 and 1956 and 
projected to 1980. Considerable study was made of percent capacity as a function of 
distance from the CBD at different points in time and in different sectors. A down -
ward sloping curve was observed for all cases and a curve was conjectured for 1980 
which would contain the expected population within the study area. Adjustments were 
made according to characteristics peculiar to each zone. 

Manufacturing workers were distributed by a similar procedure of calculating ca­
pacities according to available land and densities, and relating percent capacity to 
distance from the CBD. An attempt was also made to relate workers in each ring to 
the population in each ring and this was adjusted according to a downward sloping per­
cent capacity relationship with distance from the CBD. 

The Chicago method was not tested for accuracy. by predicting known values of a 
present activity using only data on past activity. One of the weak points is the percent 
capacity curve which, though measurable in 1956, appears to be largely arbitrary in 
1980. The parameters were quantified typically by plotting survey data and in somP. 
cases data for more than one time period and observing the stability of the relation­
ships over time; a minimal amount of statistical technique such as regression analysis 
was utilized and much of the adjustment was based on judgment. It appears that most 
of the computation could be done utilizing accounting-type data processing equipment 
except possibly for a few curve-fitting procedures where a computer might be of some 
help. 
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The accuracy of the procedure depends a great deal on the judgment of the study 
team. Considerable emphasis has been given to internal checks and alternate ways of 
making particular predictions as well as to maintaining control totals in aggregate 
areas. 

The procedure of land-use accounting could be used in conjunction with more explicit 
mathematical prediction techniques in apportioning the land-use distribution to traffic 
zones from the larger subregions which might reasonably be the basic areas of the 
mathematical model. 

Study by Voorhees , Barnes, and Hansen 

This section summarizes the techniques (33-39) used to predict land-use variables 
in connection with transportation studies carried out in Washington, D. C. , and Hart­
ford, Conn. 

Traffic prediction models require as input the values of various land-use variables 
for each zone. In the Hartford Area Transportation Study (35, 36, 38), the following 
variables had to be predicted: (a) manufacturing employment, (b) service employment, 
(c) retail trade employment, (d) population, and, as a by-product, (e) number of cars 
registered. 

The percentage of total growth in manufacturing employment occurring in each zone 
was related to different variables by multiple correlation analysis (linear multiple 
regression). Ultimately nine were used: (a) highway accessibility t o U1e labor force 
in the base year, (b) vacant industrial land , (c) tax rate, (d) sewer facilities index (re­
lated to system capacity), (e) rail service (s ubj ective r ating), (f) water facilit ies index , 
(g) travel ti.me to ai rport, (h) promotion (activity of town in promoting indus trial activ­
ity) and (i) industrial land close to expressway . It was found that (b) and (d) wer e of 
pr i me importance and (a), (e), and (g) were second in or der of impor tauce , though all 
nine variables were used in the final equation: 

Growth index= 12X1 + 37X2 + 5X3 + 34X4 + 12Xs + 2Xs + l9X1 + Xa + 5X9 + 120 (2) 

zonal growth index 
Zonal growth = total growth x -=----------- --­L (zonal gr owth indices in all zones) 

The coefficient and significance levels of the three best equations are shown in 
Figure 2 (36); R2 is not stated. Note that the equation of analysis 3 was used even 
though four of the variables had no significance. 

Distribution of growth of service employment was predicted using an arbitrary fac­
tor equal to the product of base year highway accessibility and retail employment. Dis­
tribution of retail employment growth was made proportional to distribution of population 
growth. Population growth was distributed according to future year employment ac­
cessibility and holding capacity for new development. (The actual form of the relation­
ship is not stated, but is evidently similar to the linear dependence in the manufacturing 
land relationship.) Adjustments were made on the basis of other factors such as pres­
tige locations and building codes from results of a questionnaire sent to building con­
tractors. Number of cars was made proportional to population times the car owner­
ship. The latter was predicted to vary with income for different residential density 
groups according to data from studies in other areas of the country. 

The growth in the various land-use categories was distributed in a predetermined 
order using the results of the previous distribution as input to the next one. The order 
was established on the grounds that certain activities were more alert to changes and 
should be settled first. The order was industrial employment, population, retail em­
ployment (service employment was not mentioned but presumably was predicted after 
retail). To make a prediction for 1990, two intermediate predictions were made for 
1965 and 1975. This accounted for feedback effects, where the results of the future 
year projection over the first time period are used to describe the base year of the 
next time period. The zones for which the predictions were made were the 41 cities and 
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Figure 2. Bar chart of coefficients and levels of significance used in industrial land 

equations, Hartford area traffic study multiple correlation analysis. 

towns in the Hartford area. Most of the calculations involved in applying the model 
were apparently carried out manually, although it is understood that U. S. Bureau of 
Public Roads least time path programs were used in determining accessibilities. A 
number of computer types, including the IBM 1401 and 7090, could be used for this 
purpose. 

The relationships were based largely on the data describing the Hartford area in 
1950 and 1958. In the predictions, considerable adjustments were made in the rela­
tionships developed, since the mathematical equations did not adequately describe the 
distribution of growth between 1950 and 1958. For example, it was found that much 
industrial development not predicted by the model occurred in a certain traffic cor­
ridor. Population change was not adequately described by the model; in particular it 
tended to underestimate the suburbs' share of growth. Retail employment growth did 
not correspond to the pro rata assignment to population growth because of the devel­
opment of large shopping centers. Comparisons of estimated vs observed values of 
population growth distribution and retail employment distribution were presented using 
known values of future year (1958) industrial employment distribution and population 
distribution, respectively, as a basis for calculating predicted values. The compari­
sons were made in the form of maps showing for each year the observed value and 
predicted value side by side by means of bar charts. No values for Rare stated, 
though they could presumably be calculated from the maps (Figs. 3 and 4, 36). The 
comparisons would probably show even poorer correspondence if predicted values of 
industrial employment distribution and population distribution were used respectively 
in the estimates. 

Hansen (l1) describes a relationship for predicting the distribution of metropolitan 
population growth as follows: 

A· 3,7 o. 
1 1 

L: (Aj2.7 Oj) 
j = 1, n 

(3) 
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Figure 3. Retail employment change, 1947-1955, by towns, Hartford area traffic study, 

where 

Pi increase in residential population zone i; 
Pt total increase in metropolitan population; 
01 developable land in zone i; and 
Ai accessibility to (futuxe year) employment. 

The exponent 2. 7 was derived from changes between 1948 and 1955 in the Washington 
metropolitan area. It is reported that comparison of actual and calculated subregional 
changes in residential population between 1948 and 1955 revealed that 40 percent of the 
zones showed calculated values of the changes to be within ± 30 percent of observed 
changes and 70 percent of the zones showed calculated changes which were within ± 60 
percent of observed changes. 

A similar procedure was used on behalf of the National Capital Transportation Agency 
to make predictions of 1980 population throughout the Washington, D. C., metropolitan 
region (39). The relationship used was the following: 

where 

A.H.Q· ·i 1 l 

(A.H.Q.) 
n l J J 

holding capacity of a zone, based on developable land times probable future 
net population density; and 

(4) 

a special factor taking into account features peculiar to each zone which are 
felt to encourage or retard growth. 
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Figure 4. Population change by weighted comparison, 1950-1958, by towns, Hartford area 
traffic study. 

As far as is known, no special calibration or testing steps were carried out as part of 
this procedure. 

Study by Chapin and Weiss 

The Chapin-Weiss model for predicting land use has only been formulated (in pub­
lished form) in nonmathematical terms (1Q). Tests have been done on different rela­
tionships which by linear multiple regression relate two dependent residential land-use 
variables in zones to various independent variables characteristic of the zonal environ­
ment at the same time period and/ or at a previous time period. 

The linear regression models describe the following two dependent variables: (a) 
Y1 =total land in urban use in each zone (in 1960) ; and (b) Y2 =dwelling density (or 
simply "dwellings" since zones are of constant size) in each zone (in 1960). Various 
combinations of independent variables for two different time periods were tested. The 
final equations utilizing eight variables were capable of explaining 60. 5 percent of the 
variance in Y1 but only 44. 8 percent of the variance in Y 2. These variables, listed in 
order of significance, are 

1st rank: X1, marginal land (bad land) not in urban use (1948 and 1960) 
X2, accessibility to work areas (1960) 
X3, assessed value of land (1948) 

2nd rank: X4, travel distance to nearest major street (1960) 
Xs, distance to nearest available elementary school (1960) 



Xa, residentu\1 amenity (1960) 
X1 , availability of sewerage (1948) 
Xa, zoning protection (not significant 1948) 

The mathematical relationships are of the form 

Yi = B 11 X1 + B i2 X2 
Y 2 = B21 X1 + B22 X2 
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(5) 

The variables X were chosen by running about 1, 400 regressions with different mix­
tures of 37 variables of two time periods {1948 and 1960) on Yi and Y 2 for 1960 in 
Greensboro, N. C., a city of 200, 000 population. The area was divided into 3, 980 
equal squar e zones, each 1, 000 by 1, 000 ft , and values of the variables were specified 
for each sctuare as numbers from 1 to 9 according to a one-digit coding system. Ac­
cessibility to work areas was meas ured both in terms of travel time and travel distance. 
Comparative analyses s howed no significant difference between time and distance as 
the basis for deter mining accessibilities . The criteria used in determining the inde­
pendent variables were the percentage variance explained by the set of variables (i.e., 
R 2

) , and the ratio (t) of the r egression coefficient to its standard deviation for each 
variable . Res ults are summarized in Table 1 (iQ). Apparently considerable hand 
coding had to be done on such a fine grid; a computer was used to calculate accessi­
bilities and the r egressions. 

Tests were rw1 on another urban area of comparable size and on two sma ller towns, 
with similar r esults . Appa r ently no t ests were made to determine the degr ee of fit 
attained when the par ameters (B -values) for one city are used on the other city, or for 
011e tim,e period on the other time period. (X- values for two different years are used 
in the final equations.) Thus , no indication is given of the stability of the parameters 
over time . Some questions may also be x·aised concerning the predictability of X2, Xs 
and Xa in the future year. According to illustrations presented ( 40), there appears to 
be some tendency to underestimate Yi and Y 2 in the central areas and to overestimate 
them in outer areas. The use of this model in prediction may, therefore, be question-

TABLE 1 

RELATIVE INFLUENCE OF MIXES OF 14 AND 8 VARIABLES IN EXPLAINING TOTAL LAND IN URBAN 
USE AND DWELLING DENSITY, GREENSBORO, l96oa 

Total Land in Urban Use Dwelling Density 

Independent Variableb t-Value for Mix Rank for Mix t-Value for Mix Rank for Mix 

14 Var. 8 Var. 14 Var. 8 Var. 14 Var. 8 Var. 14 Var. 8 Var. 

Marginal ln:nd not in urban use (' 48 and '60) -15 . 30 - 16.66 2 1 -6 . 35 -7.39 5 3 
Trnvel distance to nea.t,est major street (' 60) -10. 06 -11. 61 4 4 -2.08 -5 . 15 11 6 
Avnllability of sewerage ('48) 5. 09 8 . 65 9 7 2. 81 7 . 24 8 5 
Distance to nearest avallnllle elementary 

school ('60) -8. 40 -10.44 6 6 -5. 73 -7. 29 6 4 
Zoning protection (' 48) 7.02 3.08 8 8 1. 07 -0.12 NS NS 
Assess value (' 48) 9. 47 13.54 5 3 14 . 44 18 . 37 2 I 
Accessibility lo work al'C:tS (' 60) 1. 56C 15. 50 NSC 2 -0. 39c 9 . 49 NSC 2 
Proxlmlty lo nonwhit e areas ('48) 2.06 12 9. 58 3 
Prox imity to blighted ru·eas ('~8) 0.30 NS 7.44 4 
Total t1·avel cllslance to high vnlue corner (' 60) 2.84 11 -2 . 81 8 
P ro><lm ity to m l.xed uses (' 60) 23.49 1 16.08 1 
Distance to neare.st playground or recreation 

area ('48) -7 . 07 2. 34 10 
Distance to nearest convenience shopping 

area (' 48) 4.40 10 -5.00 7 
ResldenUal amenity (' 60) 11. 67 10. 93 3 -1. 94 -4 . 97 NS 7 
Mul.Uple regnission coeWclent (R) 0.817 0. 778 o. 727 0,669 
MolUple determination coefficient (R2

) 0. 667 0. 605 0. 529 0.448 

i:Jis • not sisniticant (t-voluo .loso ·th.an 2) . 
,In Order ot .lmP\•~. 
cSignificnnco blocked by ot..rqng correl.D.tion with several independent variables, 
.(l<lrtleul.ar~ those deleted in 6-vorliible test. 
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able; the authors point out that it is useful mainly in showing the significant independent 
variables for their proposed model. 

The model {19) is to be a procedure, recursive in time, which distributes an incre­
ment of residential development dw·iog the first time period to zones of an urban area 
acco1·ding to their attractiveness and capacity, reevaluates the attractiveness at the 
end of the first time period according to the new distribution and the exogenously spec­
ified changes, distributes the second increment for the second time pedod, reeval­
uates ... etc. 

The attractiveness of a zone is to be determined by certain priming factors, which 
are, according to indications of the regression analysis described (excluding those 
felt not to be predictable), the following: (a) accessibility to work areas· (b) travel 
distance to nearest major street· (c) distance to nearest available elementary schools; 
and (d) availabilily oI sewerage. The effect of these priming factors also depends on 
a certain time lag element. 

The development is to be distributed by a Monte Carlo process and conditioned on 
capacities determined by existing development and by zoning and density restrictions 
The output is tbe expected pattern of the distribution and intensity of development in 
the study area. 

The method by which the priming factors are to be translated into attractiveness 
and thence to probabilities useful in the Monte Carlo simulation is not described in the 
report, but would appear to involve a technique more elaborate than linear multiple 
regression. Since the model has not been formulated there are no indications yet of its 
predictive accuracy or its computational feasibility. The accuracy is, of course, con­
ditioned by the possiblity of predicting future work areas exogenously since these are 
parts of the priming factors. 

GROUP 2-RESEARCH-ORIENTED TECHNIQUES 

Rand Corporation 

The Rand model ill-28) is not intended as a forecas~ing tool for predicting land use 
in particular zones of a metropolitan area or for direct solutions to policy problems, 
but rather as a framework for research into the i·elationships between transportation 
and land use (Fig. 5). As described in general terms (19), the model is recursive in 
time. It makes a prediction of land use and transportation variables for one time 
period (as short as 6 months) and uses the results of this prediction (endogenous vari­
ables), a.long with externally specified (exogenous variables), to predict the values for 
the next time period. The solid lines in the flow chart trace the sequence of steps for 
one time period and U1e dashed line represents the changes made in the status variables 
to be used for the next time period. The prediction starts with an exogenous industry 
configuratiOIJ comprisil1g employment levels, distributes this employment over the met­
ropolitan area, and determines land rents over the area. It then calculates worker 
characteristics in each employment area and, using the rent surface and other variables, 
finds the residential locations of workers in each work place. Adjustments are then 
made in the status variables, including the transportation system, before the next 
prediction, 

The actual mathematical functions used for tbe various calculations are not stated; 
rather the relationships are stated as Y = f (x1, xa, ... , etc.), where y and x are de­
pendent and independent variables, respectively . In some cases alternate formulations 
of the relationships are presented for use where certain classes of one type of variable 
or the type of data available for deriving parameters lend themselves to an alternate 
approach. For example, percentage of an indusfry•s workers employed in a zone is 
predicted for industries of high employee density but percentage of land used for that 
purpose is predicted for low employment dP.Mity. 011ce the input variable (Fig. 5) and 
the initial values of the status variables have been specified, the model uses the follow­
ing relationships (in this order) in each zone. 

1. Percent of workers employed in a given industry depends on industrial land value, 
distance from CBD, presence of transportation facilities (for both people and goods 
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Figure 5. Model for study of urban transportation . 

movement), travel time to the urban boundary, vacant industrial land, zoned industrial 
and commercial land, and workers' supply potential. 

2. Number of workers employed (or floor space} in a given commercial or other 
residentially related activity depends on accessibility to purchasing power, competing 
commercial floor space in adjacent zones, commercial land value, and zoned industrial 
and commercial land. A special fw1ction which takes into account city population 
growth is used for CBD retailing. 

3. Percent of workers in central office· or related functions depends on city female 
employment, city commercial and manufacturing employment, travel times to city 
boundary, to major airport, and to best residential district in the city. 

4. Government employment functional dependence is not specified but would probably 
employ similar models. 

5. The commercial and industrial distributions are checked for overflows in the 
constraints and these are assigned to neare~lt zones with available space. 

6. Worker characteristics 1·elevant to location and trip-making decisions are cal­
culated for each employment class and summed over all classes. 

7. Commercial, residential and indush'ial land values are estimated separately and 
depend in general on the distribution of employment, purchasing power (commercial 
only), the transportation system and physical characteristics of structures. 

8. The residential distribution of workers employed in each zone depends on rents, 
travel times, zoning restraints and racial prejudice, and the previously calculated 
worker characteristics. Nonworking households are distributed separately. 

9. The residential land-use constraints work much the same way as the industrial 
land-use constraints. 
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Total population for each time period is not specified explicitly in the model as an exo­
genous variable but is implicit in the speciiication of total employment and of house­
hold characteristics of workers (i.e., family size). 

Most of the parameters of the model are to be derived by cross-sectional data, that 
is, data at one point in time for the same metropolitan area. Other relationships will 
be derived from data in more than one city. The model was intended more as a re­
search tool than as a predictor of land-use variables in particular zones of an area at 
a particular point in time. As formulated i t has a certain drawback for use in predic­
tion: there will probably be a discontinuity between the initial a11d the first predicted 
distributions even though the change"8 during a short time period (6 months) are really 
slight. This would result because the model predicts the absolute value of the land-use 
parameters instead of inc1·ements of change; in the former case the error is some per ­
centage of the initial value, whereas in the latter the error is a percentage (though 
perhaps somewhat larger) of only a small increment. 

As indicated, the general model ~) does not yet comprise specific forecasting 
equations . No calibration or testing has, therefore, been possible, nor can it be 
specified at this time what computational equipment would be required to apply the 
model. Data requirements may be inferred from the list or general relationships on 
the previous pages. 

Augmenting this general approach, more specific studies ~-W have been reported 
by Rand personnel, based on transportation and urban development data from a number 
of cities. One such report ~ deals with the locational choice of a household and how 
it varies with location of employment, income, and family size, and how the amount 
of its residential space consumption is determined. Empirical evidence based on data 
from 40, 000 Detroit households is pi·esented and logically explained on the basis of a 
simple theoretical model. 

A locational rent function, best interpreted as a price per square foot of residential 
space of a stated quality and amenity, is postulated as decreasing with distance from 
the center and leveling off in outer zones. The negative of the slope of the locational 
rent function times the household's residential space can be interpreted as the mar­
ginal savings in rent per square foot as residential distance from the center and from 
the workplace increases. Higher space consumption will give higher marginal rent 
curves (qs > q2 > q, in Fig. 6). A marginal transportation cost function can also be 
drawn (t(d).). A household will locat® away from its workplace and from the center so 
that its marginal rent savings for a given space consumption will be equal to marginal 
transport costs and its total budget allocated for transportation plus rent is exhausted. 
The higher the budget, the greater the space consumed, and the farther away from the 
center a person employed in an inner zone will reside. 

The Detroit area was divided into six concentric zones by distance from the center. 
Data on work trips and worker and household characteristics were available by origin -
destination pair. Consistent patterns were found, in general harmony with the theory. 
For example, residential distributions tended to be farther out as income increased. 
When the data were examined by zone of employment it was found that this relationship 
no longer was as strong for outer employment rings. The relationship was determined 

"' 
~ 
0 
0 Marginal 

Transportation 
Cost 

Miles from Workplace (Away from the Center) 

Figu.t•e G. 

by ranking the data for each employment 
zone by income class (occupation), listing 
for each residence zone the percentage of 
workers in that class residing in that 
zone, and examining the correlation be -
tween income and percentage by the 
Spearman coefficient of rank correlation. 
An example is shown in Table 2 ~). When 
the coefficient goes from largely negative 
to largely positive with increasing distance 
of the residence ring (as for employment 
ring 2), it indicates that higher income 
workers locate further out. The relation-



TABLE 2 

RANK ORDER COEFFICIENTS BETWEEN OCCUPATIONS RANKED 
BY INCOME AND BY RATE OF RESIDENTIAL SELECTION FOR 

ALL EMPLOYMENT AND RESIDENCE RINGSa 

Employment Residence Ring 

Ring 1 2 3 4 5 6 

(a) All Workers 

CBD -0.86b -0.74b 0.69 0. 83b 0.98b 
2 (-0 . 81)b -0.67 o. 83b 0. 89b 0. 71b 
3 -0.50 (-0.64~ 0.76b o.s8b o. 75b 
4 -0.57 -0. 71 (-0. 48) o.88b 0. 89b 
5 -0.47 0.04 0.29 (-0.33b 0.19 
6 -0.33 0. 21 0.42 0.90 (-0.61) 

(b) Male Workers Only 

CBD (-0.69) -o.81b -0.74 0.57 0.95b 0.95b 
2 (-0. 506 -0.55 o.88b 0.88~ o.gob 
3 -0.76 (-0.95)b 0.95b 0.86 0.83b 
4 -o. s8b -0. 57 (-0.17) 0.48 0.19 
5 -0 . 43 0.29 0.29 (-0. 38) 0.38 
6 -0.40 0.36 0.36 0.81 (- 0.40) 

6Figures are in parenthesis where residence and employment rings are 
bthe same. 

Differs significantly from zero at the 0.05 level. 

ship levels down with outer employment rings since the rent cur ve is no longer as 
s teep and pr ovides less reason fo r different location . 
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Similar empirical evidence and logical explanations too lengthy to explain in this 
review are offered for locational phenomena associated with family size, space con­
sumption, sex, and race . The model is not formulated in terms of statistically esti­
mated parameters but is us ed rather as an· explanation of the major relationships in 
the data . Thus, the r esults are not directly applicable to a land-use forecasting model 
except as an insight into the behavioral process of choosing a residence , given a work­
place. 

In two other papers (e1, 25), Kain describes the derivation of regression equations 
to express endogenous variables, relating to workers' choice of residence, travel mode, 
and travel time, in terms of certain exogenous variables describing the worker char­
acteristics in each employment zone. T he exogenous variables are mean income , a 
pr oxy variable for locational rent, percenta€~e of males, number of wor1,ers in a single 
family, leve l of transit service, and family size . Endogenous variables ar e percent­
age of workers r es iding in diffe r ent types of housing, car owners hips, mean tr avel time, 
and percentage driving, using transit , and other modes to get to work. The equations 
are recursive ; i .e. , cer tain endogenous variables are used exogenously in estimating 
other endogenous variables. The recursive order is type of residence, car ownership, 
modal split, travel time. Finally, the equations are aggregated and all endogenous 
variables are expressed as linear functions of the original exogenous variables. 

In a further paper (27), Kain reports on the testing of a model similar to one dis ­
cussed pr eviously @. The test is carried out by determining whether certain stat istics 
can be explained as the logical outcome of the model. The model explicitly considers 
several kinds of cost trade-offs available to urban households in maximizing their real 
income . The first kind is between housing costs and transportation costs; the second 
is between time and money costs in the journey t o work. The model also deals explicitly 
wifu the effect of r acial discrimination on the operation of the housing market. Thus , 
further insight is provided into behavioral characteristics in residential location. 
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In a comparative urban development study (E§), Niedercorn and Kain analyze the 
39 largest metropolitan areas in the United States with regard to changes in population 
and types of employment in central cities and ring areas. A recursive model is em­
ployed, whereby certain exogenous variables are used to predict some endogenous 
variables which, in turn, predict other endogenous variables. 

The prediction sequence is illustrated in the flow chart in Figure 7 (26). Growing 
areas are distinguished from declining areas, and the parameters are estimated sep­
arately for each equation by regression. The equations specify annual changes both as 
input and as output variables, so that predictions are performed by predicting the ex­
ogenous variables for each year (i. e. , changes in manufacturing employment and pop­
ulation for the metropolitan area and ratios of central city vacant land to total central 
city land area) and integrating the equations over time. Unfortunately, the sub di vision 
is only into two zones, central city and ring, but the model might be used as an order 
of magnitude check for a prediction model. 

Niedercorn and Kain~ have also used data from 37 of the largest metropolitan 
areas in the United States to derive a simple model explaining changes in employment 
in central cities and concentric ring zones of general merchandizing stores (department 
stores with large numbers of employees per establishment) and food stores (small 
numbers of employees per establishment). The equations were of the form: 

where i and j are only two zones, the center city and the ring, and 

= employment in industry k in zone j, 

= population in i and j , 

= r atio of employment to retail sales in industry k in zone j , 
= parameters, and 

= time trend variable. 

(6) 
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The parameters were estimated by least squares fit of the data on change in the 
variables during two different time periods, 1948 to 1954 and 1954 to 1958, to the first 
difference of the equations stated previously: 

where a 4 represents the effect of a unit time change. On the whole, the results appear 
to conform to a priori expectations on employment locations. 

Study by Lowry, Rand Corporation 

Lowry, in work carried out on behalf of the Pittsburgh Regional Planning Association, 
proposes a model (46) which is intended for predictions at 5- or 10-year intervals with 
a maximum (horizon) of 25 years. The proposed model is not recursive and involves 
nine types of simultaneous equations solved by iteration. Certain activities and the 
amount of land they use will be distributed exogenously by hand. Those activities 
treated endogenously must have the following characteristics: (a) demand for their 
output mostly within the region, (b) high orientation to the regional market for location, 
(c) market composed of a large number of independent units, (d) historical statistics 
separable from those of related exogenously located industries. Based on these criteria, 
exogenously located industries were taken to include all manufacturing, wholesaling, 
public utilities, research facilities, central administrative offices, government, hos­
pitals, most outdoor recreation, agriculture, and extractive enterprises. This is well 
over half of the employment of the Pittsburgh region. The model predicts employment 
in 14 retail and service categories and residential population, and distributes these 
activities to zones of 1 sq mi. The output for each zone is summarized as follows: 

1. Employment in m lines of retail and service trade; 
2. Quantity of land in use in m lines of retail and service trade; 
3. Number of resident households; and 
4. Quantity of land in use by resident households. 

The following notation is used in describing the model: 

A area of land (1, 000 sq ft); 
E employment (number of persons); 
N population (number of households); 
T = index of trip distribution; 
Z constraints; 
U unusable (land); 
B = exogenous sector; 
R retail and service sector; 
H = household sector; 
k category of establishments within a sector; 

m number of such categories; 
i,j = individual tracts of land, defined by the grid system; 

n number of such tracts; and 
a, b, c, d, e, f, g = rmspecified functions or parameters. 

The equations comprising the model are: 

U B R H 
Aj = Aj + Aj + Aj + Aj (8) 

(9) 

(10) 
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These nine equations express the following relationships and identities: 

1. Total available land in each zone equals the sum of land in each use (Eq. 8); 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

2. Total regional retail and service employment by category is a function of the 
number of households in the region (Eq. 9); 

3. Zonal retail and service employment by category is proportional to an accessi­
bility measure weighting households and employment access (Eq. 10); 

4. Total retail and service regional employment by category equals the sum of 
zonal employment in the category (Eq. 11); 

5. Total employment in each zone equals the sum of exogenously located employ­
ment plus employment in the endogenous categories (Eq. 12); 

6. Land used by each employment category is proportional to the employment in 
that category, and the sum of land in each use in each category in a zone equals the 
total land in use in that zone (Eq. 13); 

7. Regional household population is a function of total employment (Eq. 14); 
8. Number of households in each zone equals the total area available for residential 

use times accessiblity to employment times a scale factor g (Eq. 15); and 
9. Number of households in the region equals the sum of the number of households 

in each zone (Eq. 16). 
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There are also two constraints:· (a) a minimum size of establishment in each category 
such that if calculated employment in a zone does not exceed this minimum, the em­
ployment is assigned to other zones; and (b) a maximum residential density for each 
zone. There are altogether 4n + mn + 2m + 2 unknowns and the same number of equa­
tions, where n =number of zones and m =number of employment categories. 

Lowry proposes an iterative technique for solution of the equations but does not 
present a theoretical or empirical analysis of the conditions of convergence. He ex­
presses some doubts about possible instabiiities caused by the constraints. There is 
no constraint on maximum density of retail establishments, and, theoretically, retail 
employment can be assigned to a zone without available land. Lowry interprets this 
as possibly meaning mixed use of multistory buildings. 

Considerable attention is given to the discussion of parameters required by the 
model. These will not be determined simultaneously but by statistical analysis of the 
individual equations taken separately. All necessary data are obtainable through the 
census and through surveys carried out by the Pittsburgh Area Transportation Study. 
These parameters include minimum size of establishment, maximum residential 
density (from zoning), retail employment as a function of population (from national 
data), relative weight of residential accessibility and employment accessibility for re­
tail employment (regression analysis), employees per acre for different activities, 
and ratio of total employment to total number of households. The accessibility meas -
ures will use the same parameters as those derived for interaction models describing 
distribution of the appropriate type of trips for the given activity. 

There is probably no unique solution to the land-use pattern as formulated. This 
depends on the actual sequence of the iterative steps. Since this is not a recursive 
model which distributes increments of change, there appears to be the usual danger of 
inconsistency of the initial period prediction with the existing pattern of development. 
However, Lowry asserts that this type of model is superior for long-run predictions. 
There is also the common danger that if the constraints are operative during predictive 
phases, the statistically fitted parameters may begin to lose their meaning by distortion. 

Although no testing of the model has been described in the literature, the author 
has indicated that the model has been calibrated based on 1958 Pittsburgh data. It was 
then applied using 1958 regionwide control totals as input, and the calculated values of 
subregional land use were compared with observed 1958 values. No formal statistical 
evaluation of the deviations has yet been made, but the results of the test are generally 
encouraging. A description of this test was to be published in the fall of 1963. There 
are presently no definite plans for applying the model operationally, but the possibility 
exists that it will be utilized as a planning tool for the Pittsburgh region. 

Study by Hansen for the Boston Regional Planning Project 

Metropolitan residential extension is defined (51) as "the new occupancy of intra­
metropolitan open sites by urban housing during specified time periods." Equations 
are tested to examine independent variables, using data obtained from the U. S. Census 
and local agencies for the Philadelphia metropolitan region during the periods 1940 to 
1950 and 1950 to 1956. 

Four independent variables were used to describe conditions in each analysis sub­
region: 

1. Residential settlement (B)-population at the beginning of the period divided by 
total area; 

2. Centrality (C)-distance from the intrametropolitan center; 
3. Residence accessibility (M); and 
4. Employment accessibility (E). 

Three different measures were used to describe the dependent variable, residential 
extension: 

1. Dwelling construction volume (Q)-total number of new units on open land; 
2. Dwelling capacity utilization ratio (V)-Q divided by the product of open site area 

and economical dwelling unit density; and 
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3. Incremental population density (Z)-population change divided by total area. 

Three types of functions were tested: 

1. Linear 

2. Exponential 

3. Power 
A1 A2 A 

Y = AoX1 X2 ... Xm m 

where A. (i = 0, ... , m) are parameters. 
1 

The efficiency of the relationships was investigated according to four criteria: 

(17) 

(18) 

(19) 

1. Explanatory precision-ratio of corrected residual error to the mean of the de­
pendent variable distribution for the linear functions, and the corrected residual error 
for the other functions; 

2. E~lanatory completeness-corrected coefficients of bivariate (r2) and multi­
variate (R2

) determination; 
3. Parametric reliability (C)-ratio of the regression coefficient to its standard 

error, and 
4. Parametric plausibility-conformance of regression coefficient signs to accepted 

theory. 

Several hundred bivariate and multivariate regression equations were tested and 
their parameters were estimated by least squares. The efficiency of the equations 
varied greatly. The explanatory precision for equations employing Q tended to be 
somewhat higher than that of equations employing V or Z; however, Q tended to be 
poorer than V or Z in explanatory completeness. The use of multivariate regression 
equations instead of bivariate equations produced varying effects on efficiency but, 
generally speaking, moderate gains were realized in the explanatory indices at the ex­
pense of substantial reduction in parametric plausibility and reliability. The efficiency 
of the power equations tended to be moderately to substantially higher than that of the 
linear and exponential forms, which were similar to each other in overall performance. 
Exponential equations tended to be better than linear ones for all of the independent 
variables except residential settlement. Some of the results are shown in Table 3. 

The subregions tested were in the Philadelphia Standard Metropolitan Statistical Area. 
The number of subregions in the basic set was 44 with an average size of 78. 1 sq mi. 
A more disaggregated set of 71 subregions was tested and it was found that the explana­
tory precision and the explanatory completeness decreased moderately and the para­
metric reliability increased slightly. The question of the best exponents to use in the 
indices of accessibility was investigated. Accessibility (to employment, for example) 
was expressed as 

where 

n 

E. = L: T. (2.5 + D .. )6 
1 . 1 J lJ 

J = 

T. the number of jobs in region j; 
J 

2. 5 terminal time constant; and 

D.. airline distance to region j from i. 
lJ 

(20) 
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'l'ABLE 3 

LEVEI.S Ol'' r ' AND n' PROM RJ::CRESSlON EQUATIONS 
Yl t;!LDrNG DE VELOPMEN1' RA'l'I:': V Nl AL'l'ERNATIVE 

FUN'CTJON.S OF FOUR DEVELOPMENT FACTORS, 
l9S0·~6n 

Factors Linear 

(b) Level o! R' 

Residentia l sett lem ent (B) 
Centrality (C) 
Residence access (M) 
Employment access (E) 

o. 7042 
0 . 3728 
o. 7229 
o. 6090 

(b) Level of R' 

B, C,M, E o. 8023 

aN = 44 zrn1es. 

Expo­
nential 

0.3401 
o. 6715 
o. 7929 
0 . 8183 

o. 7909 

Power 

o. 8003 
o. 6415 
0. 8183 
o. 7845 

o. 8752 
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It was found that 6 < 0 gave superior ex­
planatory efficiency to e < 0 and that the 
best values were from 1. 5 to 2. 0 for the 
linear and power functions, but from 0. 5 
to 1. 0 for exponential functions. 

Residential extension accounted for 
88. 7 percent of additions to the stock of 
dwelling units in the Philadelphia metro­
politan region between 1939 and 1957. The 
character of residential extension is homo­
geneous relative to other measures of pop­
ulation settlement so that regression equa­
tions on this variable are likely to be fairly 
efficient, particularly since the study ex-
cluded all portions of the area predomi­
nantly in urban use at the begiru1ing of the 

period and those including mass housing projects. Thus, the author has developed 
meaningful relationships accoWlting for a large percentage of residential land-use 
change but with some loss in generality from not accounting for the rest of the change. 
For use in prediction, it would be desirable to adapt the equations to conform to a con­
trol total for the area and possibly to capacity limitations in each subregion. 

A predictive technique i s also proposed (21_), based directly 011 the derived regression 
equati ons. This t echnique, for which the use of electronic computing equipment would 
be desirable , is not operatio11al, a s it has not been subjected to historical testing. How­
ever, the technique is operable in U1at it could be applied to the Philadelphia region 
based on the derived r elationships. 

Study by Bogue, University of Michigan 

Bogue ( 53) explores some aspects of the hypothesis Ulat great cities or metropolises 
dominate the s ocial and economic organization of technologically advanced societies. 
No mathematical models are presented for the p1·ediction or description of metropolitan 
land use, but there is considerable discussi on of geographical distribution of population 
and economic activity and its relationship to interdependence between metropolitan areas 
and their hinterlands. 

Sixty-seven cities in the United States were selected which had populations over 
100, 000 in 1940 and were not parts of larger metropolitan areas. The entire United 
States was then subdivided in such a way that each area was assigned as the hinterland 
of one of the cities. The areas were subdivided according to distance from the central 
city and according to 30° sectors. Each sector was put into one of three classes: 

1. Intermetropolitan if an intermetropolitan thoroughfare went through it to the cen­
tral city; 

2. Subdominant if not intermetropolitan but if it contained a major hinterland city; 
and 

3. Local if neither of the above. 

Patterns of dominance were studied by seeking consistent nonrandom differences in 
dependent variables for the following four -fold classification of independent variables: 
distance; s ector type; size of metropolitan community; and size of hinterland city. The 
dependent variables were population density and t he following indicators of specializa­
tion: per capita retail sales, per capita receipts from services, per capita wholesale 
sales, and per capita value added in manufacturing, as well as other measures of eco­
nomic activity. Census data from 1939 and 1940 were used as a basis for the statistical 
analyses. 

One of the major conclusions reached was that central cities tend to control the eco­
nomic conditions of life in communities surrounding them by a higher degree of special­
ization in such functions as services and wholesaling and by their ability to foster in­
dustrial development in their immediate vicinity by providing favorable combinations 
of factors or production. 
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Population density is concentrated above the national average up to points 65 mi from 
the center in all areas, and up to 165 mi for areas of central city population over 
500, 000. It was found that central cities specialized in retail, services, and wholesale 
trade and that larger central cities specialize less in manufacturing than the inner zones 
of the hinterland and vice-versa for smaller cities. Locations outside the central city 
but within distances of 35 mi had a low retail sales index, though at longer distances 
sales kept up with population requirements. With large central cities specialization 
in services declined steadily with distance; with smaller central cities this decline was 
more abrupt but rose at a distance of 45 mi. Wholesale trade specialization was ex­
tremely concentrated in the central city . Manufacturing specialization is not charac­
teristic of only the central city but extends through the metropolis and hmer zones of 
the hinterland to within 45 mi of the center. In short, every zone in the hinterland was 
dependent on the metropolis for wholesale trade and services and the outer zones were 
dependent on the metropolis and inner zones for mrumfacturing. The central city was 
more specialized in services and wholesale trade than the principal hinterland cities 
but not in retailing and manufacturing. With increasing distance from the center, 
specialization oI the principal hinterland cities in retail, services, and wholesaling as 
well as the hinterland city's trade area tends to in ·ease . 

This ·study suggests some measures which might operationally define the importance 
of different parts of a region and their relationship to the metropolitan center. In ad­
dition, it raises questions about the reasons for the concentration of certain types of 
activities in certain areas of a region and the implications of changing technology with 
regard to the continuance of this pattern. It must be kept in mind that the study was 
done on data of about 23 years ago. The author gave little statistical attention to time 
trends or to data on interzonal communication and trade, which, though harder to ob­
tain, are the real measures of metropolitan dependence. 

Study by Pendleton, University of Pittsburgh 

The purpose of this study (§§) was to estimate the value that residents of the Wash­
ington, D. C., metropolitan area place on highway accessibility to the CBD. The 
approach was to analyze through multiple regression a cross-section of sales prices 
of sampled residential properties sold during the first nine months of 1961 with finan­
cial assistance from the Federal Housing Administration. 

Pendleton presents some information on a cessibility which may be useful in Land­
use forecasting. From data of the Washington metropolitan area it was found that 
three va1:iables - a job accessibility index (similar to that developed by Voorhees), the 
1955 driving time, and the 1959 driving time-were correlated to miles from the CBD 
or log miles from the CBD, pl\\s a constant term, with a coefficient of determination 
(R2

) between 0.84 and 0.94 . From this it was concluded that accessibility may be 
measured in minutes, index points, or miles, and that th~ house value estimates 
should be roughly similar whatever measure is chosen . 

It was found that subdividing the 1·egion by sectors and introducing dummy sector 
variables did not add significant explanatory power to the equations. It was also found 
that CBD job orientation. (percentage residents working in the CBD) was significantly 
related to distance when the data were examined by sector. The subdivision was made 
to eliminate the effect of one sector's being more strongly CBD-orie11ted than another. 

Finally it was found, by multiple regression equations relating house price to ac­
cessibility and certai11 house-quality variables, that accessibility, time, and distance 
from C BD can make a significant difference in selling price, i.e. , about $ 444 more 
for a house 3 mi out than a house 4 mi out, and $206 more for a house 7 mi out than a 
house 8 mi out. These relationships exhibited coefficients of determination (R2

) of 
0. 86 for all three accessibility measures, 

Pendleton draws some approximate conclusions based on these relationships con­
cerning the value of job accessibility ($2 . 33 per hundred index points) and the monetary 
value of driving time ($0.0126/min). He points out that the latter estimate is con­
siderably lower than generally accepted values and finds it difficult to account for this 
discrepancy. 
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The accessibility relationships derived show the importance of the CBD as a focal 
point for urban development. However, reported sector differences indicate the danger 
of assuming circular symmetry as a basis for urban models. 

GROUP 3-CONCEPTUAL TECHNIQUES 

Study by Garrison, Northwestern University 

Garrison does not present a regional land-use model in the usual sense but limits 
himself to a general description of urban simulation (43) and a theoretical discussion 
of development at a freeway interchange or at several freeway interchanges in a region 
(11). Much of the latter paper (actually a set of three papers) is devoted to possible 
types of approaches to the problem and their advantages and disadvantages. The two 
heuristic models which he discusses in some detail are summarized in the following 
paragraphs. 

The first model deals with industrial and residential land development around a 
single newly constructed interchange between a freeway and an arterial. The first type 
of industry (or residential subdivision) is selected by a Monte Carlo process; its lot size 
is similarly selected. Part of it is then located on vacant land in such a way as to min­
imize airline distance to the interchange; the rest of the lot area is located contiguously 
by a systematic process. The Monte Carlo game is repeated until all the land within a 
square surrounding the interchange is used. Different runs (using different random 
numbers) are tried and the resulting patterns of development are examined for common 
characteristics. Garrison has tried this out with a desk calculator using artificial data for 
the probability distributions used in the Monte Carlo games, but has not presented the 
results because of the arbitrary nature of the probability distribution. 

The second model is an economic one, in which firms are located near different 
highway interchanges and workers for these firms are drawn from various residential 
areas according to a linear program which minimizes production cost plus workers' 
transportation cost subject to four types of constraints: (a) that enough workers are 
employed in each industry to meet the total demand for its products; (b) that the number 
of workers from each residential area does not exceed its labor force; (c) that the ca­
pacity of the connecting roads between each residence and work area is not exceeded; 
and (d) that the total amount of land used at each interchange does not exceed what is 
available there. Certain extensions and generalizations of the program are also dis­
cussed. 

The notation for use in the linear program is as follows: 

a = land used per employee in industry k; 
k 

i, j = 

s. = 
l 

xijk = 

k .. = 
lJ 

yjk = 

dk = 

bk= 

residential and workplace locations (i.e., expressway interchange), re­
spectively; 
total land available at j; 
number of workers from the i th residential area to the j th working place, 
in industry k; . 
capacity of the route between i and j for the use of the ij movement only; 

output of the k th industry at j ; 

demand for the output of the k th industry; 

number of employees required per unit of k output; 

e. = number of persons in the labor force in the i th residential area; 
l 

c = unit cost of production in the k th industry; and 
k 

t.. = the cost per worker of transportation from i to j . 
lJ 

Thus the total cost of production and transport per worker going from i to j em -
ployed in industry k is 
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(21) 

We can also set 

Y.k = -bl :l:x .. k 
J k i lJ 

(22) 

The linear program then becomes 

(23) 

subject to 

The model is a static one, designed to predict a settlement pattern at a point in 
time . The projection of the composition of a city over a long period of time would be 
broken down into a series of short projections. The model would be used for each 
short projection to allocate developments required by demands during that period. 

Garrison proceeds to interpret the dual of the linear program as a maximization of 
the value of labor minus certain costs associated with its use, and explains that such 
a pattern would not emerge in practice because of imperfections in the market. These 
are mainly minimum wage controls and also the inability to charge tolls on highways. 
Apparently a more serious objection to such a solution is that it implies that each res­
idential area is connected to each work area by a road of given capacity, thus not ac -
counting for the joint use of facilities by different trips. Also, product distribution 
costs and transportation costs of raw materials are not considered in the program even 
though firms are likely to be sensitive to these as well. 

Study by Wingo, Resources for the Future, Inc. 

Wingo (11, 48) attempts to organize related subjects such as demand for urban 
space, population distribution, land values, and transportation costs into a theoretical 
framework which can simulate various phenomena associated with urban growth and 
spatial characteristics. 

Wingo's model (47) consists of the following equations which can be used to calculate 
the spatial pattern of population and rents if certain simplifying assumptions are made. 

1. A space demand curve relating the amount of space per household to the rent of 
land per square foot: 

(24) 
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where 

q quantity of land per household (1/q = density); 
r rent per square foot; and 

A., Tl parameters. 

2. A relationship which gives cost per trip to the center of the region as a function 
of distance to the center and total population. This is combined with an identity stating 
that rent per household at point i equals the difference between annual trip cost at the 
farthest point of settlement in the region and cost at point i, yielding the equation: 

where 

R =rent per household, 
S = distance from center, and 
N = total population. 

R = cp (S, N) (25) 

3. An integral giving total population enclosed by an area as a function of population 
densities and the position of its boundaries m: 

N= O/m a~s 
q (26) 

where a' is a parameter depending on the shape of the region. 

4. The definition 

q 

which when combined with Eq. 24 yields 

R 
r 

Thus, the relationships can be summarized as 

1 
Tl - 1 

ds 

(27) 

(28) 

(29) 

The assumptions are that all households work at the center, have the same space de­
mand curve, and try to minimize their own transportation cost. 

The author elaborates on the transportation cost function and introduces the concept 
of ingression loss to describe delays incurred when many people converge on one point 
at the same time in a system of limited capacity. He discusses the economics of the 
journey to work, the value of time, and the determinants of the space demand function. 
There is further discussion of the model and some applications when some of the sim­
plifying assumptions are relaxed, but it is evident that gains in generality are offset by 
losses in descriptive simplicity. Consequently, it would appear that the model cannot 
now be applied to land-use forecasting except in a fairly gross sense. 

Study by Alonso, Harvard University 

Alonso (~, ~) describes a simple static model of the market for urban land devel­
oped along the lines of the traditional rent theory of von Thuenen which states that in a 
simple agricultural market where all of his product is sold at one point, the profit re­
alized by a farmer per acre of crop equals the selling price for one acre's crop minus 
the production cost, minus the transport cost to the market. This profit can be capi -



208 

talized by the landowner in the form of rent. The farther from the market, the more 
costly the transport, thus the less the profit, or rent. The curve for rent as a function 
of distance from the market, therefore, has a negative slope and a maximum value at 
zero distance from the market. When two or more crops must be grown, each has its 
own bid rent curve. Those crops with the steepest bid rent curves (largest transport 
cost per unit distance per acre of crop) tend to occu1)Y the more central locations. 

This analysis is extended by Alonso (50) to the location of business firms where not 
only he transport costs and other operating costs but also the volume of business 
chani;es with distance from the enter . Residential households behave in a somewhat 
similar manner as they maximize their satisfaction in different locations. 

If a curve of actual land prices, the equilibrium land rents, is given, an individual 
chooses his location as follows. He has a set of his own bid rent curves which differ 
by constants in the Y direction (parallel curves). Each curve represents a different 
level of accomplishment, profit for the businessman and satisfaction for the household. 
The lower curve is a higher level since he has to pay less for rent. The point of loca­
tion and the level of accomplishment are determined by the point where this family of 
curves is tangent to the land value cw·ves (Fig. 8). The point of intersection will de­
pend roughly on the steepness of the bid rent curves. Wealthy people have less steep 
bid rent curves than poor people since they can affo ·ct more land and, therefore, the 
tra11spodation cost per mile per acre of land (which determines steepness) is less. 
Thus, the wealthier people will tend to locate farther out. 

Here the author's argument appears to be only one possible explanation. Others 
consider the dynamics of the market. For example, the poor will live close to the 
center since they occupy the deteriorated structures where r edevelopment is too ex­
pensive; open land farther out is the only place where it is economical to build houses 
for the newly wealthy or moderately wealthy. 

Alonso's model is purely theoretical and is developed for the simple case of a one 
center city with transportation in all directions. He hopes it will be useful in pro­
viding a logical structure for econometric models used for prediction. 

Study by deCani, University of Pennsylvania 

Three stochastic models are presented (54): a pure migration model; a birth, death 
and migration model; and a predator-prey model. All are formulated using differential 
equations and associated techniques for their solution. 

In the first model an area whose total population is constant consists of two zones, 
A and B. Population migrates from one :wue to the other at different rates proportional 
to the population of the other zone. Expressions are derived for the mean and variance 
of each zone ' s population and it is shown how both the mean and variance approach finite 
limits as time goes on. 

In the second model, each zonal population not only migrates to the other in a fashion 
similar to the first model but also reproduces and dies off at different rates proportional 

to population in the same zone. In this 
case, populations grow exponentially and 
the initial population distribution has less 
and less of a percentage influence on the 
mean value as time goes on. 

Renls 

Cenler of Localion 
Cily Poinl 

Individual Bid 
Ren! Curves 

Land Price Curve 

Miles from Cenler 

Figure 8. 

In the third model, a region has two 
populations, each of which has different 
birth and death rates as in the second 
model, but one of which tends to drive 
the other population from the scene. It 
is shown how the mean value of the second 
population tends to zero in a finite time 
while the first population continues to 
grow. 

The author indicates how such models 
can be solved explicitly. However, it is 
evident that the explicit solutions become 



.• 

209 

increasingly difficult as complications are introduced into the assumptions about the 
way in which the populations interact. 

Study by Horwood, University of Washington 

Horwood' s work (Qi>) represents an application of a highly idealized analytic formula­
tion to describe a smoothly varying population density surface for urban areas. An 
equation is presented which describes population density as a function of radius and 
sector with respect to the city center. Population density is assumed to vary as the in­
verse square of distance from the center and as a periodic function of an angle meas­
ured with the center as vertex and a major arterial as the axis. The differential equa­
tion is of the form: 

and 

where 

K 
0 = 7 

dP 
dA = p = population density 

[ K' KJ [K' KJ 7 + 7 + 7 + 7 cos 4 8 

r distance from the center of the city; 

(30) 

(31) 

K ? characteristic of the maximum density in a circumferential direction; and 

K' 7 characteristic of the minimum density in a circumferential direction . 

There are four circumferential peaks each at a major arterial. An integral is stated 
(but not evaluated) giving the total population between two angles 81 and 82 and two arcs 
of radii Ri and R2. The total population within the ring bounded by r = Ri and r = R2 is 
given by: 

(32) 

No empirical or theoretical basis is presented for the equation, which appears to serve 
only as an abstract description of urban space. 

COMMENTS AND CONCLUSIONS 

The various land-use models reviewed may be classified according to the following 
functional characteristics: 

1. Whether the output variables characterize the state of the system in each zone 
(e.g., population, employment, and total land in each use) or changes in the state of 
the system over a certain period of time (by addition the state of the system can then 
be obtained); 

2. The presence or lack of control totals (such as total regional population in future 
years) which are predicted exogenously; 

3. The presence or lack of zonal capacities, determined exogenously, which must 
not be exceeded; 

4. The dependence of one set of predictions on another previously determined set 
for the same time period (e.g., the prediction of population change which is then used 
to predict change in retail employment); 

5. Time recursiveness, as opposed to a system which produces a direct forecast 
for a target year 20 or 30 years in the future with no intervening stepwise forecasts; 

6. The degree to which the model is made to conform to economic rent theory in 
the determination of a locational pattern; 
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7. The degree of stratification or disaggregation which is employed in the solution 
(e.g., the prediction of the location of different types of households on the grounds that 
they either have different trip characteristics or different locational characteristics); 

8. The extent to which parameters of the model are determined simultaneously in 
one statistical fit, as compared to their individual determination by a number of indi­
vidual statistical analyses; and 

9. The extent to which accessibility measures play a part in the model. 

Some general observations may be made on the merits and disadvantages of these 
characteristics of the reviewed models. 

1. The difficulty with predicting the state of the system as opposed to increments 
of change is that short-term projections could be in great error. For example, if we 
wanted to forecast the system a year from now we would do well to utilize information 
on the present state of the system and make small changes; a model which works from 
first principles would tend to introduce its statistical errors into the projections and 
probably produce results considerably different from those of today. However, as 
longer term projections are made, the present state of the system is less of an indica­
tion of the future state, and such projection may have some merit, particularly in a 
very gross sense for large areas. 

2. Most of the models rely on an exogenous prediction of total manufacturing em -
ployment in the region. Some models also use this as a predictor of total population, 
which then serves as another control total. Retail employment usually does not have 
a control total and depends on population of individual zones. There is usually no me­
chanical problem with control totals since it is only a question of adjusting in one step 
the individual zonal figures by a factor to make their total equal the exogenous control 
total. 

3. Most of the models make some adjustments for zonal capacities of population 
and employment. This is usually in the form of past observed values for population per 
residential acre times the number of residential acres, and similar figures for em -
ployment. The population density figures and residential acres are often set by exist­
ing zoning and subdivision control regulations. The problem here is that zoning laws 
are subject to change, especially under demand pressures, and to set an absolute in -
violate capacity limitation requires some assurance of its applying in the future. Ap­
plication of zonal capacity restraints usually involves some type of iterative procedure 
unless the predictive technique makes use of a mathematical function which asymptoti­
cally approaches a maximum value. A function of this nature, such as the hyperbolic 
tangent function proposed by Donald Hill of TRC for this purpose, may be used to sim­
ulate development of one or more land-use categories subject to zonal capacities, with­
out the requirement of an iterative procedure. Zonal capacities are essential to the 
forecasting process, but they have to be recognized as assumptions about governmental 
regulations which may change in the future. 

4. There is a tendency in the various models to predict manufacturing employment 
and land use first and to use this information as input to the population distribution 
phase which, in turn, is used as input to the retail employment distribution phase. There 
appears to be a definite logic in distributing retail employment after population; indeed, 
some empirical evidence is available on the lag of retailing establishment decentraliza­
tion after the decentralization of population in the RAND study of food and general mer­
chandizing employment (~. The arguments for predicting manufacturing before pop­
ulation are not so convincing. It is argued that there are only a limited number of 
locations suitable for certain types of industries and that these are relatively independ­
ent of population. This is held to follow from the fact that travel is becoming faster 
and that industry will not have much trouble recruiting workers wherever it locates, as 
long as it can pay a good wage. However, Penn-,T P.rRP.Y proposes first to predict resi­
dential land use and then to use the residential rent surface as an input into industrial 
land-use distribution. 

5. It seems to be generally recognized that direct data flow from the end of one 
forecasting period to the beginning of the next is necessary, if not within the model, 
then at least by some type of manual updating. It is necessary because the inertia of 
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an urban system is such that any forecast which disregards the immediately previous 
state of the system may predict sudden and perhaps oscillatory changes in land use 
which are not reflected in real life. 

6. The equation systems involved in economic rent theory become rather complex 
if they are not idealized to the point of having only one or two centers of employment 
and one or two homogeneous population groups. Even the Penn-Jersey linear program 
version of rent theory utilizes a set of simplifying assumptions (e.g., amenity of dif­
ferent land parcels for different household types) whose statistical foundations could be 
rather dubious; in addition, the Penn-Jersey linear program approach has been adapted 
to predict increments of growth instead of the total settlement pattern, as the formal 
rent theory model would have it do. The linear programming approach is, in general, 
questionable as a simulating technique because of its property of maxtinizing or min­
imizing some aggregate function (such as total rent-paying ability of all residential 
locators). Economic theory holds that each individual is trying to maximize his eco­
nomic position, so that a linear program cannot be said to simulate locational behavior 
unless it can be shown that the sum of all actions to maximize individual economic 
position is synonymous with a maximization of the aggregate economic position. Such 
a relationship does not seem to be readily demonstrable for residential or industrial 
locators; it is difficult to evaluate the possible effects of this on the predictive realism 
of a linear programming model. Land-use models based on linear programs may also 
be questioned because of their reliance on economic motivations and their consequent 
exclusion of all input variables which cannot be meaningfully translated into economic 
terms. This limitation may exclude some variables (for example, aesthetic consider­
ations) which have a significant effect on urban development. 

7. The desirable degree of stratification of input variables depends to some extent 
on the type of model being used. Generally, the more behavioral the model (i.e., the 
more it attempts to simulate actual locational decision -making processes), the more 
stratification is required, since different classes of a certain variable (e.g., residen­
tial population) exhibit quite different locational tendencies. A limit on useful stratifi­
cation is, of course, reached when stratified groups become so small as to be statisti­
cally unstable. A possible means of overcoming this problem is to regroup the strati­
fied classes, by techniques such as latent class analysis or factor analysis, into fewer 
classes which behave alike functionally. Data availability may also be a limit on the 
deg1·ee of stratification possible. Similar considerations affect the degree of output 
variable stratification, although the overriding consideration here is the use for which 
model output is required. 

8. None of the 14 models described in this paper comprises a fully integrated for­
mulation which allows the simultaneous forecasting of all urban variables pertinent to 
regional planning studies. That is, each of the models is either one submodel, dealing 
with one set of variables such as residential, industrial, or commercial activities, or 
a number of such submodels applied serially to obtain the desired output values. An 
attempt to apply any set of submodels for comprehensive urban forecasts suffers from 
two weaknesses: (a) assumptions must be made about which submodels should be run 
first, i.e., which variables are primary and which are secondary in locational char­
acteristics; and (b) relationships and parameters must be determined separately for 
each submode!, leading to questions (which are difficult to answer) concerning their 
reliability when applied in concert. Therefore, there appears to be some advantage in 
a model which handles all variables ·simultaneously and thus allows the derivation of a 
self-consistent set of parameters. Such a model may, however, suffer other difficulties 
such as parametric instability and difficulty of interpretation. Although it is a laudable 
goal, the fully integrated model may prove, therefore, to be difficult to achieve as an 
operational technique. 

9. All of the models reviewed show some dependence on accessibilities, whether 
explicitly in terms of travel times to various types of activities in other zones, or im­
plicitly in terms of distance to the center of the urban region. The use of distance as 
a measure of accessibility precludes model sensitivity to changes or proposed changes 
in transportation systems, which generally have little effect on travel distances but 
may have profound effects on travel times, costs and convenience levels. A general 
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disadvantage of concentric ring approaches is that they usually require ad hoc adjust­
ments to accormt for manifest circular asymmetries in most urban regions. 

A number of relationships derived with respect to the reviewed techniques show 
strong evidence of general applicability. These include the dependence of rents and 
transportation costs on residential locational decisions, the tendency of retail growth 
to follow fairly closely behind residential growth, and in general, the eilecls on various 
land-use categories of accessibilities to oth~~l' land-use categories. 

Based on the foregoing considerations, it is felt that a number of the concepts noted 
in the reviewed techniques should be studied for possible inclusion in the model devel­
oped for BRPP planning analyses of the Boston region. These include a model which 
forecasts changes rather than absolute valu1es; the use, wherever possible, of exoge­
nously determined regionwide r.ontrol totals; the inclusion of a mechanism for simu­
lating the effect of zonal holding eapacities; a model which can deal with all variables 
simultaneously, based on relationships which have been calibrated simultaneously 
rather than separat_ely; a time-recursive model using fairly short (of the order of 2 to 
10 years) forecasting periods; a model containing as many behavioral relationships as 
may feasibly be used without an inordinate amount of mathematical complexity and/or 
data stratification; a fairly high degree of data stratification in initial analyses followed, 
wherever possible, by regrouping of data classes into fewe1· functionally similar groups; 
and a model which is sensitive to accessibilities as measured by travel times by all 
major travel modes, and possibly by travel costs. 

Although none of the reviewed techniques provides a comprehensive model frame­
work having all the desired properties mentioned, they represent a fund of experience 
and insight to draw on during the current Boston land-use model development project. 
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