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Foreword 
The complexities of traffic behavior have been studied in varying de
grees by investigators from various disciplines . The mathematical 
approach, aimed at deeper understanding of traffic phenomena, has 
resulted in a seemingly unending number of theoretical solutions to 
traffic problems. Admittedly, this mathematical approach, oriented 
as it is toward theoretical answers to traffic problems, is not always 
of immediate help to the practicing traffic and highway operations 
engineer. Yet, familiarity with the concepts brought out by traffic 
flow theorists is vitally needed in order to arrive at the practical 
solutions that must be found. The three papers in this Research 
Record offer some insight into these concepts. 

Two of the papers were presented at the Board's 43rdAnnual Meet
ing in January 1964, while the third was given at the 44th Annual 
Meeting. The reports are concerned with theoretical aspects of oper
ating a freeway control system in peak periods, the use of traffic sim
ulation to determine delay and fuel consumption of vehicles at inter
sections, and "spillback" resulting from queueing on highways. This 
Record should be of interest to both personnel specializing in freeway 
operations and to mathematicians concerned with theory of traffic 
flow. 

The paper, "Peak-Period Control of a Freeway System-Some 
Theoretical Investigations ," poses theoretical questions and then dis
cusses them. For example, what is the objective of such control? 
How can congestion be predicted? What type of detection system is 
required? How can this complex system be considered and evaluated? 
How can these concepts be applied in the development of a flexible 
control system? 

"Operating Costs at Intersections Obtained from the Simulation of 
Traffic Flow" relates how a computer program was used to simulate 
traffic. Delays and fuel consumption of vehicles passing through an 
intersection were calculated for vehicles traveling on the streets lead
ing to the intersection. The program was operated at various combi
nations of traffic volume under different types of intersection traffic 
control. Graphs of costs were plotted comparing volumes and costs 
and preliminary warrants were determined for furnishing a traffic 
controls system from an economic viewpoint. 

A New York researcher, in the last paper entitled "Spillback from 
an Exit Ramp of an Expressway" has investigated the progressive 
deterioration of a roadway system due to spillback from one section 
to the others . This so- called spill back is the result of queueing at 
certain points. The researcher questions and attempts to learn if 
judicious management of the inevitable queues might decrease the 
aggregate delay to the users of the entire system. 
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P eak-Period Control of a Freeway System

Some Theoretical Investigations 
JOSEPH A. WATTLEWORTH*, Assistant Research Engineer, Texas Transportation 

Institute, and 
DONALD S. BERRY, Chairman, Department of Civil Engineering, Northwestern 

University 

This paper contains a series of theoretical considerations per
taining to the control of a freeway system during peak traffic 
periods . It attempts to answer such questions as the following: 
What are the objectives of operation of a highway system? What 
type of control technique should be used? What type of traffic 
detection is required? Where is it to be located? How should 
the entire freeway system be considered and controlled to pro
duce optimal operation? 

An arbitrary street and/or freeway system is analyzed to 
determinethe objective function or goalofoperationforthe sys
tem. An input-output analysis is used. 

A theory of flow at bottlenecks is developed to explain the 
reduction of flow rate at some bottlenecks during congestion 
while the flow rate at other bottlenecks remains at its capacity 
level during congestion. This is a macroscopic flow model based 
on basic continuity equations. 

Other macroscopic models of traffic behavior at and upstream 
of a bottleneck are to determine what traffic variables are to be 
detected to (a) predict congestion and (b) indicate congestion and 
how far from the critical sections the detection must be made 
in order to allow control decisions to be made. 

Several criteria are established for control techniques and 
several control techniques are examined in light of these criteria. 
The possible role of each in a final control system is also dis
cussed. 

Finally, a linear programming model of the operation of a 
freeway system is presented. This can be usedas a descriptive 
model, but with some modifications could probably be used to 
provide the control actions required for optimal system opera
tion. Interpretation of the dual variables and a sensitivity anal
ysis are included and these provide many valuable insights into 
the operation of a freeway system, The linear programming ap
proach suggested a method of det'ermining demand at a certain 
freeway location. 

•PEAK-PERIOD congestion is a frequent occurrence on many urban freeways. This 
is partly due to partial completion of planned freeway systems·. It is doubtful, how- -
ever, if enough freeways can be built (or should be built) to eliminate completely peak
period congestion. Hence; an operational or control means is needed to provide relief 
from congestion during the peak periods at each stage of freeway construction as well 
as for the completed system. 

*Formerly wi th Expressway Surveillance Project, Illinois Division of Highways. 

Paper sponsored by Committee on Theory of Traffic Flow and presented at the 43rd Annual 
Meeting. 
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There is evidence to indicate that congestion on a freeway can decrease the flow rate 
on the freeway, whereas congestion on an arterial street does not decrease the flow 
rates on those streets. For this and other reasons, prevention of congestion on free
ways seems to be more important than its prevention on surface streets. 

Congestion develops at a bottleneck1 when the demand exceeds the capacity there. 
The controls then must increase the capacity of some bottlenecks and/or shift the de
mand, either spacially or temporally . The development of congestion in one part of the 
system may have quite different effects on various other parts of the system. 

1. If the queue which develops at a bottleneck backs upstream past one or more exit 
ramps, the output rate at these ramps may be decreased. 

2. The unusually early development of congestion at one bottleneck may cause the 
downstream flow rate to decrease earlier than on a "typical" day. This can either (a) 
decrease the output rate of the system of interest, or (b) delay or eliminate congestion 
at a downstream bottleneck, thereby increasing the output rate of the system of interest. 

The interdependence of critical locations suggests that a systems analysis would be the 
only adequate analytical approach to the problem of reduction or elimination of conges
tion on a freeway system. 

Because traffic conditions can change rapidly with time, freeway controls should be 
traffic-adjusted to respond to traffic conditions in a large area rather than only to con
ditions at individual locations. Thus, a control system is needed rather than a series 
of independently operated controls. A control system, properly designed and operated, 
could result in the optimal performance of at least a portion of the entire system, that 
is to say, a subsystem. 

Before the development of a freeway control system, it is necessary to: (a) deter
mine the objectives of the control, (b) understand traffic behavior so that the responses 
to the co!'ltrol system can be predicted, (c) understand traffic behavior since it affects 
detector locations, and (d) develop an analytical means of describing and considering a 
freeway system or subsystem both for predicting the effects of the control and for oper
ating the controls. 

SCOPE 

This study was not intended to be the complete development of a new and different 
control system to be applied to streets and freeways . The intention is, rather, to un
dertake some of the theoretical investigations on which the final development depends. 
The controls which are investigated have as their purpose the improvement of traffic 
conditions on urban freeways . Controls to improve operation of arterial streets are 
not considered, and only special peak-period freeway controls are considered. Primary 
attention is given to normal operating conditions on the freeways. 

Every control scheme has some philosophy behind it, even though it is usually not 
explicitly stated. Because only controls for the improvement of peak-period freeway 
traffic flow are considered, the basic philosophy of these controls is that improving 
operation on the freeways will result in a net improvement in the operation in the entire 
system of streets and freeways . There can be little doubt of this if the freeway can be 
operated optimally without diverting a significant portion of the demand to other parts 
of the system and if the freeway controls do not otherwise affect the operation of the 
streets. Hence, an emergent philosophy is that as little as possible of the freeway de
mand will be diverted to the arterial street system. The problem then becomes one of 
operating the freeway in an optimal manner witli the given demand. 

1 In this paper, a location at which the capacity is lower than the possible upstream 
flow rate is called a bottleneck, Bottlenecks can be placed in two broad categories, 
permanent or geometric bottlenecks and temporary bottlenecks such as accidents and 
disabled vehicles. Two types of freeway operation result from these types of bottle
necks. Under "normal operation," traffic behavior is affected primarily by the geo
metric features of the freeway; under "reduced capacity operation" the capacity of one 
or more sections of the freeway has been reduced by a temporary bottleneck. 



3 

This type of optimal freeway operation does not assure the optimal operation of the 
entire street and freeway system. It does, however, assure an improvement. Perhaps 
the diversion of part of the freeway demand to the streets would improve the operation 
of the total system of streets and freeways . To determine the optimal control for the 
total system would require a much larger and more difficult study than is undertaken 
here. 

The first part of this study is the development of a criterion function by which the 
performance of a freeway control system can be evaluated._ This is accomplished by 
means of some theoretical, input-output considerations of an arbitrary highway system. 

Also included is a discussion of the macroscopic behavior of traffic at a bottleneck 
and at points upstream of and downstream of the bottleneck. The applications and im
plications of these theoretical discussions to peak-period traffic control as well as to 
the type and location of traffic sensing or detection that would be required for the proper 
operation of a freeway control system are also discussed. 

Finally, a linear programming model of the operation of a one-directional freeway 
subsystem is developed. This model presents many insights into the operation and 
control of the system. With some additional refinements it could possibly be used for 
control purposes to indicate the input rates at the entrance ramps which would yield 
optimal system operation for the reduced capacity situation. 

In summary, this study is a series of theoretical investigations which are meant to 
provide some of the foundations upon which a traffic control system can be developed. 

OBJECTIVES OF FREEWAY CONTROL 

The discussions which follow are centered around the behavior of an arbitrary urban 
highway system. The arbitrary "system of interest" discussed could be the entire 
street and freeway system, the entire freeway system or any subsystem which does not 
violate the assumptions which will be presented. The system of interest, which is 
simply called the system in the following discussions, is visualized as being cut by a 
cordon line (or cordon lines) and is a closed system. Because it is a closed system, 
the cordon line(s) defines the locations of all of the system inputs and outputs. 

Continuity Characteristics of Traffic Flow 

In a closed system, the flow of traffic at all times satisfies the basic continuity 
equations. In terms of instantaneous rates, the input rate to the system equals the sys
tem output rate plus the rate of storage or accumulation within the system. Expressed 
mathematically, this becomes i(t) = o(t) + s(t). 

When used to describe a given time period, the continuity equation states that the 
number of vehicles entering the system equals the number leaving the system plus the 
change in the number within the system. For the time period from to to ti, I(t1) = O(ti) + 

J ~1 s(t)dt. (See footnote 2.) 

By similar reasoning, the number of vehicles in the system at time t equals the 
number in the system at time to plus the difference between the number entering the 
system (between times to and t) and the number leaving the system (between times to 
and t). Expressed mathematically, S(t) = So + I(t) - O(t). (See footnote 3.) 

System Travel Time 

The number of vehicles in the system yields many interesting insights when consid
ered over a period of time. If this number is known for each time, t, either as a graph 

2 I(t) - ft i(T)dT = cumulative input from time t 0 • - , to 

O(t) = Jt: i(T)dT = cumulative output from time t 0 • 

3 S0 = S(t0 ) = number of vehicles in system at time t 0 • 
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Number of vehicles in the sys-
tem vs time. 

or as a function, S(t), some interesting 
and important results can be obtained. 
Figure 1 shows the number of vehicles in 
a system versus time. The area under 
this curve between two times, to and t1, is 
the number of vehicle-minutes (if time is 
in minutes) accumulated in the system 
during this time. For the time period 
considered, this is the total "time of oc
cupancy" (1) accruing to all vehicles while 
they are inthe system. If there is no 
parking in the system, the "time of oc-
cupancy" is also the total travel time. 
The travel time in the system could also 
have been obtained by integrating S(t) be
tween to and t1, i.e., travel time in the 

system from to to t1 = J~ S(t)dt. 

From this it can be seen that the total travel time in a given system can theoretically 
be determined from volume measurements alone. The number of vehicles in the system 
at the time to (beginning of the period of interest) must be known. From that time until 
the end of the period an accurate record of all the vehicles entering and leaving the sys
tem must be known-according to time increments (such as one minute) . For each time 
period then, the number of vehicles in the system, S(t), is known. This function can 
be integrated graphically or numerically to yield th~ total travel time in the system 
during the period of interest. 

The preceding discussions were general and apply to any system or subsystem. 

EQUIVALENCY OF MINIMIZING TRAVEL TIME AND 
MAXIMIZING SYSTEM OUTPUT RA TE 

The purpose of this section is to determine a criterion function or figure of merit to 
be used to guide in the operation of a freeway control system. Such a criterion function 
is essential in that it provides both a goal to strive for and a means of evaluating the 
operation of the freeway system. To optimize system operation, it is necessary to 
know what is to be optimized. Ideally, such a criterion function should be easily under
standable and amenable to continuous measurement in the system. 

Traditionally, travel time has been used to evaluate operation in transportation sys
tems, subsystems and individual links. Because most drivers are trying to go between 
their origins and destinations in the shortest time, there is little doubt that the total 
street and freeway system travel time is a good figure of merit in examining operation 
of the entire system. Subject to the constraints of safety, comfort, convenience, etc., 
travel time in the system would ideally be minimized. 

The use of total travel time in the evaluation of the operation of a subsystem or a 
link may not be quite so meaningful. In these, the total travel time accumulated in a 
given time period can be reduced by decreasing the per-vehicle travel time or by de
creasing the number of vehicles using the facility during the time period. Even the 
average travel time on a link can be decreased by decreasing the volume on the link. 
This can be done by diverting some vehicles but, in this case, the problem may merely 
be shifted to adjacent links or subsystems. Total travel time is meaningful when no 
attempt is made to alter the input. Thus, the following discussions are limited to any 
system or subsystem for which the input rate is unaffected by congestion internal to the 
system. As pointed out previously, these are the only cases in which travel time com
parisons are meaningful. 

It was shown previously that the total travel time in a system or subsystem is the 
integral over time of the number of vehicles in the system. That is to say that, for the 

period from to to t2, the total travel time = J !2 S(t)dt. Since S(t) = So + I(t) - O(t), 



5 

the total travel time = J!2 [So + I(t) - O(t)]dt = So(t2 - to) + ft:2 I(t)dt - ft~2 O(t)dt. 

Since So, t2 and to are constants, the first term of the travel time expression is also 
a constant. On a given day, the cumulative input to the system, I(t), is a fixed function 
of time and is assumed unchanged by any controls which are exerted on the freeway 
system. Thus , the second term in the travel time expression is also a constant. Hence, 

the total travel time = a constant - f t:2 O(t)dt. This is the total travel time accumu

lated in the system under consideration in the time period from to to t2. 
One objective of control or operation of a transportation system is to minimize the 

total travel time accumulated in the system in a certain critical period of time. Due to 
the previous considerations, for a fixed input function, minimizing the total travel time 

is equivalent to maximizing J t~2 O(t)dt. 

Figure 2 shows a hypothetical cumulative system output function plotted between 
times to and b. If the time period under consideration is defined properly, there will 
be no appreciable congestion in the system at either time to or ti. The total system 
output in the time period, then, will be equal to the total demand for the period and will 
be a fixed value as shown in Figure 2. Since O(t) is the cumulative system output, 

J t~2 0( t )dt is the area under this output curve in the period to to b. The problem then 

becomes one of maximizing the area under a curve which passes through zero at to and 
through a fixed point at h. 

There are two major constraints which are placed upon this maximization. There 
is an upper limit on the slope of the curve because the slope of the curve is the output 
rate of the system. Hence, the maximum possible slope of the curve is the capacity 
rate of output. The height of the curve or the cumulative system output can never ex
ceed the cumulative system input by more than the number of vehicles originally in the 
system. 

Within these constraints, the area under this curve would be maximized by, starting 
at time to, maximizing the slope of the curve at each instant of time. If one were con
sidering discrete time intervals, the object would be to increase the height of the curve 
by as much as possible in each time interval. The traffic interpretation of this is that 
in most cases the control strategy of maximizing the output rate at each moment of time 
(or the output in a given time period) is equivalent to minimizing the total travel time 
in the system for a fixed-system input function. 

Several conclusions can be drawn from these considerations. In most cases in which 
the system input is not affected by controls or other system changes, maximizing the 

output rate at each moment of time is 
equivalent to minimizing the travel time 
in the system. If the controls or other 

+' 
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Figure 2. Cumulative system output vs time . 

changes cannot increase the output rate at 
some time during the period of interest, 
no decrease in travel time can be produced. 
Also, what happens within the system is of 
importance to total travel time only as it 
changes the output characteristics. Hence, 
in an analysis of this type, such items as 
speed are of importance (to system travel 
time) due only to their effect on the output 
rate of the system. 

So far, all discussions have been made 
for large systems. Most of the same dis
cussions hold for smaller subsystems or 
individual facilities, but a little more care 
must be exercised so that some of the as
sumptions are not violated. In some in
stances it is possible that an increase in 
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the output rate of a freeway subsystem (a one-directional length of freeway with some 
on-and-off ramps) can cause downstream congestion which will restrict the output rate 
later, resulting in an increase in system travel time. (This is partly a problem of 
proper system selection.) 

It is also possible that the optimal method of operation of the freeway and surround
ing arterial streets is to change the freeway input rate by diverting some traffic. This 
paper concerns itself primarily with determining the optimal operation of a freeway 
subsystem for fixed inputs. The effect of this operation on the arterial streets is not 
considered. The philosophy which has been adopted in this paper is to accept the de
mand for freeway use as it occurs (or at least to store the excess demand for a period 
of time until it can be allowed on the freeway without causing congestion) and operate 
the freeway system optimally for that demand. This results in a minimum total travel 
time for all vehicles which demand use of the freeway in the time period being con
sidered. It is not necessarily the optimal operating procedure when the surface str'eet 
operation is considered along with the freeway operation. However, optimal operation 
of the freeways will almost certainly produce a substantially improved operation of the 
overall system. 

EFFECT OF CONGESTION 

There is considerable evidence which indicates that the development of congestion 
at a permanent freeway bottleneck can decrease the flow rate there (2 through 5). Since 
congestion can decrease the output rate of a freeway system and since one objective 
of freeway operation is to maximize the system output rate, another goal of freeway 
operation is to prevent congestion on the freeway. This is consistent with the overall 
objective of minimizing system travel time. 

TYPE OF CONTROL 

Criteria for Controls 

The controls must be able to prevent or alleviate congestion in freeway system or 
subsystem without causing inefficiently low flows on the freeway. They must be flexi
ble enough to respond to traffic conditions in the system. They must also be quite 
positive and firm so that the desired traffic behavior can be obtained and so that a given 
result can definitely be associated with a given control action. The controls must also 
be acceptable to the drivers, must not be hazardous and must fall within the limits of 
economic feasibility. 

Entrance Ramp Metering 

After considering many types of special peak-period freeway controls, ramp meter
ing seemed to best meet the criteria which were established for such controls. Each 
of the other types of controls had some distinct advantages in some particular situations, 
but in the general situation, ramp metering seemed to hold the most promise. 

Entrance ramp metering is a system by which the maximum flow rate at each en
trance ramp is set based on freeway traffic conditions. This is done by releasing ve
hicles from the ramp to the freeway at the chosen time headways . In this way it is at 
least theoretically possible to maintain but not exceed the merging capacity. Ramp 
metering has been tested by the Congress Expressway Surveillance Project (6). 

The possible benefits of metering are as follows: -

1. Reduction of freeway congestion, 
2. Increase of merging capacities, 
3. Making merging maneuver easier for ramp vehicles, and 
4. Diversion of some short trips from the freeways due to the time delay caused by 

the metering. 

One potentially serious problem is the storage of queued vehicles on the ramps. This 
problem must be given a great deal of consideration in the design of a metering system. 
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TRAFFIC DETECTION IN A FREEWAY CONTROL SYSTEM 

Purposes of Detection 

Prediction of Congestion. -The first purpose of the traffic detection for a peak-period 
control system is to predict traffic conditions that will occur at bottleneck locations 
while there is still time to take corrective action. The detection system must have the 
capability of predicting the development of congestion at the bottlenecks so that the con
trols can be applied to prevent this congestion. The lead time of prediction must be suf
ficient to allow the ramp metering to respond so as to prevent the congestion. 

Indication of Congestion. - Even with a peak-period control system in operation con
gestion will, at times, develop in the freeway system due to accidents or other unusual events. 
Congestion must be detected so that remedial controls can be initiated at once to minimize the 
effect of the unusual event. Thus, the second purpose of the detection system is that of 
providing an indication of congestion. 

Variables to Be Detected. -An understanding of the behavior of each of the numerous 
freeway traffic variables (volume rate, speed, density, lane occupancy , etc.) prior to 
and during the peak period is important in the design of the detection system. One or 
more of these variables must be detected in order to accomplish the two objectives: 
(a) predicting traffic conditions at critical sections , and (b) indicating congestion. 

The portion of freeway shown in Figure 3 is used as a framework for discussion, and 
a descriptive model of the behavior of the traffic variables in this zone is presented. 
Section B is the bottleneck or critical section and section U is assumed to be one-half 
mile upstream of section B. The assumed volume-density curves for these two sections 
are shown in Figure 4. 

The behavior of three variables, volume rate (q), speed and density, is examined. 
These variables were chosen partially because of this interrelationship, q = V x k. Lane 
occupancy behaves very much like density and, in fact, it could be considered a time

based density. Because of the similarity 
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Figure 3. Freeway with bottleneck section. 
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of behavior of lane occupancy and density, 
only density is considered . 

Figure 5a shows the assumed demand 
rate at section U. The following discus
sions do not depend on the exact shape of 
this curve so the somewhat linearized 
demand curve does not alter the results. 

Because of the volume-density curves 
which were chosen (Fig. 4), the bottleneck 
capacity is assumed to be 5, 500 veh/ hr, 
while the capacity at section U is 6, 000 
veh/hr. It is also assumed that the den-
sity during congestion equals 300 veh/mi 
so the bottleneck flow rate does not in 
this case (by assumption) decrease due to 
congestion. This assumption was made 
to simplify the example. A similar, 
somewhat more difficult, analysis could 
be made in which the density during con
gestion could exceed 300 veh/mi thereby 
decreasing the flow rate at the bottleneck. 
For the purposes for which this analysis 
is used, however, the assumption that the 
density during congestion equals 300 veh/ mi 
does not alter the results , mainly because 
the period of primary interest is that prior 
to congestion. 

At time to the volume rate at section U 
equals the demand rate of 4, 000 veh/hr 
while the speed is 50 mph and the density 
is 80 veh/ mi. The volume rate is also 
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increasing because the peak period (it is assumed) is approaching. (Short-time varia
tions in flow rate are not considered, only the overall volume rate trend which is in
creasing.) Due to the distance(½ mi) between sections U and B, there is a time lag 
between an increase (or decrease) at B. During the volume buildup prior to congestion, 
the volume rate curve at B will parallel the corresponding curve for section U but will 
lag by a time t (Fig. 5c). At time to + t the volume rate at B equals 4, 000 veh/ hr, the 
speed equals 40 mph and the density equals 100 veh/ mi. Figure 6a and b shows the 
speeds and density plots at the two locations. 

At time t 1 the volume rate at U reaches 5,500 veh/ hr, the bottleneck capacity. The 
corresponding flow rate at section B is slightly lower than this (Figure 5a and c). The 
speeds at U and B are , respectively , 48 and 37 mph (Figure 6a) while the densities are 
120 and 170 veh/ mi, respectively, at U and B. 

A short time after ti, the flow at U exceeds 5, 500 veh/ hr. It was seen previously 
that the input rate minus the output rate equals the storage rate. In this case if the in
put exceeds the output capacity there is certain to be a positive storage rate. 
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At time t{ (t1 + t) the volume rate at B reaches the capacity flow rate there. At this 
time storage or queueing occurs upstream of B and the density at B climbs to the (as
sumed) congested density of 300 veh/mi. The corresponding (Fig. 6a) speed at B de
creases to 18 mph. The behavior of the speed and density at time t{ at the bottleneck 
can be seen in Figure 6a and b (dashed lines). At this time, which is the beginning of 
congestion at B, the speeds drop sharply and the density rises sharply. The volume 
rate, however, remains constant after time t{. Thus a measurement of volume alone 
would be a poor indicator of congestion, whereas speed and density are quite sensitive 
to congestion. Since lane occupancy is similar to density, it too, would be very sensi
tive to congestion. Hence, speed, density or lane occupancy could be used as indicators 
of congestion. 

Due to the time lag between vehicles passing an upstream section and the same vehi
cles passing a bottleneck, the traffic behavior at the upstream section should provide 
predictive information on what is going to occur at the bottleneck. (To keep this descrip
tion relatively simple, a constant time lag, t, is used; in reality, however, the time lag 
would vary, depending on the speeds in zone UB.) 

It has been shown that when the volume rate at U exceeded the capacity flow rate at 
B, storage had to take place. Also, the excess of flow rate at U over the capacity flow 
rate at B led to the formation of the queue at B which caused the density to increase 
sharply and the speed to decrease sharply there. Thus, this congestion was c~used by 
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the flow rate at U exceeding the capacity flow rate at B. The volume rate at U exceeded 
5, 500 veh/hr for a time period t prior to the development of congestion at B. Thus the 
upstream flow rate, when related to the bottleneck capacity, can be used to predict the 
development of congestion at the bottleneck. High volume rate can be considered the 
cause of congestion, whereas high density and low speed can be considered the effects 
of congestion. 

At t1 there are also certain values of speed ( 48 mph) and density (120 veh/mi) at sec
tion U which correspond to the 5, 500-veh/hr volume rate. It could be argued that an 
average speed of less than 48 mph or a density greater than 120 veh/mi could also be 
used to predict congestion at B. However, in this case speed and density are used to 
predict volume and would have no significance in themselves. A speed or density at U 
cannot be specifically related to a present or future speed or density anywhere else. 
The continuity equations hold true only for volumes. Indeed, Barker (7) studied the 
propagation of discontinuities of volume., speed and density and found that under free
flow conditions discontinuities in all three variables were propagated downstream. 
These discontinuities were followed through a series of detector stations about 400 ft 
apart. For a given variable, the downstream propagation of "waves" or discontinuities 
is a necessary but not a sufficient condition for use as a predictor of congestion at a 
downstream location. It is also necessary that the variable satisfy the continuity equa
tions. These equations can be written for volume (or volume rate) for a closed system, 
namely the input equals the output plus storage. For a "straight pipe" length of free
way (such as in Fig. 3) this means the volume past the upstream section equals the 
volume past the downstream section plus the additional number of vehicles between the 
sections. Similar equations cannot be written for speed, density or lane occupancy. 

Since congestion develops at a bottleneck when the upstream flow rate exceeds the 
bottleneck capacity, it seems even more logical to use the upstream flow rate to predict 
congestion. Capacity values of speed and density oflane occupancy have not yet been 
developed. 

For the preceding discussions, one-to-one transformations between speed or density 
and volume rate were assumed-meaning that a given speed or density has one and only 
one corresponding volume rate. In reality, however, a range of volume rates would be 
associated with a fixed average speed or density and this would make prediction of vol
ume rate from other variables more difficult. The relationships between volume rate 
and speed or density could also change from one upstream location to another, further 
contributing to the problem of predicting volume rate from the other variables . 

It is also interesting that noncongested flow prevailed at the upstream location U 
after the bottleneck (section B) flow became congested. The time during which this 
holds true equals the time for the rear of the queue to reach the upstream location. The 
speed of the rear of the queue is a function of (a) the change in density from noncon
gested to congested operation, and (b) the storage rate. The storage rate equals the 
flow rate at U minus the flow rate at B. Hence, the speed of the rear of the queue 
equals (qu -qB)/(kB - ku). On the volume rate-density curve, this would be the slope 
of a vector drawn between the operating points for sections U and B, as shown by 
Lighthill and Whitham (8). 

If the density in zoneUB were 120 veh/mi at time t{, a total storage of 90 vehicles 
would be required to place the rear .of the queue at U. This is because it was already 
assumed that the steady-state congested density is 300 veh/mi and zone UB has %-mi 
length. Thus, the time T between the development of congestion at sections Band U is 

such that J:/ + T (qu - 5, 500)dt = 90. This is the area A3 in Figure 5c. The queue 

reaches U at time ts (t3 = t{ + T) . 
At time t3 zone UB is in a steady-state condition. That is, the density in zone UB 

is a constant 300 veh/mi. This requires that qu = qB = 5, 500 veh/hr. Thus at t3 the 
volume rate at U drops sharply from 6,000 to 5, 500 veh/hr, the speeds drop sharply 
from 33 to 18 mph and the density increases from 180 to 300 veh/mi. At time t6 all 
the congestion clears at U and at time t~ it clears at B. 

This analysis assumed that the flow rate at the bottleneck did not decrease due to 
congestion. If this assumption were not made it would mean that the steady-state con-
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gested operating conditions could be found in Figure 4 at the point corresponding to the 
congested density. Speeds and volume rates during congestion would be lower since the 
density is now greater than 300 veh/mi. Since the rear of the queue would travel up
stream faster, the time required to travel the ½-mi distance would be less than T. All 
of these differences occur after congestion has set in and have no effect on the conclu
siom; regarding the prediction of congestion. 

This descriptive model was used to explain the behavior of three traffic variables
volume, speed and density-prior to and during congestion. Since it is a descriptive 
model, several assumptions can be made to facilitate the discussions. Probably the 
most important of these is the assumption of a known, fixed bottleneck capacity. Many 
things can change the capacity of a bottleneck or cause a bottleneck where none pre
viously existed . The effect on the capacity of a freeway roadway of a disabled vehicle, 
an accident, adverse weather or other factor is an area needing a great deal of research. 
Perhaps, there is no one fixed capacity at a given location but rather there may be a 
probability of congestion developing due to a given flow rate. This probability may also 
change with different drivers, weather, etc. 

The detection system which has been described is, perhaps, somewhat idealized and 
no consideration has been given to the economy of such a system. Such considerations 
might require that some compromises be made. For example, it may be necessary to 
sample a variable, such as volume, in one lane to estimate the variable across all lanes. 
It may also be necessary to estimate volume from speed, density or lane occupancy. 
In this way a one-variable system could possibly be developed. The accuracy of this 
sampling and estimating one variable from another should be carefully examined to de
termine if such procedures can be used successfully. 

LOCATIONS OF DETECTORS FOR PREDICTION OF TRAFFIC 
CONDITIONS AT A SECTION 

The traffic detection system must be capable of determining the proper volume rates 
to be allowed to enter at each entrance ramp in order to keep the freeway system oper
ating in the best possible manner under existing conditions-either normal or reduced 
capacity operation. The volume rate on each ramp can be determined by the capacity 
of the merging section or by a downstream bottleneck. In either case, the detection of 
the upstream freeway volume can be used to determine the maximum allowable ramp 
volume. The metering rates at the ramps can then be set to allow no more than the 
predetermined rates of flow on the ramps. 

The preceding section discussed a time lag between a certain volume passing an up
stream location and its passing the bottleneck location. The purpose of this section is 
to examine this lag time with respect to other critical times of detection and control. 
The situation considered is that of a metered entrance ramp. Vehicles are detected 

Detection 
station 

~----- Travel ti• e• tf 

Merging 
section 

Metering location 

Figure 7. Schematic of metering and detection locations. 
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upstream of the entrance ramp, and by metering, the total merging rate can be kept 
below the merging capacity. The problem is the determination of the time separation 
of the detection station and the merging section which is required to allow enough time 
for all of the control decisions and actions to take effect. 

Figure 7 shows a schematic of the portion of freeway and ramp used for this discus
sion. The detection station is separated in time from the merging section by a travel 
time , tf, on the freeway. The metering device on the ramp is temporally separated 
from the merging section by a travel time tr. The attempt here is to determine the 
freeway travel time, tf, which is required for the successful operation of the ramp 
metering. 

The first and simplest case considered is one where the metering decision is made 
simultaneously with the detection. Thus , at each instant of time the control decision is 
made according to what is simultaneously detected. The purpose of the control is to control 
the volume rate of vehicles crossing the merging section. It has to know how many vehicles 
will be merging at any given time . This requires that the travel time between the detection 
station and the merging section equal the travel time from the metering device to the merging 
section, i.e., tf = tr (Fig. Ba). If tr < tr the metering decisions are made too late (ac
cording to what has already merged on the freeway). Hence in no cases should the up
stream freeway detectors be located so that tf < tr. 

In the second case considered, the control decision and control adjustment (if any) 
are assumed to take some amount of time, to. Figure 8b also illustrates the time re
lationships in this case. The time on the freeway between detection and merging is 
again tr. After detection on the freeway, the decision and control time tc must elapse 
before the control change takes place. Then a time tr on the ramp is required before 
the merge takes place. In order that the detected freeway vehicles merge with the same 
ramp vehicles which had their control based on freeway vehicles' detection, tr = tc + tr. 
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In all probability control decisions would not be made on instantaneous happenings at 
any detector location. It is more likely that the results of detection in a length of time 
would be used as a basis for control decisions. Short observation times would probably 
produce quite erratic results (for example, for a 1-sec time period the detection of no 
vehicles corresponds to a O veh/hr flow rate while the detection of one vehicle corre
sponds to 3, 600 veh/hr). Lengthening the observation time or averaging over a longer 
time would damp out much of the random fluctuation. 

In the third case considered, the effect on the required freeway travel time of the 
time period, ta, is used for detection or averaging of detector data. Figure 8c shows the 
time relationships in this case. A time ta is required from the beginning to the end of 
the detection period. When the detection period is over a time tc is needed to assimilate 
the data, make a control decision, and initiate the control. After a time tr the first 
ramp vehicles released under the new control reach the merging section. They should 
be merging with the first vehicles to be detected on the freeway at a time tf earlier. 
Hence, in this case tf = ta+ tc +tr. For example, if the detection and averaging time 
is 45 sec, computation time is 15 sec and ramp travel time is 10 sec, tf has to be 
greater than or equal to 70 sec. 

It was seen that extra time required between the start of detection and the adjustment 
of the controls produces an increase in the required freeway travel time between the 
detection station and the merging section. Other time requirements would similarly 
increase tf. 

So far the considerations of various time requirements have been used to determine 
tf. A fixed tf or an upper limit on tf can also be used to establish limits on other times. 
For example, if tf = 45 sec and if tr= 10 sec, ta+ tc must be less than or equal to 35 
seconds. 

Because congestion develops at a bottleneck and is propagated upstream, the ideal 
location for prompt detection of congestion would be at or slightly upstream of a bottle
neck. As the distance upstream of the bottleneck increases the time lag between the 
development and detection of congestion also increases. Again this location immediate
ly upstream of the bottleneck is the ideal location of the detectors . For reasons of 
economy it may be necessary to use the same detectors for prediction of traffic be
havior and for detection of congestion. In some cases, one detector station can be 
located at one bottleneck to detect congestion and could also be used to obtain volume 
data for predicting traffic behavior at a downstream location. 

In summary, it appears that short-period volumes upstream of a bottleneck provide 
the best prediction of impending congestion and are probably the best variable to mea
sure for control purposes. Volume alone cannot be used to differentiate between con
gested and noncongested operation. Hence, speed, density or lane occupancy must also 
be measured at or upstream of the bottleneck in order to provide this information. 

It is fortunate that volume is one variable to be measured for control purposes. It 
was previously indicated that maximizing the system output volume rate will lead to 
optimal operation of the system. Volume is also the only variable for which continuity 
equations can be written. Volume measurements are susceptible to point measurements 
that are much easier to accomplish than measurements over a length of roadway. The 
volume rate is also the most easily controllable variable and volume capacities can be 
established. Individual time headways at the input sources can be controlled and there 
is a one-to-one relationship between time headways and volume rate. Other advantages 
will appear later. 

OPTIMAL OPERATION OF A FREEWAY SUBSYSTEM 

The subsystem considered here includes storage areas for vehicles waiting to enter 
the freeway. Several entrance and exit ramps increase and decrease the volumes along 
the freeway. Figure 9 is a schematic of the freeway system (a portion of the westbound 
Congress Street Expressway in the Chicago area) which is used for the development of 
a prototype model. Four lanes of traffic enter at the Cicero Ave. end of the system and 
three lanes exit downstream of the Des Plaines Ave. entrance ramp. The demand at 
the ( Cicero Ave.) freeway input source is not controlled, and thus, is one further re-
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Figure 9. Schematic of freeway subsystem used in the development of the prototype linear 
programming model. 

striction to the problem. Generally such a restriction will not affect the optimality of 
the operation, however. As used in this section, input refers to flows onto the freeway 
roadway and is a different use of the term than was made previously. 

The controls which are considered are entrance ramp metering controls which can 
limit the inputs to the freeway from the various entrance ramps. The mathematical 
model yields the volume which is required or permitted on each of these ramps during 
the analysis period in order to obtain optimum performance of the portion of the freeway 
system under consideration. Metering devices are assumed to be in operation on the 
ramps to limit the ramp flow rate to the required level. Besides limiting the ramp flow 
rate, the metering system also serves to damp out large variations in demand on the 
entrance ramps. Hopefully, this will lead to smoother merging operations in the vicin
ity of the ramp and perhaps to higher merging capacity rates. 

The objective function which was selected for optimization is the output of the system 
in a given time period. This is, of course, to be maximized. Since it is assumed that 
congestion can decrease the flow rate at a bottleneck, the controls must be operated so 
as to prevent the development of congestion at all bottleneck locations in the system in 
order to keep the output rate at its maximum level. Hence, critical points or potential 
bottlenecks in the section must be identified so that the demand on these sections can be 
kept below capacity levels. 

The flow rate upstream of ~ach bottleneck section must be so controlled as to prevent 
the development of congestion. The model which is developed tells how much flow from 
each source can be accommodated under these conditions during the analysis period. 
(The actual ramp flow rates would not be constant during the period.) The remainder 
is the amount which must be diverted or stored until the time period is over. The en
tire demand from the freeway input source (in this case at the Cicero Ave. four-lane 
section) is accepted into the system. 

Origin-Destination Information 

Since the volume at each critical or bottleneck section is composed of vehicles from 
several origins, the effect of altering the flow at one or more of the origins must be 
known. Therefore, for each input the percentage of its inflow vehicles crossing each criti
cal section must be known. 

Existing 0-D data (9) for each entrance ramp provided part of this information. For 
the peak period at each entrance ramp the percent of entering vehicles destined for each 
of the exit ramps was available for the system of interest. These data are shown in 
lines 1 to 5 of Table 1. 



TABLE 1 

ORIGIN-DESTINATION DATA FOR THE FREEWAY SUBSYSTEM 
(FIG. 9) 

% Destined for: 
Input Source 

Laramie Central Austin Harlem Through 

1. Des Plaines 100.0 
2. Harlem 100.0 
3. Austin 5.1 94.9 
4. Central 6.7 93.3 
5. Cicero 0.9 2.2 4.7 9,8 82.4 
6. Cicero 13.7 8.6 15. 8 10.0 51.9 
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When combined with volume counts of vehicles entering and leaving the system, both 
on the mainline (the freeway roadway) and on ramps, these data were used to determine 
the destinations of the vehicles entering at Cicero Ave. on the freeway. At each output 
location, the total output volume during the period was known. From the input volume 
data for each location and the knowledge of the percent of this volume destined for each 
output location, it was possible to estimate, for each output, the volume coming from 
all the input sources except the mainline input. When this subtracted from the total 
volume at a particular output, the number of vehicles at the output coming from the 
mainline input is determined. For example, assume that the Laramie Ave. exit ramp 
volume (for the period considered) was 700 vehicles and the Cicero Ave. entrance 
ramp volume was 1, 000 vehicles. It is known that O. 9 percent of the vehicles which 
enter the freeway from the Cicero on-ramp exit at Laramie Avenue. This means that 
the expected number of vehicles entering at the Cicero ramp and exiting at Laramie 
during the period is 9. Thus the other 691 exiting vehicles must have come from the 
freeway input. Since the total freeway input is known, the percent of this volume leaving 
at Laramie can be computed. The calculated percents of vehicles entering on the free
way at Cicero and destined for each of the outputs are shown in line 6 of Table 1. 

Deterministic Linear Programming Model 

The deterministic linear programming model discussed here optimizes the operation 
of a freeway subsystem or system subject to several constraints. The period consider
ed in the optimization is one hour and it is selected for several reasons: 

1. The ends of the section are temporally separated by approximately 6 to 8 minutes 
(the travel time from one end to the other); hence, extremely short time periods are 
not satisfactory . 

2. It is a convenient time period for many data measurements . 
3. It is a period that is shorter than the period of congestion in the specific instance 

under consideration. 

Even at locations at which the congestion lasts for a shorter time, demand can be con
veniently expressed as hourly rates. 

All volumes, capacities, and demands used in the model are for a 1-hr period. This 
assumption can be, as it turns out, quite revealing. If the capacity of a critical location 
that now regularly experiences congestion is determined and the corresponding capacity 
restraint is not exceeded in the linear programming model, it simply means that meter
ing the flows would have prevented congestion at this location and that the entire ramp 
depiand would be satisfied within the hour. In other words, if the hourly capacity con
straint is not exceeded, the congestion is caused by short-time surges of traffic or a 
downstream bottleneck. 



16 

Objective Function. -The model has as its objective the maximization of the output 
of the system of interest in the time period considered. The output is considered to be 
the volume leaving the system via the freeway mainline output and all of the exit ramps. 
The number of vehicles entering a closed freeway system during some time period 
equals the number leaving plus the number stored in the system during the same time. 
Thus, the input to the system equals the output plus storage. The storage rate can be 
positive or negative depending on whether vehicles are entering or leaving storage. As 
congestion develops and as congestion diminishes the absolute value of the storage rate 
increases. During steady-state conditions, either in free flow or congestion, the change 
in storage approaches zero, i.e., the number of vehicles in the system over the time 
period remains relatively constant. Since the prevention of congestion is incorporated 
into the linear programming model, the change in storage is considered to be zero. 
Hence, the input of the system is equal to its output, so input can be substituted for out
put in the r.riterion functi.on. The objective of the model, then, is to maximize the input 
to the system. This can be interpreted on an intuitive basis; the model is maximizing 
the number of vehicles which can enter the system without encountering congestion be
fore leaving. The variables of the model are the volumes at the input sources. 

[It will be noticed that two different systems have been discussed so far. The first 
is the system in which the travel time is being minimized. This is the system consist
ing of the freeway and the areas where vehicles wait to be allowed to enter the freeway. 
The second system, which is considered in the linear programming model, consists of 
only the freeway and the entrance ramps up to the metering devices; thus, it does not 
include the waiting areas . If we call the first system the larger system and the second 
system the smaller system, the two are related as follows. (See Fig. 10.) We have 
seen that minimizing the travel time in the larger system is equivalent to maximizing 
the output (rate) in the larger system. Since the outputs of the larger and smaller sys
tems are identical, this is equivalent to maximizing the output of the smaller system. 
If no congestion develops in the smaller system the input equals (very nearly) its output. 
Hence, maximizing the input (rate) to the smaller system without causing congestion is 
equivalent to minimizing the total travel time in the larger system. J 

H - Hctcring llcvice 

\-/ - lfaiting Areas - in Large Syster.i Only 

-- -- El\Tl RE S!IALL SYSTEi·I 1S PJ\ltT or LA\(CE SYSTEI I -- -

Figure 10 . Two systems considered in the analyses . 
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Constraints . -The model has two types of restraints. Since the development of con
gestion at many freeway sections reduces the flow rate at these sections, one of the 
restraints is that congestion will not be allowed to develop at any location on the free
way. Alternate ly stated, the flow upstream of all critical sections on the freeway will 
be constrained so that the capacity flow rates at these critical locations will not be ex
ceeded. In applying the model for normal operating conditions , constraints have to be 
established for only those locations which are, a priori, known to be likely sources of 
congestion. 

The second restraint is that there are certain upper limits placed on the input vol
umes, because there is a limited demand or number of people desiring to use each ramp 
during any time period. This demand could, however, increase or decrease when a 
metering system is put into operation. If travel times on the freeway were lowered, 
the freeway would become more attractive to some motorists. This generated traffic 
must enter the freeway somewhere, so some ramp volumes could increase. However, 
some of the increased traffic on a given ramp might have formerly used another ramp 
in the system. It is also possible that many vehicles will be diverted from the freeway 
altogether, because of the delays at the entrance ramps which are caused by the meter
ing operation. Thus an increase or a decrease in a ramp's volume is possible. In this 
model, it is assumed that the maximum demand is known for all ramp inputs as well as 
for the freeway input. 

Statement of Model. -The deterministic model, then, yields the volume at each input 
source which maximizes the total input to the system subject to two types of constraints. 
First, a set of constraint equations is required to assure that congestion will not develop 
at any location . A second set of constraint equations restricts the inputs from each 
source so as not to exceed the demand at the source. 

Development of Prototype of Deterministic Model 

Objective Function. -The variables of the linear programming problem are the input 
volumes from each of the input sources. The variable corresponding to each input is 
shown in Table 2. The objective is to maximize X1 + X 2 + X3 + X 4 + Xs + X6. 

Constraints. -The first set of constraint inequalities, those which require that de
mand not exceed the free-flow (or possible) capacity at each critical location on the 
freeway, utilizes the data from Table 1. It is necessary to know the percent of each 
input volume that will appear at each bottleneck location on the freeway. For example, 
the capacity at section A is 5, 900 veh/ hr, so the total demand at this section must be 
kept lower than 5, 900 vehicles for the hour. The percent of vehicles crossing this sec
tion from each input is listed in the "through" column (Table 1). This volume is the 
freeway mainline output. One hundred percent of the Des Plaines and Harlem ramp 
traffic crosses this section, while 94. 9 percent of the Austin ramp traffic, 93. 3 percent 
of the Central traffic, etc., pass through this bottleneck. Expressed decimally, the 
first constraint is 1.00 X1 + 1.00 X 2 + 0.949 X3 + 0.933 X4 + 0.824 Xs + 0.519 X6 .'.:: 

TABLE 2 

VARIABLES AND CORRESPONDING 
INPUT VOLUMES 

5,900. This assures that congestion will 
not develop at the Des Plaines Avenue 
entrance ramp merging section. 

Another potential bottleneck location is 
the merge of the Austin Ave. entrance 
ramp (section B in Fig. 9); the capacity 
here is 6, 000 veh/ hr. All of the Austin 
and Central entrance ramp traffic crosses 

Variable Represents Input Volume at this section, while only the portion of the 

Des Plaines entrance ramp 
Harlem entrance ramp 
Austin entrance ramp 
Central entrance ramp 
Cicero entrance ramp 
Cicero mainline 

Cicero ramp and freeway input traffic 
which does not exit at Laramie, Central 
or Austin would pass section B. For the 
freeway input traffic, 38. 1 percent leaves 
the freeway without reaching section B 
( 13. 7 percent at Laramie, 8. 6 percent at 
Central, and 15. 8 percent at Austin). The 
remaining 61. 9 percent of this traffic 
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TABLE 3 

MAXIMUM HOURLY DEMAND 
AT EACH INPUT 

Input 

Des Plaines 
entrance ramp 

Harlem entrance 
ramp 

Austin entrance 
ramp 

Central entrance 
ramp 

Cicero entrance 
ramp 

Cicero mainline 

Variable 
Max. 

Hourly 
Demand 

600 

475 

450 

500 

825 
6,800 

(0.619 XG) crosses section B. Similarly, 
92. 2 percent of the Cicero ramp traffic 
(0. 922 Xs) passes this bottleneck location. 
The constraint for the Austin Avenue merge 
is 1. 00 X3 + 1. 00 X4 + 0. 922 Xs + 
o. 619 x 6.::; 6, ooo. 

The third and final bottleneck in the 
freeway system is the approach to the 
Austin Ave. exit ramp. This location is 
critical because of the transition from 
four lanes to three lanes. The capacity of 
this location (section C) is 6, 450 veh/ hr, 
so the constraint for section C is 1. 00 X4 + 
0 . 969 Xs + 0. 777 X6 .::; 6, 450. 

These three constraints , when met, as
sure that congestion will not develop at any 
of the three bottleneck locations. 

Another assumption was implicitly made 
in the formulation of these equations: there 
is a one-to-one tradeoff between ramp ve
hicles and freeway vehicles; that is, a 
ramp vehicle "uses only as much capacity" 
as a vehicle already on the freeway. If it 

is determined that this is not true (i.e. , that the reduction of ramp traffic by one vehi
cle would allow more than one vehicle increase on the freeway) this can easily be put 
into the model provided the tradeoff is a constant. In the three constraints discussed 
so far, unity has been the coefficient of the variable corresponding to the traffic on the 
merging ramp. This would have to be changed to the correct value (the number of addi
tional freeway vehicles which can be passed due to a one-vehicle decrease in ramp traf
fic) in the constraints. The capacity would also have to be increased to compensate for 
this change since the ramp volume is weighted more heavily. If 1. 5 is found to be the 
correct coefficient, the second restraint (Austin entrance ramp merge) would be re
written 1. 5 X3 + 1. 00 X4 + 0. 922 X5 + 0. 619 XB = C, where C is the modified capacity. 

Table 3 gives the values of the maximum hourly demands at each input location . . The 
constraint inequalities which prevent an input from exceeding the demand are 

X1 ~ 600 
X2 ~ 475 
X3 S 450 
X4 .S 500 
Xs S 825 
x 6 ~ 6, 800 

Statement of the Prototype Model.-The prototype model, which maximizes the input 
to the system s ubj ect to constraints which (a) assure that congestion will not develop , 
and (b) assure that ramp volumes do not exceed the demand, is stated as follows: 

Maximize X1 + X2 + X3 + x4 + x5 + x 6 
Subject to X1 + X 2 + 0.949 X3 + 0.933 X4 + 0.824 Xs + o. 519 x 6 s 5,900 

X3 + x4 + o. 922 x5 + o. 619 x 6 s 6,000 
~ + 0 . 969 Xs + 0.777 X6 .s 6,450 

X1 s 600 
X 2 .s 475 

X3 s 450 
x4 s 500 

Xs s 825 
x 6 s 6,800 

This assumes a one-to-one tradeoff between ramp and freeway vehicle in the merge 
constraints . 
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0 0 0 0 

s6 s7 SB s9 bl 

5900 

6000 

6450 

600 

475 

I 450 

I 500 

I 825 

I 6800 

0 0 0 0 Z0=0 

0 0 0 0 

s6 s7 SB S9 

-.949 .080 .206 447 

- 1 .047 . 158 213 

-.969 -.777 367 

.949 -.080 -.206 153 

475 

I 450 

I .969 .777 133 

I 825 

I 6800 
z = 

.051 0 .Ill .429 0 
9364 

Computational Solution of Prototype Problem. -This problem can be solved quite 
easily by the well-known simplex computational technique ( 10). In order to do this, the 
inequalities must be converted to equalities . This is done by adding a slack variable 
to each constraint. The set of these slack variables are S1, . . . , Sg. Table 4 shows 
the original simplex tableau. 

In this tableau, the second row (Xj row) contains the designation of the variables cor
responding to the particular column. The rate of change of the criterion function for 
each variable is located in the top row ( Cj row) above the variable. The Xi column 
contains the basis variables and the rate of change of the criterion function for each of 
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these is located adjacent to them in the Ci column. Hence the subscript designation j 
refers to any variable, whereas the subscript i refers only to the basis variables. 

The slack variables, S1, .. . , 89, constitutP. thP. original hasis since they form an 
identity matrix. This can be seen in the Xi column since S1, ... , S9 appear in this 
column. The last column (bi column) contains the current values of each basis variable. 
Originally, for example, S1 = 5, 900 . 

The Zj - Cj row contains the evaluators which are used to determine whether the 
introduction of a particular variable into the basis will produce an increase in the value 
of the criterion function. If a particular Zj - Cj is negative the introduction of the cor
responding variable into the basis will produce this increase. As seen in Table 4, any 
of the six variables (X1, X2, Xa, X4, Xs, Xe) will improve the solution when introduced 
into the basis. 

The value of Zo is the value of the criterion function which is produced by the partic
ular set of variables in the basis . Since, in thP. original ta.hlP.au, all ha sis variables 
are slack variables and do not contribute anything to the criterion function, Zo = 0. 

Six routine simplex iterations (one for each variable introduced into the basis) were 
required to reach the optimal solution for this model (Table 5). The values of the basis 
variables which yield the optimal solution appear in the column on the right. All of the 
non-basis variables equal zero, of course. 

Interpretation of Solution . -In the formulation of the linear programming model it is 
possible to put in constraints which turn out to be redundant. For such equations the 
slack variables have positive values in the optimal solution. The interpretation given 
to the value of a slack variable in the optimal solution is the amount that a particular 
constraint would have to be reduced before it would cease to be redundant (10). In other 
words it is the excess "capacity" contained in the restrictions. -

There are three slack variables in the optimal basis. They are S2, 84 and S1. The 
slack variable S2 is for the second equation, which is the capacity restraint at the Austin 
on-ramp merging section. Since S2 = 213, 213 more vehicles could be passed through 
section B without developing congestion. The fourth equation states that the volume on 
the Des Plaines entrance ramp cannot exceed the demand of 600. However, the capaci
ty of section A provides a greater restriction on the Des Plaines volume than this. This 
merging capacity restricts X1 (the Des Plaines ramp volume) to 447 vehicles. This is 
153 less than the demand on this ramp, so 84 = 153 and there would be an unsatisfied 
demand of this amount at the Des Plaines ramp. Similarly, since S7 = 133 there would 
be an unsatisfied demand of 133 vehicles in the hour period at the Central Ave. on-ramp . 
The capacity at section C provides a greater restriction to the variable X4 than does the 
limit which is placed on the ramp demand. The total number of vehicles which must be 
prevented from entering the freeway during the hour is 84 + S1 = 286. 

The effect on the value of the criterion function of unit changes in constraints is also 
interesting (Table 5). These are contained in the Zj - Cj row. The Zj - Cj at this stage 
are the optimal values of the dual variables (10). The dual variables are interpreted 
as the rate of change of the criterion function for a unit change in the corresponding 
constraint. For example, the dual variable for the first constraint is contained in the 
Zj - Cj row of the slack variable for the first equation (S1). Its value is 1. This means 
that for a unit increase in capacity at section A, a unit increase in the system output (or 
input) is realized. The dual variable for the second constraint is zero. Since section B 
is not now (optimally) operating at capacity, increasing the capacity at this location 
would merely add to the overcapacity and would not increase the output of the system. 

The dual variable for Eq. 3 must be interpreted as an expected value since its 
value is 0. 067 . If the capacity at section C were increased by one, an additional vehi
cle could be allowed to enter the freeway from the Central Ave. ramp without creating 
congestion at C. However, the vehicle could only be allowed on the freeway if it were 
going to exit before reaching section A or congestion would develop at that point. Since 
6. 7 percent of the vehicles entering the freeway at the Central Ave. ramp leave at 
Harlem Ave., the expected increase in input is only 0.067 vehicle-the value of the dual 
variable. This analysis indicates that remedial action in this subsystem should begin 
at the Des Plaines Ave. bottleneck since the value of its dual variable is higher than that 
of either of the other two bottlenecks. 
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For both Eqs. 4 and 5 the value of the dual variable is zero. These equations 
refer to constraints on demand at the Des Plaines and Harlem on-ramps. Since section 
A is operating at capacity, any increase in demand at either ramp could not be matched 
by an increase in the output (or input) volume. 

Equation 6 placed an upper limit on the volume input at the Austin entrance ramp and 
the value of the dual variable for these equations is O. 051. This again is the expected 
value of the increase in system input with a unit increase in demand at this ramp. Of 
the vehicles which enter the freeway at Austin, 5 .1 percent exit at Harlem. Hence, the 
probability that the additional vehicle would exit at Harlem is O. 051. Since it would be 
allowed to enter the freeway only if it were not going to pass through section A, the ex
pected value of the increased input is O. 051. 

The demand constraint at Central Ave. is redundant so its dual variable is zero. 
The Cicero ramp and Cicero mainline have dual variables equal to O .111 and O. 429, 
respectively. Again these are interpreted as the expected values of the increases in 
system input for a unit increase in demand at these points. A closer look at the value 
of O. 111 at the Cicero ramp location is of some interest. The additional vehicle could 
only be allowed to enter the freeway if it were not going through section A. The proba
bility of being allowed to enter the freeway is O .176. However, if the vehicle crosses 
section C it will decrease by one the allowable number of vehicles from the Central 
ramp. Each vehicle entering at Central Ave. has only a O. O 67 probability of being al
lowed to enter and the probability of a vehicle entering at Cicero Ave. crossing section 
C is O. 969. Hence, the expected increase in system input with a unit increase in de
mand at the Cicero ramp is 0.176 - (0.969) (0.067) = 0.111 vehicle. 

The optimal tableau shows a value of 9, 364 for Zo. This means that, in the hour 
considered, 9,364 vehicles could enter the system of freeway without encountering con
gestion and that this is the maximum number that can do so. 

Extension of the Deterministic Model. -One of the potential drawbacks of a metering 
system is the buildup of queues of vehicles on the metered entrance ramps . One re
striction that could be placed in the model is an upper limit on the number of vehicles 
which are not allowed to enter the freeway in the period considered. This can be alter
nately viewed as establishing the minimum number of vehicles using a given ramp in 
the time period or a lower limit on the metering rate. This is not necessarily the max
imum queue length but could perhaps be related to this quantity without a great deal of 
difficulty. In any case it might be meaningful to place a limit on the number of vehicles 
in the hour period which are not allowed to enter the freeway from any input. 

This is simply an upper limit on one or more of the slack variables and could be ac
complished by adding inequalities of the type Sj _s Qj, where Sj is the jth slack variable 
and Qj is the maximum number of vehicles on the jth ramp which are not allowed to 
enter the freeway in the time period considered. 

Accidents, disabled vehicles, adverse weather, etc., frequently cause reduced 
capacity operation at one or more sections on the freeway. Hence, it would be desir
able to somehow incorporate the effects of these events into the model so that optimal 
system operation (under the reduced capacity conditions) can be obtained. The discus
sions will be concerned with a capacity reduction at one section but this can readily be 
extended to cover the adverse weather situation. 

In order to include the reduced capacity situation a capacity constraint will have to 
be placed on a section between each successive pair of ramps or, alternately viewed, 
on a section downstream of each location at which the volume can change. These would 
be similar to the constraints placed on sections A, B, and C in Figure 9. During nor
mal conditions the normal capacity at each section would be used and many of the con
straints would be redundant. However, in case an accident reduced the capacity at a 
given section, the reduced capacity would be used in the constraint for this section. 
The solution of this problem would yield the optimal inputs at each ramp under the con
ditions. 

When thinking of using the linear programming model for control, one might wonder 
how the capacity at an accident location could be determined since an accident can have 
a wide range of effects-from virtually no effect to the closing of all of the freeway 
lanes (in one direction) . If a detection station is located downstream of the accident it is 
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possible to measure the capacity flow rate directly when congestion develops at the ac
cident. The flow rate at the downstream detection station would be the capacity flow 
rate past the accident. This capacity could then be used in the linear programming 
model if it were being used for control purposes. 

Limitations. -The use of the deterministic linear programming model assumes ac
curate knowledge of the O-D characteristics of each volume input source in the system. 
These data might change significantly with time on a given day or from one day to 
another. The implementing of a metering system would almost certainly change these 
characteristics so it would be necessary to obtain new O-D data for the system. 

This model can be used only for time periods which are long compared to the travel 
time through the system. For this reason, it might be necessary to consider a dynamic 
model. 

Obtaining O-D Data and Estimating Demand at a Section. -In view of the sensitivity 
of Lh1:1 moue::1 lu cliaii~~s iu ce1•Laln O- D data , it is quite important to have an accurate 
knowledge of these data. Since it might vary by time of day the data should be collected 
according to short time periods (such as 15 minutes). It is necessary to determine for 
each input source for each time period the percent of vehicles which exit at each output. This 
could be done in any one of several ways. The method discussed here consists of a 100 
percent sample of vehicles entering each ramp on each of several days. It is quite a 
laborious method but it provides a great deal of information that more conventional 
O-D techniques could not provide. Sampling could be confined to time periods of 
interest. 

The method was actually used by Brenner, et al. (11), but for different purposes. 
It consists of recording the time of arrival and the license number of each vehicle en
tering the freeway at each entrance ramp in the system, the time of departure and 
license number of each vehicle leaving the freeway at each exit ramp and counts of all 
vehicles entering and leaving the system via the freeway input and output. Matching 
the license numbers and times would yield the O-D data by time of day. As was done by 
Brenner, et al., these data could be used to determine travel times as well. 

Another valuable by-product of these data would be the ability to estimate the demand 
on any section in the system. If the free-flow travel time between an entrance ramp 
and a bottleneck section is t, a vehicle entering the freeway at this entrance ramp at 
time to represents one unit of demand at the bottleneck at time to + t (providing it does 
not exit before reaching the bottleneck). This is independent of the effects of inter
mediate bottlenecks. The sum of these demands over all inputs would yield the actual 
demand at a given bottleneck. 

CONCLUSIONS AND RECOMMENDATIONS 

This paper is primarily theoretical and presents many hypotheses which need to be 
tested. Subject to the validation studies suggested in the section on recommendations 
which follows, this theoretical study offers the following conclusions applicable to a 
somewhat idealized urban freeway system of the type which was analyzed. 

Conclusions 

1. Congestion develops at a bottleneck location when the upstream flow exceeds the 
bottleneck capacity for a sufficiently long period of time. 

2. The development of congestion at a bottleneck causes high-density, low-speed 
operation upstream of the bottleneck. 

3 . There is evidence to indicate that the flow rates at many freeway bottlenecks 
are lower when there is congestion upstream than during some periods of free flow. 
The reduction in the flow rate at a bottleneck under normal operating conditions may be 
due primarily to the inability of the congested upstream freeway to supply vehicles to 
the bottleneck at its capacity flow rate. Under these conditions the start-and-stop flow 
upstream of the bottleneck may be the factor limiting the flow rate to the bottleneck. 

4. Since congestion upstream of a freeway bottleneck can cause the bottleneck flow 
rate to decrease, the output of the freeway system can be increased (or maintained at 
its maximum level) by the prevention of congestion at all locations in the system. One 
goal of a control system, then, is to prevent the development of congestion everywhere 
in the freeway system. 
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5. In most cases, for a given demand on a street and/ or freeway system, the peak
period objective of maximizing the output of the system is equivalent to minimizing the 
total travel time in the system. 

6. Traffic control on freeway systems holds promise for reducing freeway conges
tion and reducing travel time in the total street and freeway system. Such controls in
clude both (a) controls on the freeway and (b) control of the inputs to the freeway. 

7. Control of certain inputs to the freeway system seems to be the most effective 
method of preventing congestion on the freeway during normal operating conditions and 
minimizing the effects of reduced capacity operation. Of the various input controls, 
ramp metering appears to hold the most promise. By allowing ramp vehicles to enter 
the freeway at the maximum rate that will not cause congestion, it should be possible to 
obtain the best use of the freeway system. 

8. At most metered entrance ramps, the vehicular storage capacity probably is in
sufficient to store the maximum queue which develops at the ramps. The storage of 
queued vehicles is one major problem of metering. 

9. Volume measurements should be very useful as predictors of developing con
gestion, as long as detection takes place upstream of all bottlenecks and entrance ramps. 
However, measurements of lane occupancy, speed or density are needed in addition as 
indicators of congestion, such measurements preferably to be made at bottleneck loca
tions. 

10. The use of volume measurements in a freeway control system also has other 
advantages: (a) such measurements provide a check to determine whether the output 
volume rate of the system is being maximized; and (b) the continuity characteristics of 
volume make it the only variable which is well suited to theoretical system analyses. 

11. Application of a control at one location affects traffic operations at many other 
locations . The entire system should be studied, not the isolated locations. For this 
reason, a systems analysis is perhaps the most adequate analytical technique for pre
dicting the effect of a control or control system on the system under consideration. 

12. Linear programming provides a valuable tool for describing the operation of a 
freeway system or subsystem. It is possible that it could be used in reduced capacity 
situations to determine the proper controlled ramp inputs to provide optimal peak-period 
operation of a freeway system. 

13. Demand on a freeway section can be estimated by sampling the 0-D character
istics and volume-time characteristics of free-flowing system inputs upstream of the 
section. 

Recommendations 

Probably the most important empirical study that should be undertaken is the study 
of the behavior of the macroscopic traffic variables at and upstream of various types 
of bottlenecks in order to determine the effect of control on traffic operation at these 
locations. The questions of whether or not congestion normally decreases the flow rate, 
in what situations the volume rate decrease takes place, and how much the volume de
creases due to congestion must be answered. In situations in which congestion does not 
decrease the flow rate, freeway travel time under normal operations can be significant
ly decreased only by decreasing the inputs. In this case, the output rate of the freeway 
is little affected by freeway storage, so the prevention of freeway congestion is not 
necessarily the peak-period objective (although it probably would still be desirable). 

The flow rate away from a queue should also be investigated because it will furnish some 
information on a steady-state congested flow rate. Perhaps there is no single value, 
but if there is, our knowledge of it will contribute greatly to the evaluation of the pos
sible effects of a control system. 

Shock wave development and propagation should also be studied. Queueing forms 
and dissipates at bottlenecks prior to congestion but finally flow breaks down when ex
cessive queueing takes place. The causes of queueing and the behavior of the shock 
waves at a bottleneck should be studied, because such study will furnish information on 
the causes of congestion and for what time period and by how much upstream flow rate 
can be allowed to exceed the bottleneck capacity. In other words , it will help to deter
mine the probability of congestion which is associated with a particular set of upstream 
flow conditions . 
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Since many freeway bottlenecks are at entrance ramp locations, the merging maneu
ver could be studied along with the shock waves and queues at bottlenecks. The capaci
ty of the merging areas under different conditions must be obtained in order to establish 
the upper limit of the ramp input rate for a given upstream flow rate. It is frequently 
assumed that there is a fixed merging capacity and that the proportions of vehicles 
merging from the ramp and freeway do not affect the capacity value. This assumption 
of a one-to-one tradeoff between ramp and freeway vehicles should be investigated. 

The effect of entrance ramp metering on the merging capacity is also needed. If 
metered arrivals from the ramp allow a larger upstream freeway flow rate, an addi
tional benefit of metering will have been realized. 

A method for the estimation of demand must be evaluated. The method of recording 
license numbers and arrival times of vehicles at the upstream entrance ramps as well 
as a free-flowing freeway section should be tested. The duration as well as the severity 
of the control at a given location depends on the demand function at this location. If it 
is not known, the selection of the proper control may be difficult. The changes in de
mand caused by upstream controls must also be determined. 

While the license numbers and arrival times are being recorded on the ramps, 
another important study should be conducted. The linear programming model assumed 
that the freeway 0-D pattern remained constant during the peak period. If license num
bers of exiting vehicles are recorded at each exit ramp, the changes in the 0-D patterns 
with time can be obtained. 

The control system proposed here would work best under "normal" traffic conditions 
(i.e., no accidents, disabled vehicles or other "unusual" events), since the full capacity 
of the freeway could be used. However, the "unusual" situation can also be taken care 
of since ramp closure is possible as part of a flexible metering system. In this case 
some vehicles would be diverted around the capacity reductions on the freeway and onto 
those surface streets which have remaining capacity. The frequency of these events 
under various volume rates and congestion conditions should be examined. Even more 
basic and important, the effects of a traffic accident, tire changer, disabled vehicle and 
other "unusual" events on traffic behavior and especially on the flow rates should be 
studied. The effect of adverse weather on the capacity flow rate of bottleneck sections 
also warrants intensive investigation. The complexity of the final control system may 
depend on the outcome of these studies. 

The cost of the final detection system could be substantially reduced if it is possible 
to use measurements of speed, lane occupancy or density to estimate volume or if it is 
possible to estimate the traffic variables for all lanes by sampling detection in one lane. 
These possibilities should be thoroughly investigated to determine the sacrifice of ac
curacy that accompanies an economic savings. 

The philosophy of this paper is to accept the total demand on the freeway and to op
erate the freeway system in an optimal manner. No vehicles (or at least as few as pos
sible) would be diverted from the freeway. They could be delayed from entering by 
means of the metering system. This set of conditions permits only the optimal opera
tion of the freeway system but does not assure optimal operation of the total system 
which includes the streets as well as the freeways . The next logical step is the devel
opment of a model which would yield the optimal operation of the entire system. Perhaps 
the Charnes-Cooper multi-copy model (10) with capacitated entrance ramp links (to pro
duce travel time increases with volume increases) would fill this need. 
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Operating Costs at Intersections Obtained From 
The Simulation of Traffic Flow 
EARL R. RUITER, Traffic Planning Analyst, Chicago Area Transportation Study, 

Chicago, Illinois*, and 
PAUL W. SHULDINER, Associate Professor of Civil Engineering, Northwestern 

University, Evanston, Illinois 

A computer program has been written which simulates the traf
fic at an urban intersection, and determines both delays and 
fuel consumption of vehicles passing through the intersection. 
By placing typical unit costs on hours of time and gallons of 
fuel, operating costs are determined for each vehicle and then 
averaged for all vehicles traveling on each of the two streets. 
The variable inputs to the program include type of intersection 
control ( two-way stop or semi-traffic-actuated signal), volume 
levels, turning percentages, critical lag at the stop sign or 
signal phasing and detector locations for the traffic signal, 
sampling time, and vehicle fuel consumption characteristics. 
The program is written for an IBM 704-709 computer and has 
an approximate real time to computer time ratio of four to one. 

To illustrate the usefulness of the program in the economic 
analysis of intersections, the program was run at various com
binations of main street and side street volumes under both 
traffic signal and stop sign control. The cost contours for each 
type of intersection control were compared to find areas where 
stop sign control resulted in the lowest operating costs, where 
traffic signal control was cheapest, and where the two types of 
control resulted in equal operating costs. The line of equal 
operating costs can be considered a warrant line separating 
traffic signal preferability from stop sign preferability. 

•AS AN AID in the selection among alternative transportation improvements , highway 
and traffic engineers have made extensive use of a form of economic analysis which 
involves the evaluation of the anticipated effects of each alternative upon road-user 
costs. Direct vehicle operating costs constitute a major element in such analyses, 
and much effort has, therefore, gone into determining how these costs vary with speed, 
gradient, curvature, and pavement and vehicle type (1, 10, 15). The excess cost of 
stopping over that of traveling at various constant speedshasalso been studied (1). 

A gap in the knowledge exists, however, in the case of predicting operating costs at 
intersections. Besides the previous factors, it appears that operating costs vary with 
volume and type of control. Because these relationships are not known exactly, traffic 
engineers now resort to noneconomic methods of justifying expenditures at intersec
tions. One such method is the use of warrants based on engineering judgment and on 
observations of intersection performance. Warrants have been developed for stop sign 
and traffic signal intersection control (_!_!, 13). Another noneconomic method is the 

*Formerly, Graduat e Student and Research As sistant, Civil Engi neering Department, North
west e rn Univers i t y . 

Paper sponsored by Canrnittee on Traffic Control Devices and presented at the 43rd 
Annual Meeting. 
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use of sufficiency ratings which gave an indication of the priority and need of various 
improvements (14). 

A method of accurately predicting operating costs at all intersections would make 
it possible to replace warrants based on judgment and observation of performance with 
warrants based on minimizing the total costs associated with the intersection. Also, 
individual projects proposed to improve a given intersection could be compared by 
means of the normal methods used in engineering economy. 

The purpose of this paper is to report on a method of predicting operating costs 
at intersections using traffic simulation techniques. The use of the method is illu
strated by the development of warrants based upon the minimization of operating costs. 

Prediction of Operating Costs at Intersections 

In the past, intersection studies have concentrated on describing vehicle behavior 
such as average headways, delays and queue lengths, as well as the variations in 
these factors with changes in volume level. Time-lapse photography and various 
types of delay meters have been used to study vehicle operating characteristics in the 
field. More recently, analytical models have been developed using probability and 
queueing theory (12, 13) and Monte Carlo methods for the simulation of vehicle be
havior (5, 9). Each of these techniques has its own inherent advantages and disad
vantages"-: However, Monte Carlo simulation holds, perhaps, the greatest promise 
through its ability to deal with complex probabilistic situations for which no direct 
analytical method of solution is known. 

For this reason, the simulation method was chosen as a basis for the development 
of a method for predicting operating costs at intersections. The model which was de
veloped is a combination of two previously developed computer programs. The simu
lation program which was used is that developed by Lewis (8, 9). Fuel costs are ob
tained using the methods developed by Robbins (6, 7). The combined program pre
dicts fuel and time costs, the two largest factors in operating costs. Among the fac
tors which are not considered are oil, tire, maintenance and depreciation costs. 

Lewis' program simulates the operation of the intersection of a four-lane and a 
two-lane street. The choice of traffic control is limited to either stop signs on the 
minor street or a semi-actuated traffic signal. 

Robbins' program calculates the speed profile and fuel consumption of a repre
sentative vehicle traveling over a given highway alignment. The speed profile is 
limited by driver preferences and vehicle characteristics. Fuel consumption is de
termined by calculating piston speed and brake horsepower required per square inch 
of piston area for each time interval. A value of fuel per brake horsepower hour can 
then be read from a fuel map relating this quantity to piston speed and brake horse
power required per sq.uare inch of piston area. 

Description of the Modified Program 

In order to obtain operating costs for vehicles passing through intersections, it was 
decided to modify the intersection simulation program written by Lewis so that it 
would calculate the fuel consumption of each vehicle as it moves through the intersec
tion area. The method of calculating fuel consumption is essentially the same as that 
developed by Robbins (6). Total operating costs are obtained for each vehicle as it is 
released from the intersection by adding its accumulated fuel costs (fuel consumption 
multiplied by gasoline cost) to its time cost (total time spent by the vehicle in the sys
tem multiplied by the value of time). These total operating costs are then accumulated 
for all vehicles starting in a given lane and performing a given turning maneuver. 

Simplifying Assumptions 

A number of the assumptions used to simplify the model are those employed by 
Lewis-- in formulating his simulation program: 

1. Vehicles travel so as to minimize their delays. 
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2. Factors such as minimum spacing of vehicles, maximum speeds, acceleration 
and deceleration rates, and acceptable gaps are constants for all drivers and all ve
hicles. 

3. Pedestrians have no effect on drivers. 
4. The opportunity to pass is limited to straight through vehicles following turning 

vehicles. 

Other simplifying assumptions were necessary in order to make the Lewis' and 
Robbins' programs compatible. These assumptions include the following: 

1. All operating costs except fuel and time costs can be ignored. 
2. The effects of vertical grades and curve resistances on fuel consumption at in

tersections can be ignored. 
3. Vehicles are capable of performing according to their drivers' preference; they 

arc not limited by the vehicles' capabilities as in Robbins' program. 
4. All vehicles using an intersection can be represented by one vehicle type, with 

one set of vehicle characteristics. 

Resulting Program 

The major addition to the Lewis program is the provision of a method of calculating 
fuel consumption for each vehicle during each time interval. By applying the simpli
fying assumptions to the Robbins' procedure, the following method for computing fuel 
costs was obtained: 

1. Determine the acceleration rate, average speed, and distance traveled during 
the time interval, based on the maximum desired speed, and limited by spacing, 
acceleration, stopping, and turning restrictions. 

2. Determine which gear the vehicle will be in. 
3. Calculate the speed of the engine in revolutions per minute. 
4. Calculate air, rolling, and acceleration resistances. 
5. Calculate the brake horsepower required per square inch of piston area. 
6. If the vehicle is idling at a stop or coasting, use a linear equation relating fuel 

consumption to engine speed to calculate the fuel consumption. If the vehicle is not 
idling or coasting go to step 7. 

7. Calculate the rate (feet per minute) of piston travel. 
8. Use the results of steps 5 and 7 to find from the fuel map the amount of fuel 

per brake horsepower hour which will be consumed. 
9. Multiply the results of step 8 by the brake horsepower and the time increment 

to determine the amount of fuel which will be consumed during the current time inter
val. 

Lewis' input routines were modified so that the vehicle data needed to calculate 
fuel consumption could be read in. Output routines were modified so that they would 
calculate and print out operating cost data in addition to the delay data given by the 
original program. 

The modified program has a real time to computer time ratio of four to one, using 
an IBM 709 computer. 

USE OF THE PROGRAM 

Selection of the Input Data 

Most of the input data were chosen to correspond to that used by either Lewis or 
Robbins in their individual programs. The fuel map and vehicle type (1960 Plymouth 
station wagon) were those used by Robbins. The intersection parameters were those 
used by Lewis. A summary of these data is given in Table 1. 

Computer test runs were made to insure that the action of the vehicles had not been 
changed from the experience in the unmodified program. Fuel consumption rates 
were determined and checked for reasonableness. Also, the variability or ratio of 
standard deviation to means of the operating costs for individual vehicles was 



TABLE I 

PARAMETERS AND INPUTS USED TO OBTAIN 
VOLUME WARRANTS 

Parameters: 

Maximum desired speed 
Maximum acceleration rate: 

Normal conditions 
Starting from stop 

Maximum deceleration rate: 
Normal conditions 
Stopping at amber light 

Arrival distribution 
Minimum vehicle spacing 

Inputs: 

Fuel map 

Vehicle 

Gasoline price 
Time cost 
Transient lime 
Sample time 
Distance of detectors Crom stop lines 
Critical lags 
Lane volumes 
Traffic signal controller intervals: 

Main street 
Minimum green 
Amber 

Side street 
Initial green 
Extension green 
Maximum green 
Amber 

Directional distributions 
Lane distribution, 4-lane streets: 

Outside lane 
Inside lane 

Turns, 1, of total volume: 
Main street, both turns 
Side street, both turns 

44 fps 

3 fps 2 

6 fps 2 

6 fps 2 

12 fps 2 

Modified binomial 
22 lt 

Typical for gasoline 
engines 

1960 Plymouth sta-
tion wagon 

$0. 33/gal 
$1.50/hr 
300 sec 
Variable 
21 ft 
5. B sec 
Variable 

30 sec 
3 sec 

2 sec 
4 sec 

30 sec 
3 sec 

60%-40% 

60% 
40% 

7 each 
14 each 
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checked so that production run time could 
be chosen which would result in a uniform 
level of accuracy from one operating cost 
figure to another. 

Selection of Computer Running Times 

As a first step in running the modified 
program, it was necessary to determine 
the duration of run required at each vol
ume level to attain a preselected level of 
significance. An equation relating dura
tion of run to volume was derived (see 
Appendix). The sample time for each run 
was determined by use of this equation 
for both main and side street volumes. 
The largest of the two durations pre
scribed was then selected. The resulting 
savings in machine time amounted to ap
proximately 30 percent when compared 
with the commonly used constant sample 
time of one hour. 

Warrants for Intersection Control 

One of the underlying purposes of the 
modified program is the developing and 
testing of intersection control warrants 
based on minimum average vehicle oper-
ating costs. Two types of intersection 
control (stop sign and semi-actuated sig
nal) and a range of main street volumes 

(400 to 1,400 veh/hr) were tested at side street volume levels chosen so as to lie on 
both sides of the minimum delay warrant line developed by Lewis. Additional side 
street volume levels were tested in those instances where the initial pair of volumes 
did not define the preference boundary. 

The results of these runs are given in Tables 2 and 3. Table 2 summarizes the 
values derived assuming traffic signal control; the results for the stop sign condition 
are given in Table 3. Figure 1 presents these data in terms of equal cost contours 
for both types of control for all levels of side street and main street volumes which 
were considered. The intersection of equivalent contour lines indicates combinations 
of side street and main street volumes for which vehicle operating costs are equal for 
both traffic signal and stop sign control. A warrant line may be drawn through these 
points representing the minimum vehicle operating cost boundary between these two 
types of traffic control. Such a curve is shown in Figure 2 (solid line) along with the 
minimum delay warrant line developed by Lewis. 

For the most part, the equal cost contours indicate that average operating costs 
increase with both types of control as either side street or main street volumes in
crease. At high levels of side street volume, however, the apparently anomalous 
situation exists of average vehicle costs decreasing with increasing main street vol
umes. If it is recalled that we are dealing with average vehicle operating costs, the 
explanation becomes fairly obvious. At constant side street volumes (and constant 
side street costs), the average side and main street costs decrease as a result of the 
increased proportion of lower main street costs brought about by increasing the number 
of main street vehicles. These contours would begin to slope downward to the right 
as congestion on the main street increases the main street vehicle operating costs. 

Since there is an added cost associated with installing a signal light at an intersec
tion instead of a stop sign, the warrant line in Figure 2 is not strictly applicable. 
However, when the cost of a signal light is capitalized over its useful life and the cost 
per vehicle is determined, it will be very low. 
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TABLE 2 

WARRANT PRODUCTION RUNS-TRAFFIC SIGNAL CONTROL 

Nominal Volumes Actual Volumes Avg. Operating Costs 
(veh/ hr) (veh/ hr) ($/veh) 

MSa ssb Msa ssb MSa ssb Bothc 

400 400 410 403 0. 0139 0.0224 0. 0181 
500 418 482 0.0135 0.0234 0.0188 
600 418 518 0.0140 0.0241 0.0196 
650 403 619 0. 0158 0.0220 0.0195 

600 150 624 160 0.0117 0.0234 0.0140 
200 622 206 0.0125 0.0244 0.0155 
250 624 216 0.0129 0.0212 0.0150 
350 657 342 0.0143 0. 0219 0.0169 
400 630 414 0.0149 0.0229 0.0181 

800 150 832 160 0.0126 0.0234 0.0143 
250 822 216 0.0132 0.0212 0.0149 

1,000 75 1, 068 80 0.0121 0.0222 0.0128 
175 1, 062 158 0.0124 0.0214 0.0136 

1, 200 50 1, 241 64 0. 0122 0. 0206 0. 0126 
100 1, 288 105 0.0129 0.0233 0.0137 
150 1, 272 160 0.0134 0.0234 0.0145 

1, 400 25 1, 428 21 0. 0110 0.0194 0. 0111 
75 1, 494 80 0.0129 0.0221 0.0134 

8'MS = mai n str eet . 
bss = s ide st reet . 
CBoth = both mai n and side street s . 

TABLE 3 

WARRANT PRODUCTION RUNS-STOP SIGN CONTROL 

Nominal Volumes Actual Volumes Avg. Operating Costs 
(veh/ hr) (veh/ hr) ($ / veh) 

Msa ssb MSa ssb Msa ssb BothC 

400 400 389 363 0. 0100 0.0214 0.0155 
500 385 508 0.0099 0.0247 0.0183 
600 385 580 0.0099 0.0254 0.0192 
650 385 608 0.0099 0.0257 0.0196 

600 150 642 165 0. 0101 0.0256 0.0132 
200 619 207 0.0101 0.0318 0.0155 
250 623 263 0. 0101 0. 0309 0.0163 
350 672 309 o. 0101 0.0331 0.0174 
400 645 353 0.0101 0.0369 0,0196 

800 150 877 165 0.0098 0. 0293 0. 0129 
250 834 254 0.0099 0. 0430 0. 0176 

1,000 75 1, 039 71 0.0100 0.0349 0. 0116 
175 1, 073 179 0.0100 0. 0581 0. 0169 

1,200 50 1, 235 48 0.0100 0. 0428 0. 0112 
100 1, 221 99 0.0101 0.0520 0. 0132 
150 1, 246 170 0.0102 0. 1791 0. 0305 

1, 400 25 1, 421 21 0.0102 0. 0542 0.0108 
75 1, 432 71 0.0102 0. 1073 0.0148 

8'MS = main s treet . 
bss = s ide street. 
CBoth = both main and side streets . 
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TABLE 4 

VOLUME WARRANTS FOR 
PRETIMED SIGNAi ,sa 

Number of Lanes Volumes 

MS ss MS 

(a) Warrant I-Mini.mum Volume 

4 or more 
2 

2 
4 or more 

800 
500 

ss 

250 
333 

(b) Warrant 11-InterrupUon of Continuous Traffic 

4 or more 
2 

2 
4 or more 

900 
750 

125 
167 

allerived f rom ManuaJ. on Uniform Traffic Control 
Devices , pp. 185-186; pretimed signals are war
ranted whenever the i ntersection volumes· exceed 
those given f or 8 hr per day, 

Comparison with Other Warrants 

Figure 2 shows graphically the dif
ference between the minimum delay war
rant developed by Lewis and the minimum 
operating cost warrant. The curves are 
nearly the same for main street volumes 
higher than 900 veh/ hr. The entire oper
ating cost curve, however, is more sharp
ly ''kinked" and therefore lies below 
Lewis' curve in the 550 to 900 main street 
volume range and above it for lower vol
umes. 

The warrants based on operating costs 
can also be compared with those given in 
the Manual on Uniform Traffic Control 
Devices (11) for pretimed traffic signals 
(Table 4).-The side street volume figures 
are given for both directions of approach, 
obtained from the Manual warrants by 
assuming a 60 to 40 percent directional 

distribution. If these warrants are interpreted strictly, the warrant line separating 
stop sign preference from signal light preference appears as a series of right-angled 
steps (Fig. 3). The lower corners of these steps are the points specified in Table 4, 
with changes of designation so that the main street is always the one with four traveled 
lanes and the side street the one with two traveled lanes. If the warrants are inter
preted more loosely, the warrant lane can be obtained by drawing a smooth curve 
through the points given in Table 4. Such a curve is also shown in Figure 3. 
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When discussing traffic-actuated signals the Manual states that they are warranted 
"at intersections where the volume of vehicular traffic is not great enough to warrant 
pretimed signals, ... if other conditions indicate the need for traffic control signals 
and justify the cost of installation." (11, p. 200) This seems to indicate that if the 
Manual gave specific volume warrantsfor actuated signals, they would be lower than 
those given for pretimed signals. 

Figure 3 indicates that the warrant for semi-actuated signals based on operating 
costs and the volume warrants for pretimed signals given in-the Manual would result 
in the same choice of intersection control (stop vs signal) in most cases. However, 
if the Manual curves were shifted downward to any great extent to serve as actuated 
signal warrants, the result would be that at many volume combinations at which sig
nals would be chosen they would result in higher operating cost than would stop signs. 

A number of factors must be kept in mind before applying the warrant for intersec
tion control based on operating costs. One of these factors is that the warrant is 
based on only one criterion of many possible criteria. Operating costs are minimized, 
but there is no recognition of such factors as pedestrian volumes, accident experience, 
and the need of progressive movement. Of course, the desire to minimize delays is 
taken into account by assigning a cost to a vehicle's time. 

Another factor which must be recognized is that the warrant is based on a host of 
assumptions as to drivers' characteristics, traffic characteristics, and fuel con
sumption characteristics of a representative vehicle. Changes in any of these param
eters will affect the warrant line obtained. 

The warrant line based on minimizing total operating costs is presented, therefore, 
not as the answer to the problem of what type of control to install at a given intersec
tion, but as an example of how tl).e operating costs at intersections program can be 
used. Once satisfactory values are found for all the parameters involved, similar 
warrants could be developed which could be combined with warrants based on other 
criteria in a handbook such as the Manual on Uniform Traffic Control Devices. 

CONCLUSIONS 

The addition of the calculation of operating costs to an intersection simulation model 
has provided a model which enables the engineer to analyze more accurately the oper
ating costs associated with intersections. These data are especially useful when de
termining the type of intersection control which should be used at intersections on 
major highways, whether this "control" is a stop sign, traffic signal, or the elimina
tion of the intersection by interchange. 

The volume warrants based on minimizing operating costs provide an economic 
method of determining whether traffic signals or stop signs should be used at inter
sections. Thi'S economic method can easily be improved by adding other costs (acci
dent, oil consumption, etc.) as they become available. The warrants developed here 
are in general agreement with the existing warrants given in the Manual on Uniform 
Traffic Control Devices. 
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Appendix 

Selection of Run Times 

The method used to determine the sample time necessary to achieve a desired de
gree of accuracy follows: 

Since we are concerned with comparing sample means with population means when 
the standard deviation of the population (a) is unknown, the two-tailed t test is appli
cable (3). 

in which 

\ ½a) (N-1) x - M =sw (1) 

t = statistic used to test for equality of population mean and sample mean when a 
is unknown; 

a = the probability of rejecting a true hypothesis; 
N-1 = degrees of freedom of t distribution; 

x = sample mean; 
M = population mean; 
s = sample standard deviation; and 
N = number of observations in the sample. 

We wish to keep the difference in means (x - M) less than or equal to a given frac
tion (p) of x. Therefore, let 

d (x - M) px 

Substituting Eq. 2 into Eq. 1 and solving for N, 

N is related to the volume level Q (veh/hr) and the elapsed time T (seconds) by 

N = QT/3, 600 

The variability of the sample data (V) may be defined in the following manner: 

V = .§. = ~ x d 

(2) 

(3) 

(4) 

(5) 

Substituting Eqs. 4 and 5 into Eq. 3 and solving for T, we obtain the final relation
ship for the sample time required to give a desired level of accuracy: 

T = 3, ~00 c(½a) (:-1) Vr (6) 
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TABLE 5 

DETERMINATION OF SAMPLE TIME REQUIRED 

Volume Avg. Std. Dev. 
Control Streeta Level Total Cost of Total Cost 

(veh/ hr) ($ / veh) ($ / veh) 

Semi-actuated 
traffic signal MS 252 0.0151 0.00687 

ss 365 0,0203 0.00762 
Stop sign MS 252 0.00991 0. 00639 

ss 367 0.01961 0.00976 

"Ms = 1n11.in street; SS = side s t ree t . 
bT = !Wlllpl e tillle (sec); Q = t raffic volurae ( veh/ hr) . 
"Late i· mod.i 1'ied to T = 412,000/Q, as tle 8c;r• l ue tl l ll Lile, text . 

Variability 

0.455 
0 . 375 
0 . 648 
0 , 497 

Eq. for Sample 
Time Requiredb 

T = 192, 000/ Q 
T = 130, 000/ Q 
T = 388, 000/ Q 
T = 229, 000/ QC 

In order to use Eq. 6 to determine the sample time required at a given volume level, 
values must be specified for a, p, and V. An a value of 0. 05 was chosen so that the 
results would be significant at the 95 percent level. The corresponding value oft de
pends on N - 1, the degrees of freedom, and N is unknown. However, t varies only 
slightly from a value of 2. 0 for all values of N between 20 and infinity when a = 0. 05. 
Since it seemed likely that more than 20 vehicles would have to be sampled, twas as
sumed to have a constant value of 2. 0. 

A value of p, the allowable fraction of deviation in x, of 0. 125 was chosen since 
this is approximately the accuracy of the operating cost calculation method (6). 

An analysis of the test runs indicated that the variability of the total operating costs 
depends both on the type of signal control and on which street is being considered. The 
results of this analysis are given in Table 5. Also given are the resulting equations 
for T obtained by substituting (into Eq. 6) the previous values given in Table 5. 

If the equations for T given in Table 5 are accepted, the implicit assumption is 
made that the variability found at the volume levels used in the test runs would remain 
constant, regardless of volume level. This assumption was checked by making a sec
ond set of test runs, with volumes of 1,400 and 25 on the main street and side street, 
respectively. The variabilities for these volume levels were all lower than those given 
in Table 5, except for the stop sign side street case, where the new variability was 
0. 667, higher than the 0. 497 given in Table 5. The equation for the sample time re
quired for this case was therefore revised to T = 412, 000/Q. Although the equation 
for T in each case could be further modified by making V a function of the volume level 
Q, this was not done because only limited information was available on the variation of 
V with Q. Since the two sets of test runs indicated that V tended to be a maximum at 
the intermediate volume levels, it was decided to use the maximum V's found in these 
tests and a ssume them to be constant for all values of the volume level. The net effect 
is to provide a factor of safety for high and low volumes to overcome the ignorance of 
the true value of V at these volumes. 
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Discussion 

RUSSELL M. LEWIS, Associate Professor of Civil Engineering, Rensselaer Poly
technic Institute-The authors have cleverly combined the work of D. H. Robbins on 
predicting operating costs of vehicles and the efforts of this writer in the development 
of a simulation model of a traffic intersection. They developed curves for direct 
operating costs based on the costs of fuel consumption and time. As an example of 
the use of these data, minimum volume warrants were presented for an actuated traf
fic signal. 

A word of caution should be given in regard to the direct use of the operating cost 
data as given in Figure 1. The validation of simulation models, such as the one used, 
is a most difficult if not impossible task. To minimize the effects of inaccuracies in 
the formulation of the model, however, the procedure of model comparison may be 
used. Insofar as possible, identical models were used to represent the studied intet
section as operated under the two types of traffic control-the two-way stop sign and 
the semitraffic-actuated signal. Any distortions present in the models are thus re
flected in a similar manner in the results obtained from each model. The differences 
in operating cost, therefore, are more reliable than the absolute values of operating 
cost as obtained for either type of control. The use of model comparison also permits 
the elimination as direct considerations of such cost producing variables as pedestrian 
movements, parking interference, and local intersection characteristics. 

One of the several advantages of the simulation method is that all variables may be 
precisely controlled. Traffic is generated by a Monte Carlo process using a prob
ability distribution function and a pseudorandom-number series that can be reset at 
the beginning of each run. Since only the central tendency is specified, the traffic 
volume that actually occurs during a run will vary somewhat with different lengths of 
the run. By using the same length runs for the two different control types, identical 
traffic volumes occur. (Actually slight var:!ations in traffic volume may occur due to 
differences in the pattern of releasing vehicles from the system at the beginning and 
end of runs under the two types of traffic control; such variations are very small for 
runs that simulate one hour of real traffic.) Furthermore, not only are the traffic 
volumes the same, but the exact pattern of vehicle arrivals is duplicated. The simu
lation model employed in this study contained a separate traffic generation and random 
number routine for each street, enabling the volume level to be varied on one street 
while retaining the identical traffic on the other street. 

The variability of the results obtained from the simulation model is a function of both 
traffic volume and control type. As volume levels increase on either street, the 
variability decreases; also the variability is less for signal control than for stop sign 
control. The use of a constant run time for each set of parameters, therefore, may 
appear wasteful of machine time. The authors developed a procedure which related 
the duration of a run to the two street volumes and the type of control. Unfortunately, 
the employment of variable run times mitigates a most important advantage of the 
simulation method. 

The use of a constant run time would have assured that comparisons in operating 
cost could be performed independently of any differences in the pattern of traffic that 
occurred during the periods sampled. In addition, constant run times yield traffic 
volumes that may be held constant on one street and varied in reproducible increments 
on the other street. This control over traffic volumes greatly assists in the analysis 
of the simulation data. 

An analysis of the direct operating costs (which include time costs) and the published 
delay data (9) was performed by the writer. The cost of time represented a nearly 
constant amount of 70 percent of the cost of operation. Furthermore, the remaining 
operating costs ( that due to fuel consumption alone) exhibited a wide amount of scatter. 
Therefore, it is indicated that not only is travel time the foremost factor, but also 
that it is more difficult to draw conclusions from operating cost when time is excluded. 
The value of time used by the authors was $1. 50/veh hr. If a persons per vehicle 
ratio of 1. 8 was assumed, this figure corresponds to $0. 83 per person hour. Although 



38 

it is most difficult to establish a monetary value of time, it is obvious that any in
crease in the value of time would further decrease the significance of fuel consumption 
as a factor of operating cost. 

It is felt that the apparent differences between the two warrant lines shown in Figure 
2 have been over emphasized by the authors. If a smooth curve were used for the war
rant based on minimizing operating cost, it would be almost identical to the curve 
based on minimizing delay originally developed by the writer. The discrepancies as 
shown in Figure 2 may be largely due to the sampling procedures used, rather than to 
a.ny hasic divergence in warrant principles. 

The operating cost information presented by the authors is of great interest and 
should prove useful in economic studies. For the purpose of developing warrants for 
intersection control they aptly point out that many other factors (such as accident po
tential, pedestrian movement, and control at adjacent intersections) must be con
sidered. Delay is recommended as generally preferable to operating cost as the basis 
for intersection control volume warrants for the following reasons: 

1. Delay represents the major portion of operating cost, and the inclusion of other 
direct operating costs does not materially affect the conclusions that would be drawn 
from delay alone. 

2. Delay is the more readily measured quantity. 
3. Delay is the most identifiable factor by the motorist and is dominant in his 

determination of acceptable intersection control techniques. 

EARL R. RUITER and PAUL W. SHULDINER, Closure. -The authors wish to ex
press their appreciation to Professor Lewis for his continued interest in the work 
using his simulation model. The points brought out in the discussion are conducive to 
a better understanding of the paper and of the problems involved in simulation in general 
and in the simulation of operating costs in particular. 

Professor Lewis advocates the use of constant run times so that the problem of dif
ferent patterns of traffic at constant nominal volumes does not arise. However, this 
problem does arise in reality. The authors feel that the statistical analysis provides 
a satisfactory method of dealing with the problem, whereas the use of constant run 
times ignores the problem. If the problem is ignored, the model is removed one more 
step than is necessary from the reality of random traffic. 



Spillback from an Exit Ramp of an Expressway 

D. C. GAZIS, IBM Watson Research Center, 
Yorktown Heights, New York 

A discussion is given of the problem of control of an over
saturated system comprising an expressway, a highway, and 
an exit ramp leading from the expressway to the highway. A 
traffic light is assumed to control the intersection of the exit 
ramp and the exit highway. When this intersection becomes 
oversaturated, the queue along the ramp may spill back into the 
expressway causing a reduction of its throughput. Any improve
ment in the service rate of the exit ramp can be effected at the 
expense of causing some additional delay to the traffic on the 
exit highway. The operation of the traffic light serving the 
intersection of ramp and highway is determined, which mini
mizes the delay of the vehicles served by the entire system. 

•ONE very common feature of congestion is the progressive deterioration of various 
sections of a roadway system due to the "spillback" from one section to its neighbors. 
Spillback is the r esult of queueing at certain points coupled with the troublesome fact 
that automobiles have nonzero length, and s ometimes appreciably so. Given this 
reality, spillback could only be avoided by providing ample parking space for the 
queueing vehicles. In practice, such parking space is limited or even nonexistent. 
The question arises whether or not judicious management of the inevitable queues 
might decrease the aggregate delay to the users of the entire system. 

In two previous papers (1, 2), examples were given of oversaturated systems in 
which the aggregate delay couTu be reduced by an appropriate allocation of the green 
time of the intersection signals throughout the period of oversaturation. The previous 
theory (1, 2) is used here for the treatment of the problem of optimization of an over
saturated system involving an expressway, 1, an exit ramp, 2, and the exit highway, 3 
(Fig. 1 ). The intersection of 2 aud 3 is controlled by a traffic light, 4, as in the case 
of an observed real situation. It is assumed that this intersection is oversaturated 
during a rush period. A queue may then build along the exit ramp, 2. When the length 
of this queue exceeds the storage capacity of the ramp, it spills back into the express
way. The spillback ties up at least one lane of this expressway. In practice, it ties 
up probably more than one lane, because drivers desiring to use the exit ramp may 
drive for a while along the lane next to the right lane and then slow down and try to find 
an opening into the queue. At the same time, some through traffic is invariably trapped 
in the right lane and fights its way out, very likely reducing the efficiency of the 
neighboring lane in this process. In any event, a substantial reduction of the throughput 
of the expressway is caused which frequently results in queueing along this expressway. 

In what follows, this spillback problem is treated as one of optimization of an over
saturated system involving three traffic streams along 1, 2, and 3. The control pa
rameter is the split of the green of the traffic light, 4, the operation of which is to be 
optimized during the rush period. 

Paper sponsored by Committee on Vehicle Characteristics and presented at the 44th 
Annual Meeting. 
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Figure 1. Configuration of the system 
comprising an expressway, 1, an exit ramp, 
2, and an exit highway, 3; t he intersection 
of ramp a nd highway is con trolled by a 

traffic light, 4. 
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Figure 2. Optimum control of the system 
when spillback can be avoided altogether. 

SOLUTION OF THE OPTIMIZATION PROBLEM 

The cumulative demand curves Qi, Q2, and Qa, of the streams 1, 2, and 3 are shown 
in Figure 2. The maximum and minimum service rates for streams 2 and 3 are de
termined from the operation of the traffic light 4. Thus, n, y3 correspond to allocation 
of maximum green to stream 2, whereas Y2, r3 correspond to maximum green for 
stream 3. The light cycle is, for the moment, assumed constant. Also shown are 
two service rates for stream 1, n and Yi. The former is obtainable when the express
way is unobstructed, and the latter is the reduced expressway throughput in case of 
spillback. It is assumed that Qi can be adequately served by the normal service rate 
n. 

More often than not the saturation flows s2 and sa are such that 

S2 < 83 ( 1) 

According to the theory ( 1), the optimum operation of light 4 alone would be a two-stage 
operation involving the service curves Oa EF and 02 ef, with the highway stream 3 
receiving preferential treatment. However, in the present case one must take into 
account that the intersection 4 is not isolated, and a large enough size of the queue of 
stream 2 will cause additional delays on the expressway. Let us draw the curve 

(2) 

where Q; is the maximum acceptable queue which does not cause spillback. Let the 
curve Q2 intersect the service curve 02 ef at points g and h. This means that if one 
accepts the service curve 02 ef for stream 2, he will cause spillback during the time 
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tg::; t::; th· The result will be a delay for stream 1 proportional to the area between Qi 
and the service curve RST, which will be denoted by A1 . 

Assuming now that we operate the light 4 so that the queue along 2 remains smaller 
than or equal to Q! at all times, any such service curve of stream 2 must be between 
the curves Q2 and 02ktmnf. The portions kt and mn of the latter curve are tangent 
to the curve Q2 and correspond to service rates r2 and Y2, respectively. The curve 
02ktmnf corresponds to the minimum possible service rate of the stream 2 which 
prevents spillback, with full utilization of the green light in both directions 2 and 3. 
The complementary service curve of stream 3 is 03KLMNF. Choosing these two 
service curves rather than the curves Q3EF and 02ef involves an increase of the 
aggregate delay at intersection 4 equal to the difference between the areas A2 and A3 
which are contained between the pairs of curves (KEN, KLMN) and (ken, ktmn), re
spectively. It may be seen that any trade-off of delay between streams 2 and 3 involves 
quantities proportional to the saturation flows s2 and S3. This is so because the trade
off is accomplished by taking green time from stream 3 and giving it to stream 2. The 
utilization rate of this green time is then reduced from SJ to s2 cars per second of 
green. Accordingly, the ratio Az/ AJ is given by 

(3) 

The total change in the aggregate delay of all three stream::: is given by 

(4) 

or, in view of Eq. 3, 

o = A1 + A2 ( 1 - : : ) ( 5) 

A net reduction of delay results if o is positive. In this case it pays to adopt the 
strategy of keeping the queue along the ramp below the critical value Qt. If o is 
negative, U1en spillback is not as damaging as it appears, at least in terms of total 
delay, which is minimized by an optimum operation of the traffic light 4, assumed 
isolated (1 ) . However, it may still be desirable to prevent congestion on the express
way for safety reasons which may override delay considerations. If this is the case, 
one may accept a small negative delay trade-off, o. 

Assuming that the delay criterion is the dominant one, we find that a critical con
stant rate, qr, of demand along the expressway exists, which is related to A-2 -
according to a relationship obtained by setting o in Eq. 5 equal to zero. Thus, 

where the left-hand side of Eq. 6 is equal to Ar, and 

Solving Eq. 6 for qr, 

If the demand rate is smaller than qr, then spillback is the lesser of two evils, 
since it corresponds to minimum total delay. 

(6) 

(7) 

(8) 

By similar arguments we may investigate the possibility of allowing spillback during 
a portion of the interval (th - lg). If the rate of demand along the expressway falls 
sufficiently below n it may be profitable t o adopl a str ategy such as that couesponding 
to the dashed line r/J in the middle diagram of Figure 2, and the complementary service 
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Fi gure 3, Optimum control of the system 
when spill bac k is unavoidabl e f or at least 
a shor t period between the ons e t of o v~r -

saturation and the time T2 • 

curves for streams 1 and 3 (the last one 
not shown in Fig. 2). This policy will 
introduce some additional delay to the 
stream 2, and because of spillback it will 
also delay s ome vehicles in the stream 1. 
It will reduce somewhat the average delay 
t o stream 3. The net change can be com
puted by an expression similar to Eq. 5, 
if the exact shapes of Q2 and Qi are known. 
Finally, if the demand rate along the ex
pressway falls below Y1, it is always 
profitable to allow spillback. 

So far, we have discussed only the case 
when it is possible to prevent spillback 
during the entire rush period, if so de
sired. This is not the case if the tangent 
to the curve Q2 with slope equal to r2 
intersects the abscissa axis to the left 
of 02, as shown in Figure 3. In this case 
spillback is inevitable, due to a very fast 
rise in demand along the exit ramp. The 
best one can do is maintain maximum 
service for the stream 2 Wltil the spillback 
is eliminated at time T2. This alternative 
is to be compare d with that corresponding 
to the service curves Q3EF, 02ef, and 
01 RST. The net change in total delay, o, 
is again given by Eq. 5, where A1 and A2 
now denote the total delay to streams 1 
and 2 minus the inevitable one shown by 
the shaded areas of Figure 3. If o is 
positive, then spillback should be prevented 
after T2. 

The preceding discussion has certain 
similarities with the examples of Refer

ences 1 and 2 and ce rtain differences. As in those examples, the solution given is 
a determinisfic one depending on the demand during the entire rush hour rather than 
the instantaneous sizes of the queues. Also, the need for anticipating the critical 
behavior of queues, on the basis of available data regarding recurrent demands, is 
shown in Figures 2 and 3. Thus, if spillback is to be avoided, one must s ometimes act 
before the queue along the exit ramp attains the critical size Q! . Thus, the optimum 
strategy calls for maximu m service of this queue starting at tk ( Fig. 2) and at 0, i. e . , 
the onset of oversaturation (Fig. 3 ). 

One special feature of the present problem is that the size of the queue along the 
exit ramp affects the service rate of the expressway 1. This was not the case in the 
problems of References 1 and 2 where it was pointed out that the asymptotic behavior 
of the demand curves, ne-ar the- end of the rush period, might be sufficient for deter
mining the optimum operation of the traffic lights. In the present problem, however, 
the exact shape of Q2 (t) is needed. Moreover, the solution is more sensitive to fluc
tuations of demand along 2. In any case, the discussion given can be used as a guide 
for designing an adaptive control system which takes into account fluctuations of demand. 
For example, if spillback is to be avoided, the system must keep the size of queue 
along 2 below the critical size Q! at all times. 

VALUE OF PARKING SPACE 

Let us try to get a gross estimate of the value of an increase of the parking space 
along the exit ramp , or equivalently of the critical queue size Qt An increase of Qf 
by one car permits a reduction of the area A2 (Fig. 2) by 
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(9) 

Assuming that spillback is to be avoided, the increase in Qt will result in total reduc
tion of delay for streams 2 and 3 equal to 

(10) 

Cons ider an exa mple : assume s3 / s2 = 2, th - tg = 1 hour, and a cost of delay equal 
to $1. 50 per hour . Also , assume that oversaturation occurs approximately once a clay 
or, say 300 times per year. During a 30-yr amortization period, the increase in 
capacity by one car will result in a reduction of delay which may be valued at $13 , 500. 
A highway planner may take such an estimate into account in deciding whether to in
crease the capacity of an exit ramp or not. It should be pointed out, however, that 
the return per unit increase of Qt diminishes as one approaches the maximum vertical 
distance between the curve Q2 and the line 02 ef (Fig. 2). The decrease in rate of 
return is equal to the decrease of (th - t g), or r oughly linear . 

Incidentally, a substantial decrease in delay may also be accomplished by a drastic 
reduction of the average length of the automobile. This will be the case, provided that 
the overall performance of the automobiles is not affected by the reduction of their 
size, a conjecture which will be easily refuted by Detroit. 

OPTIMUM LIGHT CYCLE 

Up to this point, the light cycle at intersection 4 has been assumed constant. It 
should be interesting to find the value of the light cycle which optimizes the overall 
performance of the system in terms of delay. The light cycle influences delay in the 
following ways: 

1. A long cycle decreases the delay by increasing the utilization rate of the cycle, 
assuming that the lost time due to acce leration and clearance is essentially independent 
of the light cycle length. 

2. A long cycle increases the additional per cycle delays due to intermittent service. 
These delays are proportional to the sawtooth areas of Figure 4. 

3 . A long cycle decreases the effective parking capacity, Qt, of the exit ramp. This 
is so because Q! is the actual capacity of the exit r amp minus the extra queue l ength 
built during the red phase of the cycle along 2. A decrease of Q? causes additional 
delays as seen in the preceding section. 

STREAM 
2 

T 
t 

Figure 4. Influence of a variation of the light cycle on the aggregate delay of 
stream 2. 
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The optimum cycle is such that small variations about its value produce essentially 
zero variation of delay due to the three previous factors. An estimate of the optimum 
light cycle is obtained as follows: 

Let the cycle be denoted by c, the total lost time per cycle by L, and the percentage 
of effective green allocated to direction 2 by p(t), where t is the time. The service 
rates along 2 and 3 are 

Y2(t) = (1 - L/ c) s2 p(t) 

y 3 ( t ) = ( 1 - L / c ) s 3 [ 1 - p( t ) ] 

The decrease of delay due to an increase of the light cycle, t:..c, is approximately 
equal to 

(t:..D)a = t:..c {LT LT [s2p + ss(l - p)] dt} 
2c 2 0 

(lla) 

(llb) 

(12) 

where T is the duration of the rush period. It is assumed that p(t) and T are essentially 
unaffected by a small change Ac. An approximate value of the integral in Eq. 12 is 
(s2 + SJ )T/2, assuming a more or less symmeh'ic distribution of the values of p(t) 
about the value ½, during T. Using this approximation, 

LT 2 

(t:. D) a ~ ~ (s2 + s3) t:.. c 
4c 

The delay corresponding to the sawtooth area of Figure 4 is 

a2 = ½ p( 1 - p) S 2 ( C - L) C 

per cycle, for stream 2, and 

1 as = 2 p(l - p) Ss (c - L) c 

(13) 

(14a) 

(14b) 

per cycle, for stream 3. An increase in c produces an increase of this delay equal to 

(AD), = Ac{
8

' ; s, f p(l - p) di} (15) 

We need an estimate for the integral of Eq. 15. The integrand is equal to 0. 25, for 
p = 0. 5 and 0. 09 for p = 0. 1. In view of the fact that the optimum control c alls for 
extreme values of p, we shall assume (a better estimate may be obtained ii one has , 
from a trial solution, a good approximation for the function p(t) ) for the integral, the 
value 0.12 T, in which case 

(t:..D)b = 0.06 (s2 + ss) Tl::.c (16) 

Finally, the decrease in QI due to an increase de is equal to 

(17) 

Hence, according to the preceding section, assuming 

(18) 
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we find an increase in total delay 

("D), • "'{is, - s,)~T p(l - p)dt } ~ "e[0.12(s, - s,) T] (19) 

Now setting 

we obtain an equation for c, namely, 

LT2 

-
4

c2 (s2 + Sa) + (0. 06) (s2 + sa) T + (0 . 12) (s 3 - s2) T 

which yields 

c "" [ LT (s2 + sa) ] ½ "" O. 2 [LT ~ ]½ 
0.24(3sa-s2) 3p-l 

(20) 

0 (21) 

(22) 

where p = sa / s2. For example, assuming p = 2, T = 1 hour, and L = 4 sec, we find 
c "" 3 min . 

It will be noted that although the exact value of the coefficient multiplying the square 
root in Eq. 22 will vary after a more accurate computation of the integrals of Eqs. 12 
and 15, the dependence of c on the square root of T and L remains as an intrinsic fea
ture of the present theory. It should be remarked that the capacity of the exit ramp 
imposes an upper limit on the light cycle which may be of primary importance in the 
case of a very short ramp. Thus, the queue buildup during red must not exceed the 
actual ramp capacity. If this capacity is Qmax, then 

Hence, 

Qmax ~ p(l - p) s2 (c - L) 

Qmax 
c~L+ ----

s 2 p (1 - p) 

(23) 

(24) 

For example, assuming p = 0. 2, Qmax = 10 cars, s2 = 0. 3 cars/ sec, and L = 4 sec, 
we find that c must be at most 3 ½ minutes. 

The preceding discussion assumes, of course, that the queue 2 can be served 
critically by an appropriate choice of p. 

CONCLUDING REMARKS 

The discussion is based on the assumption that the system comprising the express
way, the ramp, and the highway is isolated from other oversaturated regions. If this 
is not the case, one must consider an enlarged oversaturated system which can be 
considered isolated. For example, the stream 3 along the highway may contain a 
large amount of traffic coming from an exit ramp of the direction of the expressway 
opposite to direction 1. In this case, both exit ramps may be likely to produce spillback 
if the expressway is heavily traveled both ways. One general rule, in such a case, is 
that queueing can be permitted where there is greater parking capacity. A more detailed 
investigation is needed to determine where spillback, if inevitable, must be allowed in 
order to minimize the delay in the entire system. 

Perhaps an explanation is due regarding the meaning of the demand curve Q2 (t) used 
in this paper. This curve represents all t:he cars which would have demanded ramp 
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service at time t, had the approach to the ramp been completely open. In practice, if 
spillback takes place, a large number of these cars will be mingled with through traffic 
in the queue formed along the expressway. Therefore, care must be exercised in 
ascertaining the appropriate value of Q2 (t) by observing the composition and length of 
the queue along the expressway. 
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