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Foreword 
It has long been realized that increasing the traffic flow on existing 
facilities will obviate the need for some new transportation facilities . 
While this concept cannot and should not be carried to the conclusion 
of doing nothing about the construction of new facilities, it implies 
that a great deal more can and should be done to expedite traffic flow 
on existing facilities. 

The first step in reaching this goalis to learn more about the traf­
fic flow characte1·istics. For example, many of the existing design 
theories are based on experience andassumptions regarding ch'ivers, 
vehicles, and roads. Were the research available to substantiate these 
experiences and assumptions, an increase in traffic carrying capability 
would be assured. Especially in urban areas, the wise use of public 
furds requires that highway designers and operators have an accurate 
and detailed body of knowledge on which to base the expenditure of 
funds. 

The four papers in this RECORD do not represent any particular 
break-throughs in the field, but they do contribute to the general body 
of knowledge that is being slowly acquired. The first paper reports 
on experiments in existingtunnels to control traffic in order to maxi­
mize flow. Using data on behavior of traffic in tunnels under high 
density conditions, the author describes control logi'cs that tend to 
alleviate undesirable conditions. Electronic equipment is suggested 
that would smooth out flow. 

The second paper is also concerned with the development of density 
controls for improved operations. The authors have studied traffic 
through a single-lane road system usingthe parameters of inputflow, 
section density, output speed, and output flow. They describe a pre­
liminary automa.tic system for controlling section density by limiting 
input flow based on measuring output speeds. 

The next paper indicates how magnetic loop detectors can be used 
to facilitate data collection in the case of a computerized system for 
control of a freeway diamond interchange. It is pointed out that the 
actual interchange performance can be monitored by the data provided 
by the detectors measuring cow1t, vehicle size and velocity. The ac­
curacy levels experienced and the limitations of a loop detector system 
are also discussed. 

The last paper compares several hypotheses that have been set 
fo1·th in recent years concerning the relationships among basic flow 
characteristics. Using data collected on a midwest freeway , these 
hypotheses are evaluated . From the standpoint of p1·actical applica­
tion, all of the presently used hypotheses except one performed well 
enough to warrant continued use. 

This RECORD will be of chief interest to researchers engaged in 
statistical and mathematical applications of traffic flow characteristics 
and practitioners in the field of traffic flow theory. It will also be of 
interest to both operators and researche1·s in agencies having to do 
with better flow in tunnels, restricted roadways, and high-density 
traffic ways. 
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Control of Traffic in Tunnels to Maximize Flow 
LUCIEN DUCKSTEIN, Professor of Systems Engineering, University of Arizona, and 

Temporary Research Analyst, The Port of New York Authority 

In 1961 a preliminary control system based on speed and flow 
measurements was implemented in the Holland Tunnel South 
Tube. A red light at the entrance portal introduced gaps into 
the flow in order to avoid stop-and-go waves and attempt to 
increase the flows. 

This paper presents an inexpensive way of improving the 
existing Holla1'ld Tunnel System; experimental evidence is used 
tosupport the proposed change. It alsopresents severalcon­
trol logics, based on speeds and densities , which can be im­
plemented by either use of a fixed program analog device or 
of a general analog computer. 

A model is derived for general-purpose control of single­
lane flow based on finite-state machine theory. Implementa­
tion of this system, which is more flexible than the previous 
one, requires a digital computer. 

In the Appendix is a method of estimating section density 
using one or more point velocities, and the input flow is given 
and an approximate experimental verification is made. This 
method can be used as a monitor for a density measuring de­
vice based on car-count, which drifts whenever cars change 
lane or a count is missed. 

•THIS STUDY is linked to the material previously presented by Foote (1) and a paper, 
also presented in this Highway Research Record, by Foote and Crowley-(~). 

Since 1958 The Port of New York Authority has been investigating whether peak flow 
through the five tubes connecting New York City and New Jersey could be increased and 
how the increase could be accomplished. '1\vo of these tubes form the Holland Tunnel, 
three of them the Lincoln Tunnel. Each tube has two lanes· however, lane changing is 
normally prohibited so that traffic can be considered as single lane. 

A series of experiments in the south tube of the Holland Tunnel showed that peak flow 
of traffic could be increased by 5 percent if gaps were manually introduced in the stream . 
This 5 percent increase resulted in a 33 percent decrease of congestion on the approach 
facilities . An experimental control system was built with fixed-logic elements so that 
gaps would be introduced automatically in the stream according to a predetermined 
program. The control box activated a red light at the entrance of the Holland Tunnel 
each time that certain combinations of local speeds inside the tunnel and flow rate at 
the entrance of the tunnel were measured. The system had a tendency to overcontrol 
the traffic; large fluctuations of flow characteristics were also observed. A high den­
sity period was followed by a series of red lights which caused a lower density period. 

The present study examines how this experimental control system can be improved 
with a minimum amount of hardware. Other control logics based on density rate and 
speed are given. They can be implemented by fixed-program systems which are built 
at a reasonable cost; however, the flexibility of fixed-program control boxes is limited. 
Control diagrams which can be implemented with analog elements are also given. In 
addition, this investigation deals with a general finite-state model of a tunnel control 
syste_m for digital computer control. 

Paper sponsored by Committee on Theory of Traffic Flow and presented at the 45th Annual Meeting. 
l 
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A discussion of various density measurement schemes is given in the Appendix. The 
data used throughout this study were taken in the Holland Tunnel south tube by methods 
described by Foote and Crowley (2). The Holland Tunnel can be dividedintothree~ones: 
a 3,100-it long downgrade a 3,400-ft long level portion, and a 1,600-ft long upgrade. 
Point 0 is at the entrance of the tunnel, near the toll booths. The distances between 
data points 0, 1, 2, 3, 4, 5 and 6 are, respectively, 1,800, 1,300, 1,900, 1,000, 500 
and 1,350 ft. Point 5 is at the foot of the upgrade. A bottleneck seems to occ\lr be­
tween points 4 and 5. This is why data taken at point 4 are given particular attention. 
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NOTATION 
categories of calculated densities, constants; 

frequency of a given event in jth section of tunnel; 

threshold values of density in jth section of tunnel; 

running index for discrete instants of time ti> i = 0, 1, 2, 

running index for tunnel section, j = 1, 2, ... , n; 

density, vehicles per mile; 

density in section j at time m; 

density between points j and j' at time m; 

length of jth section of tunnel, feet; 

an integer number of time units; 

data point in jth section of tunnel; 

number of tunnel sections; 

number of cars passing point j per length of time; 

origin and entrance portal of tunnel; 

flow, vehicles per hour; 

average flow at point Mj at time m; 

a time instant or ith sampling time; 

speed; 

average speed at point Mj at time m; 

threshold values of V; 

linear distance in tunnel; 

Holland Tunnel; 

Lincoln Tunnel; and 

south tube near lane. 

... '' 

HOLLAND TUNNEL SYSTEM IMPROVEMENT WITH M'!NThiUM HARDWARE 

To improve the control system tested in the Holland Tunnel south tube in 1961-64 (3), 
one must first examine why the density and velocity e~ibit a cyclic behavior. At and­
after time m tile system senses whether or not the following quantities are above a 
certain threshold: 

1. The maximum number N4 of vehicles whose speed was less than 20 mph at point 
4 between time m - 1 and Ir•; 

2. The average flow Q4 at point 4 between time m - 1 and m; 



3. The maximum number Nx of vehicles whose speed was less than 20 mph at any 
point x between 0 and 6 excluding 4 during the time interval (m - 1, m) and 

4. The number N0 of ears which have been entering the tunnel since time m, where 
m = 1, 21 3, ... minutes. 

Using these data, a matrix determines at what time t;_, m "' t;. "' m + 1, a red light is 
activated at the entrance of the tunnel; at time m + 1, the light is deactivated and the 
system is reset. Unfortunately, point 4 is 6, 000 ft away from the tunnel entrance (point 
O), so a car traveling 40 ft/sec takes 150 sec to cover distance 04. Thus, the control 
actuated at time m for a group of such cars would have been applied at time m - 2. 5, 
say m - 2 to have a round figure. At time m, the control may or may not be beneficial. 
In fact, it is possible to conceive several extreme cases where the control will act ex­
actly opposite to the way it should (Fig. 1). Due to traffic characteristics, the bad and 
beneficial effects of the control system have apparently compens::i.ted each other, so 
that no effect on the aver::i.ge tunnel output has been felt. Another argument in favor of 
this hypothesis is illustrated in Figure 2. 

- 2000 . v,. (t) and ) (where 2000 is a scale factor) vary the same way; i.e., the speed 
V1 (t - 2 

at point 1 at time and the speed at point 4, two units of time later, are in opposition of 

0-AVU?AGE LENGTH OF 
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0 2 4 
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(d) 

0 
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2 

( b) 

NO ALARM GIVEN 

4 

Figure 1. Possible disadvantages of a control system based on speed. 
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Figure 3. Improving the existing Holland Tunnel control. 



5 

phase. This means that the control by intermit ent red lights introduces not only gaps 
into the traffic stream, but also speed waves. Thus, the system has exhibited a ten­
dency to overcontrol the flow. 

The existing system would be improved i:f one of the quantities entering into the con­
trol box was sensing the effect of the control after a short time , e.g ., 30 sec. As will 
be seen point 1, 1,800 ft from the entrance, is an excellent data point for many pur­
poses . Let V1 (1 min average) be introduced into the control system as. a feedback in 
the following manner: The red light is controlled as before; if it is activated in the 
interval (in , m + 1), then V1 is examined at time m + 1. If V1 > 52.8 ft/sec (or 0.1 

START 

ti=m 

MEASURE Q4, 
v 4 ,Nx,o.::.x.::_4, 
OVER (m-1,m) 

DETERMINE N 
COUNT=o 

COUNT= COUNT 
+No(ti) 

m=m+l 

DO NOT 
CONTROL 

SYSTEM 

m=m+2 

NO CONTROL 
>-~~-eiSYSTEM FOR 

m+l-ti 

Figure 4. Logic diagram for an improved Holland Tunnel control system. 
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mil sec, an en1pirical value) then the control cannot be activated until the interval 
(m + 2, m + 3). Otherwise, there is no change in the previous procedure. The vertical 
arrows in Figure 3 indicate where the sequence of red lights would have been inter­
rupted with the proposed criterion. Figure 4 is a. diagram of the modified control sys­
tem, where l/ A is a small time increment of the order of 2 sec. 

Thus, with a minimum amount of additional hardware, the tendency to overcontrol 
and to generate speed waves would be decreased by an amount to be determined ex­
perimentally. 

However, an excessive lag between the time when the need for a correction is de­
tected and the effect of the correction is felt is still inherent in such a system. The 
next step is to try to predict the need for a correction so that it can be applied in due 
time. To this effect, the input to the control system must include a quantity which can 
be predicted; i.e., either output flow or section density. Data show that section den­
sity is a reliable state variable for a tunnel. 

ANALOG CONTROL SYSTEMS WITH Mll'ITMUM HARDWARE 

To clarify the problem, a procedure which a human operator would reasonably fol­
low is analyzed, simplified and mechanized. Density estimation methods are developed 
and discussed, and a control logic for a tunnel with one bottleneck is given. Finally, 
control diagrams .for a tunnel lane with Lwo bottlenecks are ,presented. 

A Human Control Analog 

A person in charge of maximizing the flow through the given tunnel lane is placed in 
front of the 18 television pictures of the presen T ST surveillance system. Let this 
person have the possibility of impeding flow independently through any of the 18 sections 
at which he can look. A sensible control procedure which he can follow is: 

1. Look at all the screens, beginning at the downstream end of the tunnel. 
2. If cars are stopped or going very slowly in section j, 1 s: j s: 18, observe whether 

there exists a sufficient 1mmber of sizable gaps upsti·eam from j, so that this disturbance 
can be absorbed. 

3. If the disturbance is likely to propagate backward and impede (i.e., slow down 
or stop) the traffic upstream from section j; otherwise, continue scanning the screens. 

4. Cease control as soon as the disb,.1rbance has disappeared. 

Such subjective control cannot be programmed for a machine. The sentence 11a suf­
ficient number of sizable gaps upstream from j 11 must be replaced by an inequality be­
tween measurable quantities, such as densities. Figu1·e 5 represents an analog to the 
human control process just described. The quantity Hj is a critical density in sections 
1 to j, above vhich shockwaves have been observed to propagate backward BO percent 
of the time. 

On the other hand, the system can be made "learning," with a p1·ocedure analogous 
to the one a person would follow. After a while, the person in charge of the control 
will lmow where to look for bottlenecks. If the shockwave formation frequency in sec-

tion j is I;, (~ fj • 1). he will tend to look at scr"'n j with a relative frequency, !;. 

This system is more efficient than the one in which sections are scanned sequentially, 
and can be applied to any single-lane traffic situation. 

When a tunnel lane possesses one or two fixed bottlenecks, such as the Holland 
'lunnel south Lul>e near lane and the Lincoln Tunnel south tube near lane, one of the 
control systems prei:;ented later can be used. Since all these systems necessitate a 
k.nowl·:idge of section de stty, k, methods of obtaining k will first be investigated. 
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j=l8 

QI--
YES 

YES 

YES 
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YES 
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*NOTE: 

Figure 5. A human control analog. 

One-Bottleneck Tunnel Control 

CONTROL 
SECTIONS 
O to j-2 

Taking the Holland Tunnel as an example, let the bottleneck start at point 1. Let 
H04 be the density in section 04 at time m, above which the frequency of shockwave 
occurrence at time m + t, ts 2, is greater than 0.95. 

Let hO'I be the density in section 04 at the time m, above which the frequency of 
shockwave occurrence at time m + t, ts 2, is less than 0.10. 

The simplest control procedure consists in keeping ko.a below H04. If ko4 "H04 then 
the control should impede vehicles from entering until ~4 s h04 • 

7 

The densities H04 and h04 may be deter mined from existing data. Naturally, the 
threshold v:;,lues 0.95 and 0.10 can be changed. Edie (4) has investigated the generation 
of stop-start waves and is currently examining the question in further detail. The order 
of magnitude of Ha4 is 55 veh/mi. It is reasonable to postulate that both H 04 and h04 de­
pend upon the speed at point 4 (or downstream of it). At high speeds, shockwaves may 
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occur for lower density than at low speeds. A control diagram for the case when the 
limit densities Ho4 and h0<1 depend upon v~ is shown in Figure 6. Tl'affic composition, 
weather and other factors have a definite influence on the threshold values H and h. 
This is the subject of other studies presently being undertaken at the Port Authority . 

Two-Bottleneck Tunnel Control 

Given a roadway tube with bottlenecks A and B, such as the Lincoln Tunnel south 
tube (~); let this tube be divided into sections OA and AB. Let P and Q be two points 

START 

DETERMINE 
V4 OVER 
(m-2,m) 

FIND: 
Ho4 CV4) 
h I (V!j) 

ESTIMATE OR 
MEASURE 

ko4(m) 

CONTROL 
SECTIONS 
0 TO 4 

YES 

m=m+l 

CEASE 
CONTROL 

SF.CTIONS 
0 TO 4 

Figure 6. Logic diagram for control of density with varying bounds. 
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slightly upstream of A and B, respectively. The control diagram suggested fo1· the 
one-bottleneck tunnel can be applied successively to sections OA and AB. The result­
ing chart, in which the densities are either estimated using Vp and YQ or measu1·ed 
by counting vehicles at 0, P and Q is shown in Figure 7. 

Vai·ious methods to measure or estimate density are discussed in the Appendix. In 
particular, Figure 11 can be used to estimate koA or kMB· 

START 

m=l 

MEASURE 
koACm) ,Vp(m) 
OVER(m-1,m) 

MEASURE 
~g(m) 
VQ(m) 

FIND : 
HAg (VQ) 
hA8 (VQ) 

YES 

YES CONTROL 
SECTION 

OA 

YES 

YES 

YES 

YES 

CONTROL 
SECTIONS 
OA AND AB 

m=m+l 

CEASE 
CONTROL 

SECTION OA 

CEASE CONTROL 
SECTIONS 
0 TO B 

0 

Figure 7. Control of two-bottleneck tunnel ps,ing two speeds and two densities. 



10 

In the case when the functional relationships H (V) and h (V) are not readily obtain­
able, but vehicle speed must be taken into account, Figure 8 can be used. Here, an 
upper limit W and a lower limit w to the speed V must be given in addition to two con­
stant bounds H and h on k. The control system requires only one density measurement 
k1 and two speed measurements V1, V2; the second density kAB (ti) is taken as 
koA (ti - 1). A third speed near the tunnel exit can easily be incorporated into the 
system (Fig. 8). 
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Figure 8. Control of a two-bottleneck tunnel using two speeds and one density. 
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DIGITAL-COMPUTER CONTROL 
Finite-State System Representation of a Tunnel Lane 

11 

All the control systems presented previously are only moderately sophisticated and 
can be implemented with solid-state or analog logic. However, an on-line digital com­
puter control can handle a large amount of information with more flexibility in the input­
output procedures than a fixed logic or analog system, and is bound to provide for a 
better control procedure. In addition, experiments, both in the laboratory (simulation) 
and on-line, are easy to pedorm with digital devices. A digital control requires no 
prior .knowledge of the dynamics of the system in opposition to an analog control. 

The conceptual framework of finite-state machine theory will be used to present the 
control system . Martin {6) had made several steps in this direction. A good text on 
the theory of finite-state machines is by Gill (7). The proposed finite-state model is 
essentially a black box which, when in a certain state, responds at every unit of time 
to a given excitation (or input) with a predictable output. Here, the output will be a set 
of control times . 

The input to this model consists of the number of cars which are entering the tunnel 
between time m and m + 1, and of the average speed at several points 1, 2, ... , n in 
the tunn.el. The state of the system is the set of 1-min average densities in sections 
(O, 1), ... , (1, n). 

For every unit of time, a control time of the tunnel entrance is determined by the 
largest density in the length OX, where X = 1, 2, ... , n. Another control time at 
point j is determined by comparing speed, density and flow in section (j - 1, j) with 
corresponding quantities in section (j, j + 1). Here, a very conservative control policy 
is appll_ed. _The control device in section 1 1 is activated if and only if the three condi­
tions Vj > Vj + i, kj > kj + 1, and kj + · Vj + 1 ;"!: Q0 are simultaneously satisfied so 
that no false alarm is likely to occur. Once flow through section j is impeded, it is 
assumed that flow through all sections upstream of j must be impeded in a similar 
fashion, so that vehicles do not pack up inside the tunnel. 

In addition to an output function, a finite-state machine is characterized by a 11 next 
state11 function; i.e., the state at time m + 1 is uniquely determined by the state and 
input at time m. It is clear that the density in section j at time m + 1 can be deter­
mined from the speed and density in sections j - 1 and j at time m; the density in sec­
tion 1 is determined by the entrance rate. 

This finite-state machine merely determines a set of control times at fixed time 
intervals . The implementation of the control is done separately and independently. 
A considerable amount of flexibility is thus available. 

Finite-State Model 

Let the tunnel be divided into n sections of length Lj ending, respectively, at points 
1, 2, ... , m. Let the density ave.-aged in the t ime interval (m - 1, m) in section 
(j - 1, j) be kj (m) and the spged aveE_aged in the same time interval at a control point 
Mj located slightly upstream. of j be Vj (m). As before, N0 (m) cars have entered the 
tunnel in the time (m - 1, m) (Fig. 9aJ. 

The finite state control system is represented in Figure 9b and is defined as follows: 

1. I0 is the set of non-negative integers ~ 120. 
2. The input alphabet, state set and output alphabet are Cartesian products of the 

type I0 x I0 x . . . x I0 , i. e., sets of a certain size whose elements are integers between 
0 and 120. 

3. The input at time m is the ordered (n + 1) - tuple (ordered set of size n + 1), 
N0 , V1, ... , Vn. 

4. The state at time m is the ordered n-tuple (ordered set of size n), k1, ~ •••• , kn· 
5. Thi:? output at time m is the ordered n-tuple (ordered set of size n), T0 , T1 , ••• , 

Tn _ i, where Tj is the time in seconds during which traffic through point j is impeded, 
beginning at time m. 

6. The output function, which uniquely relates the output at time m to the input and 
state at time m, is given by 
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0 1 ..------. j-1 j 

1 

(a) ACTUAL CONDITIONS AT TIME rn 

INPUT:N
0

(rn), 

(vj (rn)} 
.. STATE 

n-1 

OUTPUT 

{Tj(rn)} 

n 

l 

j=l, ... ,n 

{kj(rn)} 

j=l, .. . , n 
j=l, .. . , n 

x 

(b) CONDITI ON OF FINITE-STATE MACHI NE MODEL AT TIME rn , 

Figure 9. Finite-state machine model of tunnel control. 

T0 (m) C max 1 

[ 

x 
0 1sxs:m x L 

j = 1 

if L kj > x H (x); T0 (m) 0 otherwise, 

j = 1 

if the three following inequalities are simultaneously satisfied: 

all quantities are evaluated at time m; Q0 is a constant of the order of 1,000 veh/hr. 
Tj (m) = 0 otherwise, where C0 , C1 are constants ; in addition, the inequa lities 

T0 .,, T1 .,, T2 ~ ... .,, Tj must be s atisfied. 
7. The next state function, which uniquely relates the state at time (m + 1) with the 

input and state at time m, is obtained by subtracting the flow out of section j from the 
flow into it: 

k1 (m + 1) 

kj (m + 1) 

where all the variables on the right-hand side a r e taken at time m, and the numbers 
kj, j = 1, ... , n, rounded off to the . nearest integer. 
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Thus, once the initial state of the system is given, the response of the machine to 
any input sequence 

is uniquely determined. 

Example 

To illustrate the finite state machine model, let n = 2. The following quantities and 
eqi1ations are needed to obtain the output (To, T1) at time m: 

H (1) = 75, H (2) = 65 veh/mi 

(0 
max (k - 75 with C0 = 1 for T0 in sec 

(k1 + k2 
---- 65 2 

(k1 V1 - ka V2) 10-2 

if k1 > ka and V1 > V2 

and ka v2 :? Qo, Qo - 1,000 veh/hr. 

0 otherwise, with T1 :? T0 • 

The following quantities and relations are used to obtain the next state, i.e., the 
state at time m + 1: 

3300 ft, La = 4800 ft; time unit = 60 sec 

k1 (m + 1) ( 
- 60 ) 5280 

k 1 (m) + No - Vi ki 5280 3300 

ka (m + 1) - - 60 ka (m) + (V1 k1 - V2 ka) 4800 

Six columns of the transition table of the machine are shown in Table 1. In the out­
put subtable, three outputs are circled; also the three corresponding states in tha next 
state subtable are circled. The detail of the computation of the circled elements is 

a. Output subtable 

First column 

Second column 

(0 

max (k1 - 75 = 15 

(% (k1 + ka) - 65 0 

Hence, 

T0 = 15 



Input at 
m (No' V1, V2) 

State at m (k1 k2) 

(SO, 40) 

k1~k2 
(SO, 60) 

(60' )0) 

(70, 80) 

(80, 70) 

kl ""'k2 
(70, 60) 

(80, 60) 

(80, SO) 

TABLE 1 

FINITE STATE MACHINE MODEL-EXAMPLE OF A TRANSITION TABLE 

OUTPUT SUBTABLE: (T0 ,T1) sec. AT TIME m NEXT STATE SUBTABLE: (k1, k2) AT TIME m+l 

(lS, 20 ,20) . . . (19,20,20) ... (20 ,2S ,20) . . . (lS,20,20) . . . (19,20,25) . .. (20 ,2S,20) 

(0,0) (0 ,0) (4,4) (44 ,46) 

(0,0) (1,0) (1,0) 

({o,o))_ ...._ - (0 ,0) 
- - -1-

,..__ J2J.) _ - ~ _((SS 1 68)~ 
(10 ,0) (10 ,0) I (10,0) (10'1) 

I 
! 

(lQ,O) (10 ,0) (10,6) 

( 0,0) ( 0 ,0) ( S,S) 

( S ,O) ( S ,O) ~- _(I64, 7 2)_,. - -- - - ,_ - - - -- - -
([is,~- QS ,lj)} -

,,... -
(lS ,0) I- - - - - - I- -

~ (72 ,S4),, 

. .. 

...... 

""' 
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Since 

Third column 

(O 

T = max (ki - 75 = 5 T 0 = 5 

61
2 (ki + lea) - 65 = 5 

(k1 Vi - ~ Va) 10-2 = 20-12 hence, Ti = 8 

Since Ti > T0 , one has: 

b. Next state subtable 

First column 

Second column 

Third column 

( 
60 ) 5280 ki (m + 1) = 60 + 15 - 1200 l< 5280 33o0 

~ 60 - 5 = 55 

60 
~ (m + 1) = 70 + (1200 - 1400) 4800 

~ 70 - 2 = 68 

( 
60 ) 5280 ki (m + 1) = 80 + 19 - 1600 x 5280 3300 

~ 80 - 8 = 72 

60 k2 (m + 1) = 50 + (1600 - 1250) X 
4800 

~ 50 + 4 = 54 

( 
60 ) 5280 ki (m + 1) = 80 + 20 - 2000 x 5280 3300 

~ 80 - 16 = 64 

60 k2 (m + 1) = 60 + (2000 - 1000) 
4800 

~ 60 + 12 = 72 

Operational Procedure 

15 

The finite~state model produces a control policy every time unit. The state of the 
system is given at time zero (density in each section); from there on, entrance flow 
and speed at the end of each section uniquely determines a control policy to be applied 
in the next time interval, as well as the next state of the system. Several methods can 
be used to implement the control policy depending on the time scale chosen. One may 
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apply it every unit of time so that the policy found at time m + 1 s upersedes the one 
applied in (m, m + 1). One may wish to consult the model every p units of time only. 
Also, one may choose to execute only selected portions of the recommended control. 

Due to round-off error and noise, the state of the model may drift away from the 
actual state of the system; the model must be reset to zero and its new initial state 
given. At frrst, on-line experiments can be made with such a model without actually 
controlling the flow. The number of correct predictions of shockwave formation and 
of density value is a measure 0£ t)'le validity of the model. Beyond this, field experi­
ments or computer simulation studies ru;e necessary. 

Extension of the Model 

Once experiments have established satisfactory output (control) and next state func­
tions, minimiza.liun techniques can be applied to the machine, so that a model equiva­
lent to the original one and generally simpler may be found. Next, one can n :mark 
that it is possible to pass from a finite-state machine to a stochastic system using either 
one of the following two methods: (a) given the machine, define a probability distribu­
tion upon the set of inputs· and (b) given an input sequence, define a fransition probabil­
ity from state i to state j for all i, j. 

The first method can be used for simulation purposes. The second method yields a 
Markov chain model which has often been proposed for traffic problems. If the transi­
tion p1·obabilities from state (k1, !ti, .. . , knh to state (k1, ka, ... , k11)j can be defined 
independently of other variables, then the Markov chain model is valid for the system 
presented here. An on-line experiment can answer this question. 

POINTS TO BE INVESTIGATED 

Since the purpose of a tunnel control sy1:rlem is to maximize peak hour flow by avoid­
ing the formation of shockwaves, the conditions under which these shockwaves appear 
must be accurately studied. Preliminary investigations indicate that at least the fol­
lowing factors are relevant: 

1. Density and traffic composition, which may be combined into a weighted density 
in a manner to be determined experimentally. 

2. Intrinsic speed of vehicles which is related to traffic composition (i.e., slow 
trucks) and drivers "desired speed. 11 

3. Actual speed of vehicles, which is a measured quantity. 
4. Environmental parameters, which include geometry and lighting of the tunnel, 

signalization, presence of police officers, weather, etc. 

A study of these four points, which unfoxtunately are not independent, yields the 
threshold values H (x), H (V), h (V), w, Wand Q0 introduced previously. An adequate 
definition of density weighted for traffic composition is sufficient to define a first gen­
eration control system. 

Once s hockwave formation ls understood, the first step consists in minimizing the 
environmental factors which cause shockwaves. The next step consists in finding ac­
tual methods of impeding traffic in a given section OX. These points, together with the 
question of hardwave choice, will be discussed elsewhere. 
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Appendix 

SECTION DENSITY ESTIMATION 

Generalities 

Measuring the density of vehicles in a tunnel lane section is not as easy as it sounds. 
If one divides point flow by point speeds, wide errors appear as soon as speeds begin 
to fluctuate-for example, when a shockwave passes by the observation point. If an 
input-output count is used the change in density from sampling time to sampling time 
is known accurately; however , the counter drifts each time a vehicle changes lane or 
a count is missed. Such an input-output count must thus be periodically resynchro­
nized. Seve1·a1 methods are available to perform this latter operation: 

1. The Port Authority's traffic data collection system permits an accurate meas­
urement of vehicle length. A pattern recognition program can therefore recognize when 
any given train of vehicles which has entered the tunnel at a marked instant is leaving 
it. If N cars have entered a tunnel of length L between the passage of the last car of 
the sequence at, respectively entrance and the exit portal, the exact value of the den­
sity is N/L. Observations have shown that the frequency of a pattern "long vellicle­
short vehicle," such as tractor-trailer followed by a Volkswagen, is suitable for resyn­
chronization purposes. This system is soon to be tested. 

2. An alternate method for monitoring an input-output count through the use of aver­
age speed at a point and number of cars entering the section during a variable time in­
terval is presented. This method should be at least as accurate as dividing point flow 
by point speed and is proposed only when wave velocities are moderately positive in the 
section, that is, when no stop-and-go waves are present. 

3. An approximate verification of this alternate method is done using a fixed time 
interval-which is equivalent to using flow rate. The hand computations for the exact 
method would be too tedious; a verification of the range oI validity of the method will 
be done when an on-line digital computer can be programmed to execute it. 
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COMPUTE 

t.k j = N j -1 -N j 

k.(m-l)+eik. 
J J 

INTO CONTROL 
SYSTEM 

START 

m=l 

8-1 

YES 

COUNT Nj_ 1 (m) 
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SYSTEM 

ESTIMATE 
>-Y_E_S~·~ DENSITY kj(m) 

USING Vj(m) 

kj (m)=kj (m) 

INTO CONTROL 
SYSTEM 

0)-
m=m+l 

Figure 10. A hybrid method to measure section density. 

The logic of a density meter resynchronized every ten or more units of time by a 
density estimator is shown in Figure 10, where the block "estimate is validn is to be 
transformed into an inequality· which expresses the fluidity oi the flow, i.e., the pres­
ence or absence of shockwaves and/ or excessively large gaps. The exact method and 
its approximate verification are presented using the particular example of the Holland 
Tunnel, where the density ko4 (or k14) between points 0 (or 1) and 4 is to be estimated. 
The approximate sUmate of densities is then compared with the actual value obtained 
by manual input-output count. 

A Method to Estimate Density in Fluid Flow Cases 

The continuity property of flow can be used to derive the following algorithm: 



LET 
ti-1=m 
t 1=m+2 

i=l 

START 

UPDATE 
Ct1_1,ti )= 

(t1 , t i+1) 

FIND \fj ,Nj 

OVER 
(t1 ,ti+ ) 

k ' (t1)= 
j 

5280Nj 

v.(ti) 

Figure 11. Density estimation by averaging quantities over time intervals of varying lengths. 
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1. At time ti, average the speed at point 1 (1800 ft from the tunnel entrance),V1 (ti) 

during the time interval (ti - _ BOOO , ti), with the boundary conditions: t0 = o, 
V1 (ti - 1) 

t1 = 2 min. Note that 6000 is the distance 04 (in feet). 
2. Using a time listing of vehicles having enterE:d the tunnel up to time ti, find the 

input N0 (ti) during the time interval (ti -;1o~t~), ti} 
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3. If the flow was fairly fluid, so that the average speed at point 1 is representative 
of the speed 04, then the number of cars in s ection 04 at time ti is N0 (ti). Hence the 
estimated value of kot is 

To illustrate the method, let -V 1 (ti - 1) = 45 ft/ sec. Then the average speed at point 1 

during the time interval (ti - 6~~0, ti) or 133. 3 seconds before sampling time is com­

puted and denoted by V1 (ti). Let Vi (lj) = 52 ft/ sec; let the number of vehicles which 
6000 have entered the tunnel for the last 52 = 115. 4 sec be N0 (ti) = 48. The estimated 

value of the density 04 at time ti is 48 >< ~~~~ = 42. 0. 

4. Figure 11 shows a density estimation method for section (j - 1, j) of a tunnel 
(Fig. 9a). Discrete time intervals (t0 , ti) ... (ti, ti + 1) ... are defined by the recur­
rence relationship: 

t1 + ~, i > 1, with ta 
vj (ti> 

1 

For example, let Lj = 1800 ft. The faster the tr~f~~ is flowing, the more often k is 

estimated. If vj = 60 ft/sec, k' is calculated every 
1 ~~o = 30 sec. If vj = 30 ft/sec, 

k' is calculated every 1 g~o = 60 sec. 

Estimates k' of k are accepted only if the flow was fairly fluid during the previous 
time interval. Thus, in Fig~re 11, the estimate kf (ti) of kj (ti) is accepted only if the 
0.5-min moving average oi Vj over (t1 _ 1, t1) was greater than 15 mph (for example). 
No estimate is computed if this condition is not satisfied. 
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Figure 12. Smooth uncontrolled flow: density estimation, Case I. 
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Figure 13. Smooth uncontrolled flow: density estimation, Case II. 
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Approximate Verification of the Proposed Method 

If the speeds are around 50 ft/ sec, then the sampling times are close to 6~go = 

120 sec or 2 min. Thus, a fairly gross approximation to the method proposed above 
consists in taking a fixed sampling time interval (m -2, m) instead of a variable one 

(ti - J1°~t~)' ti)· This is equivalent to dividing input flow by average speed at point 1, 

so that the estimated density is given by the formula 

, N0 (m) 
ko4 (m) = 120 

6000 5280 
v1 (m) 6000 

Clearly, the error increases every time that V1 departs from the value 50 ft/ sec. Fur­
thermore, the speed at point 1 is not representative of the speed 04-the former appears 

to be systematically higher than the latter. Accordingly, the factor ~;~~ is dropped 

from the formula to yield much better estimates of ko4. 
In Figu1·es 12 and 13 density estimated by this 1 tter meth.od is compared with den­

sity measu1·ed under fluid traffic conditions by manual count for two different uncon­
trolled flow cases. The estimate is within 10 percent of the actual value. An entrance­
controlled flow case is shown in Figure 14; here, the density prediction is quite satis­
factory whenever the density is increasing, i.e., after the red light has been deacti­
vated. During the control, large gaps and high speeds cause an underestirnat'on of the 
actual density; the estimated value of k01 is then close to the actual value of kos. 

Extension of the Method 

An extension of the method for the case of high flow with shockwaves is proposed. 
Empirical limits on the validity of the method are used to yield a part-ti.me estimation 
of density. The method is presented in detail through two examples in report TBR5-65 
of The Port of New York Authority; only a summarized ve1·sion is presented here. 
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Figure 15. Stop-and-go flow: part-time estimation of density, Case I. 
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Shockwaves create a wide variation of average point speeds (more than one order 
of magnitude), whereas the corresponding section density variation is relatively mod­
erate, say ±60 percent. In order to take this experimental fact into account, section 
densities will be estimated dm·ing only that part of the time when speed measurements 
reflect neither a forward moving wave, i.e ., large gaps and high speeds, nor a back­
ward moving wave i.e., small gaps and very low speeds. 

An estimated value k04 of~ is first obtained using a weighted average of three vir­
tual densities calculated from speeds at points 1, 2, 3 of the Holland Tunnel ST NL. 
The comparison between the accepted estimates and the actual values obtained by man­
ual count is shown in Figure 15. The relative error is generally less than 10 percent. 

Figure 16 shows a pa.i·t-time estimation k{-4 of the density kH. using the entrance rate 
N1 in section 1 - 2 and two speeds V2, Vs. A weighted average of two densities, k(.1, is 
obtained by the method used for the case of smooth flow. 

It can be noted that the estimation of~ .• , which is based upon speeds at three points 
(Fig. 15) is closer than the estimation of k{4 which is based upon two speeds only 
(Fig. 16). 



Developing Density Controls for 
Improved Traffic Operations 
ROBERT S. FOOTE and KENNETH W. CROWLEY 

The Port of New York Authority, Tunnels and Bridges Department 

Traffic through a single-lane road section with a bottleneck at 
output is considered as a system involving input flow, section 
densicy, output speed, and output flow. Eifects of output flow 
on output speed, output speed on section density, and section 
density on input flow are shown. 

Four case studies are described, each with different patterns 
and levels of traffic production. Consistent relations among 
section density, output speed, and output flow are observed. 
Flow is at a maximum when output speeds are in midrange; out­
put speeds are a delayed inverse function of section density. The 
effect of an early automatic system for controlling section den­
sity by limiting input flow based on measuring output speeds is 
described. Use of direct measures of section density to stabi­
lize the control system is planned. 

•AN INTENSIVE study is being made of traffic flowing through the Holland and Lincoln 
Tunnels to determine reasons for the significant fluctuations observed in peak traffic 
production through these expensive roadways, and to enable controlling pertinent vari­
ables to raise the overall level of peak traffic production. These studies have shown 
that increases of a few percentage points in peak traffic production can have a dramatic 
effect in reducing the duration of congestion (1). An increase of 4 percent in traffic 
production can result in a 33 percent cut in the duration of congestion (!, ~). 

Peak hourly traffic figures in eacb tunnel lane regularly. vary more than 4 percent. 
Traffic production through these tunnels differs by as much as 50 percent from the 
capacity of other similar tunnel lanes and by as much as 100 percent from the capacity 
of open expressway lanes. 

One consequence of this research has been to demonstrate that controlling tunnel 
traffic to maintain fluid movement and prevent congestion can increase traffic produc­
tion by approximately 5 percent. An automatic system controlling input flow based on 
traffic conditions inside the tunnel has been found to cause an overall improvement of 
2 percent, but significant oscillations in tunnel traffic conditions were evident. The 
need !or an improved control logic led to undertaking more detailed measurements of 
tunnel traffic behavior over a length of roadway. 

This .paper reports the conditions observed as a result of these measurements. Four 
different types of output flow are described. Consistent relations among density, speed 
and flow are observed indicating that a more stable and effective control logic can be 
obtained. 

EXPERIMENTAL CONDITIONS 

The traffic system consists of a 6 000-ft single tunnel lane having a bottleneck at the 
output end and changing from 3 percent downgrade to level 3,100 ft from the entrance. 
In addition to measuring traffic at both the entrance and output points, measurements 

Paper sponsored by Committee on Freeway Operations and presented at the 45th Annual Meeting. 
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were also taken at the intermediate point on the downgrade section, at the grade change 
point, and on the level section (Fig. 1) . Additional data were collected beyond the out­
put section, but with one exception, data from those points are not used. 

Data were collected at each tunnel point by a pair of photocells spaced 13 ft apart 
under the tunnel roadway, completely out of view of passing motorists. As a vehicle 
passed each pair, four events occurred: (a) the light beam to the upstream photocell 
was broken, (b) the light beam to the downstream photocell was broken, (c) the light 
beam to the upstream photocell was re-established, and (d) the light beam to the down­
stream cell was re-established. The sequence of the second and third events depends 
on the vehicle length. The occurrence of each event at each pair of cells was recorded 
on one channel of a stereo-magnetic tape recorder. Data were collected concurrently 
and multiplexed on the one channel from each of the four tunnel points. Simultaneously, 
on the other channel a 100-cps time tone was recorded. Therefore, for an hourly traf­
fic flow of 1,200 vehicles, a total of 1,200 tim~s four points times four events-or a 
total of 19,200 units of information-was i·ecorded. Each of the four cases is based on 
at least one hour of data, and in one case, on two hours of data. 

Data reduction was handled automatically, two cells at a time, by converting mag­
netic tape information to punched paper tape using the traffic data reduction system 
developed by the Port of New York Authority (1), based on a similar system developed 
by General Motors Research Laboratories (3):- Punched paper tape was converted to 
IBM cards and the data were then processed-through various error correcting and com­
putational p1·ograms, using the IBM 7070 computer. 

For traffic passing each point, the computer output states for each vehicle: 

1. Time (to the nearest hundredth of a second) at which it entered the trap; 
2. Headway time between it and the vehicle ahead; 
3. Headway in feet to the vehicle ahead; 
4. Velocity in feet per second; 
5. Velocity of that vehicle relative to the vehicle ahead in feet per second; 
6. Length of the vehicle; and 
7. Whether the vehicle was accelerating, decelerating, or maintaining constant speed. 

The IBM output also provides a number of computed parameters for each vehicle or 
group of vehicles, including virtual density, virtual flow, average speed, average den­
sity, and average flow. 
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Measu1'ement of the length of each vehicle passing a detection point is a particularly 
important element of this system. Observing the sequence of vehicle lengths passing 
one point and matching with the same sequence of vehicle lengths passing a point down­
stream later in time, it is possible to state exactly the number of vehicles between the 
two points at any instant. This measurn of ection density differs from other measures 
also labeled "density," which are computed by dividing the number of vehicles passing 
a point during a fixed time interval by the ave1·age speed of that traffic passing that same 
point. The latter measure indicates the number of vehicles passing over a length o.f 
roadway downstream from the measurement point only so long as the vehicles continue 
to mainta.in the same speeds as were obse1·ved at the measurement point. For conh'ol 
purposes, il is lhe fact that speeds lessen as traffic passes through the bottleneck sec­
tion which is of most interest. It is possible to estimate section density through anal­
ysis of point densities so long as traffic conditions are fluid, but the method of deriving 
and averaging speed and flow measures to compute an accurate density measure requires 
the section measurements as ~ contro (4) . 

Conside1·ation of the number of vehici.es present over the length of roadway used is 
an important element in distingttishing tl1is study from others (e. g . 5), which have used 
point density measures . It was of particular interest to evaluate th.e extent to which 
section density could be used as a control parameter leading to more stable and higher 
peak traffic production through the output bottleneck. 

OUTPUT FLOW CONDITIONS 

Figure 2 summarizes the four output flow conditions· 5-min moving averages of out­
put flow a1·e plotted agaiJ1st a reference value of 21 veh/min. In Case 1, a morning 
peak period with 19. 8 percent comrne ·cial traffic, there is considerable fiut:tuation 
above and below the reference value of 21 veh/min. In Case 2, with 0. 9 percent com­
mercial traffic (an afternoon peak period), the output flow is remarkably consistent. 
For 30 min (from 10 min tu 40 min after the begiru1ing of the experiment), the output 
flow was consistently 20 veh/min . At no time did the flow average morethan22veh/min, 
and in general, this consistent flow is relatively low. 

Much higher output flow was observed in Case 3, also an afternoon peak period with 
similar composition of ti·affic as in Case 2 (only 0. 4 percent commercial) . For most 
of the time during the 90 min of the experiment, output flow was consistently higher 
than 22 veh/min. However, during the last 30 min, output flow decreased considerably, 
breaking the 22 veh/min barrier only for 6 min. 

Case 4 (with 1. 7 percent commercial traffic) demonstrates the operation of an early 
automatic system limiting input flow based on output speeds . Severe oscillations in out­
put flow are evident. While the level of output flow at the high values usually exceeded 
22 veh/min , the low values were considerably more frequent, and in this pai·ticula.i· 
example the average output flow was quite low. 

While the output flow is seen to vary considerably in each of these fou1· cases, anal­
ysis was made to determine the extent to which these folll' different patterns could be 
explained by a consistent relationship of section density and output speed, as discussed 
in detail for each of the following cases. 

Case 1: Uncongested Flow 

Figure 3 shows Case 1-AM uncontrolled 5-min moving averages of input flow, output 
flow, section density and output speed. Input flow fluctuates considerably between 17 
and 23 veh/min, with no appa1·ent regularity. The b.'2.ce of output flow shows a pattern 
very similar to that of the input flow, but occurring 3 to 4 min later. This suggests 
that traffic conditions are fluid, and therefore, section density will be less than critical. 

Section density on a 5- min moving average is at all times less than 50 veh/mi, at 
some times dropping to 35 veh/mi (Fig . 3). Most of the time the 5-min moving average 
of output speed was above 30 fps, and on some occasions rose above 45 fps. There 
also appears to be a tendency for output speed to be an inverse function of section den­
sity, displaced by 2 to 3 min. 
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output speed. 

The four traces typify conditions when the tunnel is processing all the traffic entering 
it without congestion. In terms of vehicles per minute handled throughout the s tudy 
period, this first case ranks third among t he four considered. How·3ver, when the com­
pa1·ison is based on the num.ber of veJ1icle-feet handled rather than the absolute number 
of vehicles, this case becomes the second most productive. This may or may not be an 
optimum adjustment for the commercial traffic handled in this example, but it indicates 
that relatively high flows can be achieved when tunnel traffic conditions are fluid. 

Despite the general fluidity of traffic during this example, however, examination of 
the output speeds averaged over I-min intervals shows (Fig. 4) several occasions when 
output speeds drop below 30 fps. Section densities on a minute-by-minute basis were 
remarkably consistent, but several instances were observed where the 1-min densities 
exceed 50 veh/mi. Since in previous studie~ (6, 7) these two levels of 30 fps and 50 
veh/ mi have been identified as levels at which traffic production might begin to decrease, 
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the time relationship between these apparently critical density and speed levels was 
examined next. The shaded aitd solid areas of Figure 4 emphasize the relationship be­
tween high densities and low speeds; in virtually every case a density of about 50 vehftni 
was followed in a few minutes by an output speed less than 30 fps. 

Considering only those times when output speeds drop below 30 fps, the pattern of 
output flow can be seen in Figure 4. In nearly every case, output flow decreases while 
speeds are below 30 fps. However, the pattern occurring at 70 min shows that this is 
not a completely regular phenomenon since, despite the low output speeds occurring 
then, section densities were sufficiently high as to provide an increase in output flow. 

Case 2: Congested Flow 

What probably would have happened in Case 1 if input flow had remained high enough 
following the end of the experiment to keep section densities above 50 veh/mi is shown 
in Case 2. 

Figure 5 shows an input flow pattern with fluctuations generally between 17 and 23 
veh/min, similar to the i·ange in Case 1. However, output flow exhibits none of the 
fluctuations observed in the input flow. There is remarkable consistency at 20 veh/min, 
with nearly every flow contained ir. a band between 19 and 21 veh/min. This consistency 
in output flow suggests that the road section is operating under pressure-an ample 
supply of traffic is being processed through the output bottleneck at a uniform and rela­
tively low rate. 

The trace of section density (Fig. 5) confirms that there is a high number of vehicles 
in the tunnel-nearly always above 70 veh/mi. This affects output speeds which are 
nearly always less than 30 fps, and never reach 40 fps. 

To determine whether these high density levels were accompanied by shockwaves as 
found in previous studies (8), the pattern of speeds throughout the tunnel was examined. 
Figure 6 shows the 1-min averages of speed at each of the tunnel points, including sta­
tion 5 just beyond the bottleneck. Zero speed reference is plotted on the ordinate at a 
location analogous to the geographic location in the tunnel. While the speeds at station 
4 are generally in the 20 to 40 fps range, speeds at station 3 drop below 20 fps on 
several occasions. Similarly, spe8ds below 20 fps are observed periodically at station 
2; at station 1, speeds dropped below 10 fps on some occasions. Furthermore, it is 
apparent that the low speeds at each of these stations are related to low speeds at the 
other stations by straight lines of similar and negative slope. Therefore, Figure 6 
demonstrates that the congested conditions shown in Case 2 were accompanied by shock­
waves generating from the bottleneck section, between stations 4 and 5 at frequent in­
tervals and reflecting back to the tunnel entrance. 

Case 3: High Production, Fluid Flow 

Exceptionally high flow through this tunnel roadway section is exhibited in Case 3. 
For 90 min, flow averaged 22. 6 veh/min or 1, 356 veh per lane hour, compared with 
the usual output of 1, 150. The highest hour flow recorded for this lane in the last two 
years is 1, 402 vehicles-less than 50 vehicles higher than the flow shown in Figure 'i. 

The pattern of input flow (Fig. 7) exhibits the fluctuation typical of the input flow 
patterns shown in Cases 1 and 2, but at a generally higher level and exceeding 25 
veh/min on several occasions. The output flow pattern appears to follow the input flow 
pattern generally for the first 40 min, but then becomes more consistent than the input 
flow pattern. After the first 60 min of the experiment, the input flow pattern exhibited 
several peaks which were not matched by the output flow p~ttern. After the first 90 
min, the output flow pattern dropped markedly for 5 to 6 min and then returned to the 
above 20-veh/min level. However, in contrast to the average output flow of 22. 6 
veh/min for the first 90 min, the last 30 min of this experiment had an average output 
flow of only 21 veh/min, or 6 percent below the previous flow. 

Section densities exhibit a particularly interesting pattern during this experiment 
(Fig. 7); they were generally below 50 and averaged near 40 veh/mi for the fii•st 60 min 
of the experiment. Then, however, as input flow consistently exceeded output flow, 
densities climbed rapidly above the 50 veh/mi critical level and up to a level of 80. 
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Figure 6. Case 2-PM uncontrolled, high density 1-min data: shockwave occurrence. 
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The need to change the magnetic recording tape caused a loss of data for the 5-min 
interval from 87 to 92 min after the start of the experiment. When the measurements 
resumed there had been a sharp drop in section density. This had to be caused by a 
drop of input flow relative to output flow. Examining the pattern of densities at the 
several stations wit hin the tunnel in these critical minutes b tween BO and 86, Figure 4 
of Crowley and Gr eenber g (6) shows tha t a shockwave had generated and was moving 
back to the entrance. Apparently then, the shockwave caused a sharp ch'op in input fl.ow 
during the missing minutes from 87 to 92 . But also, when the measm·ements wer e re­
sumed, output flow dropped markedly again caus ing a sharp rise in section density. 
For the remainder of the experiment s ection density remained above 50 and generally 
near 70 veh/ mi . 

The pattern oi output speeds (Fig . 7) sheds more light on the condition of t he tum1el 
during tl1e missing data . But first it s hould be noted tlmt all tJu-ough the fir st 60 min 
of the exper iment when output flow was high, output speeds were a lso high, averaging 
50 fps . Then during minutas 60 through 90 w ht:a <lt:usity ciimbed from below critical 
to mor e t han 75, output speeds ch·opped r apidly and went below the critical level of 30 
fps when density went over 60 veh/ mi. 

Immediately after the measurements were resumed at minute 92, the output speeds 
were again quite high-more than 50 fps. This suggests that in addition to the shockwave 
causing a depression on input flow, there may have been some other event which inter­
rupted input flow and allowed densities inside the tunnel to drop below the 50-veh/mi 
level when data were not being gathered. In any case, the high output speed dropped 
very rapidly , and for the 10 min between minutes 96 and 106, output speeds were below 
critical. Output flow was al so low, and remained generally lower than during the first 
90 min of the measurements . 

Case 4: Controlled Flow 

The first three cases generally confirmed the findings of earlier tunnel exper iments 
(1), which showed that output flows could be improved by limiting input flows as neces­
sary to keep output speeds above 30 fps. As described by Foote ( 1), a control device 
was built to limit input flow automatically when output speeds drop below 30 fps . On the 
basis of measurements over several weeks, it was fo und that the computer did raise 
t he level of output flow, but only by about 2 per cent rather than the 5 percent found when 
control wa s exercised directly by the experimenter s . To study the action of the control 
device on t he tr affic str eam measurements of the same type descr i bed in Cases 1 2 
and 3 were taken. They showed clearly that the computer during this par ticular expe1·i­
ment was maintaining an excessively fluid traffic movement tlu;ough the tunnel. 

Of gr eater immediate int er est, however, is the clear demonstr a tion in Figure B of 
the systematic rela tionship among the fo ur parameter s being analyzed . The control 
system caused oscillations among input and output flows se ction densities and speeds, with 
an approximately 20-min cycle period. Four cycles ar e observed during 80 min. While these 
four parameters varied in nearly identical period and amplitude, they were not in phase . 
Taldng minimum output speed at t = 0 min, minimum input flow generally occurs at t = 1. 5 
min; minimum section density occurs at t = 2 . 25 min; and minimum output flow occurs at 
t = 6 min. In each case where output speed dropped below 30 fps, output flow decreased . 

Input flow fluctuated in a cyclical pattern between highs of 22 to 24 veh/min and lows 
of 13 to 15 veh/min (Fig . 8) . Output flow indi cated the same pattern as input flow, 
genP.raJly 4 to 5 min later. Section densities fluctuate 011 the same cy cle, between highs 
of 52 to 58 veh/mi a nd lows of 29 to 32 veh/ mi . And output speeds also fluctuat e on 
the same cycle between highs of 53 to 57 fps and lows of 18 to 30 fps. 

In this automatic control system, input flow is limited whenever six or more vehicles 
are observed in any minute t r aveling through the output section at speeds less than 30 
fps . The minutes in which i nput flow is limited because of low output speeds are shown 
in Figure B along the 10 fps coordinate·. It is of special interest that the uncontrolled 
input flow is in every case high enough, when combined with the reduced output flow 
caused by the excessively fluid traffic, to bring densities rapidly above the critical 50-
veh/ mi level and cause output speeds to drop rapidly . Stated differently , clearing the 
tu1mel out by excessively limiting the input did not result in a generally stable state with 
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subsequent gradual buildup of densities . Rather, it resulted repeatedly in quite a rapid 
decay of tunnel conditions and the need generally within a 15-min interval to limit input 
flow again. 

These measurements make clear that the control device was too late in beginning its 
action on the tunnel traffic stream, and that it continued to restrict traffic for too long 
a period of time . 

The relation between output flow and output speed is of particular interest, since the 
control of flow is based 011 the previous finding that output flow is reduced by low output 
speeds . Figure 9 shows the relationship between these two parameters, and it is clear 
that in this experiment most of the drop in output flow occurred when speeds were rising 
rapidly because there was too little traffic reaching the output section . However, the 
start of the drop in output flow in every case occurred when output speeds dropped below 
the critical level. At minute 81 output flow is at a high of 23 veh/min, while speed is 
approaching a low. By minute 11, while speed is passing through the low point, output 
flow has definitely begun to drop. At minute 24, when output speed dropped again below 
30 fps, output flow was at a high of 24. But by minute 30, when the output flow again 
rose above 30 fps, output flow had dropped to 20veh/min. Atrninute48, when output 
speed next went below 30 fps, output flow was at 22 veil/min. But, by minute 55, when 
output speed regained the 30 fps level, output flow had dropped to 15 veh/min. On the 
last cycle beginning at minute 68, when output speed dropped below 30, output flow was 
21 veh/min. By minute 72, when output speeds began to rise, output flow was dropping 
again. 

CONTROL Th'IPROVEMENTS 

These four cases confirm the desirability of maintaining fluid traffic movement, with 
speeds above 30 fps and densities below 50 veh/mi, in order to obtain good output flow 
levels and prevent shockwaves . The cases also show consistently high section densities 
are followed by low output speeds and a decrease in output flow; therefore, it is clear 
that a direct measure of section density can be used to predict output speeds. With the 
ability to predict output speeds, it would be possible to initiate input flow restrictions 
sooner, and also to end them more quickly wllen densities have been restored to optimum 
levels. These steps should eliminate or, at least, greatly reduce the period and ampli­
tude of the oscillations observed in Case 4, and permit maintaining tunnel traffic at near 
optimum conditions with more stability . 

Modifications to the existing controller to limit restrictions on input when speeds 
midway between the entrance and the bottleneck become too high are discussed by 
Duckstein (4). Of more fundamental importance however, a device to measure section 
density continuously as an on-line control parameter is now being developed by the Port 
of New York Authority staff, and experiments using this control device will be under­
taken. 
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Traffic Flow Data Acquisition Using 
Magnetic-Loop Vehicle Detectors 
STAN STERN, System Development Corporation, Santa Monica, Calif. 

One means of acquiring validation data for digital computer simulation 
of traffic flow in a freeway diamond interchange will be through the 
use of magnetic-loop vehicle detectors. Actual interchange perform­
ance will be monitored by direct measurement of vehicle parameters 
(count, size, and velocity), leading eventually, through the validation 
process, to a realistic simulation model. 

Techniques were developed to extend existing loop-detector capa­
bilities, permittil1g direct measurement of vehicle parameters (meas­
urements were available heretofore only on a statistical basis) and 
experiments were conducted to determine detector/ sensor-loop re­
sponse characteristics. 

A practical sensor-loop configuration, which was developed for 
the validation runs and tested in controlled experiments, provided an 
accurate picture of the over-all traffic pattern. 

Measurement accuracy was investigated, considering the effects 
of varying vehicle height and of closely following vehicles (tailgating), 
such as might be expected in heavy traffic. Measurement errors due 
to tailgating were attributable to recovery-time limitations inherent 
in the loop-detector circuit. 

The techniques described in this paper can be used, employing 
commercial loop-detectors, for traffic applications in which it is de­
sired to determine vehicle velocity and/or size directly in addition to 
vehicle cow1ting. 

•TlilS PAPER discusses one aspect of a traffic flow study being conducted at the Sys­
tem Development Corporation: the development of a technique to obtain direct vehicle 
parameter measurements using magnetic-loop vehicle detectors. 

The measurements will 1Jrovide data to be used in validating the digital computer 
simulation of vehicular traffic flow in a diamond interchange between a freeway and an 
arterial street. The general aim of the research program, which also includes math­
ematical analysis of traffic models related to the diamond interchange problem, is to 
gain an understanding of the phenomena ipvolved in traffic flow on surface arteries, 
freeways, and their interconnecting ramps. 

In the validation process, data acquired by the loop-detectors and by synchronized 
motion pictures taken from a hovering helicopter will be compared in the laboratory 
with the computer simulation outputs and, if the computer model does not pe-rform 
realisticaily 1 indicated changes will be incorporated into the model and the entire vali­
dation process repeated. This iterative procedure ls t::Xpt:?cted eventually to result in 
a realistic simulation model. The teclmiques employed to utilize loop-detectors for 
validation data acquisition, and the results obtained, a1·e the subjects of this paper. 

The magnetic-loop vehicle detector was originally developed and applied in practice, 
for traffic counting and signal control (1). This device operates in conjunction with an 
inductive wire loop placed in the trafficlane. The loop leads are b1·ought out to the 
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roadway and connected to the vehicle detector. The loop excitation signal, generated 
by a n oscillator in t he detector, induces a magnetic field surr ounding the loop. The 
passage of a vehicle through the magnetic field is sensed and a relay is act ivat ed . The 
duration of relay clos ure (which ends when the vehi cle leaves the magnetic field) va ries 
directly with the length of the vehicle and inversely with its velocity. A detailed de­
scription of the loop-detector is given in Appendix A. 

Vehicle velocity and size cannot be determined independently using a single loop­
detector. Determination of traffic speed has been obtained in practice on a statistical 
basis, by assuming an average car length, with the duration of relay closure (pulse 
width) giving an indication of traffic speed. 

To obtain the required computer validation data, it was necessary to develop a tech­
nique for applying the loop-detector to measure vehicle para meters directly . This ob­
jective was accomplished by employing the detectors in pair s a nd using a special (but 
simple) calibration procedure to provide the required velocity measurement accuracy 
using w1moclified commercial detectors. 

It is platmed to operate loop- detector pairs taped to the roadway at various positions 
throughout the diamond interchange to measure vehicle count, l ength (vehi cle classifica­
tion) , and velocity. The outputs of the detectors will be sampled periodically by a 
multiplexer whose output will be recorded by an instrumentation tape recorder. A 
timing track and synchronizing pulses will also be recorded in addition to a verbal 
annotation. The recorded data will be returned to the laboratory where it will be re­
duced from the tape recordings and entered into the Philco 2000 digital computer using 
an input channel of the RLlOl Real Time Input-Output Transducer. 

Development of a loop configuration for the freeway validation tests was based on 
theoretical considerations confirmed empirically by means of controlled experiments, 
and verified in actual traffic conditions. The loop configuration chosen is based on the 
dimensions of the diamond interchange lanes. 

THEORY OF PARAMETER MEASUREMENTS 

The technique we employed to measure vehicle length and velocity uses a basic 
sensor-unit consisting of a pair of loops, separated by a known distance (parallel to the 
direction of traffic) , and connected each to its own detector. As a vehicle passes over 
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the loop-pair each detector produces a pulse. Vehicle velocity is computed from the 
time delay between pulses and vehicle length from the pulse width. 

Suppose a vehicle of length a traverses the loop-pair (Fig. 1) with constant velocity, 
v. The loop length is Land the loop-pair sepru:ation is D. The magnetic field extends 
slightly beyond the loop boundaries and the effective field length L' depends on the sensi­
tivity of the detector. Each of the two detectors produces a pulse, and the time delay 
between pulses is denoted by ti.t. 

Vehicle velocity is determined by dividing the loop-pair separation by the· time delay 
between pulses . 

D 
v = ti.t (1) 

The pulse width, T, is the time required for the vehicle to traverse the field, L ', along 
its entire l ength, a. Hence, 

Substituting Eq. 1 in Eq. 2 

T 
L' +a 

v 

T 
a = D At - L' 

(2) 

(3) 

Equations 1 and 3 express vehicle velocity and length in terms of pulse width and the 
time delay between pulses. The effective length of field L' can be taken as equal to the 
loop length L with little penalty (for vehicles traversing the loop near its center)* since 
vehicle classification information does not require great precision. 

INITIAL EXPERIMENTS 

Initial experiments were conducted using a pair of RCA VeDet vehicle dectors with 
associated square loops, each consisting of three turns of No. 20 wire. The loop di­
mensions were 6 ft by 6 ft , as recommended by the equipment distributor. 

A photoelectric system was employed as a velocity measurement standard. In opera­
tion, a pair of photosensors was placed in positions normal to the vehicle path and 
parallel to the leading edge of the inductive loops. The light-collimating tube of each of 
the sensors (which were mounted on tripods) was sighted along the loops' leading edges 
at a pair of light sources located on the other side of the traffic lane. Figure 2 shows 
the experimental setup. A vehicle passing over the loop-pair interrupted the light beams 
from the lamps , activating the photoelectric sensor s. The photosensor output pulses 
were combined by connecting them to the different ial inputs of one channel of a two­
channel pen recorder, while the vehicle detector pulses were similarly connected to the 
other recorder channel. The permanent record was analyzed by comparing the two 
channels, using the optical data as a standard. 

This measurement technique was then applied in vehicle velocity tests to determine 
detector accuracy, using a loop-pair separation of 10 ft and driving the test vehicle 
over the center of the loops. When each detector was calibrated a ccording to the manu­
facturer ' s t·ecommended procedure, the error in the velocity mea surement was too 
gr eat (typically 7 percent), with respect to the optical data. 

Further tests conducted to determine the cause of this velocity measurement error 
revealed that it was due to unequal detector threshold levels, which caused the relative 
position between loop and vehicle at which the detector activates to be different for the 
two detectors. Hence, the loop-pair velocity measurement is in error by an amount 
that depends on the difference in the detector threshold levels. This effect is not sur-

*This is explained under the heading "Adjacent Loop-Pairs as a System." 
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Figure 2. Experimental setup. 
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prising considering that the detectors were designed for individual vehicle counting, and 
act independently of one another. No means is provided for detector calibration which 
uses the loop-pair as a system for velocity measurements. It became apparent, there­
fore, that a teclUlique must be developed to calibrate a pair of detectors as a system by 
equalizing their sensitivities . In addition, it was recognized that such a scheme, to be 
practical, should not employ complex setup p1·ocedures. 

CALIBRATION TECHNIQUE 

The calibration method developed inserts an external capacitance directly in parallel 
with the inductive loop. When the capacitance is removed, the tuned circuit experiences 
a phase shift similar to that experienced when a vehicle enters the loop's magnetic field. 
The detector sensitivity is adjusted until the relay activates for a narrow range of ca­
pacitance values, but not outside that range. The procedure is then repeated for the 
other detector, similarly establishing its sensitivity setting. The calib1•ation t cimiqul::l 
is described in Appendix B. This technique was applied in calibrating two pairs of 
TACDET vehicle detectors. The units tested during this study (RCA VeDet and Fischer 
and Porter TACDET) are only two of a number of commercially available vehicle de­
tectors, which operate on the same principle:. The two units were similar in their 
operation and circuit configurations. Although no attempt was made to test many dif­
ferent detectors, the techniques described herein should be generally applicable. 

Additional velocity tests were conducted using the experimental setup previously 
described. Typical velocity measurement err0rs of 2 percent were obtained with re­
spect to the optical standard, using a loop-pa.ir sepa.J.'ation of 10 ft. The accuracy of 
the velocity measurements suffe1·ed no observable deterioration during operation at 
ambient temperature for % hr (the time period over which it is planned to acquire vali­
dation data). No attempt was made to evaluate long-term accuracy or to test the de­
tectors under a wide range of temperatures. Such testing would be requiJ:ed for applica­
tions involving continuous detector usage. The_se results confirmed the effectiveness 
of the calibration technique in reducing the velocity measurement erro1·. 

DEPENDENCE OF MEASUREMENTS ON VEHICLE VELOCITY 

Experiments were conducted to determine the effects on velocity and pulse-width 
measurements of varying vehicle velocity. The experiments used a pair of 4-ft square 
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loops separated by 8 ft (from leading edge to leading edge). The vehicle detectors were 
calibrated and a test vehicle was driven over the center of the loops at various speeds. 
The photosensor data were used to calculate true vehicle velocity . 

Figw·e 3 plots the l"atio of measm·ed velocity to true velocity as a function of true 
velocity; the accuracy of t he velocity measurements is independent of vehicle velocity . 

Figure 4 plots the ratio of measured pulse width to the interval between pulses T/ At 
as a function of vehicle velocity. It is apparent that the ratio T/ At does not vary with 
velocity. This is consistent with the theory , as can be seen by solving Eq. 3 for T/At. 

T a + L' 
At = - D- ( 4) 

Substituting L' = L = 4 ft, a (the overall length of the experimental vehicle as given in 
the manufacturer's specifications) = 15.3 ft, and D = 8 ft gives T/ ti.t = 2.4, which, it 
is evident, provides a nice fit for the data points. Hence the measured pulse width 
agreed with the expected value at all velocities. Christensen and Hewton (1) tested two 
different vehicle detectors and found that the actual pulse width differed from the calcu­
lated (expected) value by a factor that depends on vehicle velocity. The calibration 
ctu·ves they plot (ratio of measured to calculated pulse width vs velocity) for each de­
tector have appreciable slopes . A plot of measured to expected pulse width ratio vs 
velocity fo1· the vehicle detector tested at SDC would be a horizontal line at ratio Wlity , 
permitting the direct determination of vehicle length without correction of the measured 
data. 

These results (Figs. 3 and 4) demonstrate that vehicle velocity and length can be 
determined directly from the equations previously presented for a vehicle crossing the 
loops at their centers. The curves reveal no significant effects due to varying vehicle 
velocity for the velocity range investigated . No special calibration curves are required 
to provide for different vehicle velocities. 

LOOP CONF1GURA TION 

Experiments were conducted using various loop sizes and loop-pair separations. 
The fin.al configuration (Fig. 5) comprises a pair of 4-ft square loops, consisting of 4 
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turns of No. 20 wire, located in the center of each 12-ft lane and separated (leading 
edge to leading edge) by 8 ft. 

The distance between loop-pairs in adjacent lanes (8 ft between adjacent conductors) 
was found to yield satisfactory results with respect to the numbers of' missed counts 
(vehicles passing undetected between lanes) and double counts (vehicles being detected 
by adjacent loop-detector pairs as separate vehicles in each lane). 

Loops were located at the lane centel:'. because parameter measurement is optimized 
when the vehicles cross the loops at their centers. It is expected that the great majority 
of vehicles will most often occupy the center of the freeway lanes. Therefore, placing 
the loops at the center of the lanes will yield the best measurements. 
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The width of the loops (4 ft) was dictated by the combination of lane-center location 
in the 12-ft wide freeway lanes and 8-ft adjacent loop spacing. Loop length should be no 
smaller than loop width to maintain t he height of the magnetic field. If the height of the 
field (which depends on the smaller loop dimension) is too small, the reliability of 
cowiting high-slung vehicles (tractor-trailers, etc.) is impaired. 

It is desirable that the loop-pair separation be small enough to detect lane-changing 
vehicles accurately. Close-spacing, furthe.rmore, p1•ovides a more nearly instantane­
ous velocity indication (the vehicle has less time to change its speed in a shorter dis­
tance). However, when the loops become too closely spaced, the magnetic interaction 
between them degrades parameter measurements. 

Figure 6 shows the variation in the velocity measurement error as a function of loop­
pair separation. Nominal vehicle speed was 20 mph and detector excitation signal fre­
quencies were 2 kc/ sec apart. The error was relatively constant for large loop sepa.ra­
tions but when the separation was reduced to 5 ft (1 ft between adjacent conductors) the 
error increased to 11. 7 percent. Additional data to observe the effect of frequency 
separation were obtained by operating the detectors 6 kc/sec apart in the 10-ft and 5-ft 
separation positions. In this case, the change in velocity measurement accuracy was 
less severe (2 percent error at 5-ft separation) because magnetic coupling was reduced 
as the circuits were operated farther apart in frequency. An 8-ft separation (leading 
edge to leading edge) was chosen as a compromise between loop proximity and error 
minimization. 

ADJACENT LOOP-PAIRS AS A SYSTEM 

Experiments were conducted considering adjacent loop-pairs as a system. All 4 
lead-in wires for each couple of adjacent loops were run, in proximity, to their respec­
tive detectors. Care was taken that adjacent loops and the members of each loop-pair 
were ope1·ated with their detector excitation frequences at least 2 kc/sec apart to avoid 
interactio11s. The roadway was divided longitudinally into 1-ft strips and a test vehicle 
repeatedly driven along the strips, through the system. Figure 7 shows pulse width as 
a function of vehicle position for a single detectot at a vehicle velocity of 25 mph. When 
the vehicle crossed directly over a loop the pulse width was relatively constant, but as 
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it passed farther otf the lane-center to the sides of the loop, the magnetic field pecame 
Darrower and pulse width deci·eased. (The effective length of field L' decreased as the 
vehicle traversed the loop farther off center.) The minimum pulse width occurred when 
traveling down the lane divider. The mid-lane value of pulse width was consistent with 
the theory, as can be seen by solving Eq. 2 with L' = L = 4 ft, a (the overall car length 
given in the manufacturer's specifications) = 15. 3 ft, and v = 36. 65 ft/sec (25 mph). 
The measured pulse width agreed with the calculated value (0. 530 sec) within 2 percent. 
The velocity measurement error w·th respect to the meastU·ement standard was rela­
tively constant throughout the lane, even approaching the lane divider , because the de­
tectors were so w 11 ma ched during calibraUun that Lhe pulses from each detector in 
the detector-pair i·emained accurately spaced even though the individual pulse widths 
varied with vehicle position in the lane. Beyond the lane divider detecto1· response 
ceased. Left-hand-lane lntffic was not detected by right-hand-lane detectors and vice 
versa. There was no measurable effect due to magnetic interaction be~veen the closely 
spaced lead- in w .ires . 

There was a narrow region at the lane divider in which both pail's of adjaceut de­
tectors responded. In this region, the vehicle barely covered the adjacent magnetic 
fields producing narrow pulses in each of lhe detectors (corresponding to the end points 
in Fig. 7). Such a condition will exist, however rarely, for vehicles that occupy a laue­
straddling position. 

INTERPRETATION OF DA TA 

Referring to the previously derived equations, values of D = 8 ft and L = 4 ft give 

8 
v = -

ti. t 
(5) 

and 

(6) 

as the two equations defining vehicle velocity and length. These parameters are de­
termined by measuring the pulse width and the interval between pulses with standard 
instrumentation techniques and performing the necessary .computations. 

The first of the two pulses should be used for pulse-width determination, s"il'lce it 
corresponds to the interval during which velocity is measured. 

TRAFFIC TESTS 

Adjacent loop-pairs were taped to the road surface in each of the 12-ft westbound 
lanes oi Olympic Boulevard in Santa Monica, just outside the SDC .facility . The four 
detectors were calibrated during a brief lull in traffl.c. Data including narrative tape 
recordings, were recorded du1·ing several different traffic conditions. Figure 8 shows 
the test configuration; Figure 9 the vehicle detectors and recording equipment. The 
recorded data were then analyzed and it was determined that the loop detectors provided 
an accw·ate picture of tl1e overall traffic-flow pattern. The following observations were 
noted. 

Lane Changing 

Vehicles changing lanes over the loop~pairs sometimes activated all four of U1e de­
tectors, and sometimes only Urree of them. The detectors associated with an active 
loop-pair reflected the passage of lane-changers by generating pulses of unequal width. 
The unequal-width pulses corresponded to the different positions at which the two loop­
pair members were traversed (e.g., the 5-ft and 4-ft points in Fig . 7) . The pulse 
pattern created by a lane-changing vehicle (a pair of pulses with w1equal widths from 
one detector-pair, accompa1tied by a single pulse 01· two likewise dissimilar pulses 
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Figure 8. Traffic test configuration. 

Figure 9. Traffic test equipment . 
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from the detector-pair associated with the adjacent lane) is characteristic and can be 
used to recognize lane- changers. 

Lane straddling 

An occasional vehicle traversed the loops riding the centerline too faithfully to be 
detected as a lane- changer. In this event, a pail' of equal-width pulses resulted from 
the detector-pairs associated with each lane. As previously noted, the pulses resulting 
from lane-straddling vehicles ai·e of relatively short duration. Fu1·thermore , the right­
hand-lane and left-hand-lane pulse-pairs differ from one another in their widths if U1 
vehicle favors one or the other of the adjacent lanes (Fig. 7) . Observation of a record 
of the detector pulses shows a pair of short pulses from one detector-pair accompanied 
by a pail' of even shorter pulses from the adjacent lane's detector-pair. The shorter 
pulses begin later and end correspondingly earlier than the longer ones . In this case, 
the characteristic pulse pattern of a lane-straddling vehicle c:.i.n be distinguished from 
separate vehicles simultaneously present in each lane. 

Any tendency of the lane-straddling vehicle to move horizontally creates an imbalance 
in the pulse widths of each of the individual detectors making it difficult to determine 
whether the vehicle is straddling or changing, lanes. 

Certain Trucks 

The passage of multisection vehicles employing long booms yielded more than one 
pulse, as though they were separate vehicles following each other closely (tailgating). 

Tailgating 

When one vehicle closely followed another, the detector-pairs in all cases detected 
the presence of both vehicles. Analysis of the data, however, led to the suspicion that 
the measured lengths of the tailgating vehicles were too small. 

TAILGATING EXPERIMENTS 

Experiments were conducted to determine the effects of tailgating on measurements 
of vehicle length and velocity. Two cars were driven over the center of a loop-pair, 
both tailgating and individually, at 10-15 mph. A pair of 6-ft square loops separated 
by 10 ft (leading edge to leading edge) was used. The photoelectric system previously 
described provided a velocity measurement standard. 

Table 1 gives the results of the experiments. The indicated vehicle length was ob­
tained for each vehicle when driven separately over the loops. The vehicles were then 

Run 

1 
2 
1 
2 

Vehicle 

A 
A 
B 
B 

TABLE 1 

RESULTS OF TAILGATING EXPERIMENTS 

Measured Length Total Velocity 
Vehicle Measurement Measurement 
Length Errora Error 

(ft) (%) (%) 

16. 62 0 -3.8 
16.00 3.7 -2. 7 
13. 60 10. 6 +6.5 
13.60 10.6 +5.6 

Velocity 
Measurement 
Error Due to 

Tailgating 
(%) 

10.3 
8.3 

Olndicated vehicle lengths without tailgating (vehicle A= 16.62 ft, vehicle B = 15.22 ft) used for 
tailgating measurement error comparison. 
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driven over the loops, car B tailgating car A, in each of two runs. In each run the 
measured length of the tailgating vehicle differed from its indicated length without tail­
gating by 10. 6 percent. 

The error in the velocity measurement for vehicle A (2. 7 to 3 . 8 percent), was due 
to the slight mismatch in detector sensitivities remaining af ter calibration. The total 
velocity measurement error for vehicle B was equal to the algebraic sum of the first 
error (residual sensitivity mismatch) and the error due to tailgating. The error due to 
tailgating was then computed from tJ1e algebraic difference between the total velocity 
measurement error and the error due to sensitivity mismatch. The velocity measure­
ment error due to tailgating was found to be 10. 3 percent for the first run and 8. 3 per­
cent for the se cond run. 

The measurement errors are attributable to recovery time delays in the vehicle de­
tectors. The vehicle length measurement error occurs because the detectors do not 
have enough time to recover from the passage of the fi1·st vehicle before the entrance of 
the second vehicle . The detectors trigger late, producing shorter-than-normal pulses 
that are interpreted as a shorter vehicle. Detector recovery time delay is significant 
despite the fact that the minimum available detector time constant was selected (the so­
called pulse mode of operation) . 

If each detector in the pair bad identical operating characteristics, tile detectors' 
recovery time delays would be the same. The velocity measu1·eme11t, which depends 
on the time interval between pulses, would then be unaffected. The existence of the 
additional velocity measurement enor (due to tailgating) indicates that there is a mis­
match between the detectors' recovery times . These recovery time delay problems 
are inheTe11t in the circuit design of the vehicle detectors, which were originally in­
tended merely for vehicle- counting applications. To reduce these effects it will be 
necessary to make circuit modifications. 

The time lag between the passage of the rear bumper of car A and the front bumper 
of car B, the tailgating car , was approximately 0. 35 sec in each run as determined by 
the photosensors. For a typically heavy traffic situation, in which the vehicles trail 
each other by approximately 11/z to 21/2 sec, the measurement errors would be somewhat 
less, because the detectors would more nearly recove1· to the quiescent operating state. 

The experimental results indicate that the accuracy of both length and velocity meas­
urements will suffer under heavy traffic conditions becallse of the limited time available 
for the detectors to recover between the passage of successive vehicles. The measu1·e­
ments can be e.xpected to be approximately 90 percent accurate in extremely heavy traf­
fic, increasing in accuracy for lighter traffic. A higheJ.' degree of accuracy in heavy 
traffic can result only from the employment of improved vehicle detectors. If greater 
accuracy is required, a detector modification program should be undertaken. 

EFFECTS ON MEASUREMENTS OF VARYING VEHICLE HEIGHT 

A question was raised concerning how much the velocity measurement accuracy 
would be affected by va.rying vehicle height, such as might occur if a vehicle bounced 
as it passed over the loops. 

Experiments were conducted in which a foreign-made, adj\lstable-body-height auto­
mobile was driven over the center of a loop-pair at a nominal speed of 15 mph with 
va1'ious pre-adjusted body heights. Table 2 gives the results of the experiment. Four 
different body-height positions were used. The first tlu·ee are normal driving positions. 
Position 4, which is normally used only for tire-changing, providedanextremeoperating 
height foi' toe experiment. In each case the pulse width was normalized by multiplying 
Eq. 2 by the velocity to give the sum L' + a. 

As the body height was raised, the vehicle entered each loop's magnetic field slightly 
later and left it slightly earlier resulting in a decreasing pulse width. This effect was 
caused by the tapering contour of the loop's magnetic field (variation of L' with vehicle 
height). Subt1·acting the length of the loop (6 ft) from L' + a for vehicle length deter­
mination shows that the measured vehicle length varies from 15. 96 ft (a0 ) to 14. 56 ft, 
a variation of 8. 8 percent in the indicated vehicle length, over the 33/.i-in. i·ange of body 
heights. This is indicative of the sort of variation in vehicle length measurement that 
would be caused by vehicles of differing body heig·hts (i.e. , high- slung vs low-slung). 
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TABLE 2 

EFFECTS OF VARYING VEIIlCLE BODY HEIGHT 

Assoc. Percent Velocity 

Relative Indicated Measurement Error 
Preset Pulse Width [~Jx Height Body Expressed in Vehicle 100 Pe1·cent 

Position Height Feet (L' +a) Length, a 
(in.) (ft) 

10-Ft Loop 8-Ft Loop 
Separation Separation 

1 0 21.96 (L' + a)0 15. 96 (ao) 0 0 
2 +% 21. 63 15.63 1. 65 2.05 
3 +1 20.71 14. 71 6.25 7.8 
4 +3% 20.56 14.56 7.0 8.75 

The experimental velocity measurements w~re quite accui·ate since, of course, the 
vehicle crossed each loop with the same body height. The velocity measurement error 
that would have occurred if the body height had varied from its minimum value when 
crossing into the first loop to the new value when crossing into the second loop (or vice 
versa) approximates the effect that vehicle-bounce would have on the velocity measure­
ment accuracy . The assumption made here is that thP. v hi.de would move with a 
bounce-period equal to twice the loop-pair separation. The velocity measurement 
enors (with respect to the minimum-height velocity measurement) that would be asso­
ciated with the varying pulse widths are calculated by xlrapolation from the pulse-width 
data. The loop-pair used (10-ft separation) would, under the circumstances assumed, 
measure vehicle velocity with an error of 7 percent for a vehicle bouncing 3% in. Fur­
ther extrapolation for an 8-ft loop-pair separation (chosen for the verification data runs) 
indicated that the velocity measurement would be in error by 8. 75 percent for a 33/.i-in. 
bounce. These are worst- case conditions. Even for a 3%- in . bolmce of the proper 
bounce-period the error contribution due to bouncing would be something less t.l,)an 
maximum, depending on the exact phase relationship between the bow1ce-cycle and the 
loops. 

The .foregoing represents a somewhat academic approach to the study of the effects 
of vehicle-bounce on velocity measm·ement. Important questions must be answered, 
i.e. how much bow1ce and what bounce-period can be expected at various speeds in a 
practical situation, etc . , before measurement errors can be fully assessed . In any 
event, care should be exercised to locate the loops tn smooth, flat sections of roadway 
to minimize vehicle-bounce. 

CONCLUSION 

The major advantage of the technique discussed in this paper is that it permits the 
application of commercially available magnetic-loop vehicle detectors to the measure­
ment of individual vehicle velocity and length. It does so by operating a pair of detec­
tors as a system. This is made practical by the application of a simple, convenient 
calibration procedure. The measurements are quite accurate in light traffic, but ap­
proach 90 percent accuracy when the vehlel.es follow one another closely (for an un­
modified TACDET operating in the pulse mode) . 

The loop co11figuration developed is consistent with the diamond interchange applica­
tion, in wh.:ich it is planned to use a large number of loop-pairs with their associated 
detectors to aequire the simulation validation data. For narrower lanes (less than 12 
ft wide), the loops should be offset from lane- center to preserve the 8-ft adjacent con­
ductor separation to minimize double coimting. 



51 

The techniques described are usable for traffic applications in which it is desired to 
determine vehicle velocity and/or size directly in addition to counting. Some applica­
tions that come to mind are the following: 

1. 85th percentile determination of speed for the establishment of speed limits. 
2. Early warning speed indication for traffic approaching areas of limited distance 

visibility. 
3 . Speed limit enforcement. 
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Appendix A 
VEHICLE DETECTOR DESCRIPTION 

Figure 10 shows a block diagram of the vehicle detector. The sinusoidal signal from 
a crystal-controlled oscillator is connected, through an emitter follower, to the in­
ductive loop. Variable capacitors are provided to tw1e the loop to the oscillator fre­
quency. The voltage across the loop is applied to a phase detector, where its phase is 
compared with that of the reference oscillator signal. The filtered phase detector out­
put voltage is amplified in a de amplifiex and connected to a two-transistor relay driver 
amplifier. 

When a vehicle enters the loop's magnetic field, it produces a phase shift in the 
voltage across the loop which raises the phase detector's output voltage. This voltage 
is amplified in the de ampli{ier , activating the relay through the relay driver amplifier. 
The de amplifier is capacitively coupled to the relay drivers to make the circuit in­
sensitive to long-term de voltage variations. A choice of time constants is provided. 
The maximum time constant provided permits the detector to continue monitoring the 
presence of a vehicle stalled in the field of influence, to the exclusion of all other passing 
vehicles. Minimum time constant should be selected to minimize detector recovery 
time. 

Crystal­
Control led 
Oscillator 

Emitter 
Follower 

lndu-ctive 
Loop (External) 
and Tuning 
Capacitors 

Phase Detector 
and Filter DC Amp! ifier 

Sensitivity 
Adiustment 

Figure 10. Vehicle detector block diagram. 

Relay 
Driver 
Amplifier 

Relay 
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Plug-in crystals are available in 2 kc/sec steps from 90 to 110 kc/sec. 
A se11sitivity adjustment provides a method of varying the relative position between 

loop and vehicle at which the relay activates. 

Appendix B 
VEHICLE DETECTOR CALIBRATION TECHNIQUE 

The calibration circuit (Fig. 11) is connected to the vehicle detector's 'loop' termi­
nals (the detectors usually provide monitor terminals, which can be used for this pur­

pose) . The state of the detector relay is 
monitored by means of a visual indicator 

.-----..----'"4'"~ To loop 
Cl J_ C2 j_ 
25.2 pf I 28.2 PT 

Sl ~ s2-f 

Y~----... Y-----t•~ To loop 

Figure 11. Vehicle detector calibration circuit. 

circuit. If not already provided in the 
detector, a relay monitoring circuit can 
be constructed by connecting a 6-volt bat­
tery and a No. 47 indicator bulb in series 
with the normally open relay contact ter­
minals. Two slightly different capacitance 
values (C 1 = 25. 2 picofarads, C2 = 28. 2 
picofarads) are used. 

The detector sensitivity is adjusted to 
a maximum. Pushbutton switch $1 is first 
depressed connecting Cl across the loop, 
and then released, xemoving it. If the in­
dicator lamp lights when Cl is removed 

(indicating that the relay has been activated) the detector sensitivity is decreased and 
the procedure repeated until a sensitivity position is reached for which he lamp does 
not light. Switch 82 is lhen operated in the same manner, inb:od11cing C2 and a slightly 
greater phase shift. The relay will now activate unless the detector sensitivity has been 
set too low. If this is the case, the sensitivity is increased slightly until the lamp lights 
when S2 is released after being depressed. 

The detector is properly adjusted when a sensitivity setting has been fow1d such that 
the relay activates when 82 is operated and fails to activate when Sl is operated. 

When the sensitivity of the first detecto1• is th\1s precisely set, the same procedure 
is repeated for the second. 

Minimum detector time constant should be used during calibration to permit the de­
tector to stabilize rapidly. 
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•AN UNDERSTANDING of interrelationships among basic characteristics of vehicular 
traffic flow, such as volume, speed, and density, is of prime importance to the prac­
ticing frafiic engineer. From the standpoint of design, a knowledge of high-flow-rate 
characteristics is required for the prediction of highway capacity. Those concerned 
with traffic operations are faced with the problem of providing an adequate level of serv­
ice; this calls for an understanding of the entire range of relationships. Development of 
flow control and ramp metering techniques must be based on these functional interrela­
tionships under high-density conditions. Finally, any efforts toward developing new 
roadway and vehicular technologies for the purpose of improving flow characteristics 
will necessarily stem from an understanding of the present relations. 

During recent years, a number of hypotheses concerning these interrelationships 
have been proposed. Some researchers have relied almost completely on the statistical 
analysis of data for developing functions, while others have begw1 with a purely theoret­
ical concept, from which relations were derived and later tested. 

It is the purpose of this paper to examine currently available hypotheses, using rig­
orous statistical procedu1·es to test them with a common set of freeway flow data. The 
degree to which the various functions could be made to replicate the full range of the 
data was the basis for determining Which relations might be better than others, and 
possibly for deciding that some should be rejected entirely. 

Primary reliance was placed on the results of the techniques of statistical analysis. 
Where th·ese were inadequate, however , sound judgment was applied in order to select 
the most workable functional relations. 

The approach selected was the regression of speed of flow against density , since the 
other basic relations, volume-density and speed-volume, cannot be transformed into 
linear ftmctions for all hypotheses. The techniques of linear regression analysis are 
both simpler and more highly developed than those of the nonlinear analysis. A visual 
examination of the volume-density and speed-volume relationships derived by conversion 
from each of the speed-density i·egression equations was also performed. 

SITE AND DATA SELECTION 

To investigate the relation between speed and density properly, it is necessary to 
sample traffic flow characteristics over the range of all possible densities. There are 
at least two feasible sampling procedures available: the use of fixed time periods, such 
as a minute or an how· to represent a data point, or the use of a specific number of con­
secutive vehicles for each point. 

Data collected during the fixed time period represent flow characteristics dtu·ing that 
period, but the nwnber of vehicles included in the samples varies over the day. During 
free flow operations a minute sample could contain so few vehicles as to be statistically 
unreliable. On the other hand, the use of a short time increment, such as a 1- min peri­
od, helps to insw·e that a nearly instantaneous picture of flow conditloi1s is provided. 
Vehicles in the sample can be no farther apart than 1 min in time, resulting in a limita­
tion in the possible changes in flow characteristics which might take place during the 
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sampling period. This would imply that the dispersion of phenomena within a sample 
would be minimal. 

The vehicle-based sample insures that each data point represents the same number 
of vehicles. Over the day, however the amount of time included in the sample varies 
considerably. A series of 100 vehicle samples taken on the Eisen110wer Expressway 
in Chicago during a 24-lu· period covered time spans ranging from approximately 3 to 
50 min. 'the f10w characteristics rep1·ese11ted by an average over 50 min may not give 
a good indfoation of the true r elationships among vehlclcs on the facility . The behavior 
of vehicles passing a point dul'ing a preceding 50-min period may have little or no effect 
on current operations. 

While neither sampling basis is entirely satisfactory the 1-min time sample is prob­
ably best for examining vehicular interactions with respect to density of flow. In con­
sidru:ing the freeway as a system gene1·ati.ng some distribution of phenomenological out­
put, as represented by vehicular flow characteristics, the regularity of the time-based 
sample is more satisfying intuitively than the continuotisly varying output rate of the 
vtihicle-based sample . The detection equipment can be set to "look at" the expressway 
every minute and "photograph" its operating characteristics rather than waiting until 
sufficient vehicles have passed and developing a time average. 

A series of 1, 224. one- minute observations was recorded with the pilot detection sys­
tem of the Chicago Area Expressway Stll'veillance Project. At the end of each minute 
the minute volume, time-mean-speed, and occupancy were obtained, and density was 
computed from the volume and time- mean- speed. Data were collected in the middle 
lane of the three-lane westbound roadway at Harlem Avenue on the Eisenhower Express­
way. The observations were made between 1:00 and 6:00 p.m. on four weekday after­
noons under dry weathei· and normal tralfi conditions. Thus, many of the data rep1·e­
sented peak hour characteristics, while few were associated with the very lowest density 
range . 

It appears appropriate to describe the location of U1e study site in relation to adjoin­
ing portions of the expressway because of its effect on U1e flow interrelationships. For 
example if a locatio11 is studied whlch is not operating at capa ity due either to lack of 
demand or a.n upsb:eam bottleneck, high density meastu·ements obviously cannot be ob­
tained. On the other hand, if the study site is located just upstream of a severely limit­
ing bottleneck, mid-range density measurements may be limited or almost nonexistent. 
Hypothetical speed-volume-density l'elations desci·ibing these conditions are shown in 
Figure 1. 

The study site (Harlem Avenue) is located one-half mile upstream from a bottleneck. 
The capacity of the downstream bottleneck, however, is only slightly less than the capa­
city of the study site, and therefore density observations can be obtained over a sub­
stantial portion of the density range . 

A disturbing feature of the original data set was that points seemed to occur in 
bunches (Fig. 2), particularly in the 20 to 45 and 65 to 84 veh/mi ranges (1). Early at­
tempts at regression analysis with these data indicated that the concentratTon of points 
in a few areas resulted in equations which did not adequately represeul the entire range 
of the relationship. Sample densities varied considei·ably over the range of the inde­
pendent variable, resulting in a biased estimate of regions represented less than ad­
equately in the sample . 

Once the objective of any research project has been defined, a sampling procedure 
can usually be desig11ed so as to efficiently collect a relevant set of unbiased data. For 
an investigation of mean free speed-the Y-intercept of the relation-a sample whose 
mean density is close to zero could be chosen. Couditions around jam concentrations 
could be studied by sampling only at the lowest congested speeds. Because this analysis 
was aimed at testing a number of functional relations over the full range of operating 
characteristics, it was necessary to give equal consideration to all flow conditions 
which might occur . 

One solution to the problem would have been to return to the field an.cl fill in areas 
which were under-repl'esented in the original sample. The variable over which the 
sample was being taken was density, in vehicles per mile. An unbiased sampling pro-



70 

60 

50 

40 
~ 

5 
0 

'" '" 30 0. 

"' 

20 

0 
uJ 
uJ 
0. 

"' 

'" " => __, 
0 
> 

L 
DENSITY 

b 
DENSITY 

VOLUME 

UPSTREAM 
LOCATION 

b_ 
DENSITY 

DENSITY 

VOLUME 

BOTTLENECK 
LOCATION 

L 
DENSITY 

L 
DENSITY 

VOLUME 

DOWNSTREAM 
LOCATION 

Figure I. Hypothetical relationships. 

.. 

- . .. . 
• ! • : 

DENSITY (v pm l 

Figure 2. Scatter diagram of total speed-density observations. 

55 



56 

0 10 20 'O 40 50 60 70 00 90 100 110 120 130 140 

DENSITY (v.p. m) 

Figure 3. Scatter diagram of selected sample of speed-density observations. 

cedure would require that each possible density value should have an equal probability 
of being in the sample . To collect data by turning on the detectors for a period of 5 
hours per day automatically biases the analysis against reg.ions of the relation whose 
densities rarely occur during the samplli1g hours. 

Because of the additional expense entailed in collecting data under conditions similar 
to the original sample in order to fill in the sparse areas another technique was de­
vised. The set of 1, 224 one- minute observations, each on a sirigle punch-card, was 
arranged in the order of increasing density and divided into ranges of app1·oximately 5 
veh/mi. The number of observations falling in the most sparse 5-veh/mi range was 
determined, and a like number of data points was randomly sampled from each of the 
other ranges . This resulted in a sample of 118 observations, with each 5-veh/mi range 
containing an equal numbe1· of points. Tl1e procedure resulted in a conside1·able degi·ee 
of uniformity of sample density throughout the range of the independent variable, as 
shown in Figure 3, particularly when compared with Figure 2. Some characteristics of 
the sample are as follows: 

Lowest density 
Highest density 

Average density 

Lowest speed 
Highest speed 

Average speed 

14.2 veh/mi 
118. 4 veh/mi 

61. 9 veh/mi 

8.2 mi/hr 
52.3 mi/hr 

29. 6 mi/hr 

ANALYSIS OF RELATION BETWEEN TIME MEAN SPEED AND 
SPACE MEAN SPEED 

Data were collected by using molion and presence detectors whicl1 measured speed, 
lane occupancy and volume. Individual speeds were averaged over each millute, result­
ing in a time-mean-speed value. Density was computed pa.sed on the fundamental rela­
tion, volume = speed x density . 
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Wardrop (2) has shown that this relation holds only for space-mean-speed, the speed 
computed from the mean of vehicle travel times over a specified distance; he demon­
strated that the two speed measurements could be related as follows: 

TMS = SMS + (aSMS) 2 
SMS 

The use oi the collected time- meart-speed dala then, introduces a bias into the· values 
of both speed and density. To investigate the magnitude of this bias and possibly develop 
a procedure for cori·ecting the data points, a second study was conducted at the same 
location in which 224 groups of 100 consecutive vehicles were analyzed. Time-mean­
speed space- mean- speed, standard deviations of both time- and space-mean-speeds, 
and densities calculated from both speeds for each group were determined. 

A regression analysis of time-mean-speed and space-mean- speed rei=mlt cl in the 
following equation: 

SMS -1. 88960 + 1. 02619 (TMS) 

r 2 0. 99834 

O' = 0. 38404 

The nearness of the slope of this relation to 1. 00 indicates the close correspondence 
between the two speed measm·es (Fig . 4) . The maximum diffe1·ence between the two 
speed measures occurs at zero speed and is 1. 9 mph. As speed increases the differ­
ence becomes smaller, and at 72 mph the time-mean- speed and space-mean-speed 
would be equal . In addition, there was no significant difference in the means of the two 
speed measurements at the 99 percent confidence level. 

A similar investigation of the relation between the densities computed from time­
mean- spoed and space- mean-speed gave the following regression line: 

Ks ms 
r2 

a 

-1.03638 + 1.06018 (Ktms) 

0.99712 

0.94337 

The two measurements were again found to be quite close, with a maxi.mum difference 
on the order of 1 veh/mi (Fig. 5) . There was no significant difference in the means of 
the two parameters at the 99 percent confidence level. 

Tests of the slopes of both of these equations revealed tnat they were significantly 
different from 1. 000 at the 95 percent confidence level; i .e. , th data indicate the exist­
ence of a real difference between space-mean-speed and time-mean-speed, a result not 
unexpected considering the theoretical work of Wardrop. 

In spite of these results, it was felt that any reduction in error achiaved through 
conversion of data from a time-mean-speed to a space-mean speed basis would be un­
important wben compared to the variation introduced by the inaccuracies of Uie data 
collection equipment. For example, the range of error in speed measurement over a 
1-min sample has been estimated at ± 1 mph; for an individual vehicle this broadens to 
4 or 5 mph. 

The conclusion fl.'Om this phase of the analysis was that time-mean-speed and the 
corresponding density would be used for the investigation, since this would introduce 
only a minimal amow1t of error into the results of the study. 

PRESENTATION OF HYPOTHESES 

Seven proposed speed-density relationsltips were selected for examination. Some 
have no theoretical background, being based primarily on the researcher's observation 
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of a particular data set. others have considerable support; four have been shown to be 
directly related to specific car-following rules ~' ~). 

Linear Forms 

Early work in the analysis of speed-density relationships, notably that by Greenshields 
~), was devoted to the investigation of a continuous linear form, as shown below: 

1 
HYPOTHESIS I 

,of. 
I 

Prompted by the failure of the continuous relation to fit data at all density levels, 
some researchers (6) have devoted attention to the possibility of the existence of two or 
three distinct zones-; each characterizing a different driver behavior pattern. These 
hypotheses follow; additional parameters are introduced. 

HYPOTHESIS II 

L--~~...:.:;:_L--~~~~~__;:K~;~K 

} 

4'A 
HYPOTHESIS Ill 7 

The assumption of linearity was adopted because of its simplicity, and although the.re 
is no strong t heoretical basis, the function may be derived from the car- following rule 
in which sensitivity of the following vehicle is inversely proportional to the square of the 
inter-vehicle spacing. 

Greenberg's Exponential Curve 

In 1959, Greenberg (7) postulated another speed-density form, based on a hydro­
dynamic analogy. Treating the h·affic stream as a perfect fluid, he combined the equa­
tion~ of motion and continuity for one-dimensional compressible flow and ar1·ived at the 
following form: 
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The parameter c is defined as the speed at which volume experiences its maximum with 
respect to density. 

Gazis, Herman and Potts (3) have shown that this relationship can be independently 
derived from theit· microscopTc car-following theory for the case in which the sensitivity 
of the following vehicle is inversely proportional to the spacing between vehicles. 

Because this equation is not dP.fined at k = 0, it will be tested in the following more 
realistic form; again, another parameter is introduced: 

HYPOTHESIS IV 

K; 

I 

Underwood's Transposed E:xponential Curve 

Apparently disturbed by tbe failure of Greenberg's curve to remain finite at zero 
density , Underwood (8) suggested that perhaps the infinity asymptote should be along the 
density scale, since almost any jam always has some finite movement: 

~_""'}. 
HYPOTHESIS v I 

The para.meter km is defined as the density at which volume experiences its maximum 
with respect to density. This relation can be traced to the car-following rule where 
sensitivity is directly proportional to the speed of the following vehicle and inversely 
proportional to the square of the spacing. 

Edie's Discontinuous Exponential Form 

The frequent occurrence of a discontinuity in empirical volume-density curves in the 
vicinity of optimum density and the poor correlation of low-density data with Greenberg's 
hypothesis led Edie (9) to postulate in 1960 that a different car-following law applies to 
noncongested operation, namely, that the sensitivity is proportional to velocity and to 
the reciprocal of the square of spacing between vehicles. Consequently, he derived the 
following hypothesis: 
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HYPOTHESIS VI 

This form is merely a combination of the Greenberg and Underwood relations. 

Further Suggestions 

May has pointed out that speed-dehsity data from the Eisenhower Expressway in 
Chicago tend to exhibit concavity at low densities. Guided by these observations, the 
following bell-shaped curve has been suggested: 

·! 
HYPOTHESIS VII 

This hypothesis has no theoretical foundation. 

DISCUSSION OF STATISTICAL ANALYSIS TECHNIQUES 

The basic purpose of this research was to make decisions regarding the relative 
merits of the seven speed-density hypotheses as applied to the study data. The essence 
of any experimental design lies in the development of rigorous tests which will permit 
exacting binary decisions to be made . The i·esearcher must rely on his own intuition 
to decide what is expected of his hypothesis; he must then u·a.nslate these expectations 
into testable form. 

The attitude taken in the formulation of such tests in this research endeavor was 
based on the traditional philosophy of rejection. In general, such an approach translates 
a general hypothesis into several working hypotheses which express the various expecta­
tions of the researcher. These working hypotheses are structured in a test framework 
and are designed to maximize the "falsifiability" of each hypothesis. The failure of any 
one working hypothesis to meet the researcher's expectations necessarily constitutes 
rejection of the general hypothesis, and suggests a restudy of the theory underlying that 
hypothesis. 

The use of such an approach was particularly warranted in this study, for two rea­
sons. 

1. Traditional applications of regression techniques tend to ignore opportunities for 
verification. The goodness-of-fit statistic (r2

) is generally quoted, and frequently, a 
test is conducted to shed some light on the significance of the regression in reducing 
variation in the dependent variable. Viewed in this limited context, regression analysis 
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tends to become a self-fulfilling prophecy. The statistical design in this study has been 
approached with the intention of formulating tests not only of the significance of the re­
gression considered by itself, but also of the calibrated regression model's ability to 
predict independently derived parameters. 

2. The basic pw·pose here was to compare the seven models with each other. Re­
gression theory presently offers no technique for comparing directly two regression 
models applied to the same sample . The only alternative, then, is to develop tests 
which may be applied against each hypothesis without favor, and to in::;ist that the failure 
or ai~y one hypothesis to meet all such tests necessarily constitutes elimination of that 
hypothesis from further consideration. This idea is consistent with the notion of com­
paring hypotheses in terms of theu· application over the entire domain of density. 

Fundamental Concepts of Regression Analysis 

Before introducing those statistical concepts which have been developed to cater to 
t he peculiar nature of this research, it is worthwhile to review the traditional setting 
of regression analysis. Suppose measurements of a variable y are recorded and con­
siderable variation in y about its mean y is observed . Suppose that y is influenced by 
an independent variable x according to some relation; if it is possible to isolate the ef­
fects of x on y the dispersion of y might be considerably r educed. Linear regression 
analysis is a convenient means for accomplishing this desired isolation. 

The following diagram, which depicts this situation, provides a convenient review 
of terminology and concepts which are vital to what follows. 

)t • • 

The diagram illustrates the manner in which the allowance for variation in x reduced 
the variation in y. Such allowance reduced the difference between an individual observa­
tion, Yi. and the mean, y, to the difference between Yi and precited Yi. The equation 
Y = a + bx is fitted to t he data according to the criterion of minimizing the swn of the 
squares of deviations about the regression line. More formally, the following equations 
ai·e solved for the parameters a and b: 

0 

In this fas.hion, the sum of squares (of deviations) about the mean is decomposed into 
two components: the sum of squares due to the regression, and the resulting sum of 
squares about the regression . In more formal terms, 
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Composite Statistics for Discontinuous Regressions 

The following diagram shows the same type of problem in more general terms. 
Some general relationship y = f(x) is to be iit to a set of observations. The relationship 
is not susceptible to textbook approaches, because of its complexity. Not only is it non­
linear, but it also suffers discontinuities. For the purely nonlinear case, with no dis­
continuities, it is frequently feasible to perform some transformation upon y and/or x 
which reduces the relationship to linear form. Given discontinuities, however two 
fundamental questions arise: Can a discontinuous relationship be described in terms of 
single statistics? For example, can one r 2 value be quoted for the entire relationship? 
And, can one decide whether or not discontinuities exist in the true relationship between 
y and x? 

Ideally, these questions might be answered by fitting the function to data according 
to the least squares criterion described for the linear case. This would be accomplished 
by minimizing the expression 

n 
I: [yi - f (Xi; e1, ... , ek, ... ' em)J2 

i= 1 

with respect to each pa:rameter ek. 
Even for very simple functions, such techniques lead to mathematics too cumbersome 

to handle. The alternative approach would be to ti·eat each continuous regime in its 
own right and then treat the result as a whole. More specifically the relationship 
between Y and X for each regime would be fitted (after transformations, if necessary) 
to its associated data according to its own least squares criterion. The results may 
then be reassembled, and single composite statistics may be computed for the entire 
disco1 til1Uous regression in terms of the values of Yi Yi, and y. This approach as­
sumes that minimizing the sum of squares about the regression line for each regime is 
equivalent to the more desirable but insurmountable task of minimizing the sum of 
squares about the entire discontinuous regression. Such an approach was applied in 
this research. 

Testing of Multi-Regime Hypotheses 

Having devised a method for quoting composite statistics for discontinuous regression 
models, the question regarding how one might decide whether the true relationship be­
tween y and x is discontinuous or not still remains . The approach to this problem was 
derived from earlier work by Quandt (10) on the treatment of two-regime linear regres­
sion hypotheses. He discusses two problems: (a) the estimation of the paramete1·s of 
a two-regime hypothesis, and (b) the possible methods for testing whether the data do 
in fact obey two separate regimes. The treatment of the first problem, i .e. , locating 
the breakpoint between regimes, precludes the exercise of any tests. 
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The location of the breakpoint t for two linear regimes is ascertained by maximizing 
the likelihood function of the entire sample> formed by multiplying together the (normal) 
frequency functions of the individual error variances, crl and cr2• Upon application of 
conventional maximization procedures for obtaining best estimates of parameters a1 , 

a2J b1, b2 and a 1 and a 2, t he following expression results: 

L{t) = -(% + ln127T)T-t lnu1 - (T-t) lna2 

where T is the total number of observations, t is a discrete variable representing the 
serial rank of each observation (with respect to x), and cr 1 and cr 2 are functions of t: 

The prol:!lem then, is to find the value oft which maximizes L(t). Because tis a dis­
crete variable, and anticipating several local maxima, the only feasible method for 
determining an optimal t, t*, is a systematic search procedure. This requires the 
performance of a complete regression analysis on each regime, for every selected 
value of the breaking point, t. 

Having established the value of ti~, Quandt (11) examined various alternatives for 
testing the hypothesis that the data obey two separate regimes. For this study, his F­
test recommendation was adopted. Essentially, the resulting regression equation for 
_regime I is ::tpplied to observations for i :o; t , and then to observations for i > t. The 
quantities 

ai·e independently distributed as x~ with t- 1 and T- t- 1 deg1·ees of freedom, respec­
tively. Their ratio therefore follows the F-distribution with the given degrees of free­
dom. A similar ratio is obtai1~ed by applying the resulting regression equation for 
regime II to observations in each regime, and forming the appropriate F-ratio in terms 
of 'lII-1 + TJII-2· If either F-ratio exceeds F-critical, the hypothesis of one continuous 
regime will be rejected. The power of this test depends on how close the true break­
point ti~ is to the endpoints of the sample. 

To meet the demanas of hypothesis III, Quandt's work was extended to the case of 
three regimes> with the following likelihood function resulting: 

L(t) = -(1
/2 + ln"1""2if T-r lna1 - (s-r) lnc72 - (T-s)lncr3 

The appropriate tests were formulated by applying each of the three regression equa­
tions to its own regime and comparing it to the remaining two regimes. Six F-ratios 
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were developed; the failure of any one ratio to exceed F-critical constituted the basis 
for rejection of the three-regime hypothesis. 

Tests for All Hypotheses 

Regression analysis offers several statistical tests which may be exercised accord­
ing to the purpose of the investigation. Two such tests were adopted for this study: the 
F-test for significance of the regression and the t-test for determining whether the slope 
differs from zero. For continuous regression models, these two tests are equivalent. 
For discontinuous hypotheses , however, the t-test was applied to the slope of each 
regime, while the F-test was formulated in terms of the entire regression, according 
to the methods discussed previously for quoting composite statistics for multi-regime 
hypotheses. 

The use of such tests in themselves does not constitute much verification power. To 
promote independent verification, the predicted values of mean free speed for each 
hypothesis were tested for significant difference from an independent measurement of 
that parameter . 

ANALYSES OF RESULTS 

Break- Point Analysis 

The first stage of the analysis was the establishment of the break- points for the four 
discontinuous hypotheses according to the technique described. For the three hypoti1eses 
which required only one break-point, separate regression aua,lyses were performed for 
each of the possible ways in which the observations could be broken into two groups, 
using a minimum separation of 5 veh/mi between alternative break-points. The result­
ing likelihood functions are shown in Figures 6, 7 and 8, for hypotheses JI, IV, and VI, 
respectively . 

DENSIT'f (VEHICLES PER MILE) 

Figure 6. Likelihood function for hypothesis II (2 Regime linear). 
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Figure 7. Likelihood function for hypothesis IV (Greenberg). 

DENSITY !VEHICLES PER MILE l 

Figure 8. Likelihood function for hypothesis VI (Edie). 
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Figure 9. Comparsion of slope for low-density regi me of hypothesis IV to zero for various confidence 
leve ls. 

The likelihood functions for the Edie relationship and the two linear l' egilnes hypoth­
esis behaved quite similarly. While the optimal break-points of these two functions dif­
fered appreciably (65 veh/ mi for hypothesis II and 50 veh/mi for hypothesis VI), both 
likelillood functions showed two local peaks in the middle range o"f. density, and these 
peaks did not differ much in value for each hypothesis. Furthermore, an abrupt drop 
in the function occurred between these peaks, suggesting that L(t) was quite sensitive tot . 

This apparent sensitivity had no important bearing on the use of the likelihood func­
tion analysis because the optimal density value was the sole matter of interest. Had 
the analysis investigated L(t) more accurately, e.g., for intervals of 2 . 5 veh/mi, it is 
conceivable that the maximum values of L(t) might have been found at such intermediate 
points, and that these maximum values might have been considerably greater than the 
values derived in Figures 6 and 8 . The goal of this phase of tbe investigation was not 
to determine the global maxi.mum value of L(t), but merely to establish the proper 
break-point. The resulting location of this point must be interpreted with a maximum 
tolerance of ± 2. 5 veh/mi. 

The break-point analyses for hypotheses II and VI differed in one important respect . 
The Edie hypothesis required a different transformation for each of its two regimes in 01·der 
to permit the use of linear regression analysis. The low- density .regime was regressed 
in terms of Y = ln u and x = k, while t he high-density regime was regressed in terms of 
Y = u and x = 1n k. The- resulting error variances wer e dimensionally incompatible and 
could not t:e used directly in computing L(t). To avoid this p1·oblem the low-density re­
gression line (for each value of t) was converted to its corresponding nonlinear form, 
and the error variance (in terms of u) was computed in terms of the difference between 
the observations and the calibrated curvilinear relationship. Such an approach lacked 
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Figure 10. Likelihood function for hypothesis Ill (3 Regime Linear). 

some rigor, since the regression line was determined not by minimizing the sum of 
squares about the curvilinear form (the mathematics of which are quite cumbersome), 
but by a minimization of the squared residuals in the transformed relationship. 

Hypothesis IV (the modified Greenberg form) was treated i n a simila1· fashion, ex­
cept that the condition of zero slope was imposed on the low-density regime. The like­
lihood function given by the break-point analysis, again evaluated at 5-veh/mi intervals, 
is shown in Figure 7. Three local maxima were observed (k = 40, 50, 55), with the 
global maximum occurring at 55 veh/mi. The differences between the various peaks 
were slight. 

In the process of computing separate regression lines for each 5-veh/mi increment, 
t-values were computed to test the slope of the low-density regime vs zero. Figure 9a 
shows the results of these tests at five confidence levels. For a break-point t;;,: 40 
veh/mi, the slope was signliicantly greater than zero for all levels, while for t = 25 
veh/mi there was no significant difference at any level tested. Fort= 30 veh/mi there 
was no significant difference at levels 0 . 00 5 and O . 010. 

Figure 9b was derived from these results and shows for any given confidence 
level, the maximum value of t for which the slope was not significantly greater than 
zero. For the levels considered, the curve could not be gi·eater than 35 veh/mi. 

To establish the break-point value for this hypothesis, the likelihood function was 
considered together with the interpretation of Figure 9b, which provided a basis for 
imposing a "hat" of zero slope on the Greenberg hypothesis. Considering the values of 
t which yielded the peak: values of L(t), and choosing a confidence level of 0. 005 the 
optimal break-point was selected to be 35 veh/mi. At any greater value, the slope be­
came significantly greater than zero. At any lower value, the likelihood function fell 
appreciably below its maxima. The result of this compromise indicated that "signi­
ficant" interaction between vehicles began at an average spacing of about 150 ft. (While 
the original purpose of quoting results for various confidence levels was to provide the 
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reader freedom to exercise his own intuition, the peculiar nature of this analysis forced 
a decision at the 0 . 00 5 level. ) 

The location of the optimal break-points for hypothesis lil (three linear regimes) was 
accomplished in the same manner as t)le analysis of hypothesis II, except that it re­
quired an extension to three dimensions. Denoting the two break-points by r and s (r 
separating the low- and middle-density regimes), L(r , s) was computed for combinations 
of r and s for 10-veh/m:i increments in either variable. Then r and s were varied in 
5-veh/mi increments in the vicinity of the coordinates (40, 70) where the maximum ap­
peared to be located. The analysis in terms of this finer subgrid yielded the (approxi­
mately) optimal break-points or r = 40 veh/mi ands= 65 veh/ mi (Fig. 10). 

The "spiked" nature of the two-dimensional likelihood functions shown in Figures 61 

7 and 8 suggests that the decision to use a 5- veh/mi subgrid only in one section of the 
(r, s) plane might have been a dangerous one. It is conceivable that an abrupt increase 
might have been discovered anywhere on the (r, s) plane had a finer analysis grid been 
used throughout. The surface represented by the L(r, s) values was characterized by 
very slight w1dulations, however, implying that no such spikes may have existed. F\.u·­
thermore, the fact that the three-dimensional analysis resulted in the same break-point 
for its lligh-density regime as did the two-dimensional analysis for hypothesis II lends 
credence to the strategy selectecl . 

Tests for Distinctly Separate Regimes 

Having established the break-points for the four discontinuous hypotheses, the F­
tests were conducted to compare each such "calibrated" hypothesis to the supposition 
of strict continuity over the entire density range. (Quandt points out that the F-test 
used here is sensitive to the location of the true break-points with respect to the ex­
treme ends of the data; the hypothesis of continuity becomes less susceptible to rejection 
as the optimal break-point approaches either extreme of the range of the density ob­
servations.) 

Table 1 gives the results of these tests. At the 0.025 and 0.010 confidence levels, 
the two linear regimes of hypothesis II did not differ significantly from the supposition 
that the regression line for the low-density regime prevailed over the entire range of 
density . Tests for all other hypotheses revealed significant differences of varying 
magnitudes, indicating tliat the assumption of separate regimes was in fact justified . 
In view of the rejection policy adopted for th.is research hypothesis II was eliminated 
from further consideration, although it was subjected to the remaining tests. 

TABLE 1 

RESULTS OF F-TESTS FOR DISTINCTLY SEPARATE REGIMES 

Hypothesis Test Calculated F F-Critical C< 

II I on II 1. 555 1.414 0 . 100 
1.552 0.050 
l.696a 0.025 
1. 876a 0.010 

II on I 33, 52 1.876 0.010 
III I on II 33.10 2.34 0 .010 

II on I 5.388 2.36 0.010 
II on III 3 .477 2.22 0.010 

III on II 64 .07 2. 06 0 .010 

IV I on II 529.7 2.25 0.010 
II on I 3.744 2.00 0 .010 

VI I on II 25.46 1. 92 0.010 
II on I 3. 729 1. 84 0.010 

aAt the 0.025 and 0.010 confidence le ve ls, hypothesis 11 's two linear regimes do 
not differ significantly from one linear regime. Al l other tests for all other hy-
potheses reveal significant differences of vaiying magnitudes, indicating that sep-
orate regimes as sugge$1Cd by each of these hypotheses in fact exist. 



TABLE 2 
~ 
0 

SUMMARY OF REGRESSION ANALYSES 

Coeffi-
Uf cient F-Ratio Test Slope vs Multi- Mean 

of 
Standard of Zero Predic- Regime Free Jam Optimum Optimum Maximum 

Hypothesis Equation Error ti on Density Density Speed Flow 
Deter- (Se) 

Significance- Values Values VS Speed (kj) (km) (c) (Cimax) mination Values of F oft Single (Uf) 
(r2) oft 

Greenshields U=58.6 - 0.468k . 896 4 . 648 1005 31.8 1. 57 - 58.6 125 62 . 5 29.3 1830 

II U=60.9 - 0.515k . 685 4 .158 250 I 7.46 a 60.9 151 59. 2 30.4 1800 
2-regime (k" 65) 11.2 

linear U=40 - 0. 265k II 
(k"' 65) 11. 7 

ill U=50 - 0 .098k .590 3.556 167 I b 50.0 151 44.6 40.7 1815 
3-regime (k" 40) 6 . 9 

linear U=81. 4 - 0. 913k II 22.6 
(40" k " 65) 35.8 

U=40.0 - 0.265k III 
(k" 65) 11 . 7 

IV 
Modified U=48.0 (k" 35) . 866 3.867 745 I 26.3 b 48.0 146 53 . 7 32.8 1760 

Greenberg 
U=32. 8 ln 

14~· 5 
2.1 

II 

(k " 35) 28.8 

v -k 

Underwood U=76 . 8e
56

· 9 .901 5.076 1050 32.4 40.4 - 76.8 - 56 . 9 28.3 1610 

-k 

VI U=54.9e163 · 9 
. 681 3.550 245 I 

Edie (k" 50) 5.3 

U=26 8 ln 162 · 5 II 8.59 b 54.9 162 50.0 40.5 2025 . k 
15.4 

(k " 50) 

VII 
U= 48 . 6e-0 .00013k

2 
Bell Curve .884 4. 571 872 29 . 5 21.2 - 48.6 - 62.0 29.5 1830 

a No significant dif!erence. 6 . 85 2.36 2.33 
bSignificant difference. Critical values at . 01 level. 
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Tests for Significance of Entire Regress ion 

Table 2 gives the F- and t-values for the several tests performed on each hypothesis. 
The fifth column gives the F-values (essentially a measure of the ratio of explained to 
unexplained variance) for significance of the entire regression in terms of the extent to 
which the ratio exceeded unity. The critical values of F for each of the confidence 
levels considered were: 

Confidence Level 

0.10 
0.05 
0.025 
0.01 

All hypotheses were highly significant. 

Tests for Slope Greater Than Zero 

F-Critical 

2.75 
3.92 
5.15 
6.85 

The regression equations estimated for each hypothesis were tested to determine 
whether or not the slopes were significantly different from zero. Nonlinear hypotheses 
were so tested in the context of the appropriate transformation to linearity. Each 
regime of the discontinuous relationships was tested separately. For entirely continuous 
hypotheses, this test was redundant to the F-test. The sixth column in Table 2 gives 
the values oft obtained in this test. Critical t-values for the levels of confidence con­
sidered were: 

Confidence Level 

0.10 
0.05 
0.025 
0.01 
0.005 

t-Critical 

1.29 
1. 66 
1. 98 
2.36 
2 . 62 

The only hypothesis to exhibit a slope not significantly different from zero was the 
modified Greenberg equation (low-density regime). However, this condition was forced 
on the hypothesis as described previously . 

Prediction of Mean Free Speed 

An independent analysis of mean free speed for the study section provided ~, possible 
means for independent verification of the "calibrated" speed-density regressions. The 
ability of each hypothesis to predict the (lane 2) mean free speed for the facility was 
examined through the use of at-test for signifi"cant difference between the predicted 
values and the independently measured value. The substudy, which consisted of sixteen 
100-vehicle samples all having average densities of less than 10 veh/ mi, yielded an 
estimated mean free speed of 57. 9 mph with a standard deviation of 4. 9 mph. 

All hypotheses except the Greenshields relationship failed this test (see t-values in 
column seven, Table 2). The critic?J t-values were as follows: 

Confidence Level 

0.10 
0,05 
0.025 
0.01 
0.005 

t-Critical 

1.28 
1. 64 
1.96 
2.33 
2.58 

Hypothesis I exhibited a significant difference only at the 0.05, 0 . 025, etc., confidence 
levels . Ignoring the critical t - values, the actual t -values suggested that the Edie rela-
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TABLE 3 

STATISTICS FOR INDIVIDUAL REGIMES OF 
DISCONTINUOUS HYPOTHESES 

Hypothesis 

II 

III 

IV 

VI 

Regime 

I 
II 

I 
II 

III 

I 
II 

I 
II 

2 
r 

0.679 
0.717 

0.125 
0.561 
0. 717 

0.093 
0.874 

0.299 
0.767 

5.343 
2. 373 

2.122 
6.066 
2.373 

2.292 
4.214 

3.858 
3.424 

tionship and the two linear regimes hypoth­
esis (previously rejected) were consider­
ably less inaccurate than the other hypoth­
eses (except Greenshields) on a relative 
basis. 

In one respect, an examination of mean 
free speed as performed here is little more 
than a "curious extrapolation," since no 
car-following rule is intended to apply at 
very low densities . Indeed, the break­
point analysis fo1· hypothesis IV suggested 
that no such (statistically significant) inter­
action occurred at densities less than 35 
veh/mi . Since in the final analysis some 
type of car- followi ng rules theoretically 
underlies, or couldprobably be discovered 

to underlie all hypotheses tested, the results of these mean free speed tests were not 
surprising. The very poor performance of the modified Greenberg hypothesis in pre­
dicting mean free speed, however, was quite disappointing since exacting procedures 
were employed to force a condition of "no interaction" on its low-density regime. 

A truly comprehensive methodology would have imposed similar "hats" on all other 
hypotheses. The Greenberg equation was so modified primarily to permit a finite mean 
free speed prediction for purposes of comparative testing . Had a zero- slope regime 
been forced on other hypotheses , perhaps a variety of mean free speed predictions 
would have resulted, depending on the behavior of lhe likelihood function for each hy­
pothesis. The complexity of the likelihood function analysis increased considerably 
with number of regimes and time did not permit such extensions. 

It should be observed that two hypotheses (V and VI) were formulated to include mean 
free speed explicitly as a parameter. In view of the observations discussed above, 
interpretation of this parameter as mean free speed per se in any accu.rate sense im­
plies perhaps too rigorous a faith in such relationships. 

In summary , from the standpoint o:f verifying theory, the test for mean free speed 
prediction was not meaningful. An improvement might have been to impose "hats" on 
all hypotheses. From the standpoint of practice, if one is interested only in predicting 
mean free speed, but is restl·icted to measurements at higher ranges of density, the 
Greenshields form would appear to be most appropriate. 

Measures of Goodness-of- Fit 

Table 2 gives the values of the composite coefficient of determination (r2
) and the 

composite standard error of estimate (se) for all hypotheses. The quotation of such 
composite statistics for discontinuotts hypotheses was intended to facilitate comparisons 
among all relationships considered. (Values of r 2 and se (or individual regimes of each 
discontinuous relationship are given in Table 3.) 

Table 2 gives the consistent tradeoff between r 2 and Se: the higher the r 2 value, the 
higher the standard error. Because of this consistent t.radeoff, these statistics taken 
together at face value gave no meaningful comparative information. One interesting 
result, however, was the tendency for these two composite statistics to decrease with 
the number of regimes hypothesized. 

INTERPRETATION 

Results 

Altb.ough the tests described followed quite religiously the rejection philosophy under­
lying the entire research effort, they failed to give very meaningful results after all. 
It should be emphasized that this failure in no way implies that similar rigor should not 
be applied in other research endeavors. To develop a rigorous test structure within 
which binary conclusions might be permitted is one matter; the tests described served 
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this ci•iterion well. But the structure itself was not sufficient to permit meaningful 
comparisons , simply because most hypotheses behaved either extremely well or ex­
tremely poorly and consistently so for each test. There were always conside1·able 
variations among the F- and t- valu.es for each hypothesis. But compared to critical 
values for conventional confidence limits, these differences we1·e negligible. The tests 
could have exhibited considerable falsifiability had critical values been applied for levels 
of confidence on the order of 10-5

• Tbe rejection of a hypothesis at such a confidence 
level presents a difficult p1·oblem in interpretation, for the difference between 10-5 and 
10-s is not likely to be as intuitively evident to the researcher as that between O . 01 and 
0.005. 

While it might appear from these results tllat classical tools ~f statistical inference 
are not necessarily the key to successful experimentation, it should be realized tlla.t 
more meaningful tests could have been developed had it not been for the fact that inde­
pendent estimates of parameters other than mean free speed were not available. Ref­
erence is made spectlically to jam density and maximum flow. Measw·ing mean free 
speed in an independent fashion was (and is, in general) a much simpler task than ac­
quiring independent statistical estimates of either kj or Cim. The only way to estimate 
jam density would have been to measure the average density over a mile-long section 
of lane 2 (or some sufficiently great fraction of that distance) when the average flow 
rate was negligible, and to conduct such measurements with frequency sufficient to yield 
a meaningful sample size (such an analysis of the facility studied he1·e would have re­
quired advanced knowledge of the occurrence of accidents). Similarly an independent 
estimate of maximum flow is not easy to determine. 

Because the various hypotheses endured these tests with so little differentiation, 
there remained considerable latitude for judgment on more directly intuitive grounds. 
While the reader is encouraged toward self-interpretation, it seems appropriate to 
point out the more obvious deficiencies in the various hypotheses outside of the contest 
of a strict test structure: 

1. The value of mean f.ree speed (76. 8 mph) predicted by the Underwood curve was 
considerably high, particularly since this relationship was developed partly to permit a 
finite estimate of this parameter (as opposed to the original Greenberg relationship). 

2. Previous experience with the operation of the study location and inspection of 
speed-volume diagrams indicated an optimum speed in the vicinity of at least 40 mph. 
Except for the relationship advanced by Edie and the three linear regimes hypothesis, 
the various values for optimum speed were rather low. 

3. The jam density value (125 veh/mi) predicted by the Greenshields hypothesis was 
extremely low. 

Considering these observations in a "rejection" context, it became evident that the 
Edie form (and perhaps the three linear regimes hypothesis, ignoring its relatively 
poor prediction of mean free speed) warranted further attention. Three further ob­
servations were of interest in this connection: 

1. These two hypotheses yielded the highest estimates for maximum flow (1, 845 and 
2, 025 veh/hr for hypotheses m and VI respectively); 

2. They furthermore yielded the highest (finite) estimates for jam density (151 and 
162. 5 veh/mi for ID and VI, respectively); and 

3. Although they resulted in the two lowest values for r 2
, they yielded the two lowest 

values for the standard error of estimate. 

The fact that these two hypotheses gave the highest estimates for maximum flow is 
significant. That a flow of 1, 845 to 2, 025 veh/hr is possible on the middle lane of a 
three-lane urban freeway is not an unreasonable contention. Indeed, within some upper 
bound (say, 2, 100 veh/hr), a high value is most appealing sincethisparameterestimates 
the maximum flow wh.i.ch might possibly be sustained over a meaningful time period. 

With regard to these two maximum flow values, the maximum in each case was not a 
local maximum, but rather a boundary value of the low-density regime. In particular, 
the extension of the freeflow curve of hypothesis VI yielded an "optimal" density (of 
interest as a parameter only) of 163. 0 veh/mi. This extremely high value, which 
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actually exceeded the jam density value given by the forced-flow curve, indicated a def­
inite discrepancy in comparison to Edie's results for Lincoln Tunnel data (9). Allowing 
the two regimes to overlap, he determined a break-point "range" of 75 to 100 veh/mi 
(presumably by inspection), and an optimum density of 90 veh/mi. While it is generally 
agreed that optimum density is lower for a freeway than for a tunnel, the parameter 
.representing the corresponding local maximum location in this research was almost 
twice as high as the value determined by Edie. 

Inspection of the sample observations (Fig. 2) shows that the form of each regime 
was somewhat sensitive to the location of the ureak-point. Consequently it would not be 
surprising to find, using a similar likelihood function analysis, that km for some other 
urban freeway were considerably lower than 164 veh/mi. This is particularly true since 
the study location was immediately upstream from a section with slightly lower capacity. 
For the data given in this research, however, a very vigorous methodology was exer­
cised in locating the break-point; the 163. 9 figure tests upon quite sound statistical 
procedu1·es. To have assumed an overlap between regimes might have led to r.onsicler­
ahly different results, but hi's assumption could not have been treated in any fashion ex­
cept by inspection for "best fit." Whethe1· an overlap is desirable from a theoretical 
standpoint is debatable. 

The second observation listed-that hypotheses III and VI also predicted the highest 
(finite) values for jam density-is also significant. In general, the (finite) kj values 
predicted by all hypotheses seemed quite low. In terms of extremes, it is conceivable 
that a density of roughly 300 veh/mi is potentially measurable (bumper-to-bumper con­
ditions for one mile). More realistically, it is generally agreed that the jam density 
for a freeway lane is less than for a tunnel lane. But even the value estimated by 
hypothesis VI {162. 5 veh/mi) was far below Edie's result for the Lincoln Tunnel (265 
veh/mi). Of course, neither value has been checked against an independent estimate; 
thus, whether the tunnel value is too high or the freeway values are too low is yet to be 
resolved. (At k = 265 veh/ mi, both hypotheses V and VII predicted a value of speed 
which was not significantly greater than zero.) 

Finally, with regard to the third observation listed, the fact that hypotheses III and 
VI yielded the two lowest values for lhe standard error of estimate was somewhat ap­
pealing. After all, the end purpose of a regression analysis is to predict; this point of 
view would tend to favor the use of se over r 2 as a :figui·e-of-merit. 

In summai•y, the results tended to support these two hypotheses above all others 
considered (according to the interpretations) . From the standpoint of logical theoretical 
consistency, the Edie hypothesis certainly excels in comparison to the three linear 
regimes alternative. From the less elegant standpoint of application, however, all 
hypotheses (except the two linear regimes) performed well enough to warrant continued 
use. 

The converted speed-volwne and volume-density plots of the regression lines of the 
various hypotheses are shown in Figures 11 through 31 in the Appendix. In these forms, 
the three linear regimes, and particularly the Edie formulation, are somewhat more 
satisfying in the maximum flow range. 

Methodology 

Several novel techniques were employed in this research. Of interest is the compu­
tation of i·epresentative composite statistics for discontinuous and/ or nonlinear relation­
ships. These techniques should be considered for continued use and improvement. The 
state of regression theory has lagged the need for treating complicated relationships 
such as those analyzed in this research. While the techniques used here suffered from 
certain limitations, they seem to offer the best available means for conducting such a 
comparative analysis. 

The most important result of this research, as far as experimental tecnniques are 
concerned, was the successful implementation of the break-point analysis suggested by 
Quandt. The break-points resulting from these analyses agreed quite well with visual 
inspections of the sample scatter diagram. Such analyses were time-consuming only 
because of the magnitude of the particular study. The times of computer runs and 
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complexity of analyses were not at all overburdening. The only disadvantage of the 
technique was that the large scope of the study did not permit a very p1·ecise exploration 
of the likelihood functions; consequently, the results based on such break-point locations 
were not as accurate as might be desired. 

The validity of the break-point technique was checked by applying it to a set of data 
for which three linear regimes had been hypothesized and located by a factor analysis 
scheme (12). The resulting break-points given by the likelihood function analysis were 
virtually identical to the results of the factor analysis. 

Finally, tt seems appropriate to emphasize one point: the question of establishing a 
test structure to permit meaningful statistical inference. Establishing a test structure 
in terms of confidence limits is a necessary but insufficient condition for providing a 
meaningful yes-or-no decision. The sufficient condition is that the test be designed to 
give such binary decision power within the range of intuitively comprehensible confidence 
limits. 

CONCLUSIONS 

The important results regarding the comparison of alternative hypotheses are listed 
below. It should be emphasized that these conclusions reflect the authors' intuitions to 
some degree. 

1. The Greenshields hypothesis prediction of mean-free-speed was much superior 
to that of all other hypotl eses. The importance of this prediction is slight from a the­
oretical standpoint since no following- rule is presumed to apply at such low-density 
conditions . 

2. The supposition of two linear regimes was shown to be insignificantly different 
from one linear regime. 

3 . Although its performance on the mean-free- speed test was relatively poor, the 
tlu·ee linear regimes hypothesis gave relatively good estimates of optimum speed, 
maximum flow and jam density. Its standard error was the second lowest of the seven 
hypotheses; its coefficient of determination was lowest. 

4. Tl1e modified Greenberg hypothesis exhibited only fair performance with respect 
to all para.meters examined. Its values for maximum flow, mean-free-speed, and 
optimum speed were slightly low, but not distinctly so . The break-point analysis for 
this form implied t hat the threshold of interaction between vehicles on the facility was 
about 35 vehicles/lane-mile, a spacin:P of 150 ft. 

5. Except for having the highest r · value, the Underwood .form gave poor results. 
While no statistical test offered such a distinction, the extremely high value of .mean­
free- speed was quite disturbing, particularly since this relationship was developed 
partly to permit a finite estimate of this parameter. Furthermore, both the optimum 
speed and maximum volume values were low. 

6. The Edie formulation gave the best estimates of the fundamental parameters. 
While its r 2 was the second lowest, its standard error was the lowest of all hypotheses. 
The analysis of this research yielded a somewhat different form than that given in Edie's 
ow11 work, in that the optimum density value was found to occur at the boundary between 
the free flow and congested regimes, rather than at the apogee of the free flow curve. 

7. In no respect was the bell curve outstanding ~nits predictiye ability. A relatively 
low estimate of mean- free-speed was anticipated by its very formulation. However, 
the actual mean-free-speed of the facility appeared to be considerably higher than pre­
dicted by this hypothesis. 

From a methodological point of view, the following results of this study were of 
interest: 

1. A maximum likelihood technique for locating optimal break-points in multi-regime 
regression analyses was implemented successfully. 

2. Novel 'echniques of estimating goodness-of-fit for nonlinear and/or discontinuous 
regressions were developed and used. 

3. The original intention of this research was to approach the problem of comparing 
alternative hypotheses by means of a rigorous structm·e of falsifiable tests. In the final 
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analysis, however, almost all conclusions were based on intuition alone since the sta­
tistical tests provided little decision power after all. Establishing a test structure in 
terms of confidence limits is a necessary but insufficient condition for providing a mean­
ingful yes-or-no decision. The sufficient condition is that the test be designed to give 
such binary decision power within the range of conventional confidence limits. 
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Figure 23. Speed-density relationship-Underwood hypothesis. 
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Figure 25. Speed-volume relationship-Underwood hypothesis. 
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Figure 26. Speed-density relationship-Edie hypothesis. 
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Figure 27. Volume-density relationship-Edie hypothesis. 
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Figure 29. Speed-density relationship-bell curve hypothesis. 
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Figure 30. Volume-density relationship-bell curve hypothesis. 
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Figure 31. Speed-volume relationship-bell curve hypothesis. 




