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Foreword

Urban transportation studies produce a great deal of literature
dealing with perplexing problems of planning adequate trans-
portation facilities for ever-changing urban environments.
Findings as portrayed in this RECORD are useful to those
engaged in the performance of transportation studies as well
as urban planners, mathematicians and highway engineers who
must work with study data in arriving at comprehensive trans-
portation plans that satisfy the demands of a mobile public.

This RECORD has eight papers concerned with uses of O-D
data; four of these are directly concerned with mathematical
modeling problems and the others discuss the study of freight
movements, land-use linkages, estimating traffic volume and
manufacturing trip-generation data,

The so-called opportunity model used to distribute the
various systems of traffic to a transportation network is ex-
amined by Ruiter in the first paper. A promising calibration
method was developed which seems freer from errors than
other methods. Itsapplication to future work seems warranted.
Caswell's paper also deals with the opportunity model and
presents formulas and tables designed to reduce errors in its
application. Errors in the model are inherent in the use of
zone size, trip density, and zonal interaction and the paper
gives further insight into these complexities.

A major problem in the urban transportation planning
process is the determination of how many users will choose a
particular mode of travel. Further development and applica-
tion of a ""modal-split" model on a large scale is discussed by
Tomazinis. Using some of the relationships found, better
testing of alternativetransportation studies ispossible. Boyce
has used analysis of variance to test some assumptions used
with trip-distribution models, A test for trip direction effect
is developed and applied.

Studies of freight movement are usually not made or are
made on a reduced scale. Wood's paper describes the monu-
mental work under way in the Metropolitan New York area to
measure and describe all local and intercity freight traffic by
mode. The result of the work will be to develop a base for
future projection of needs.

Horton and Shuldiner applied Markov models to analysis of
O-D data and found that they offer good potential for adding
insight on travel behavior for multipurpose trips. The re-
search indicates that more exploration of the application of this
type of model would lead to better understanding and applica-
tion of trip data.

Mathematical modeling is employed for estimating traffic
volume at a point in Schneider's paper. The practical need
for an easy and reliable way to estimate average volumes at
any particular point is felt by all who are involved inthe proc-
ess of traffic estimation. The research showed considerable
promise after preliminary testing and is being carried forward.

Manufacturing trip generation data have been extensively
investigated by Kolifrath and Shuldiner and differences in
precision obtained by varying the basis of analysis are set
forth.
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Improvements in Understanding, Calibrating, and
Applying the Opportunity Model

EARL R. RUITER, Traffic Planning Analyst, Chicago Area Transportation Study,
Chicago, Illinois

eTHE Opportunity Model is the name given to the mathematical procedure developed by
Morton Schneider to distribute, over all possible destinations, the actual destinations
of all trips having a stated origin. The distinguishing feature of the model is its unique
independent variable, intervening opportunities. Although new to the urban transporta-
tion field when proposed, this variable has been a feature of earlier models of human
behavior in the fields of population migration and intercity travel (4).

Since the completion of its 1980 transportation plan for the Chicago area, the Chicago
Area Transportation Study (CATS) has been involved in a number of projects in which
detailed traffic forecasts are needed for relatively small areas within the large Chicago
metropolitan region. Two of these areas, the Fox River Valley and Lake County, are
shown in Figure 1 along with the original CATS region to indicate the types of areas
with which CATS has been dealing. The application of the Opportunity Model of the trip
distribution process to these areas was more difficult than the application to the entire
metropolitan area. Calibration of the model to actual vehicle-miles of travel and to
screenline counts was impossible with the two-parameter (two L values) model used in
the earlier large area applications. These problems indicated a need for improved
methods of applying the model. A study of the theoretical bases of the model and of
calibration methods indicated that improved methods using multiple L values could be
developed, two for each zone or group of zones, as parameters in the Opportunity
Model.

Because of computer size limitations, it is felt that trip distribution applications to
small areas within large metropolitan regions will become more important in the years
to come, as such regions increase in size. These regions are becoming too large for
complete inclusion in a single assignment run. An example is the Chicago region, in
which the Chicago-Northwestern Indiana Standard Consolidated Area, as defined by the
1960 Census, includes eight counties (Fig. 1). By comparison, the 1956 CATS area
includes parts of only four counties.

This paper discusses the improved understanding of the Opportunity Model which has
resulted from the application of the model to small areas. It also explains the calibra-
tion methods developed and the results obtained with these methods. The Opportunity
Model itself, rather than the CATS assignment system, which uses the model, is the
major subject of the paper. Computer-oriented documentation of the assignment system
in its entirety is provided in two CATS publications (g, g).

UNDERSTANDING THE OPPORTUNITY MODEL
Hypotheses and Mathematics

The hypotheses and mathematics underlying the Opportunity Model are given briefly
as a starting point before the discussion of interpretations of the model and its param-
eter, and the presentation of relationships between the model and trip parameters (1).

The Opportunity Model is based on the hypotheses that (a) total travel time
from a point is minimized, subject to the condition that every destination point has a
stated probability of being accepted if it is considered; and (b) the probability of a

Paper sponsored by Committee on Origin and Destination.
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Figure 1. Assignment areas within Chicago-Northwestern Indiana standard consolidated area.

destination being accepted, if it is considered, is a constant, independent of the order

in which destinations are considered.
The hypotheses lead to the following mathematical formulation, in terms of limit-

ingly small quantities:

dP=L[1-P(V)]dV (1)



where

dP = probability that a trip will terminate when considering dV possible
destinations;
P(V) = total probability that a trip will terminate by the time V possible destinations
are considered;
V = possible destinations already considered, or subtended volume; and
L = constant probability of a possible destination being accepted if it is con-
sidered.

The solution of the differential Eq. 1 is

P(V)=1-¢ LV

(2)
The expected interchange from zone i to zone j (Tij) is the volume of trip origins at
zone i{0j) multiplied by the probability of a trip terminating in j:

Ty=0, [ 2, - Bvy)] 3)

or

Ty = 0 [e"LVj - e'LVj+1] (4)

The subtended volumes (V's) are the sums of the possible destinations considered
before reaching a given zone. As it can be assumed that a zone's trip origins equal its
trip destinations over a 24-hr period, Vj canbe defined in terms of the trip origins
reached before reaching zone j:

-1
V.= ) O (5)
I x=1 K

where the Oy's are arranged in order of increasing travel time from zone i.

Although Eq. 5 could be substituted into Eq. 4 to express Tij completely in terms of
trip origins and the L value, it is more convenient to leave the equations as given in
Eq. 4.

Initial applications of the Opportunity Model showed that it would be necessary to
specify more than one value for L, because of the differing probabilities of acceptance
associated with different types of trips. For example, people are more selective in
choosing places to work than they are in choosing places to shop for groceries. Three
trip subpopulations (short, long residential, and long nonresidential) with two L values
(short and long) satisfactorily represented empirical trip data for large regions. A
mathematical statement of the Opportunity Model, as used in the CATS assignment
system, is, therefore:

3

a -L. V. -L. V.
Tij' E O [e k' ik -e Tk ]+1,k] (6)
k=1
where k ranges over the three trip subpopulations.
The discussion of interpretations of the model and the L value which follows is
based on just one of the trip subpopulations of Eq. 6. It is assumed that the model

holds in the simple form of Eq. 3. When the time comes to speak of operational prob-
lems, the necessary trip subpopulations will be reintroduced.

Interpretations of Model

The Opportunity Model can be considered in its broadest sense as an explanation
of human behavior, as stated in the two foregoing hypotheses. The fact that the model
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has proved to be satisfactory for metropolitan regions indicates that, when averaged
over a large area, people do behave as hypothesized in the model.

The model can be interpreted in a more limited sense by considering the mathemat-
ical expression of the model given in Eq. 2 as an equation which is to be fitted to em-
pirical data by adjusting the parameter, L. Equation 2 can be changed to a linear form
by rearranging and taking natural logarithms of both sides. This procedure results in
the following:

-LV =1n [ 1-P(V) ] (7)

Empirical values of V and 1-P(V) for a given zone can be plotted on semilog graph
paper (Fig. 2). Theoretically, this plot will be a straight line for all trip types and all
origin zones. The parameter, or L value, can be found by least squares regression.
The procedure is very simple once values of V and 1-P(V) have been determined from
survey data. These empirical values can be found once actual trip interchanges from
a given zone are arranged in travel time order.

This interpretation of the Opportunity Model indicates that once the concepts of
subtended volume (V) and probability of trip termination [P(V) ] are understood, or
simply accepted, the model can be thought of as a statement that a semilog relation-
ship tends to exist between V and 1-P(V). The model expressed in a statement of this
type may appeal to those who have difficulty visualizing the basic hypotheses of the
model.



Interpretations of L Value

The curve-fitting approach previously discussed leads to a graphic interpretation of
the L value. This parameter can be viewed simply as the slope of the straight line
which best fits a set of empirical V and In [1-P(V) ] data.

Mathematically, the L value can be expressed:

_ =In [1-P(V)]
L= (8)

Two characteristics of the L value are evident in Eq. 8. The sign of L is always
plus, because 1-P(V) is always less than one and its natural logarithm is always nega-
tive. The units of L are (1/opportunities), or (1/trip ends), as the numerator of Eq. 8
is unitless and the denominator has the unit opportunities, or trip ends. Experience
with empirical data indicates that L is always very small, usually of the order of 10~°,
and always much less than one.

These three characteristics all support the interpretation of the L value as a mod-
ified probability quantity. Just as for other probability quantities, L lies between zero
and one. Unlike more common probabilities, L is not unitless. It can be thought of as
the probability, per individual opportunity or trip end, of destination acceptance. A
reading of the hypotheses of the model shows that this interpretation of the L value is
in agreement with the model's theoretical basis.

The interpretation of the L value leaves room for these parameters to vary from
origin zone to origin zone. In fact, the interpretations given here are based on one
origin zone and would be seriously limited if L. values could not vary from zone to zone.
The realization that multiple L values are desirable from an interpretive point of view
was the first of two breakthroughs to CATS researchers attempting to apply the Op-
portunity Model in small areas. The secand breakthrough was that the CATS assign-
ment system was understood well enough so that it could be modified to accept multiple
L values (9).

Relating L Values to Trip Parameters

The L value has been interpreted in terms of subtended volume and fraction of trips
unsatisfied. For the extremely simplified situations in which trip end density is
assumed to be constant, the L value can be expressed in terms of average trip length
and average trip end density. As trip length and trip end densities are more common
trip parameters than subtended volume, the expression obtained, although a simplifica-
tion, provides insights into the nature of the L value.

In addition to the assumption of uniform trip end density, it is necessary to assume
that the time ranking of possible destinations can be replaced by a distance ranking
without loss of accuracy. This assumption would be true if the speed in all parts of the
‘transportation system were constant, or nearly so.

Since the Opportunity Model is probabilistic in nature, the probabilistic concepts of
mathematical expectation can be used to find desired averages. For example, average
trip length (f) may be found by performing the following integration:

b
T =E(d) = (V) dP(V) 9)
/
where

d = distance variable (mi);
E(d) = expected value, or average, of distance variable (mi);
(V) = expression of distance in terms of variable V (subtended volume);
dP(V) = density function of variable V; and
a, b = lower and upper limits on V.



The density function needed can be obtained by differentiating Eq. 2:

LV

dP(V) = Le " dv (10)

Because of the assumptions of constant density and distance ranking, subtended
volume can be expressed in terms of distance as follows:

V=pnd (11)

where p = average trip end density (trip ends/mile?). Equation 11 can be solved for d
to obtain £(V):

v |7
d= f(V) = F’-T (12)
Equations 10 and 12, along with the limits on V (0 and =), can be substituted into
Eq. 9:
_ f v]7% v
rs= EF Le dv (13)
0
Carrying out the integration and simplifying, the following expression for T is
obtained: 1
| 1 /e
r= '2 p_L (14)
or, solving for L,
a1 (15)
4p7°

Although it must be remembered that Eq. 15 is a gross approximation, it does in-
dicate that L tends to be inversely proportional to trip end density and to the square of
average trip length. Experience with CATS assignments has confirmed these ten-
dencies.

A dimensional analysis of Eq. 15 indicates that, as p is expressed in trip ends per
square mile and T is expressed in miles, the L value has the units (1/trip ends). Thus,
Eq. 15 agrees dimensionally with the theoretical basis of the Opportunity Model.

CALIBRATION

The major benefit of the improved understanding of the Opportunity Model has been
the enhanced ability to calibrate individual assignments. Calibration techniques are
desired so that empirical data or predictions, such as total vehicle mileage and screen-
line traffic counts, can be duplicated by the assignment process without running a large
number of expensive "'trial and error" computer runs.

Criterion

The matching of actual or predicted average trip lengths by the assignment was the
criterion which led to the most useful calibration techniques. Since the number of
trips in an area must be specitied before an assignment can be run, and since total
vehicle-miles of travel is the product of total trips and their average trip length, the
matching of average trip lengths means that actual or predicted vehicle-miles of travel
will be matched by the assignment.

A case could conceivably be made for using the criterion of matching actual or pre-
dicted trip travel times which are more directly related to the Opportunity Model. The
main reason for rejecting this criterion is that experience indicates travel time data
obtained in travel surveys is much less reliable than travel distance data. Travel time
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data must be estimated by the trip maker, and this estimation is often quite gross.
Travel distances, on the other hand, can be calculated from origin and destination in-
formation, which typically is much more accurately reported in travel surveys.

The prediction of future average trip lengths must, of course, be accomplished
when assignments serving as predictions of the future are to be calibrated. Although
the problem of predicting future average trip lengths is far from completely solved, it
is being dealt with. A National Cooperative Highway Research Project has as its goal
the determination of trends in average trip lengths which can be observed over time on
an area-wide basis (3, 7).

An investigation of zone-by-zone variations in average trip lengths, as they existed
at the time of CATS 1956 travel surveys, has been conducted. One result of the in-
vestigation has been the discovery that an important source of zone-to-zone variation
in average trip lengths is zonal trip end density. A hand-fitted plot of zonal average
trip length vs zonal trip end density is shown in Figure 3. The fact that zones with few
trips tend to have a long average trip length is apparent. This tendencyisanaffirmation
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of the hypothesis of the Opportunity Model which states that the satisfaction of trips
and, therefore, average trip length, is affected by the number of available destinations.
As more sources of variation in zonal average trip lengths which can be applied to
a future situation are discovered, it will be possible to predict zonal average trip
lengths, once area-wide trends have been determined. For example, if it is assumed
that the curve of Figure 3 will remain constant over time, future average trip lengths
can be determined easily by reading values from the curve once future trips have been
generated for each zone.

Single L Value Calibration Method

The first attempt to develop a calibration method was the application of Eq. 14 to the
case in which only one L value is desired per trip population. This method has been
attributed to Morton Schneider (5). Inasmuch as Eq. 14 is approximate, and the ""con-
stant" term is not exactly 0. 25 in each case, the equation has been modified to a ratio
form so that the results of an already completed assignment can be used as added in-
formation when planning a new assignment. The ratio form is

=

1 VLE: P2 (16)

'z 4L pa

where the average trip lengths (r: and r») and average trip end densities (p1 and p2) are
obtained by considering the entire assignment area. The subscripts 1 and 2 refer to
two particular times, places, or assignment runs.

The L value obtained by using Eq. 16 is only a first approximation. The results of
the assignment run using this first L value must be investigated to determine the di-
rection in which the second L value must differ from the first. This trial and error
process must continue until the desired accuracy is achieved.

1]

Multiple L Value Calibration Methods

The use of single L values for each trip population in an assignment run for a small
area does not satisfy other criteria even when the total vehicle mileage criterion is
met. For this reason, research at CATS has shifted to the calibration of multiple L
value assignments. The remainder of the methods discussed in this paper, all multiple
L value calibration methods, are labeled the empirical, statistical, and iterative cali-
bration methods for convenience. Actually, all three are empirical, statistical, and
iterative in some sense of the meaning of these words.

Empirical Calibration Method—Short Trips

The first multiple L value method developed at CATS for short trip L values is
essentially an extension of the use of Eq. 16 to a number of groups of zones having
similar average trip lengths and trip end densities. Individual L values then are ob-
tained for each group of zones, termed a density class. The method is summarized
briefly here; a complete description is given by Muranyi and Miller (6).

The method was developed before the assignment program had been modified to
accept multiple L values automatically. Costly and error-prone manual stopping of the
program and inserting of new L values was necessary; therefore, the number of density
classes wag held to five or six. The method is not limited to a small numher of cases,
however, and could be applied to each zone individually if desired.

One necessary revision of Eq. 16 was a change of the density variable. The use of
an area-wide average would defeat the purpose of treating each density class individu-
ally. By using the average density within a three-mile radius of each origin zone, the
area in which nearly all of the short trips from each zone would end was included. The
densities used in the equation were, therefore, the average of these modified densities
for all zones included in the density class.



The empirical nature of the method arises from the use of an initial, approximate
assignment to a known situation to obtain the data corresponding to the subscript 1 in
Eq. 16. In this respect, the method is similar to the single L value method. These
data are used to obtain an empirical constant for each density class defined as follows:

Ci= Ty i o,

£14 = average trip length for density class i, obtained from initial assignment;
Lqj = L value for density class i used in initial assignment; and
pi = average trip end density for density class i.

where

Once values of C; have been determined and values of I{ are obtained from given data
or curves such as thosein Figure 3, short L values for use in assignments to known
situations can be found by using the following relationship:

L, st (18)

Future short L values can be obtained by assuming that the C; vs g relationship found
to hold for present assignments will continue to hold in the future. Eq. 18 then can be
applied by using new densities and average trip lengths.

Empirical Calibration Method—Long Trips

It was not possible to define a meaningful average long trip end density corresponding
to the density within a three-mile radius area used for short trips, so an adaptation of
Eq. 14 could not be used for present assignments of long trips. Instead, Eq. 8 was
used to insure that the correct number of trips from each density class would go farther
than ten miles. The determination of the L value in each case is straightforward once
V and P(V) have been determined from the available empirical data.

Future long L values can be determined by using Eq. 16, the ratio form of the ap-
proximate L value, the trip parameter relationship.

Statistical Calibration Method

The statistical calibration method was developed by Emilio Casetti at CATS when it
became evident that Eq. 15 had serious deficiencies which limited its applicability to
the prediction of zonal L values. The method uses multiple regression statistical
techniques to determine relationships for test zones in a given area and with given trip
ends, between arbitrarily chosen L values, resulting average trip lengths, and trip end
densities determined within various cutoff points. Cutoff points indicate the truncation
of the allocation of trips from a given origin at a given percent level. For example, a
60 percent cutoff point corresponds to the point at which 60 percent of the trips available
in a given zone of origin have been allocated. The density within a given cutoff point
varies depending on the L value used.

The equation to which a least squares fit is obtained is the following:

log L = log ao + a1 log pr + 2z log pz2 + ... +a log Pyt R log T (19)

pj = trip end density within cutoff point i, using an arbitrarily selected L value;

a; = coefficient obtained using multiple regression techniques; and

T = average trip length of all trips assigned with a given L value, using an
arbitrarily selected cutoff point.

Because this equation is linear in the logarithmic transformations of the variables,
standard multiple regression methods can be used to find the a; coefficients. A more
compact form of the equation is obtained by taking antilogarithms of both sides:
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-a
a a an_ - n+1
L:ao'p11'p22...pn ‘T (20)

The family of curves represented by Eq. 20 was selected for use because Eq. 15 in-
dicates a power relationship may be expected to exist between L, r, and p. Eq. 20
represents the generalization of this power relationship to a large family of curves
from which the best curve can be found.

The various p; variables were introduced into the model to provide some measure of
the density variations ignored in Eq. 15. Tests indicated that six density variables,
corresponding to cutoff points ranging from 0. 60 to 0. 98 using an L value of 80 x 107°,
resulted in a satisfactory predictive equation.

The cutoff point to be used in determining r is 0. 80, as this value of r is most
closely correlated with L.

The step-by-step procedure recommended for collecting the test data needed, and
for using the resulting equation, is as follows. Inasmuch as a major feature of the
method is its recognition of variable trip end density and the pattern of this variation is
unique for each assignment area, it is not recommended that aj coefficients found for
one area be used to predict L values in another. Therefore, the test data must be col-
lected for each new assignment area.

1. Select a workable number of test zones representing ranges of trip end densities
and average trip lengths.

2. Select a reasonable number of test L. values representing the probable range of
actual L values.

3. Distribute trips using each L value from each test zone.

4. Calculate the trip end densities within each cutoff point for each test zone, using
an L value of 80 x 107°,

5. Calculate the average trip length within the 0. 80 cutoff point for each L value and
for each test zone.

6. Use a standard multiple regression computer program to transform all data using
a logarithmic transformation and to determine the regression coefficients, a;.

7. For each zone or group of zones for which an L is to be determined, calculate
the trip end densities within each cutoff point, using an L value of 80 X 107%, Also,
determine the actual average trip length within the 0. 80 cutoff point from survey data.

8. Use Eq. 19 or 20 to determine log L or L.

Obviously, the method is neither fast nor simple, but it is likely to be more accu-
rate than the empirical method, because variable densities are recognized and in-
cluded in the method. A computer program has been written to simplify the execution
of steps 4 and 5, An indication of the accuracy of the method is that the multiple corre-
lation coefficient obtained in the test case was 0. 815.

Iterative Calibration Method

Both of the previously discussed multiple L value calibration methods were lacking
in ease of application. The search was continued, therefore, for an easy and accurate
calibration method which would use the fewest possible data not needed as input for an
actual assignment run. A number of approximations on the order of Eq. 15 but using
some sort of varying trip end densities were found no better than available methods.

It finally was necessary to use the same relationship between trip ends, average
trip lengths, and L values as that existing in the assignment program. This relation-

ship is simply the discrete version of Eg, 9:

n
-LV,
-LV. j+1
Edoj[e j-e ]
=

o} 1- e-LVn

T
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T, = average trip length for zone o,
doj = distance from zone o to zone j, and
n = total number of zones.

Although zones are ranked by time in the assignment system, it is necessary to
assume for the calibration method that a distance ranking suffices. Otherwise, it
would be necessary to use assignment output to determine assignment inputs.

The data needed to use Eq. 21 to find L values are T's, doj's, and V;'s. However,
the V;'s are just summations of O;'s (see Eq. 5), which are assignment inputs. The
Ty's must be determined externally, just as with any of the calibration methods. The
dyi's can be calculated if each zone is assigned X and Y grid coordinates. In summary,
the data needed to solve Eq. 21 can be obtained if trip origins, X and Y coordinates,
and average trip length are specified for each zone.

Equation 21 reveals that the L value cannot be isolated algebraically on one side of
the equation. This is where iteration comes in. Iterative methods for solving non-
linear equations such as Eq. 21 are presented in texts on numerical analysis, such as
Hildebrand (2). A common iterative method is the modification of a nonlinear equation
f(x) = O to the form x = F(x) and then by using the recurrence relation of the form:

X1 ™ F(xk) (22)

The procedure involves choosing an xq as an initial approximation, finding x:= F(xo),
and continuing until the difference between x; and xk_1 is sufficiently small. Hildebrand
points out that the method is guaranteed to converge only if:

dF(a)
da

<1 (23)

where a is the true value of x.
In applying this method to Eq. 21, a function F(L) can be found by multiplying both

sides of the equation by L/fO:
n
-LV,
L E d.[e'LVj-e ”1]
9]
i=1

L= F(L) = —4=—— v
ro[l—e n]

Since F(L) depends on a large number of parameters, it is difficult to check it for con-
vergence in the general case. However, Eq. 14 is approximately true, so a test of the
F(L) obtained by multiplying both sides of this simpler equation by L/F should indicate
whether or not the F(L) of Eq. 24 will converge. Multiplication of Eq. 14 by L/T

(24)

results in: ,
/e
_ _ 11 L
L=F(L)= 75 [ ?:I (25)
Differentiating,
1
drL) _ 1| 1 /2 (26)
dL. " 4r| pL

Once differentiation is complete, r can be replaced by its equivalent, as given in
Eq. 14. The resulting value of the derivative is 0.5, indicating that the condition ex-
pressed in Eq. 23 is met for the F(L) of Eq. 25 and, therefore, should be met for the
F(L) of Eq. 15 with p replaced by OO/AO, where Ag is the area of zone o. This ne-
cessitates the addition of one more item to the list of zonal data needed, namely, the
area of the zone.
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4 INPUT ™\

1, Control data -
number of zones
maximum number of iterations
maximum percentage difference
at termination
problem number

2, Zone data -
zone number
internal-external code
short trip ends
long residential trip ends
long nonresidential trip ends
X and Y coordinates
average short trip length
average long trip length

\ zonal area )

Make next internal zone

f the origin zone

v

Calculate doj's and sort

zone table by distance

v

Iterate to find short and

long L values

A ra OUTPUT N\
1. Printed -

run identification

origin zone number

final short and long L values

number of iterations

difference between final L

and former L values

2. Punched (optional) -
input zone data
final short and long L values /

_ —

Last internal zone?

N

; y v

Figure 4. Generalized flow diagram of the L value calibration program.
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TABLE 1 TABLE 2
COMPARISON OF 1960 FOX RIVER VALLEY COMPARISON OF 1960 FOX RIVER VALLEY
SURVEYED AND ASSIGNED TRIPS ACTUAL AND ASSIGNMENT
(Single L Value Model)? (Multiple L Value Model)®
w < - b < .
. . Ratio of District of Actual Assigned Ratio of
$r1p6 Su;:gyed A;Srligr;ed Assigned to Origin Tg Tg Assigned to Actual
P 1ps p Surveyed
11-12 2.18 2.2 1. 06
I-1° 42,700 44, 200 1.04 21-22 2. 60 2.7 1. 04
I—B(‘::1 45, 400 58, 800 1. 30 31-32 2.85 2.9 1,02
I-E 49, 700 62, 800 1.26 41-42 2.20 2.5 1.14
Total 137, 800 165, 800 1.20 51-52 2.82 2.9 1.03
“Data derived from ref. 6. gDam derived from ref. 6.
Trips with both origin and destination in the internal fy = average short trip lengths,

area.
CTrips with one end in the internal area and the other
end in the buffer area.
Trips with one end in the internal area and the other
end in the external area.

Although the foregoing iterative calibra-
tion method can be expected to be accurate
and uses only easily determined zonal data,
it would be far from easy to use if all cal-
culations had to be performed by hand. It

TABLE 3 was to satisfy this requirement that a com-
SURVEYED AND ASSIGNED TRIPS : : :
(Multiple L Value Model)* input the zonal data and control information
needed, to calculate iteratively both short
Trip  Surveyed  Assigned Ratio of and long L values for any or all zones in
Type Trips Tri Assigned to 3
P p iy Surveyed the assignment area, and to punch out these
L values on cards which can be used di-
-1 42,700 45,900 1.07 : ;
LB 45, 400 51, 400 113 rectly as part of the assignment input. A
I-E 49, 700 54, 300 1.09 generalized flow diagram of the program
Total 187,800 181,600 110 appears in Figure 4. The fact that L values
tData derived from ref, 6. are found only for zones coded "internal"
See explanalion accompanying Table 1. means that any number of selected zones

can be calibrated, or that all zones which
will actually be used to send trips in the
assignment program can be calibrated.
The program has been written in FORTRAN II and running time, when calibrating all
zones, is slightly less than that for an assignment using the same computer. The num-
ber of iterations necessary to achieve an accuracy of 0. 1 percent ranges from about 8
to 11.

RESULTS OBTAINED USING CALIBRATION PROCEDURES
Single L Value Method

The single L value calibration method was used in all assignments to the entire
CATS area run before August 1965. These assignments have included not only the 1956
existing runs and the 1980 future runs, but also runs for a number of intervening years.
In each case, a combination of trial and error methods and the use of the single L value
calibration method have resulted, finally, in an acceptable assignment. The number of
preliminary assignments has varied greatly, and in some cases has been reduced to
one.

In two of the smaller areas within the Chicago metropolitan region, the Fox River
Valley area and the Lake County area, the single L value calibration method and single
L value assignments were tried a number of times, but never could be made to give
acceptable results. An example of the problems involved is indicated in Table 1 which
compares the final single L value run in the Fox River Valley with survey data. Al-
though entirely internal trips have been quite accurately duplicated, trips between the
internal area and the buffer and external areas are greatly overestimated. Results of
this kind lead to the realization that multiple L values are necessary in the small area
assignments.
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short trip lengths.

Multiple L Value Methods

Empirical Method. —The empirical method was used to calibrate multiple L values
for present and future Fox River Valley and Lake County assignments. In both cases,
the results indicate not only that the actual average trip lengths of the density classes
are closely approximated by the assignments, but also that there is a general improve-
ment in the quality of the assignments, as reflected in comparisons of trip survey and
assignment origin and destination data. Table 2 gives actual and assignment average
short trip lengths for final Fox River Valley assignments. Agreement is very good.
Originand destination comparisons in Table 3 indicate a general improvement,
amounting to ten percent for all internal trips. Although trips with both origin and
destination in the internal area are more poorly estimated when the multiple L value
model is used, the total error is more uniformly distributed among the three groups of
trips than it was when the single L value model was used.

Statistical Method. —No assignments have been calibrated by use of the statistical
calibration method. The collection ol the necessary tesl dala was very lime-consuming.
And inasmuch as the results obtained through the empirical method for groups of zones
in the Fox River Valley and Lake County assignments were considered sufficiently
accurate, the more involved method was not attempted.
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Figure 6. Comparison of iterative calibration method input (ry) and select area assignment output (%)
average long trip lengths.

Iterative Method. —The iterative method has not been used to calibrate any "pro-
duction' assignment runs, but has been used for runs testing the ability of the Oppor-
tunity Model to distribute trips in a very small area. The area chosen is a 36-square
mile section of Chicago lying between 1. 5 and 7. 5 miles north and west from the CBD.
This area is identified as the "select area' (Fig. 1). The attempt to run a select area
assignment was unique not only because of the small size of the area compared to the
size of the metropolitan region, but also because the area cannot be considered to be
even partially self-contained, as are the Fox River Valley and Lake County areas.
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Figure 7. Comparison of iterative calibration method input (rgq) and select area assignment output (o)
total average trip lengths.

The select area assignments involved the 1956 network and trip ends. Surveyed 1956
onal average trip lengths were determined {or boih short and iong trips. There were
36 one-square-mile zones for which trip end and average trip length information was
available. Because it was desired to have as much detail as possible, the zones were
divided to obtain 144 quarter-square-mile zones. The allocation of the three subpopula-
tions of trip ends to the four smaller zones within each survey zone was based on the
surveyed number of auto driver trip ends per quarter square mile, because these data
were available and short and long trip ends were not available by quarter square mile.
It was assumed that the average trip lengths for the square-mile zones would hold, also,
for each of the four smaller zones.

) L
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TABLE 4

STATISTICAL MEASURES OF THE ACCURACY OF THE
ITERATIVE CALIBRATION METHOD

Trip Population

Statistic®
Short Long All
T, Vs 1"“ )
Mean of all ry (mi) 3.00 5,12 3.83
& (mi) 0.211 0.828 0.458
MSE (sq mi) 0.1080 0.8063 0. 2586
Due to e (sq mi) 0. 0445 0.6853 0. 2099
o® (sq mi) 0.0635 0.1210  0.0487
RMSE (mi) 0. 328 0. 897 0. 508
o (mi) 0. 252 0. 348 0. 221
Avg. range of variation of r;'s
for quarter square miles
within square mile zones (mi) 0.082 0.212

Tc = output average trip length determined from select area
assignments Nos. 9 and 10;
Ty = input average trip length, determined from CATS survey data;
_ L -7)
e = average error in Fc, equal toT H
- _r
I -7 F

MSE = mean square error, equal to —i

RMSE = root mean square error, equal toYMSE ;
= variance of errors, equal to MSE - &7%; and

o = standard deviation of errors, equal to \’ *

The iterative calibration program was used to determine short and long L values for
each of the 144 smaller zones. After running the assignment system using these cali-
brated L values, short, long, and total average trip lengths resulting from the assign-
ment were calculated for each of the original 36 one-square-mile zones. Figures 5-7
show plots of actual average trip lengths (ry) and assignment-calculated average trip
lengths (T¢) are shown for short trips, long trips, and all trip averages.

A systematic error exists in this process of proceeding from ry to L to f,. The out-
put £'s all are higher than they should be. It is believed that the major cause of this
error is the distance ranking of destination zones used in the calibration program,
whereas a time ranking is used in the assignment system. A distance ranking of des-
tination zones minimizes average trip length subject to the L value. The time ranking
must, therefore, resultin at least as large and probably a larger average trip length
than the distance ranking. The amount of divergence depends on the pattern of varja-
tions in speed on the various links of the network, as these variations are what cause
the time and distance rankings to differ.

Various quantitative measures of the accuracy of the iterative calibration method are
given in Table 4. The average errors found when T'¢ is compared with ¥, for one-square-
mile zones range from 0. 211 miles to 0. 828 miles, between seven and sixteen percent
of the mean values. The dispersion of these errors is measured by their root mean
square. The dispersions range from eleven to eighteen percent of the mean values.

It is known now that systematic errors due to the distance ranking of destination zones
exist, and it will be possible, in future applications, to adjust input averages downward
by the amount of this systematic error. The standard deviation of the errors gives
some indication of the accuracy of the method when this adjustment is used. Inasmuch
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Figure 8. Comparison of actual and assignment output trip length distributions.

as these standard deviations all are less than ten percent, it appears that this calibra-
tion method will result in output average trip lengths which are within ten percent of the
input averages two-thirds of the time. Furthermore, the average error will be very
close to zero, so the total vehicle mileage of an assignment area will be very close to
the observed amount.

To measure the ability of the calibration method to obtain the same average trip
length in different zones, the range of variation of the output average trip lengths for
each of the four zones within each square mile was determined. Table 4 gives the
average range of variation for short trips and for all trips. These averages indicate
that maximum zone-to-zone variations for equal input averages are only about three
percent for short trips and six percent for all trips.

Although the iterative calibration method does a good job of duplicating actual av-
erage trip lengths, further checks of the select area assignments indicate that the
match of actual trip length distributions by assignment output distributions is poor
(Fig. 8). The horizontal axis has been normalized in terms of the average trip length
to indicate that the poor match is not the result of differences in the average trip
lengths. Trips whose distances are from zero to about 0.5 of the average trip length
are underestimated, trips from 0.5 to 1.5 of the average are overestimated, and trips
longer than 1.5 times the average are underestimated.
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Figure 9. Cumulative distributionof all trips from CATS zone 487 according to number of opportunities.

These discrepancies can be interpreted in at least two ways and corrected in at
least three ways. The first interpretation is that the model is all right, but that the
trip split into long and short trips is faulty. This interpretation leads to two possible
corrections: (a) keep the present trip split, but modify the observed average short and
long trip lengths to obtain the correct total average trip length and the correct distribu-
tion; and (b) change the present trip split so that, using the short and long trip lengths
corresponding to this snlit, the correct distribution is obtained.

A second possible interpretation of the trip distribution discrepancy is that the
Opportunity Model's hypothesis of a constant probability of trip satisfaction (L value)
is in error. Perhaps the probability of trip satisfaction is a function of V, the subtended
volume. If this function could be found, trip splits would not be necessary, and the
correct trip distribution would result when applying the modified model.

The three possible corrections mentioned are discussed next under the following
headings: average trip length changes, trip split changes, and model changes.

Average Trip Length Changes

Investigation of the select area assignments indicates that if the average short trip
length were set at about 0. 6 of its actual value and if the average long trip length were
modified upward so that the average total trip length remained the same, the two curves
shown in Figure 8 would nearly coincide. Therefore, it is possible to change average
trip lengths arbitrarily so that trip distributions will be matched. It is felt, however,
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that this type of correction is too arbitrary to be valid and should not be used unless
acceptable methods of correction are unavailable.

Trip Split Changes

It is felt that a more acceptable correction of the Opportunity Model would be to
change the definitions used in splitting trips into long and short subpopulations. In-
vestigation has shown that some groups of trips presently classified "long" have shorter
averages than groups classified "short. " Also, experience with many assignments has
indicated to CATS researchers that more "short" trips are needed so that trip distribu-
tions will be matched. Investigation presently is continuing to determine which long
trips should be added to the short trip population.

Model Changes

The Opportunity Model implies a linear semilog relationship between 1-P(V) and V.
However, this relationship can be demonstrated only for one of the trip subpopulations
at a time. Figure 1, for example, shows the relationship for long nonresidential trips
only. When the relationship is graphed for total trips, a curve like that in Figure 9 is
obtained. A straight line would be a poor fit to this curve, but perhaps a relationship
of the form L = aVP would provide a good fit. If so, trip splits would be unnecessary.
All trips originating from a zone could be distributed by use of the following equation:

—a.VFHL . —an+11
=0.le 1 -e I+ (27)

It would be necessary to change the second hypothesis of the Opportunity Model to
allow for a variable L value instead of a constant. The second hypothesis could be
changed to read:

The probability of a destination being accepted, if it is considered, is a
function of the number of destinations which already have been considered.

It is planned to investigate this approach to improving the Opportunity Model. The
investigation will largely consist of curve-fitting, using data similar to those in Fig-
S0 oA 0 Aokt e bl A AL i a Al ablea o Aln e vnntAamg mandad FA waladas A
ure v anu Ol UEleriniilig meinddsS U1 prediCiing uie palalliCitl’s NeTuUCu U 1Ciall wuic

variable L value to subtended volume.

SUMMARY AND CONCLUSIONS

The Opportunity Model has been analyzed by interpreting its hypotheses, its math-
ematical formulation, and its parameter, the L value. The L value also has been re-
lated to trip parameters. These analyses have served as the basis of a number of
calibration methods which have been presented. The results obtained when these
methods were applied to assignments at CATS have been given. Planned methods of
improving both the calibration techniques and the Opportunity Model have been dis-
cussed.

The most promising calibration method developed so far is the iterative method,
which provides a means of duplicating observed or predicted average trip lengths with
a standard error of less than ten percent with one pass through a calibration program
and one pass through the assignment system. Problems in matching observed trip
length distributions indicate either that calibration methods must be concerned with
more than matching averages, or that the Opportunity Model itself must be improved.
CATS' future trip distribution research is expected to investigate both of these pos- .
sibilities.
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Effect of Zone Size on Zonal Interchange
Calculations Based on the Opportunity
Model in a Homogeneous Region

W. STEARNS CASWELL, Subdivision of Transporta?ion Planning and Programming,
New York State Department of Public Works

oONE of the prerequisites for a successful transportation study is a conceptually rea-
sonable and operationally realistic model for the distribution of trips between zones.
One such model is the opportunity model, developed by the Chicago Area Transporta-
tion Study and now being used by the Subdivision of Transportation Planning and Pro-
gramming of the New York State Department of Public Works.

The opportunity model is theoretically based on the behavior of individual trips. In
practice, however, it is necessary to deal with trips grouped together into zones, with
all trips in a zone assumed to originate at the zone centroid. This procedure gives
rise to errors in the estimation of trip interchange between zones. The magnitude of
these errors is dependent upon zone size as well as trip density and propensity of
people and activities to interact with each other.

It is the purpose of this paper (a) to develop formulas which exhibit the dependence
of zonal interchange calculations upon the variabies mentioned, with emphasis on the
variable of zone size, and (b) to present tables showing the relative error as a func-
tion of zone size, trip density, and the trip interaction constant used in the opportunity
model. These tables will suggest appropriate zone sizes to use in order to hold a
constant level of bias for the entire study region.

The current computer assignment program utilizing the opportunity model treats
successively zones with equal time path values from the origin zone. This succession
is established in an essentially random fashion. This results in a bias, depending on
the number of zones (volume of trips) having the same time path value, since the op-
portunity model would imply that these zones be treated simultaneously. In this paper
the successive treatment of these zones is referred to as the "random selection"
method, and the simultaneous treatment is called the method of "proportional split."
The next section deals with the bias arising from the use of the method of random
selection.

The dependence of the calculation of zonal trip interchange upon zone size is then
discussed. The central assumption here is that the smaller the zones the more nearly
correct is the calculation of zonal trip interchange. This assumption is warranted
since the formulas involved in this calculation are based on the assumption of a con-
tinuous trip opportunity surface. The ideal procedure, of course, is to consider each
trip origin or destination as a zone unto itself, but it is obviously impossible to do this
in practice. In fact, since trips must take place along essentially rectangular route
patterns, the minimum zone size is dependent on street spacing. It was decided for
this study to use zones having quarter-mile sides as the smailest praciical case. How-
ever, the discussion is entirely general so that an arbitrarily small zone size may be
used if desired.

Tables have been prepared which exhikit the relative errors introduced by ''random
selection,"” by the use of various zone sizes, and by the combination of these two dis-
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torting influences on zonal interchange calculations. These tables are included in the
final section.

COMPARISON OF TWO METHODS OF CALCULATING TRIP INTERCHANGE
WHEN ZONES ARE GROUPED IN RINGS

The following discussion is concerned with the calculation of the interchange of trips
between an origin zone and the individual zones of a ring of zones, all of which are at
the same travel time from the origin zone. Two methods are contrasted here, those
of proportional split and random selection. In both methods the formula used for the
calculation of the interchange vi]. between zones i and j is

B -tV —t(V+V.)]
Vij = Y [e ~ 8 !

the volume of zone i,

the volume of zone j,

the volume of destinations available before reaching zone j (the subtended
volume), and

the probability that a possible destination is acceptable after having been
reached.

-+
It

Throughout this discussion, it is assumed that all zones are square and have the same
volume ds®, where d is a given (constant) trip density and s is the length of each zone
side.

Since we deal with square zones, a method of grouping zones in time rings must be
determined. To do this some simplifications are in order. In particular, travel time
is identified with distance between zones. There are at least two ways to measure
distance on a rectangular grid—airline and right-angle. Since the latter method is

much more amenable mathematically as

well as more realistic for small zones,

it has been chosen for use here.
4 In Figure 1 a study area has been par-
titioned into square zones, and an origin
zone (numbered 0) has been chosen. The
other zones in the area are numbered in
4 order of increasing right angle distance
from zone 0, using the right-angle dis-
tance between centers of adjacent zones
as a unit. A set of zones with the same
number constitutes a ring. The ring
which consists of the zones numbered q
will be called ring Ry, whete q is called
the ring number.

In the random selection method the p
zones in ring R, have been ordered in
some fashion, say q,, q,, 4 - - -» 9p-
These zones are then ccnsiéered in the
given order for the purpose of selection.
In this case
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Figure 1. Procedure for determining rings: zones

are numbered in order of increasing right-angle

distance from zone 0;set of zones with same
number constitutes a ring.
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oq, o

' 2 s 2
_ voe-tV [e-(l-l)tds ) e-1tds ]



24

where V is the volume of destinations available before reaching ring R

2 q°
Let x = e_tds . Then

The total interchange between the origin zone and ring Rq is thus

P
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v, [e-tV ) e-t(V+pdsz)] (1)

On the other hand, in the proportional split method, the interchange \70 between
the origin zone and zone 9 is determined simply by taking 1/p of the total interchange
v ;i.e.,

oR
q

which is, of course, the mean of Voqi fori=1, 2, ..., p. This method of deter-

mining the interchange can be defended conceptually. The probability that a trip origi-
nating in the origin zone will end in ring Rq is

2
P - e-tV ) e-t(V+pds)

where V5 = pdsz indicates that the opportunities in all of ring Rq are in competition with
each other. The probability that a trip will end in zone g; is 1/p, since all zones in

R, are regarded as having the same friction value with respect to the origin zone.

Thus, the probability that a trip will end in ring R, and zone q. is (1/p)P. When this
probability is multiplied by the volume of trips originating in the origin zone, we have

Voq' As can be seen from Eqgs. 1 and 2,
p p ( 2
_ _ o _ -tV -t(V+pds ]
Vor = '=Zl Voq. N i§1 Voq =V [e 8
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For the individual zones, however, Voq, # voq- The deviation of Vg, from Voq

is given in terms of relative errors in Tables 1-8.
It will be important later to express Vo as a function of the ring number q. This

can be done as follows: Note that the number of zones in rings R, R,, . . ., Rq in-
crease in arithmetic progression; that is, there are four zones in ring R,, eight in ring
R,, twelvein R,, . . ., and 4 in ring R (Fig. 1). Thus the subtended volume V for
ring Rq is 4 a
V = 4ds® + 8ds® + 12ds® + . . . + 4(q - 1)ds®

= 4ds®*(1 +2+3+...+qg-1)

= 4ds® [(%)( - 1)q]

= 2(q - 1)q ds’
Combining these results, we see that

2 2 2
VoR & (as?) e-tds [e-2q(q— 1)tds _e-2q(q+ 1)tds ] (3)
a

DEPENDENCE OF ZONE TRIP INTERCHANGE ON ZONE SIZE

When applying the opportunity model (or any other '"continuous' model), the calcula-
tion of zonal trip interchange by any program which considers all trip origins or desti-
nations as concentrated at a zone centroid is dependent upon zone size. The purpose
of the following discussion is to support this statement by exhibiting the dependence
analytically.

Suppose that zones of a certain size, say one mile by one mile, are used in calcu-
lating zonal interchanges. In these calculations the formula dictated by the opportunity
model is used:

Y. = ¥ [e'tv-e't(v+vj)]
ij i

Suppose further that the one-mile zones are subdivided into half-mile zones, that is,
zones with one-quarter square mile for area. These smaller zones might be termed
"subzones" of the larger one-mile zones. An assumption made here is that the smaller
the zones the more nearly correct is the calculation of zonal interchange. If the inter-
change between the one-mile zones i and j is calculated first by using the usual formula
directly and than by aggregating all the interchanges between the subzones which make
up zones i and j respectively, the difference is the error which we propose to measure.
Formulas will be derived and generalized so that this error may be computed for an
arbitrary subdivision of zones. All assumptions concerning trip distribution, etc., are
the same as given previously. All zones are assumed to be grouped in rings with re-
spect to an origin zone as described earlier. For the immediate purpose of this sec-
tion the method of proportional split discussed before will be used.

One way of setting up the problem is to start with a certain zone grid size and then
to refine this grid by subdivision to an arbitrarily small zone size. It turns out that
the problem is more tractable mathematically if the reverse procedure is followed;
i.e., start with an arbitrarily small zone grid size and then increase the zone size by
grouping zones into larger ones. Figure 2 shows an example where the small zones
have been grouped into zones which are four times as large on a side. In this process
of overlaying grids on smaller ones, the smallest or "starting" grid will be designated
grid 1, the grid composed of zones which are twice as large on a side as those of grid
1 will be called grid 2, and so forth. Thus the grid k is made up of zones which are k
times as large on a side as those of grid 1. Hereafter the zones of grid 1 will be re-
ferred to as basic zones.
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Figure 2. The aggregation of basic zones for k = 4,
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Before we discuss the general case it might be well to consider an example. In
Figure 2 we have pictured the case when k = 4. In order to refer easily to the basic
zones in this case a two-character code is used to identify them. The grid 4 zones
have been numbered consecutively within grid 4 rings, the grid 4 origin zone having
the number 0, zones in ring 1 having the numbers 1, 2, 3, 4, zones in ring 2 having
the numbers 5 through 12, etc. Following this scheme, the first character in the code
identifies the grid 4 zone in which lies the basic zone being- coded.

The second character in the code indexes the basic zone within its "parent'" grid 4
zone. Since each grid 4 zone contains 16 basic zones, the integers 1, 2, . . ., 16
suffice for this second character.

To see why the particular order for these second characters was used, it is helpful
to imagine the grid 1 rings radiating outward from the basic zones in the grid 4 origin
zone. Each basic zone generates its own structure of concentric grid 1 rings. Picture
these rings as they sweep across the grid 4 zones. The only criterion for the choice
of order for the second character in a basic zone label is that the basic zones be num-
bered consecutively within a grid 1 ring in which they fall. It should be clear that in
applying this criterion it is immaterial which basic origin zone has generated the grid
1 ring in question.

As an example of the coding procedure, basic zones n, - 4, n, - 5, n, - 6 all lie in
the ith grid 4 zone of grid 4 ring n (with respect to the origin zohe in gr]id 4), and these
basic zones have been given the second characters 4, 5, 6 because they all fall in the
same grid 1 ring (with respect to the basic zones in the grid 4 origin zone).

For the purpose of generalization, suppose that the zones n, and nj are in the nth
ring in grid 4. (This may take a stretch of the imagination since theSe zones are ac-
tually shown in ring 3. The reasons for doing things this way will become clear when
the derivations are followed through.) It turns ouf that zones n; and n;, while they arein
the same ring with respect to the origin zone, must be treated differently in calculating
the interchange. The criterion here is that n; is diagonally placed in the grid pattern
from the origin zone while n; is parallel.

Zones like nj will be called side zones and zones like nj corner zones. Symmetry
assures that all side zones in a given ring may be treated alike as may the four corner
zones. For the moment we will concentrate on side zones.

In grid 4 the interchange between the origin zone and zone n; will be calculated by
summing the interchanges between the sixteen basic zones which make up the origin
zone and the sixteen subzones of zone n;, a total of 256 grid 1 interchanges. For each
of these grid 1 interchanges the formula (from Eqs. 2 and 3)

-tds®
e

V.., = (ds?/4m

2 2
i ) [e-Zm(m - 1)tds _e-Zm(m+ 1)tds ] = #(m)
will be used, where m is the number of the grid 1 ring in which zone j lies with respect
to zone i, and s is the length of the sides of the zones in grid 1. For a fixed s, t, and
d, Vjj is a function of m, hence its designation by f(m). Note that when m = 0, the
expression given for Vjj is undefined. The interchange £(0) is to be interpreted as the
interchange of a grid 1 zone with itself, and is

£(0) = ds? (1 - e‘tdsz)

One of our purposes is to express m in terms of n, the ring number in grid 4. An
examination of Figure 2 will indicate the method. For example, zone nj - 1 is in the
grid 1 ring number 4n - 6 with respect to zone 0 - 1, zones nj - 2 and nj - 3 are in the
grid 1 ring number 4n - 5 with respect to zone 0 - 1, zones n; - 4, n; - 5, andn; - 6
are in the grid 1 ring numbered 4n - 4 for zone 0 - 1, and so forth. As another ex-
ample, zones nj - 2 and nj - 3 are in the grid 1 ring numbered 4n - 4 for zones 0 - 2
and also for zone 0 - 3.

To find the total interchange between the origin zone and zone nj in terms of the
smaller interchanges the following matrix will be helpful:
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1 [(4n-6) 2f(4n-5) 3f(4n-4) 4f(4n-3) 3f(4n-2) 26(dn-1) f(4n)

2| f(4n-5) 2f(4n-4) 3f(4n-3) 4f(4n-2) 3f(4n-1) 2f(4n) f(4n+1)
3| f(4n-4) 2f(4n-3) 3f(4n-2) 4f(4n-1) 3f(4n) 2f(4n+1) £(4n+ 2)
4 [ f(4n-3) 2f(4n-2) 3i(4n-1) 4f(4n) 3f(4n+1) 2f(4n+2) f(4n+3)
3| f(4n-2) 2f(4n-1) 3f(4n) 4f(4n+1) 3f(4n+2) 2f(4n+3) f(4n+4)
2 | f(4n-1) 2f(4n) 3f(4n+1) 4f(4n+2) 3f(4n+3) 2f(4n+4) f(4n+5)
1 | £(4n) 2f(4n+1) 3f(4n+2) 4f(4n+3) 3f(4n+4) 2f(4n+5) f(4n+6)

To read this matrix, start with zone 0- 1 in Figure 2 and the first row of the matrix,
reading from left to right. (The numbers down the left-hand side of the matrix may be
ignored for the moment.) This first row has for entries the values of the various
interchanges which zone 0- 1 contributes to the total interchange V Now f(4n - 6)
is the interchange between zones 0- 1 and n; - 1; £(4n - 5) is the mterchange between
zone 0 - 1 and either zone n; - 2 o0r zone n; - 3 hence the coefficient 2; f(4n - 4) is the
interchange between zone 0- 1 and each Q[lzones n. - 4, n. - 5, and n, -6 hence the
coefficient 3. The remaining entries in the first row are determined similarly, moving
up from lower left to upper right through zone n..

Next, the second row of the matrix has for entries the values of the several inter-
changes which either zone 0- 2 or zone 0- 3 contributes to V__ . The reason for the

column of coefficients at the left of the matrix may be given no%;v. The 2 placed before
the second row is a factor by which each entry in the second row is to be multiplied,
since the interchanges which either 0- 2 or 0- 3 contributes are the same. The other
coefficients in the left-hand column are determined similarly. As a final example, the
interchange between zone 0- 4 and n, - 11 is £(4n), which is also the interchange be-
tween zone 0 - 4 and either of zones n, - 12 or n, - 13, so that 3f(4n) is entered in the
third row, fifth column of the matrix. The factor 3 at the left of the third row indicates
that zones 0- 5 and 0- 6 contribute exactly the same interchange as does zone 0 - 4.
Finally, to obtain the total interchange V _ between the origin zone and zone n,,

the elements of each row are added together These sums are multiplied by the corre-
sponding factors appearing at the left of the rows, and then all of these weighted sums
are added together. Collecting terms,

Voni = (1.1) f(4n- 6)
+(1-2+ 2-1) f(4n - 5)
+(1-3+2-2+3-1) £f(4n- 4)
+(1-4+2:3+3-2+4-1) £(4n-3)
+(1-3+2-4+3:3+4:-2+3-1) £f(4n-2)
+(1:2+2-3+3-4+4.3+3-2+2.1) f(4n-1)
+(1-1+22+33+4-4+3-3+2-2+1-1) £(4n)
+(2°1+3:2+4:3+3:4+2:3+1-2) £f(4n+1)
+(314+4:2+3:3+2:4+1-3) £(4u+2)
+(4:1+3.2+2.3+1.4) £f(4n+3)
+(3:1+2:2+1:3) f(4n+4)
+{2-1 + 1-2) f(4n+ 5)
+(1.1) £f(4n+6) (4)
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A% = f(4n-6) + 4(4n-5) + 10f(4n-4) + 20f(4n- 3)
+ 31f(4n- 2) + 40f(4n- 1) + 44f(4n) + 40f(4n - 1)
+ 31f(4n+2) + 20f(4n+3) + 10f(4n+4) + 4f(4n+5)
+ {(4n+6) (5

We wish to generalize these results for the kth grid. The reader will observe that
for the kth grid the variable m runs from kn - (2k - 2) to kn + (2k - 2). The row and
column coefficients in the matrix run from 1 to a maximum of k and back to 1. The
required matrix is

1 [ £rkn-(2k- 2)7 260kn-(2k- 3)7 3f[kn-(2k - 4)7 .. .K(kn-(k-1)1. . .£(kn)

2 | flkn-(2k- 3)] 2f[kn-(2k-4)] 3[kn-(2k-5)] ...kfil(kn-(k-2)]...i(kn+1)
3| f[kn-(2k- 4)] 2f[kn-(2k- 5)] 3f[kn-(2k-6)] ...kf{kn-(k-3)]...f(kn+2)

k | flkn-(k-1)] 2f[kn-(k-2)] 3f[kn-(k-3)1 ...kf(kn) W flkn+(k - 1)]

1| f(kn) 2f(kn+1) 3f(kn+ 2) . K lkne(k-1)]. . £ Lkn+(2k - 2)]_

To obtain the coefficient in the expression for the total interchange Vo, 10 the kth
1

grid, we follow the example given for grid 4. Note that in Eqs. 4 and 5 the coefficient
of £f(4n - h) is the same as that of £(4n + h), h>0; this is still true in grid k because of
symmetry. Thus we need only to study the form of those coefficients up to and in-
cluding the term involving f(kn). Now for grid 4, the first four coefficients are (1-1),
(1-2+2-1), (1+3+2-2+3-1), and (1 4+ 2-3 + 3-2 + 4-1). For grid k, the first k
coefficients are (1-1), (1-2+ 2:1), (13 + 2-2 + 3-1), (1°4+2-3+3:2+4-1), ...,
[1:k+2(k-1)+3k-2)+... +k-17. The form of these coefficients is clearly

p

2 ilp+1- i), wherep=1, 2, ..., k

i=1

The remaining coefficients in the grid 4 example do not follow this pattern, but note
that

1:3+2-4+3-3+4-2+3-1
=1-5+2:4+3-3+4-2+5"1
-(1-2+2-1),

1:2+2:3+3:4+4-3+3-2+2-1
=1:6+2-5+3-4+4-3+5-2+6-1
-(144+2:2+2:2+4-1),
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1-1+2-2+3:3+4°4+33+2-2+1-1
1'7+2:6+3:5+4°4+5-3+62+17-1
-(1-6+24+3:2+2:3+42+6-1)

The terms which are being subtracted on the right-hand side can be rewritten as

(1-2+2-1) = 2(1-2) = 4(1-1)

(1-4+42:2+2:2+41) = 2(1-4+22) = 4(1-2+2-1)

(1-64+2-4+3:2+2:3+4-24+6-1) = 2(1-6+2-4+3-2)
= 4(1-3+2:2+3-1)

Generalizing this subtrahend for grid k,

1-(2k - 2) +‘2(2k—4) + oo +(k-1)2+2Kk-1)+ ... +(2k-2)-1
201-(2k - 2) + 2(2k - 4) + ... + 2(k - 1)]
471-(k-1) + 2(k-2) + ... + k- 1)1]

p-k
=4 2 ilp+1-(k+1i)]
i=1

when p=k+1, k+2, ..., 2k- 1.

The minuend, of course, remains in the form
p
Y ip+1-i),p=k+1,k+2, ..., 2k-1
i=1

Thus, the coefficients after k terms have the form

P p-k
Y ilp+1-i)-4 X ilp+1-(k+i)]
i=1 i=1
Now,
P P
Y ip+1-i)= X [p+1)i-i*]
i=1 i=1
P P
=(p+1) X i- X i
i=1 i=1

=(p+1) (o)pp+1) - (Ydpp+1) (2p+1)
= (Y)pp+1) [3p+1) - (2p+1)]
= (Yo)pp+1) (p+2) = Clp+2, 3)
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x!

where C(x, y) = 7% - 77

Similarly,

p-k
4 X ilp+1-(k+i)] = 4C(p + 2 - k, 3)
i=1

If we follow the usual convention that C(x, y) = 0, when x<y, then all the coef-
ficients may be written as

Clp+2, 3) - 4Clp+2-Kk, 3), wherep=1, 2, ..., 2k -1

for when p Sk, thenp + 2 - k<3, sothat C(p+ 2 - k, 3) = 0.
Collecting all these results and combining terms with like coefficients, we have

2k - 2

A = X [C(p+2, 3 -4Cp+2-k, 3))
on
s p=1

(f%kn- [2k-(p+1)]E + fgkn+[2k-(p+1)]$)
+[C(2k+ 1, 3) - 4C(k+ 1, 3)1f(kn) (6)

This formula gives the interchange, in grid k, between an origin zone and any one of
the side zones within ring n in terms of the individual interchanges between the sub-
zones of which the k x k zones are composed. A similar procedure leads to a formula
for the interchange, in grid k, between an origin zone and any one of the four corner
zones in ring n:

k
s = X [pk-2C(p+1, 3)1f(kn - (k- p)]
on
¢ p=1
K
+ 2 2C(p+1, 3)f[kn+ (2k - p)]
p=2
k-1

& X {2C(k+p+ 1, 3) [p’k + 6C(p + 1, 3)]}f[kn+(k- p)] (7)
p=1

Equations 6 and 7 are subject to the restriction that k > 2, which does no harm since
for k = 1 there is no "aggregate" interchange. For equation 6 it is necessary that
n 2 2, since the first ring has no side zones.

In all of the above, it has been convenient to assume n 21, When we wish to con-
sider the aggregate interchange of a grid k zone with itself, we might think of this as
the case where n = 0. In the tables this case has been designated in this manner, but
for uniformity of notation only; n = 0 has no real physical meaning. The necessary
formula must be developed independently of those given above but can be found by the
same technique:
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k+1

KF(0) + 4 2. CG,3)f(2k-j + 1)
j=8

<
I

00 "

k
+ 4 2 lck+3,8) - [G-1D%k+2CG,3)1fk-j+1)
j=3

4lC(k + 2,3) - klf(k - 1) (8)

+

USE OF ERROR TABLES

Sample tables of the relative errors which were referred to in earlier sections are
given here. (The tables were prepared by Ralph J. Marshall using a program written
by him in FORTRAN.) For each table the trip interaction constant T has been held.
Values of trip density per square mile (D) have been listed down the left side of each
table. The variable K is the zone size multiplier. The zone area in each column is
(K/4)? square miles.

The entries in the tables have been grouped in triples. Reading from the top, the
first error (A) in each triple is the relative error due to the use of the method of
random selection, the third error (C) is that due to the aggregation of trip endings into
zones, and the second error (B) is that due to a combination of the use of random
selection with that of aggregation.

A table has been prepared for each value of T = x-107°, x = 1, 5, 10, 15, 20, 30,
40, and 50. In the case that knowledge is desired of errors for values of T, of trip
density, or of zone size other than those listed, a linear interpolation should give re-
sults within the proper order of magnitude.

As an example of at least one use of these tables, suppose that one wishes to hold
the bias arising from the influences discussed here to a certain level, say a relative
error of 10 percent, for a segment of the region under study. In order to use one of
the sample tables given here, suppose further that the trip interaction constant deter-
mined for use in this segment is approximately T = 15X 10~ 6, and that the trip density
averages 2,000. A study of Table 4 will indicate that a zone size in excess of one
square mile should be avoided in this segment of the study area.
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Modal Split Model in the Penn-]ersey'

Transportation Study Area

ANTHONY R. TOMAZINIS, Transportation Planning Consultant, Delaware Valley
Regional Planning Commission

oTHE analysis and projection of mass transit trips of a metropolitan region have been
in the center of interest of several major urban transportation studies in the recent
past. This interest includes a desire for more accurate, detailed and comprehensive
projection of transit system utilization at given future time intervals within the urban
regions and, in a few cases, a desire to incorporate the effect of the transportation
systems (highway and transit) themselves on the magnitude and the particular char-
acteristics of the travel demand in a region.

The selection of the mode of travel by each individual has frequently been recognized
as an event of substantial complexity, involving considerations of such diverse nature
as personal preferences, availability of alternative means of travel, and sensitivity
and meaningfulness of the means of measuring transportation systems. Various
methods of incorporating these elements of the problem have been proposed and put
to use by several study groups in the past few years. Relationships, frequently called
mathematical models, were developed, and with various degrees of accuracy and con-
fidence were put to use in simulating and projecting the transit travel pattern in vari-
ous urban areas.

A concerned effort toward an accurate and reliable analysis and projection of the
transit trips within the Philadelphia metropolitan area has also been part of the work
program of the Penn-Jersey Transportation Study staff since early in 1961, Since
then, several attempts were carried out in a continuous and cumulative effort to derive
a model which will meet technical as well as policy objectives of the Study. The vari-
ous individual projects which were undertaken can be considered as falling within three
major phases of work: (a) the test of the 1947 O-D data and the multivariable model
initially tested, (b) the simplified model of the 1960 O-D data and the initial 1975
projections, and (c) the complete modal split model for 1975 and 1985 projections.

THE 1947 TEST MODEL

One of the very first attempts to reproduce transit trip rates in the region was the
one based on data of sample districts of the 1947 O-D survey. Data limitations made
it necessary to limit the test to 15 districts of the Study area. The test was intended
to investigate in a preliminary manner the relevance of several of the variables which
appear initially significant in the modal split problem. Ten such variables were finally
selected for the test, among a much larger number of conceptually suitable variables
which were initially defined. The selected variables were formed on a district basis
and were named as follows:

Car ownership rate (cars per 100 persons);
Density of residential development (D. U. per gross residential acre);
Transit system accessibility by cost codes;
Transit system accessibility by time codes;
Transit system serving capacity (vehicle departures within 24 hours x total
passenger capacity of each vehicle);
6. Percent of persons between 5 and 19 years old to total district population;
7. Employed resident labor force;

O 9 RO =
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8. Percent of resident labor force to total district population;
9. Reported median number of years of school completed by residents; and
10. Reported median household income.

The dependent variable was the percent of total trips in the district which were made
by mass transit (including railroad internal trips, subway and surface trips).

The geographic distribution of the test districts was extended to include the Phila-
delphia and Camden CBDs and several other districts of the Pennsylvania and New Jersey
sides of the region, located at various distances from the Philadelphia CBD. The test
was primarily a single multiple regression analysis including several runs and a step-
by-step incorporation of the variables.

The results of this test are shown in Tables 1, 2, and 3. Table 1 gives the matrix
of the correlation coefficients of each pair of variables. This table reveals several
high intercorrelations such as the ones between car ownership rates and residential
density, between the median household income and the median years of school com-
pleted, or between several other pairs of variables. Also one can point out the very
low relationship demonstrated between the two types of system accessibility, first
derived on the basis of time travel and then on the basis of travel cost, in the transit
and highway systems of 1947,

The correlations of the ten variables with the percent of total transit trips of each
district produced a coefficient of correlation of R = 0. 995 and an Syx = 2. 32 percent.
The step-by-step incorporation of the variables revealed, however, that for several
rather apparent reasons a number of the variables contributed in a minor manner to
the overall relationship. Examination of the significance of each variable with the help
of the traditional tools, such as the simple correlation coefficients, the partial correla-
tion coefficients, and the beta coefficients, indicated that if a different order of succes-
sive incorporation of the variables were adopted (than the one suggested by their list-
ing), we could reach high levels of correlation with fewer than ten variables. Tests of
this nature produced the results given in Table 2. From this table it became clear
that an R of 0. 99 and an Syx of 2. 80 percent could be reached using only six variables.
Even four variables appear to be capable of producing an R of 0. 98, if properly selected.
The actual level of simulation achieved by each of these sets of variables is given in
Table 3, on a district-by-district basis.

Among the additional conclusions which this preliminary analysis indicated was that
the car ownership rate appeared to be the most significant variable in the 1947 set of
circumstances and also that the level of transit service and the income appeared to be
of equal and of high significance, Next in line of significance appeared to be the percent
of labor force in the district, its transit system time accessibility, and the percent of
people between 5 and 19 years of age.

THE 1960 ORIGINAL MODAL SPLIT RELATIONSHIPS

The second phase of the investigation on the modal split problem was carried out on
the basis of the data of the 1960 O-D survey. This phase included several differences
from the previous one; it also attempted to capitalize on the conclusions of the analysis
of the 1947 data and other previous works, and the whole effort became essentially
part of the trip generation procedure of the Study.

The trip generation analysis in PJTS emphasized trips in five groups of trip purpose.
Home origin trips were divided into trips from home to work and trips from home to
all non-work purposes. Non-home origin trips were divided into three groups—trips
from work to home, trips from non-work origins to home and trips from non-home
origins to non-home destinations. In addition to the above five individual trip purposes,
attempts were made to develop relationships for total home origin trips and total non-
home origin trips. In terms of trip generating types of land use, the trip generation
analysis emphasized the derivation of relationships for trips from residential land use
(home and non-home origin all under L, U, Code 0) from Offices (L. U. Code 1), from a
combination of Retail and Services and Passenger Transportation land uses (L. U. Codes
2 +5), from another combination of Manufacturing, Wholesale and Goods Transportation
land uses (L. U. Codes 3 + 4 + 6), and from the combination of Public Buildings and
Community Facilities (L. U. Codes 7 + 8).



TABLE 1

CORRELATION MATRIX
(Simple correlation coefficients between the indicated pairs of variables)
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Variable Y 1 2 3 4 5 6 7 8 ] 10
Y 1,000 -0.787 0. 625 0. 663 0. 503 0.675 -0.311 0. 515 0.551 -0.491 -0, 663
1 -0, 787 1.000 -0.912 -0.429 -0.373 -0.481 0.035 -0.532 -0.061 0.823 0. 872
2 0.625 -0.912 1, 000 0. 185 0. 253 0. 295 0. 100 0.636 =-0.090 -0.852 -0.783
3 0.663 -0.429 0. 185 1. 000 0. 119 0.920 -0.807 -0.068 0. 602 0.074 -0.557
4 0.503 -0.373 0. 253 0. 119 1. 000 0. 055 0. 030 0. 383 0.230 -0.404 -0.103
5 0.675 -0.481 0. 295 0.920 0. 055 1.000 -0.758 0. 008 0. 443 0.015 -0.626
6 -0. 311 0. 035 0.100 -0.807 0.030 -0.758 1. 000 0.207 -0.456 -0.418 0. 163
4 0,515 -0.532 0.636 -0.068 0. 383 0. 008 0. 207 1. 000 0.027 -0.597 -0.320
8 0.551 -0.061 -0.0980 0. 602 0. 230 0.443 -0, 456 0. 027 1. 000 0.186 -0.192
9 -0, 491 0.823 -0.852 0.074 -0. 404 0.015 -0.418 -0.597 0. 186 1, 000 0.614

10 -0, 663 0.872 -0.783 -0.557 -0,103 -0.626 0,163 -0.320 ~0.192 0. 614 1, 000
TABLE 2
STATISTICAL RESULTS OF VARIABLE TESTING: 1947 MODEL
Case A Case B Case C
According to According to Partial According to Simple
Betas Coefficients Coefficients
Successive Betas of Successive Betas of Successive Betas of
Variable —————— the Final Variable the Final Variable the Final
R S Equation R S Equation R S Equation
1 0.78 13.9 -1. 169 8 0.55 18.8 0. 555 1 0.78 13.9 -1, 306
5 0.85 1.7 0.718 5 0.73 15.5 0.718 5 0.85 11.7 0. 681
10 0.89 10.4 0.723 10 0.81 13.4 0.722 10 0.89 10.4 0. 658
8 0. 98 4.6 0. 555 1 0.98 4.6 -1.169 3 0.90 10.1 -0. 485
3 0. 99 3.3 -0.290 6 0.99 3.3 0.174 2 0.90 10.1 -0. 108
6 0.99 2.8 0.174 3 0. 99 2.8 -0. 290 8 0.99 3.2 0. 579

Predictive Equations

Cases A and B: Y, =-149.221 -4.031X, +0.051X, +0.023X, , +4.012X,, - 40.580X,, +0.758X,,

Case C: Y, = -115.131 - 4.505X, +0.048X,, +0.021X, , +68.090X - 0.191X, +4.190X,,
TABLE 3
SIMULATION RESULTS: 1947 MODEL
Calculated Mass Transit Trips (Percent of Total Trips)
Actual Percent - 5
Test Actua} Ma§s of Total Trips Original Run Accordmg.to Betas Agcordmg' to
R Transit Trips or Partial R's Simple R's
District ot pach District Made by
Mass Transit Percent Residual
(10 variables) Percent Percent
(6 variables) (6 variables)
000 316. 171 86. 00 86. 03 +0, 03 86. 80 86. 45
012 23. 402 63. 00 64. 96 +1. 96 65. 98 66. 24
017 31. 254 73.00 73.21 +0. 21 73.97 71.86
021 31, 441 45. 00 46. 49 +1. 49 45. 10 43. 55
060 9. 803 44, 00 40. 44 -3.55 41. 50 42,86
0398 18. 852 41, 00 40. 53 -0, 47 37. 85 37.43
041 82. 774 70. 00 69. 71 -0. 29 66. 00 66. 20
054 50. 157 68. 00 65. 27 -2.73 63. 65 64. 31
063 41, 572 65. 00 63. 54 -1. 46 63. 62 61. 10
202 20.916 41. 00 40. 07 -0.93 42. 89 41,31
421 7. 429 26. 00 31, 44 +5, 44 31, 38 32. 26
451 2,961 18. 00 16, 31 -1, 69 17, 86 19. 26
092 24, 411 69, 00 70. 58 +1, 58 72,05 72, 46
084 75. 960 80. 00 80. 23 +0. 23 80. 60 83.170
471 5. 363 14, 00 14, 17 +0. 17 13.81 13.97
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TABLE 4

ORIGINAL TRANSIT TRIP EQUATIONS: 1960 DATA

Y Equation R S. E, B: B2
Y1 52, 45 +0. 002Xs- 0. 8X1 +0, 04Xs5- 1, 2Xa 0. 81 6%
Yses  0.25-0.74 logXs- 0. 03 logXs 0. 84 10% -0.82  0.02
Ysss  0.09-0. 54 logXs+0. 08 logXss 0. 82 10% -0.62  0.22
Yses  0.12-0. 45 logXa+0. 13 logXss 0. 87 9% -0.52  0.38
Yass  0.73-0.92 logXa+0. 35 logXs 0. 88 9% -1.04 0.22
Ysse  148. 44-92. 38X5+0. 08Xss 0.63  40. 65 (trips) 0.60 0.03
Yaoo  16.86 +0. 02Xy 0.75 105
Yaor  0.22+0. 0006Xys 0. 69 13%
Yaos  0.20+0. 29 logXsr 0.78 13%
Ysss  0.07+0. 17 logXse 0.76 11%
Yaos 0.02+0. 17 logXsg 0.75 11%
Yaor 0. 22+0. 0002X45 0. 62 16%
Yas 0. 06+0. 0006Xs 0.74 11%
Yau  0.17+0. 0009Xys 0.175 17%
Ysar  0.04+0. 0005Xqs 0. 68 5%
Yssa 0. 05+0. 0009X, 0. 84 5%
Ysa  0.05+0. 0002Xys 0.75 8%
Ysae 0. 01+0. 0006Xsg 0. 82 6%
Ysss  0.07+0. 11 logXs, 0. 66 6%
Yo  0.06+0. 0004Xs5g 0. 64 6%
Yaas -0. 14 +0. 22 logXs; 0.76 9 (trips)
Yzss  0.24+0, 002Xss 0.70 27 (trips)

Y, = Percent of total mass transit trips from each district (excl. RR trips).

Yyg5 = Total mass transit trips from home per total person trips from home.
Y55 = Home to work mass transit trips per home to work person trips.
Y,,5 = Home to non=work mass transit frips per 100 persons.
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= Work to home M.T.T. from Office L.U. per jobs from Office L.U.
= W=H M.T.T. from Retail L.U. per W-H person trips from Retail L.U.

NH-NH mass fransit trips per NH-NH person trips.

5 = WeH M.T.T. from Manufacturing L.U. per W=H person trips from Manufacturing L.
W-H M.T.T. from L.U. 3, 4 and 6 per W-H person trips from L.U. 3, 4 and 6.
Non-work to home M.T.T. per non-work to home person trips.

NW=H M.T.T. from Office L.U. per NW-H person trips from Office L.U.
NW-H M.T.T. from Retail L.U. per NW-H person trips from Retail L.U.
NW-H M.T.T. from Manufacturing L.U. per NW=-H person trips from Manufacturing L.U.

NH-NH M.T.T. from L.U. 1-X per NH-NH person trips from L.U. 1-X.
NH-NH M.T.T. from L.U. 1 per NH-NH person trips from L.U. 1.
NH-NH M.T.T. from L.U. 2 and 5 per NH-NH person frips from L.U. 2 and 5.
NH-NH M.T.T. from L.U. 3, 4 and 6 per NH-NH person trips from L.U. 3, 4 and 6.

= NH-=NH M.T.T. from L.U. 2 and 5 per jobs from L.U. 2 and 5.
= Total M.T.T. from L.U. 3, 4 and é per jobs from L.U. 3, 4 and 6.

Total cars per total population.

= Office jobs per Office acres.

= Retail jobs per Retail acres.

Jobs per non-residential acres.
= Manufacturing jobs per Manufacfuring acres.
= Total auto driver trips per non-residential acres.

= Jobs from L.U. 2 and 5 per acres of L.U. 2 and 5.

Total M.T.T. from L.U. 2 and 5 per jobs from L.U. 2 and 5.

Jobs from L.U. 3, 4 and 6 per acres of L.U. 3, 4 and 6.
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Within the framework of the trip generation analysis, attempts were made to estab-
lish relationships for trip generation rates of each trip purpose from each major type
of land use and for each mode of travel. Trips were classified as "total person trips,"
"auto trips," "auto driver trips," and '"total transit trips.” The mass transit trip
generation rates were formed as trips per household, per person, and trips per job, or
as a percent of total person trips made by mass transit in each trip type. This pro-
cedure, if successful, would permit the derivation or projection of transit trips in two
ways—once directly on the basis of the mass transit trip relationships and again as the
residual of the subtraction of auto trips from total person trips in each major trip type.

The trip generation analysis in PJTS has completed both these projection procedures
before the actual selection of procedure was made. The effort to develop acceptable
and reliable individual relationships directly for each type of transit trip (a total of
35 types of transit trips) did not produce finally a complete set of consistently accept-
able and reliable equations.’ While several types of transit trips produced substantially
acceptable relationships, many other types of transit trips resulted in relationships
largely unreliable. Making use of conclusions previously reached and the array of
available data, the variables used in these attempts were car ownership rate (Xz),
median household income (Xs), net residential density (Xss), and the various net job
densities for each type of job. Table 4 gives the better equations of this attempt. The
remaining equations resulted in R's below 0. 60, using either logarithmic or arithmetic
forms of the variables.

As a result of the unsatisfactory consistency and reliability of these transit trip
equations, the first round of the 1975 transit trip projection was completed almost
exclusively by subtracting auto trips from total person trips. This was done for each
of the five trip purposes (H-W, H-NW, W-H, NW-H, NH-NH) and for each of the six
types of land use aggregations (L. U. 0, 1, 2+5, 3 +4+6, 7+8, 9) which were the land
use types finally agreed upon to be projected in the 1975 land use plans. For home
origin trips the projection of person trips and auto trips was made on the basis of
predictive equations which have had generally better predictive capability than the
transit trip equations. For non-home origin trips, the projections of person trips
were made by use of a combination of mean rates and statistical relationships. Auto
non-home origin trips were projected primarily with predictive equations which utilized
job density and, in several cases, the proportion of jobs, by type, in each district vs the
jobs in the region.

The projection procedure resulted in several imperfections. First, the necessity
of using means for the projection of several types of person trips and auto trips from
non-home origins precluded the direct introduction in these cases of the influence of
rider or area variables such as residential or job density in each district. Second, a
detailed investigation of the results of the predictive equations of the home origin trips,
on a district basis, revealed that although these equations produced highly satisfactory
results on a regional basis (e.g., a simulation error of 19 percent of actual auto trips
in 1960), they did overstate significantly auto trips in the central part of the City of
Philadelphia where the vast majority of transit trips of the region took place. Further,
the same equations were found to generally understate auto trips in the New Jersey
districts and overstate auto trips in the Pennsylvania districts. Figures 1 and 2 show
this overstatement of auto trips (and consequently understatement of transit trips). [
Finally, nowhere in the projection process is the effect of the system (and of its potential ,
changes) directly or indirectly incorporated. }

The projections were improved by incorporating in an elementary manner, at least,
the effects of the 1975 alternative systems. This incorporation was made by an ad hoc, \
generally upward adjustment of the total number of transit trips. For each district, ‘
use was made of a relationship between highway and transit travel time to the Phila- \

1The 35 types of transit trips were three trip purposes from home (H-W, H-NW, Total) and four trip
purposes (W-H, NW-H, NH-NH, Total) from each of the following land uses: Residential (0), Offices
(1), Retail and Services (2), Passenger Transportation (5), from the combination of (2) and (5), from

the combination of Wholesale with Stocks (3), Manufacturing (4), and Goods Transportation (6), from
the combination of Public Buildings (7) and Community Services (8), and from Recreation Land Use (9).
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delphia CBD and the percent of total transit trips in each district. Changes of this
relationship between 1960 and 1975 were used as the basis of an adjustment of total
transit trips projected for 1975 in each district. This adjustment served an inter-
mediate purpose and helped to indicate, at least partially, the effect that might be
produced by different rates of transit/highway capital investment in the 1975 plans.
The results of this adjustment were considered sufficient for the occasion but, at the
same time, they helped to emphasize the need for continuation of the modal split
analysis and for the completion of a systematic and comprehensive method with which
the effects of the car ownership rates, the density of development, and the transporta-
tion system of the region are directly and simultaneously incorporated in the analysis
and projection process.

THE 1975 TRANSPORTATION PLANS

The need for a direct and as complete as possible incorporation of the effects of the
transportation system on the process of determining the selection of the mode of travel
becomes better understood when one relates this objective with the extent of future
changes in the transportation system of the region. Within the context of PJ circum-
stances, it may be pointed out that the proposals for the 1975 transportation system
for the PJ region include two alternative highway plans and three alternative transit
plans. These five plans produce six combinations of systems (2x 3) including both
highway and transit facilities. The minimum highway plan anticipates $1, 269 million
capital investment while the minimum transit plan anticipates $163 million capital
investment in transit facilities. Correspondingly, the maximum highway and maximum
transit plans anticipate $1,632 million and $718 million capital expenditures each. By
adding the highway system cost and the transit system cost of each combination of
plans, the total estimate is found varying from a minimum of $1, 432 million to a maxi-
mum of $2,350 million in capital expenditures. Each plan anticipates a technology
for both highway and transit basically similar to the present-day modern and opera-
tional technology of these systems. In terms of amount of facilities, the highway plans
anticipate 226. 4 or 330. 4 miles of new expressways and the transit plans anticipate
7.6, 12. 2, or 33. 1 miles of subway in three or nine line-extensions plus the conversion
of three railroad lines (62. 9 miles) into electrified suburban-commuter rapid lines.
The detailed specifications of the 1975 plans are shown in Figures 3, 4, 5, 6, and 7.

SYSTEM VARIATIONS AND TRANSIT TRIPS

A method incorporating the effects of alternative transportation systems into the
planning process becomes meaningful exercise only when it can, indeed, trace and
effectively take into account any or all of the particular effects of the different sys-
tems. One of these effects, and perhaps one of the most significant ones for a trans-
portation study which such a method would be asked to trace and measure, is the effect
of alternative transportation systems on the magnitude and the characteristics of the
travel demand in the region.

Clearly there should be at least two basic technical concerns in establishing alter-
native transportation systems. One is the amount of travel demand served by a sys-
tem and the sufficiency and efficiency of the system in doing so, The second is the
additional effect that each system will have in determining the basic characteristics of
travel demand. We usually recognize the system effects in the distribution of trips
when we use one of the synthetic models (e.g., a gravity or a probability model) which
greatly influence the particular interchanges of travel according to the transportation
system of the region. We also recognize partially the system's effect in the assign-
ment of trips by assigning trips on these facilities which form the "minimum path' or
the "best alternative' path. Frequently, however, it has been proved difficult to in-
corporate the effects of a transit and highway system in estimating the number of
transit trips which the combination of transportation systems facilitate and induce in
a region. In the case of PJTS, the acceptance for testing of three alternative transit
systems, varying by $600 million, increases in meaning decidedly if the effect of each
system could be associated with the number of transit trips induced and served by each
system.
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Figure 10. Transit system accessibility, 1975 (System 83-A—mimimum transit, maximum highway).

of person trip destinations reached by transit out of the total person trip destinations
reached by highway. This weighting of the mean increases the significance of the
close-by person trip destinations by taking them into account repeatedly in each suc-
cessive cumulative estimation of trip destination by cost interval. This mean ratio

is in essence the highway and transit system accessibility for each district. As long
as transit travel is in any respect slower or costlier or more restrictive than highway
travel this ratio is always below 1. 00, usually varying to about 0. 10. The highest
values are found in the districts with the best transit service available, usually the
center of the region and the other transportation centers.

Accessibility ratios can be formed for each set of a highway system, a transit sys-
tem, and a land use distribution. Figures 8 to 10 indicate the values of this variable
with the 1960 set of inputs and with the 1975 land use for each alternative pair of
projections and two combinations of systems, the minimum highway-maximum transit
system (82) and maximum highway-minimum transit system (83-A).

Since 1961, when the present concept of "transit system accessibility' was first
publicly proposed, several other professional attempts were made to develop a system
accessibility relevant to modal split (6, 7, 8). Most frequently discussed is the use of
the gravity model denominator as an index of accessibility. Comparing the PJ concept
of system accessibility with the gravity model denominator, one can see the similarities
and the differences. For instance, both utilize the land use pattern. The difference is
primarily in the simultaneous use of the highway and transit system, in the weight
which is placed in the nearby trip destinations in the PJ model and in the manner in
which the land use pattern is taken into account.

The PJ modal split analysis focused separately on each of the five trip purposes
which were universally analyzed and projected within the Study. In each case the
relevant person trip destinations were taken into account, as follows:
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Figure 13. Car ownership rates vs H-W accessibility ratios.

Home to work trips = work to home destinations

Home to non-work trips = non-work to home destinations

Work to home trips = home to work destinations

Non-work to home trips = home to non-work destinations
Non-home to non-home trips = non-home to non-home destinations

Transit system accessibility for each purpose of trips was formed and initially
checked in the form of scatter diagrams. Figures 11 and 12 provide a good sample of
the relationship between transit system accessibility and percent of transit trip gener-
ated in each district. (The percent of transit trips in each district is determined on

the basis of all trips generated in the district for a given travel purpose, regardless
of the land use of origin.)
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Figure 14, Car ownership rates vs H-NW accessibility ratios.

Another interesting test was an investigation of the relationship between transit
system accessibility and mean car ownership rate in the district. Figures 13 and 14
show the results together with a simplified income stratification of each district. The
available evidence clearly supports the contention that transit accessibility (or avail-
ability) is associated with and to a certain degree influences the rate of car ownership
in an area. It was found that the greater the transit accessibility to work and to non-
work trip destinations, the smaller the car ownership rate in the district. Correlation
analysis between the two variables verified this relationship. The correlation coef-
ficient between car ownership and system accessibility of work trip and non-work trip
destinations was correspondingly -0. 65 and -0. 56 which, although not high enough to
stand alone, clearly indicates an existing relationship. (Car ownership rates were
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Figure 15. Average daily transit service frequency.

also found to be closely associated with residential density, size of household and, most
of all, with median household income. To the extent that the present investigation did
not include all these pertinent and possible relationships, the present findings should
be considered as conditional and only partially indicative of a direct, causative rela-
tionship between transit system accessibility and car ownership rates. Clearly, resi-
dential density is also related to transit system accessibility due to the present-day
distribution of densities and transit systems in our metropolitan areas.)

A second system variable was also explored to a great extent and was finally in-
corporated as part of the predictive modal split model. This variable expresses the
frequency of transit service available to a district. It is measured in terms of the
number of transit vehicle departures occurring in a district within 24 hours, in all
transit lines serving the district. Originally a subway train departure was multiplied
by the mean number of subway cars in a train. However, this highly overstated the
statistical significance of the subway and resulted in substantial overstatement of rates
at the simulation tests. Accordingly, a departure in the final form of the model
signifies just a departure of a means of transit without indicating whether a bus, a
subway train, or a commuter train is involved. Of course, the previously discussed
variable of system accessibility already places greater weight on subways and com-
muter railroads because of the generally higher speeds that these facilities provide.
No additional consideration was given (beyond what was warranted statistically) to
these systems also because of their various conflicting characteristics. For instance,
climbing stairs, limiting the number of stops, concern for public safety, lighting con-
siderations, and fear of missing a particular departure might be considered as balancing
out most of the security of finding a seat in a five-car train. What might remain as
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additional significance can be considered as simply an adjustment of supply to demand
without any discernable additional effect of the supply of facilities on the demand for
service, Figure 15 shows the distribution of vehicle departures by district in the PJ
region.

THE PJ MODEL

The preparatory work based on the 1947 data and on the first two rounds of analysis
of the 1960 data was helpful in discovering several consistent, general, and significant
relationships between transit trips originating in a district and the various character-
istics of the riders and the district. The development of the conceptual framework
within which the transportation system serving a district can be considered and the
formulation and initial testing of two specific system variables were helpful in making
available the basic components with which a more complete modal split model for the
PJ region could be formed.

The basic approach in this case can be considered as focusing on two items: (a) that
mass transit trips could properly be divided into the five distinctly different trip pur-
poses but need not be divided into trips by type of land use at the origin; and (b) that,
where possible, the predictive model should include components which express the
rider, the density of development and the transportation system.

The reasoning behind the division of transit trips by purpose is basically a realiza-
tion that trips made {or various purposes are made under different conditions and for
various considerations. For instance, work trips have a dominant character which
suggests that these trips might have the first choice in the family means of travel. Trips
from home to non-work purposes are usually made without strict time schedules and
frequently demonstrate preferences for easily obtainable travel means. Trips with
no home connections are usually made in the commercial centers of the region and are
the shortest trips on record. Therefore, proximity of service might be crucial in
selecting the system of travel. Trips from non-work purposes to home are usually
made without strict time schedule but by people already in action for some time;
therefore, they are made by people who might appreciate proximity of service above
other features (such as speed of travel). Finally, trips from the three major central
business districts of the region were considered to be of sufficiently particular nature
to warrant special but systematic treatment.

In view of these considerations, it was decided that the model should be formed in
such a manner that it would be able to depict the individual influences on travel mode
selection. Thus the following types of trips and relationships were selected in simulat-
ing and projecting the transit trips in the PJ region.

1. Home to Work Trips: to be related with car ownership rates (indicating car
availability), with residential density (indicating proximity of transit service), with
system accessibility (indicating travel speed and cost difference), and with frequency
of transit service.

2. Home to Non-Work Trips: to be related with car ownership rates, residential
density, system accessibility, and frequency of transit service.

3. Work to Home Trips: (a) from the Philadelphia, Camden, and Trenton Central
Business Districts; (b) from the rest of the region. In both cases trips to be related
with total job density (indicating proximity of transit service), system accessibility,
and frequency of transit service.

4. Non-Work to Home Trips: (a) from the Philadelphia, Camden, and Trenton
Central Business Districts; (b) from the rest of the region. In both cases trips to be
related with total job density, system accessibility, and frequency of transit service.

5. Non-Home to Non-Home Trips: These trips are primarily from non-residential
areas and especially from the central business districts; to be related with total job
density, system accessibility and frequency of transit service.

Before any selection of mathematical relationships could be made, the dependent
and independent variables were relatedinanarithmetic, logarithmic and non-parametric
manner. The final relationships were selected on the basis of their overall as well
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as particular simulative and projective capability. Table 5 presents the model in its
complete form, together with the statistical yardsticks which indicate its level of re-
liability. Table 6 gives the values of "t'" test of the coefficients and the beta weights
of the variables.

Several significant observations can be made on the basis of the findings of the
model as given in Tables 5 and 6. First, it can be seen that the car ownership variable
varies in significance between home to work and home to non-work trips. In the first
instance car ownership appears to be the most significant variable, twice as important
as density and frequency of service, and seven times as important as transit system
accessibility. In the second instance the car ownership variable appears less im-
portant than residential density and even less important than frequency of transit
service, Transit system accessibility is again the least important variable for this
type of trip.

Second, it can be observed that the residential density or the density of total jobs
have a varying degree of significance for the various travel purposes. For instance,
one can notice that job density is most closely associated with NW-H trips from the
three CBDs of the region, and next with NH-NH trips from the entire region. It appears
that proximity to transit lines (which is the essential connotation of the density of
development variable) is the primary factor in transit trip production in these two
cases. Job density is next found to be closely associated with NW-H trips from the
rest of the region and with W-H trips from the non-CBD part of the region. Surpris-
ingly, the model reveals that job density (proximity of transit lines) is least significant
for the work to home trips from the three CBDs for which trips transit system acces-
sibility (or the implied speed of transit lines) appears the first and foremost factor.
With regard to residential density, it appears that the variable is more important for
home to non-work trips than for home to work trips, indicating once more that proximity
of service or convenience of using the transit facility is much more important for
non-work trips than work trips.

Third, the significance of system accessibility is shown to be different for each
type of trip, in absolute and relative measures. For H-W and H-NW trips the absolute
contribution of the system accessibility is rather small. Clearly the speed of the
transit system has a very small association with the number of H-W or H-NW trips
made by transit. For W-H from the three CBD trips, the situation is reversed. It
appears that people going home from work and from a CBD area place special emphasis
on a fast transit system. This is shown clearly by the beta values and the "t test of
the coefficients. For W-H trips from non-CBD origins, however, the significance of
the system accessibility variable is much smaller than either the job density or the
frequency of transit service variable. For NW-H trips from the three CBDs of the
region or for the same trips originating from the rest of the region, the system acces-
sibility variable is found also to be little associated with the rate of transit trips.
Finally, for NH-NH trips, the system accessibility (or speed and cost of transit sys-
tem) emerges also as a relatively important factor as evidenced by both the pertinent
statistical yardsticks.

Fourth, it can be seen that the significance of the frequency of transit service vari-
able is most important for W-H trips from the non-CBD part of the region. For this
type of trip the frequency of transit service appears as significant as the job density
variable, Next in significance is the contribution of frequency of transit service for
the H-NW trips from the region for which frequency of service is at least as important
as the residential density variable and of considerably greater importance than the
other two variables. Third in line comes the contribution of the frequency of transit
service for NW-H and then for H-W trips from the entire region.

It is of interest to notice in the examination of the contribution of each variable that
the significance of each variable shifts from case to case and varies both absolutely and
relatively. This type of situation suggests that aggregation of trip types can obviously
cause significant disparities in simulation and unsatisfactory projections. One might
speculate that inappropriate aggregations of trip types in the past could have been, on
occasion, the root of controversies in this subject and could have contributed to the
unsatisfactory performance of geveral modal split models developed in the past.
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Table 6 also gives the results of the "t'" test of the coefficients of each variable for
each trip type. For H-W and H-NW trips three variablce arc abovc the 1 percent level
of significance while the accessibility is significant only at the 25 percent level. For
W-H trips from the cordon area, all three variables are found to be above the 1 percent
level of significance. For W-H trips from the three CBDs, thé frequency of service
variable is found to be statistically below any acceptable level of significance and there-
fore is eliminated. For NW-H trips from the three CBDs the same variable is also
found to be statistically below acceptable levels of significance and therefore is also
eliminated. For this type of trip the accessibility variable is found to be at a very low
level of significance but it has beenretained as a variable because itis three times as signifi-
cant as the frequency of service variable and because of the desire to avoid simple
correlations with only one variable. For the NW-H trips from the cordon area, the
two variables are above the 1 percent level of significance while the accessibility
variable reaches only the 25 percent level of significance. Finally, for the NH-NH
trips the frequency of service variable is found to be statistically insignificant (and
therefore is eliminated) while the other two variables are above the 1 percent level of
significance.

In a more direct form, the model indicates clearly that for H-W trips the car owner-
ship rate, the frequency of transit service, and the density variables play the primary
role in that order. For H-NW trips the emphasis is shifted to density and frequency
of transit service as primary variables, followed by the car ownership rate variable.
For W-H and NW-H trips from the entire region, of primary importance is the job
density and frequency of transit service (especially for W-H trips). For NH-NH trips,
of primary importance by far is job density followed by system accessibility, For
this type of trip as well as for W-H and NW-H trips starting from the three CBDs of
the region, the frequency of transit service plays an extremely minute role, if any.
Perhaps it should be repeated here that for W-H trips from the three CBDs, the most
important variable is by far the system accessibility (indicating, perhaps, the desire
of workers to get home as fast as possible) while for NW-H trips from the three CBDs
of the region, the most important variable proves to be the job density by a large
margin (indicating, perhaps, the desire of close-hy, convenient transit lines for this
type of trip).

In conclusion, according to PJ findings, transit H-W trips depend primarily on car
availability and then on frequency of service; transit H-NW trips depend primarily on
proximity of transit line and then on frequency of transit service; transit W-H trips
depend primarily on proximity of service and then on frequency of service when these
trips originate from non-CBD parts of the region but they depend primarily on travel
speed and cost when the same trips originate in the three CBDs of the region; transit
NW-H trips depend primarily on proximity of service and then on frequency of service
when these trips originate in non-CBD parts of the region but they depend almost ex-
clusively on proximity of service when they originate in the three CBDs of the region;
finally, transit NW-NH trips depend primarily on proximity of service and then on
travel speed and cost.

SIMULATION OF 1960 TRAVEL PATTERN

The tests of the quality of the model took several forms. The first and most gen-
eralized measures of accuracy in the simulation process were the generally used
statistical yardsticks of correlation analysis. As seen in Table 5, the correlation
coefficients of the equations varied from 0. 807 for non-work to home trips to 0. 914
for work to home trips from the three CBDs of the region. The standard error of
estimate of the equations varied from 4. 3 percent to 21 percent of the mean values
of NH-NH and NW-H trips, respectively. The F statistic is also significant in all
cases and the values of betas and of the "t'' test verify the contribution and the signifi-
cance of each variable taken into account. Obviously, statistical stability of the coef-
ficients of the equations may also be expected for projection purposes.

Additional tests of accuracy of simulation were carried out by purpose of travel,
sector of trip origin and total trips in the region. Interms oftrips by purpose (Table7),
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the results indicate that for total home to work trips the simulation produces less than

1 percent overall error. Non-work to home trips from the region present the greatest
difficulty in simulation with an overall simulation error of the districts forming the
equation of -11, 25 percent. However, when the simulation is expanded to cover the
entire region, the simulation error is reduced to only +3, 50 percent. The reverse is
observed with regard to the NH-NH trips, for which the districts of the equation produce
only 4. 82 percent simulation error, but when the equation is expanded to cover the
whole region, the simulation error rises to 16 percent of actual total trips.

In order to ascertain the degree of simulation of the various parts of the region, the
total area was divided into 12 sectors (Fig. 16). Six of these sectors include the Phila-
delphia area, three sectors include the Pennsylvania suburbs and three sectors include
the New Jersey areas. The results are shown in Table 8. One cannotice thatindividual
sectors frequently have simulation errors well above the overall simulation error of
the five trip purposes combined. The difficulty in achieving higher accuracy by each
individual sector is manifest in all modal split models attempted in this as well as in
other studies. If uniformity, consistency, and theoretical foundation is to be retained
in a modal split model, individual differences by areas are bound to be greater than
the overall simulation discrepancies in any trip purpose. In our case the differences
frequently counterbalance each other by purpose of trips and by sector in the same
vicinity. In most cases they are also well within acceptable design limits in terms of
volume of trips or percent error, or both. The remaining few rather large differences
are found in sectors with small volumes in 1960 and low sample accuracy. Finally, in
terms of the overall simulation error for all trip purposes and the entire region, the
discrepancy is found to be less than 2 percent of the actual number of trips.

Tables 7 and 8 also give the results of the two previous simulation efforts of mass
transit trips. The original simulation presents the results of the transit trips as

Figure 16. Twelve sectors for modal split tests.
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TABLE 8

COMPARISON OF SIMULATION RESULTS OF 1960 O-D TRANSIT TRIPS
(On Basis of 12 Sectors)

Model Simulation

Originally Model Simulation With Accessibility
. 1960 Actual Simulated With Accessibility aml. ey

e Trips HEnoEn. Trips Lone Percent

Diff, Diff, Trips Dift.,
1 229,689 207, 342 -9.73 227,280 -1. 05 232,412 +1. 19
2 221,076 185, 688 -16. 01 193, 062 -12. 67 212,629 -3.82
3 98,820 91,843 -7.06 90, 139 -8.178 100, 689 +1. 89
4 180,847 129,430 -28. 43 160, 296 -11. 36 179,867 -0. 54
5 165, 159 114,993 -32, 02 126,193 -25. 40 148,210 -12. 38
6 111, 466 88,602 -20. 51 92, 486 -17. 03 98,030 -12.05
7 9,059 21,429  +136.55 14,523 +60. 32 10,384  +14.63
8 38,425 48,883 +27. 22 49,374 +28. 49 44,393  +15. 53
9 104,010 102, 142 -1.80 123,785 +19. 01 120,953  +16. 29
10 24,834 53,661 +116. 08 60,305 +142. 83 41,516  +67. 17
11 71,510 82,223 +14, 98 81,933 +14. 58 81,185  +13.53
12 14,527 18,123 +24. 75 17,925 +23. 39 17,877  +23. 06
Total 1,273,422 1,144,359 -10.14 1,237,301 -2.84 1,288,145 +1. 16

produced by subtracting auto trips from total person trips. The second effort presents
the results of the modal split model without the use of the frequency of service variable.
The comparison points out the improvements of the completed model in terms of total
trips, trips by purpose, and trips in each of the twelve test sectors. The final results
by sector, for all trip purposes combined, indicate that the model reaches an acceptable
level of simulation even though it is not capable of producing results always below the

5 percent level of accuracy which is usually the acceptable error in simulation of other
parts of the travel demand analysis. Trips by each individual district are frequently,
of course, found to carry much greater simulation error. However, even in these
cases, when trips from all trip purposes are taken together, the total simulation error
decreases in most cases to very reasonable levels. Figure 17 shows the satisfactory
degree of the simulation discrepancies on the district level.

ALTERNATIVE TRANSIT TRIP PROJECTIONS FOR 1975

The satisfactory simulation of the 1960 travel pattern on the basis of a set of general
principles and consistent mathematical relationships made possible the projection of
the 1975 transit travel pattern in the PJTS area on the same basis.

The projection process usually starts by projecting the independent variables which
enter in the projection model. In our case the independent variables were five: car
ownership rate for each district in the region, to be used with H-W and H-NW trips;
residential density in each district, to be used with H-W and H-NW transit trips; sys-
tem accessibility, to be individually projected for each district and for each transit trip
purpose and combination of highway and transit system; transit service frequency, to
be projected for each district and for each of the three transit alternative plans and to
be uniformly used with all five transit trip types; and total job density for each district,
to be used with W-H, NW-H and NH-NH trips.

Car ownership rates for each district in the region were projected on the basis of
the relationships developed for 1960 and using a projection of average family income,
residential net density and size of households. Although at a later stage of analysis a
relationship was found between the rate of cars per household and transit system ac-
cessibility of a district, no such relationship was put to use in the projection of car
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Figrue 17. Total calculated vs total actual transit trips on district-to-district basis.

ownership rates for the 1975 plans. Also, due to the rather short period of time be-
tween 1960 and 1975, the problem of car ownership saturation rates did not emerge to
any significant cxtent.

Residential net density in each district was projected on the basis of trend extension
and consideration of the growth patterns evidenced in the various parts of the region.

In general, a slight reduction of density in the densely developed residential parts of
the region and a moderate increase of residential net density in the largely undeveloped
parts of the region were frequently projected.

The system accessibility for each of the five travel purposes was estimated using
1975 person trip destinations (by trip purpose) in each district and a pair of the pro-
posed highway and transit systems. The estimations were completed for three com-
binations of system—the minimum highway and maximum transit systems (system 82),
and the maximum highway and the minimum transit systems (system 83-A). Figures 18
to 22 present the overall trends of system accessibility for each trip purpose and ac-
cording to a classification of the districts on the basis of their distance from the
Philadelphia CBD. It is of special interest to notice that for all five trip purposes the
system accessibility results essentially in substantial gains of accessibility for those
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Figure 18. Transit system accessibility changes, 1960-1975 home to work trips.

districts beyond two or three miles from the Philadelphia CBD. Obviously these are
the districts which directly benefit from the proposed transit facilities in the region.
The comparison of system accessibility in 1960 and in each of the three pairs of the
1975 systems reveals also that for the central part of the region, and especially for
the Philadelphia CBD, the system accessibility does not show any increase due to any
of the transit plans. In fact the system accessibility is shown as decreasing from 3 to
10 percent for the various travel purposes.

The projection of the frequency of transit service followed a uniform approach by
accepting a policy determination that in 1975 the maximum transit plan will include a
25 percent increase in the frequency of service, uniformly experienced in all major lines
of the region. For the minimum plan the present-day frequency of transit service was
accepted in each line. New lines will have a frequency of service comparable to simi-
lar lines of today. For special districts, in which particular developments were ex-
pected, the frequency of service was projected accordingly.

Total job density for 1975 was accepted to be essentially similar to that prevailing
in 1960. Special districts, where particular policy considerations or developmental
plans were in existence or expected, were adjusted accordingly. For the rest of the
region the projected effective job density was accepted as primarily determined by the
dominating density of present development in each district.

On the basis of these projected variables, the 1975 alternative transit trip projec-
tions for the entire region were carried out for two pairs of systems, the system with
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Figure 20. Transit system accessibility changes, 1960-1975 work to home trips.
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TABLE 10

ALTERNATIVE TOTAL TRANSIT TRIPS PROJECTIONS, 1975
(By Sector)

71

Original 1975
Projection

Model Projection

System 82 System 83-A
Sector 1960% —— i
Trips ) Percent Percent Percent
Trips Grm;rth Trips Growth Trips Growth
1960-1975 1960-1975 1960-1975
1 229,689 272,974 +18. 85 249, 450 +8. 50 232,915 +1. 40
2 221,076 164,805 -25. 45 254,791 +15. 25 245, 602 +11. 09
3 98,820 75,936 -23.16 117,033 +18. 43 115, 492 +16. 87
4 180, 847 140, 181 -22, 49 214, 656 +18. 69 209, 098 +15. 62
5 169,159 120,315 -28. 87 183, 296 +8. 36 177, 686 +5. 04
6 111, 466 104,611 -6.15 128,436 +15, 22 122, 220 +9. 65
7 9,059 20,713 +128.65 21,889  +141. 63 21,495  +137. 28
8 38,425 73,012 +90. 01 59, 354 +54. 47 57,329 +49, 20
9 104,010 135,305 +30. 09 149,147 +43. 40 143,790 +38. 25
10 24,834 61,933  +149, 39 40,1732 +64, 02 40, 069 +61. 35
11 71,510 97,623 +36. 52 116,414 +62.179 107,518 +50. 35
12 14, 527 26,955 +85. 55 28,835 +98. 49 24, 270 +87. 07
Total 1,273,422 1,294,363 +1.64 1,564,033 +22.82 1,497,484 +17. 60
%xcluding L.U. 0 for NH-NH.
TABLE 11

PROJECTION OF TOTAL TRANSIT TRIPS, 5 PURPOSES
(By Area of Dominant Transit Line Influence)

Total Transit Trips, 1975

1960

Area Served by Subsystem T Tc_):a% < Original Model Projection Model Projection

e & Projection for System 82 for System 83-A
Philadelphia CBD 229,689 272,974 249, 450 232,915
Camden CBD 19,632 17, 462 24,717 22,691
Trenton CBD 6,867 13, 670 8, 204 8,132
Area of Market Street Subway? 374,499 393, 369 431,517 406,948
Area of Frankford Extension? 415,135 434,210 466, 652 440, 343
Area of Jenkintown Extension? 458,841 430,098 497,126 472,561
Area of Northeast Max. Plan 466,723 443, 445 528, 420 505, 434
Area of Northeast Min. Plan? 519,631 484,801 586,528 560, 419
Area of Broad Street Subway? 444,096 420, 234 498,717 477,528
Area of Kirkwood Line? 51,038 62, 479 74,893 70, 556
Area of Woodbury Line? 45,741 51,741 63, 295 56, 135
Area of Moorestown Line? 34,638 39,629 49, 468 43,768

a 5 . ;
Several districts are taken into account for more than one line.

minimum highway and maximum transit investment and the system with maximum
way and minimum transit investment (systems 83-A and 82).

The results of these projections are given in Tables 9, 10, and 11,

In all three

tables a comparison is made among the 1960 actual trip estimates, the projections

carried out with the original and simplified modal split procedure, and the two 1975

trip projections using systems 82 and 83-A.
Table 9 gives the results on a region basis for each of the five travel purposes, and

for total transit trips.

high-

In all cases it becomes clear that significantly different transit
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trip projections are derived. The contribution of each system on transit trip produc-
tion hecomes evident for each travel purpose. Differences in this contribution are also
apparent. Clearly, H-NW and NW-H trips appear to be the most sensitive to transit
system improvements. Also NH-NH trips appear to be the type of trips with the
greatest percent increase due to transit system improvements and to job increases in
the region.

Table 10 gives the results on a sector-to-sector basis for all five trip purposes.
Examination of this table reveals that the transit trip growth is expected to vary greatly
by sector. According to the 1960 relationships and the projections of the independent
variables, the greatest need and use for the mass transit system exist (or will be) in
the suburban areas of the PJTS region. Whereas the City of Philadelphia demonstrates
as a whole a stability or a relative inelasticity in the transit trip demand, the suburban
area indicates a capacity to double or triple the present-day transit trips, if appropriate
transit improvements are established there. Table 10 also shows that the difference
of transit trips by sector between the two alternative projections has a relative con-
sistency in terms of the area and the magnitude of trip changes. Clearly, a change in
the transit system does not produce radical results in individual sectors—only in-
cremental changes, positive or negative, are registered in each sector, although par-
ticular small districts within the sector may register a far greater rate of change
than their sector as a whole.

Tabhle 11 presents the resnlts on a line-hy-line hacie.  Rach pronoced line of eve-
tem 82 or 83-A has been assumed to affect a number of individual and neighboring
districts. The changes in the number of trips in each of these districts were taken
into account in establishing the potential changes which each line might serve and/or
induce. Note again that the significant changes occur mostly in the lines which serve
suburban areas of the region. Of interest also is the substantial increase of transit
trips appearing within the CBD of the City of Camden, which is expected to be the con-
vergence point of three new transit lines from Philadelphia to the New Jersey areas.

All three tables also present a comparison of trip estimates reached on the basis
of the original method. The comparison indicates clearly that the total understatement
of trips in the region as well as the biased estimation of trips in the central area of the
region and of its suburbs was clearly carried on to the projection phase of the work.
The produced total understatements and consistence biases are especially evident for
the City of Philadelphia. The differences between this set of projections and the ones
achieved with the completed model of modal split are apparent by purpose of trips, by
sector of trip origin and, of course, at the estimation of total trips. In all cases the
previous imperfections have been eliminated.

An interesting aspect of this modal split model and its application for projection
purposes is the fact that the basic form of the model indicates clearly that the relation-
ships are addressed exclusively to the forces which affect the transit trip generation
of each trip purpose. Nothing compels each set of relationships to produce estimates
of one type of transit trip origins in the region equal to estimates of any other type of
transit trip origins in the region. Accordingly, the use of this model for projection
purposes would clearly produce estimates responsive to the various changes of the
pertinent variables but also estimates which might or might not be in any type of
equilibrium. For instance, home origin transit trip projections would reflect trip esti-
mates according to the effects which changes in car ownership, residential density and
job accessibility would have on home origin transittrips. Incontrasttothis, projections
of W-H and NW-H trip estimates would reflect the effect which changes in job density
and home accessibility would have on non-home origin transit trips. These effects
might very well not be coincidental or, in other cases, conflicting; e.g., increases of
car ownership would clearly tend to decrease home origin transit {rips while increases
of job density would tend to increase the non-home transit trip origins. The result in
arithmetic terms would be that the projected estimates of H-W and H-NW transit trips
would be lower than the projected estimates of W-H and NW-H transit trips. In reality
the total number of transit trips from and to home will be the result of the combined
influence of conditions at home as well as at the non-home trip origin. In essence,
therefore, the average influence of the forces affecting the transit trip at its origin and
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destination should be taken into account when projections of this type of trip are under-
taken. This approach is followed in our 1975 estimates in producing the final transit
trip projections for the region.

CONCLUSIONS

The completion of this phase of the modal split model in the PJTS area makes
possible the derivation of several conclusions of direct relevance to this study and
perhaps to other similar efforts. Among them the following six should be stressed.

1. The selection of five transit trip types to be analyzed, simulated, and projected
has produced satisfactory and reasonably reliable results. In essence this classification
of trips reveals that other types of transit trips, formed on the basis of land use types
at the origin or destination of trips, might not be necessary and that a classification of
trips on the basis of the purpose of travel is both feasible and revealing of the different
factors which influence transit trip generation. In our case the classification of trips
into home origin and non-home origin, and into work and non-work trips proved to be
of direct significance in achieving high correlations, low simulation errors, and reason-
able projections.

2. The modal split model incorporates simultaneously one variable descriptive of
the rider, another variable descriptive of the area of trip origination, and two variables
directly descriptive of the systems serving the area and the region. The simultaneous
incorporation of the effect of these variables is considered of significance and con-
tributes to the reliability and accuracy of transit trip projections in the region. Of
special significance is the incorporation of system variables to those non-system ones.
The simultaneous incorporation of variables diminishes the significance of the question
of whether one or another factor affects transit trip generation in advance of the other
variables and at the same time increases the level of confidence of the resulting equa-
tions by permitting a greater number of observations to form the statistical basis of
the formation of the predictive equations.

3. The system variables selected for this modal split model are essentially three.
The first one is the implied density (or proximity) of transit lines in a measure of
residential or job density in a district. On the basis of present-day experience, this
implied association by density of development and density of transit lines is clearly
justifiable. Transit lines are indeed more numerous and more frequent in areas with
higher developmental density than in areas with low developmental density. The second
system variable is the system accessibility, as previously defined. This variable
combines three different features of the highway and transit system in addition to two
area features. It combines the physical existence of a facility, as well as the travel
speed and the associated costs (tolls, fares, etc.) for each highway and transit system.
The area features it combines are the amount of relevant destinations included in each
district within the metropolitan complex. The third system variable is the frequency
of transit service which is descriptive of the availability of transit service in a district.
This variable permits the recognition of the difference between a line with a few vehicles
serving a district and another line with frequent and extensive service serving another
district.

The need or desirability of incorporating additional system variables in a modal
split model has frequently been pointed out in the literature. Although such need or
desirability is generally recognized, the actual incorporation of variables expressing
comfort or convenience has not been possible in the present modal split model. It
appears that it would require, first, an objective, quantitative and meaningful definition
of the concepts of comfort and convenience before their effective incorporation can be
achieved. Additionally, data from "before' and ''after' actual experiments will be
required before detailed conclusions can be formed with regard to the extent of in-
fluence such variables may have on travel mode selection.

4. Closely related with the previous observations is the finding that each of the five
trip purposes indicates a particular dependence on only one or two of the five variables
incorporated in the model. Thus, if one desires to associate each of the five trip
purposes with the one or two most important variables in explaining the district-to-
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district transit trip variation, one can cite the following major associations: H-W
transit trips with car ownership and frequency of transit service; H~-NW transit trips
with frequency of transit service and proximity of transit service (density variable);
W-H and NW-H transit trips from the region at large with proximity of transit service
(density variable) and frequency of transit service; NH-NH transit trips with proximity
of transit service (density variable) and transit system accessibility; W-H transit trips
from the CBDs of the region with transit system accessibility and proximity of transit
service (density variable); and, finally, NW-H transit trips from the CBDs of the region
with proximity of transit service (density variable). Implicit in these findings appears
to be an understanding that any major change in each of the variables will have its most
direct effect on the type of transit trip with which the variable is most closely as-
sociated. Of course, changes of transit trips at any future date will also have to be
associated with changes in the variables which are directly associated with the com-
plementary type of each transit trip purpose.

5. The verified relationships between transit trips and car ownership, density of
development, and system variables open new possibilities for policy consideration in
planning future transportation systems in an urban area. The formulation and testing
of alternative transportation systems thus takes on additional meaning. Variations in
the extent of facilities in the transit or highway system, variation in highway speeds,
highway tolls, and transit fares, or variations in the frequency of fransit service in
each line can be directlv reflected in the proiection of transit trins nroduced in a
region, just as planned or expected changes in the future car ownership rate and in
the residential or job density in the various districts of a region can be directly in-
corporated in the projection process of transit trips in the region.

6. Another significant observation is in regard to the sensitivity and range of
applicability of this model, Examination of the equations and of the means of deriving
accessibility measures indicates that individual changes of each variable have limited
impact on the final results. The projection of two transit trip estimations on the basis
of a common land use plan but with two distinctly different transportation systems
presents a good indication of the sensitivity of the model to various sets of trans-
portation facilities. The two system variables, which respond directly to system
variations, have produced most of the differences observed between original projec-
tions and final projections, as well as all of the differences between systems 82 and
83-A. Clearly, a transportation system should include substantial changes before any
real effect on transit rates would become significant. The model itself also has a
restrictive characteristic on the effect of any of the variables. It is apparent that
although the model is directly responsive to variations in the transportation system
and density of development, these variations should be of significant magnitude and
extent before any appreciable impact will register in the number of transit trips pro-
duced in the particular sector(s) and in the region in general. Thus, individual facil-
ities can seldom be expected to produce changes of the required magnltude and there-
fore such facilities could seldom be expected to register any region-wide effect, beyond
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Finally, it should be pointed out that the flexibility acquired with the modal split
process should not foster unreasonable application of the model. Although the rela-
tionship between each variable and the transit trip rate is already conditioned by the
parameters of the predictive equations, there is still need for cautious application of
the model within reasonable limits of change of each variable, It would be, for instance,
an unreasonable application of the model if a multiple increase of each variable were
assumed for the sake of experimentation and a corresponding increase of transit trips
were expected. Incremental increases or decreases of present rates should be con-
sidered as the proper objective of the modal split model. Radical changes in the
travel patterns and preferences in urban regions, as well as in the transportation
systems, are not usually subject to the predictive capacity of one or of a handful of
variables derived and correlated within the present-day set of circumstance. No
predictive model based on manifest present-day behavior and on existing trends and
circumstances should be expected to project radical changes or to anticipate any
fundamental reversal of preferences and situations.
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Effect of Trip Direction on Interzonal Trip
Volumes: Test of a Basic Assumption of
Trip Distribution Models

DAVID E. BOYCE, Assistant Professor of City and Regional Planning, University cf
Pennsylvania

An assumption common to existing urban trip distribution models
concerning the location of zones istested by an analysis of variance
of interzonal trip data. The assumption is that interzonal volumes
are independent of zonal locationbutare afunction of zonal separa-
tion. A test for the existence of atrip direction effect with respect
to the urban center is developed and applied.

*COMPARED with many problem areas in urban transportation planning, trip distribu-
tion models are generally regarded as a relatively well-developed and operational
methodology. In an absolute sense, however, these models must be regarded as quite
crude, yielding only a first approximation of the urban travel pattern. For example,
Heanue and Pyers (5) in a comparative evaluation of these models, found standard
errors of 10 to 90 percent of mean interzonal volumes computed on the basis of a highly
aggregated spider network assignment, suggesting a need for further research.

The study reported here investigates a basic assumption common to all trip distri-
bution models through an empirical analysis of interzonal trip data. The assumption
cf interest concerns the use of zonal separation to specify the relative location of origin
and destination zones, thereby ignoring the effect of the direction of trips with respect
to the urban center on interzonal volumes. An analysis of variance model involving
four factors—trip direction, trip length, size of destination zone, and zone of origin—is
developed to test this assumption and to investigate general characteristics of urban
travel patterns., Separate analyses are conducted for arterial and mass transit trips
using data compiled by the Chicago Area Transportation Study.

The following discussion of the assumptions of trip distribution models emphasizing
the description of zonal locations leads to a statement of the objectives of the research.
Following a brief discussion of the statistical model and tests of hypotheses, the results
of the analysis are described. A discussion of the implications of the study for trip
distribution models and urban theory concludes the paper. A more detailed discussion
of the statistical methodology used in the analysis may be found in Boyce (}).

ASSUMPTIONS OF TRIP DISTRIBUTION MODELS

Currently available trip distribution models range from empirical relationships in-
volving many parameters estimated from observed origin-destination patterns to simple
probability models derived from postulates concerning the nature of urban travel. The
former, which includes a number of variations on the gravity model concept, distributes
trips as a function of the number of trip ends in possible destination zones and an in-
verse power function or an exponential function involving travel time between zones.
This trip distribution gravity model is a descendent of the gravity model concept in the
social sciences (6). It is the most widely used of the operational trip distribution
models, in part because of the availability of computer software developed by the U.S,
Bureau of Public Roads (14) and others.

Paper sponsored by Committee on Origin and Destination.
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A second class of models, the opportunity models, distributestripsas a function of
the size of destination zone and the number of trip ends or opportunities for completing
a trip closer to the origin zone than the destination zone is to the origin zone. The in-
tervening opportunities model, developed by Schneider (10, 11), is derived from simple
postulates regarding urban travel, and has been successfully applied in a number of
transportation studies (3). A related model, similar in concept but quite differently
formulated, is the competing opportunity model of Tomazinis (13). Both models are
similar in concept to the earlier work of Stouffer (12). Harris (4) has extended the op-
portunity model formulation, and derived a modified form of the gravity model partly
from the assumptions of Schneider's model.

The following assumptions are implied in both types of trip distribution models:

1. Travel time is an adequate measure of accessibility or ease of travel between
zones and can be determined with sufficient accuracy for the time period of interest.

2, The choice of length of trip is entirely influenced by the proximity of the attrac-
tive forces that cause trips to occur and is not influenced by particular social and eco-
nomic characteristics of a zone; rather, these characteristics are reflected in the
number of trip ends per zone,

3. The average travel pattern is independent of zonal locations (e.g., whether the
two zones are radial or circumferential to each other) and is rather a function of the
separation between zones.

The use of travel time or a function of travel time as a measure of accessibility in
trip distribution models (assumption 1) is a well-established procedure in nearly all
urban transportation studies. Studies of the relationship between interzonal travel time
and straight line distance between zones indicate that travel time may be some simple
transformation of airline distance. However, the use of travel time permits the in-
clusion of terminal’times and takes account of geographical features, such as rivers
and other types of barriers, more adequately than distance measures.

The economic and social differences among zones (assumption 2) appear to affect
the number of trip ends per zone more than the zone-to-zone movement of trips. These
economic and social differences are explicitly accounted for in trip generation method-
ology (8). There is little evidence that such differences are important in trip distribu-
tion models, although some versions of the gravity model include factors for making
special adjustments for such conditions.

The question of the effect of location of zones on interzonal trip volumes (assumption
3), or equivalently, the question of the direction of trips with respect to the study area,
is the central focus of this study. Both classes of models, gravity and opportunity,
regard destination zones as being arranged along a straight line in order of their travel
times from the origin. From this assumption it follows that from a given origin, trips
in all directions are equally likely for destination zones of equal size and travel time
from the origin. Therefore, the estimates of interzonal volumes are unaffected by the
location of these destinations in relation to the center of the urban area and the overall
pattern of urban activities. Since both distance and direction are required to determine
a destination location from a given origin, these models give no consideration to direc-
tion of trips. Therefore, these models cannot distinguish between radial, circumfer-
ential, or other direction-determined types of trips. For this reason assumption 3 is
necessary to the conceptual formulation of these trip distribution models.

The principal objective of this study, then, is to test the assumption that interzonal
trip volume is independent of the direction of trips, i.e., independent of the location of
zones. A more general purpose is to devise a general statistical procedure for ex-
amining questions concerning variations in interzonal trip volumes. An analysis of
variance model involving four classification factors is derived for this purpose., Two
series of experimental designs specifying combinations of these factors are applied to
a sample of interzonal trip data. Hypotheses on the effect of each factor and combina-
tions of factors on variations in interzonal volumes are tested using this methodology.
Following a brief description of the interzonal trip and network data used in the study,
the statistical methodology and test results are described.
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Data for the Chicago area in 1956 were made available for this study through the
cooperation of the Chicago Area Transportation Study (CATS). The CATS interzonal
trip file is based on a home interview survey of 1/30 of the households residing in the
1,236 square mile study area in 1956 (2). The travel pattern of the sample households
was aggregated into the 582 analysis zones, and expanded to provide an estimate of the
total interzonal travel pattern. Therefore, the data consist of 24-hr person and vehicle
trip volumes between zones by mode of trip. Interzonal travel was recorded in the
survey for about 40, 000 pairs of zones or about 24 percent of the possible zonal inter-
changes.

In addition to the interzonal trip file, descriptions of the transportation networks in
1956 are necessary to determine interzonal travel time. Coded networks for 1956 with
the travel time over each link were furnished by CATS. The arterial network, consist-
ing of all freeways and principal arterials, is composed of 2, 396 nodes and 8, 807 one-
way links. The mass transit network is a combination of suburban railroad, subway-
elevated, and principal bus routes in the study area and consists of 1, 749 nodes and
6, 212 one-way links. Minimum travel time paths through these networks were computed
using a modification of a program by Martin (7) based on the Road Research Laboratory
algorithm, B

A METHODOLOGY FOR TESTING HYPOTHESES ON VARIATION IN
INTERZONAL TRIP VOLUMES

A statistical model based on an experimental design was formulated for the purpose
of testing hypotheses concerning the effects of specified factors on the variation of in-
terzonal trip volume. The statistical model is the mixed model in the analysis of
variance, in particular the T® procedure and the method of multiple comparisons de-
scribed by Scheffé (9).

The analysis of variance is a statistical technique for analyzing measurements, de-
pending on several kinds of factors operating simultaneously to determine which factors
are important and to estimate their magnitude. The choice of analysis of variance for
this study is appropriate for two reasons. First, no relationship between interzonal
volume and trip direction is specified for testing. The use of linear regression analy-
sis, for example, would require that a linear function between the interzonal volume
and trip direction be assumed. Second, trip direction is not treated as a specific direc-
tion or azimuth from the center of the area but, instead, as a sector defined by two
radials with a given included angle. The question of the variation of trip volumes due
to a factor of this qualitative type is properly answered by an analysis of variance.

Before the statistical model is introduced, the four factors and their levels are de-
fined. Then the model is stated in terms of these factors, and meaning of the model
and tests of hypotheses are discussed.

Direction of Trips— Factor A

The direction of interzonal trips from origin to destination with respect to the center
is the principal factor of interest in this study. Trip direction sectors are defined by
Iradials (i=1, . . ., I) extending from the origin with equal included angles. The I
sectors formed in this manner exhaust all possible trip directions from a given origin
zone,

An "absolute deviation' definition of trip direction sectors is necessary in this analy-
sis because of the position of Lake Michigan in the otherwise symmetrical CATS study
area (Fig. 1). The sectors are numbered in a consistent manner with sector one bi-
sected by a radial through the center. Sectors two through (I-1) are divided equally to
the leftf and right of sector one. Sector I is opposite sector one. For any given origin
zone, destination zones may be classified by these trip direction sectors. Zones in
sector one, for example, are described as ""toward the center,' and zones in sector I
are "away from the center."

In the analysis of variance, four sectors are specified in most designs (Fig. 1a).

For two designs, six sectors are employed to determine the sensitivity of the analysis
to the number of sectors specified.
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Figure 1. Definition of absolute deviation sectors.

Length of Trips— Factor B

Trip length is a second classification factor included in the analysis for its well-
known relation to interzonal volume. A trip length level is an interval of elapsed travel
time from origin to destination over the arterial or transit network, depending on the
mode being analyzed., For most of the designs, three intervals of equal length are de-
fined so that in each interval the number of destination zones '"linked'" to the origin by
an observed interzonal volume is as uniform as possible. For arterial trips, intervals
of 2 to 15, 15 to 28, and greater than 28 minutes are defined. For mass transit trips,
intervals of 4 to 12, 12 to 20, and greater than 20 minutes are defined. No interzonal
travel times of less than 2 minutes for the arterial mode and 4 minutes for the transit
mode are recorded.
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Size of Destination Zone— Factor C

The Llhird classificalivn faclor, size ol deslination zone, is specilied in cerlain de-
signs to determine its effect on interzonal volume. Size of zone is measured by the
total number of destinations; two levels are sufficient to determine the existence of an
effect. The size classes are established so that there are an equal number of linked
destination zones in each class. For arterial trips, 20, 800 trips is the median size;
for transit trips, 8,400 trips is the median.

Origin Zone by Ring— Factor D

Factor D is composed of a sample of zones from the population of 582 zones in the
study area. The seven concentric rings of zones about the center of the study area
defined by CATS were used to organize the zones into roughly homogeneous subpopula-
tions. A 15 percent sample of zones was drawn from each ring. Each analysis is per-
formed on the sample of zones from a given ring, each zone being a level of this random
factor,

Examination of the trip volumes for the sample zones from the CATS rings revealed
that certain rings were unsatisfactory for analysis. The density of trips from rings 6
and 7 is too sparse to permit the analysis. Rings 0 and 1 were also discarded because
of the small number of zones involved and their proximity to the center. Rings 2 and 3
were combined into a composite ring to obtain a sample of sufficient size for the analv-
sis. The data used in the analysis, then, consist of 11 zones from rings 2-3, 13 zones
from ring 4, and 15 zones from ring 5. Separate analyses are performed for arterial
and mass transit person trips for the sample origins from each ring.

Interzonal Person Trips—Criterion Variable

Based on the definitions of the four factors, the criterion variable in the analysis of
variance is now defined. Consider interzonal trips originating from the mth sample
origin zone in a given ring. The destination zone of each interzonal volume may be
classified according to its direction from the origin, its travel time from the origin,
and its size. Therefore, let Yjjkm equal the number of trips from the mth origin zone
in a given ring to a destination in direction i, at trip length j, and of size class k. The
value of this random variable, Yijkmn, is the nth observation for the treatment or cell,
ijkm. A series of N such observations drawn at random from the population of inter-
zonal volumes originating at zone m constitutes N replications of this experiment (Fig.
2).

Two problems are associated with the use of this criterion variable in the analysis
of variance. First, the definition calls for one-way volumes, whereas the CATS data
are nondirectional volumes between zones. Because of the high symmetry of interzonal
trips, the CATS data are taken as an acceptable substitute for the one-way volumes.
This procedure is based on a study by CATS (2) of the difference in one-way interzonal
volumes for pairs of zones selected at random, demonstrating that the distribution of
differences approximates that expected from sampling error alone.

The second question concerns the frequency distribution of the criterion variable,
assumed to be normally distributed in the analysis of variance model. Studies of the
observed volumes for the sample origin zones show a distribution highly skewed to the
right. A natural logarithmic transformation of the data eliminates most of the skewness
and maintains the kurtosis within acceptable limits. This transformation proved ac-
ceptable and is implied in all of the following analyses.

Discussion of Statistical Methodology

The mixed model for the case of two fixed factors (A and B) and one random factor
(D) is summarized as follows. The model equation is

A B D AB AD BD ABD
Y.. = u+ o, +oa, +a_ +o, . +a. + a, + a, .
ijmn i j m ij im jm ijm
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The classification of destination zones in each area is
specified by the notation ijm in that area.

Figure 2. Classification of destination zones.

where
@ = grand mean;
a‘? = main effect due to ith trip direction sector;
oc]?’ = main effect due to jth trip length interval;
]
ag = main effect due to mth origin zone;
AB _ . - .th “th ; .
oy ;= interaction of it sector and j'I! interval;
AD . . ‘th th e o
A E interaction of it sector and mth origin zone;
BD _ . ; .th ; th ai o
fm © interaction of j*!! interval and m' origin zone;
a?i]z = interaction of ith sector, jth interval, and mth origin; and

€jjmn = error term,
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Of principal concern are the main effects of factor A, trip direction, and the inter-
actions with factors B and C, trip length and size of destination zone. The hypothesis
concerning trip direction is stated as

The meaning of testing this hypothesis of no main effects is to evaluate the magnitude of
a series of comparisons among mean directional interzonal volumes. The rejection of
Hp indicates that significant differences (greater than could occur by chance at the o
level of significance) do exist between some of these mean volumes, Scheffé's T? pro-
cedure, available for the foregoing model, provides an exact test of this hypothesis.
Similar tests apply for Hp and H for models involving these factors.

The hypotheses for the interactions with trip direction are

5 B e
HAB' ai]. 0,1 =1, !
AC o s
HAC‘ aij = 0,1 =1, y

Arnrovimate F-tecte hacad on a conventional analvaic of variance tahle are nead for
these hypotheses. The absence of interactions is interpreted to mean that the main ef-
fects are additive for the various combinations of levels considered. Other hypotheses
of interest are tested in a similar manner.

By plotting the profiles of the factor response surface, a graphic interpretation may
be given to the tests of main effects and interactions. A horizontal profile is indicative
of the absence of main effects, whereas a sloping or irregular profile suggests that a
significant effect exists. Interaction between two factors can be detected by comparing
the slope of profile curves. In order for the curves to be parallel, the response surface
must be composed of the sum of the main effects. Nonparallel profiles, then, indicate
the presence of an interaction between the two factors.

FINDINGS AND INTERPRETATION OF ANALYSIS OF VARIANCE

Summarized here are the findings and interpretation of the analysis of variance of
two series of experimental designs. First, the exact T?-tests for the five designs given
in Table 1 are representative of the principal research findings. These designs apply a

TABLE 1
T®-TESTS FOR PRINCIPAL DESIGNS

B, No. of No. of Trip Direction® Trip LengthP

Mode Sectors Intervals d.£¢ £d F. s d.f. F F.os

2-3,A 4 3 3,8 1.67 4,07 2,9 43,95 4,26
4,A 4 3 3,10 1.99 3.71 2,11  168.84 3,98
5,A 4 3 3,12 3.11 3,49 2,13 55.09  3.80

2-3,T 4 3 3,8 8.90 4,07 2,9 44.74  4.26
4,T 4 3 3,8 9.52 4,07 2,9 49,50 4.26

Hyr ot = 012144

bHg: oF = 0,i=1,...,3.

1
€d.f. = degrees of freedom.
9F = [M-h+1)/(M-T1)h-1)]T2, h=1, 1.
€F5 = value of the F distribution at the 5 percent level of significance with (h=1(, (M -h+1) degrees
of freedom, h =1, J.
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TABLE 2
APPROXIMATE F-TESTS FOR PRINCIPAL DESIGNS

Design: Source 4 b =
Ring i d.f. s MS F F.os
Mo de’ of Variation
2-3,A A: Trip direction 3 2.29 0.76 1.09 2.62

B: Trip length 2 206.04 103.02 147,17 3.02
D: Origin zone 10 24,49 2.45 3.50 1.85
AB interaction 6 3.30 0.55 0.79 2.12
Residual 494-19 346,01 0.70
Total 515-1 582.13
4,A A: Trip direction 3 5.39 1,80 2,40 2.62
B: Trip length 2 365.91 182,96 243,95 3.02
D: Origin zone 12 19.25 1,60 2.13 1.78
AB interaction 6 4.23 0,71 0.95 2.12
Residual 586 437.03 0,75
Total 609 831.81
2-3,T A: Trip direction 3 15,18 5,06 9.20 2.62
B: Trip length 2 114.11 57.06 103.73 3.02
D: Origin zone 10 26.52 2.65 4.82 1.85
AB interaction 6 14,50 2.42 4,40 2,12
Residual 455-19 249,26 0.55
Total 476-1 419.57
4, T A: Trip direction 3 20.50 6.83 11,58 2,62
B: Trip length 2 91.47 45,74 77.53 3.02
D: Origin zone 10 22.14 2,21 3.75 1.85
AB interaction 6 7.85 1.31 2,22 2.12
Residual 406-49  237.16 0.59
Total 427-4 379.12
%d.f, = degrees of freedom.

bF = [M-h+1)/M-1)(h-DIT, h=1,J.

CF g5 = value of the F distribution at the 5 percent level of significance with (h-1), (M-h+1)
degrees of freadom, h =1, J.
Loss of d.f. due to estimation of missing values.

four trip direction sector by three trip length interval classification to the five sets of
sample origin zones—three arterial and two transit—suitable for analysis.

The T*-tests are used to test hypotheses of no main effects for the trip direction and
trip length factors (Hp and Hg). The hypotheses for trip length are clearly rejected
for both arterial and transit trips, verifying the well-known decreasing relationship
between interzonal volume and trip length. The hypotheses on trip direction, Hp, can-
not be rejected for arterial trips at the 5 percent level of significance. For transit
trips, however, this hypothesis is rejected, indicating that significant variation in mean
direction interzonal volume does exist for this mode. Scheffé's method of multiple
comparisons is used to identify levels responsible for rejection of the hypotheses. For
Hp, higher mean volumes in the direction of the center are responsible for the rejection
of the transit designs. For Hp all combinations of levels are significant.

The approximate F-tests for the first four designs are given in Table 2. These
statistics are used to test the interaction hypothesis, Hop. In each case, all the inter-
actions except AB have mean squares less than, or approximately equal to, the error
mean square. These terms are, therefore, pooled to form a residual mean square.
The approximate F-test is then the ratio of MSp g to MSypegiqual- The table indicates
that HA B cannot be rejected for arterial trips, but is significant for transit trips.
Therefore, for transit trips, there exists a variation between factors A and B beyond
that accounted for by the addition of the two main effects. F-tests for Hy and Hp from
Table 2 are consistent with the exact T*-tests previously discussed. In addition, Hp,
the hypothesis of no main effects for zone of origin, is rejected by the F-tests, as
would be expected due to the variation in composition by zone.
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Profiles of Main Effects for Trip Direction
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Figure 3. Ring 2-3 arterial trips.

Figures 3 and 4 show the profile curves from these designs. Figure 3 for ring 2-3
arterial trips shows the flat profiles for the trip direction factor and the sloping trip
length profiles. The profiles are quite parallel, indicative of the absence of an interac-
tion between the two factors. Figure 4 for ring 2-3 transit trips suggests the reasons
for the rejection of Hp and Hp p for the transit case. Sector 1 has a much higher mean
volume than other sectors. The nonparallel tendency of the profiles leading to a rejec-
tion of HAB is also pronounced in these curves.
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Profiles of Main Effects for Trip Direction
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Figure 4. Ring 2-3 transit trips..

Summarizing these principal findings, a trip direction effect is significant for transit
trips, higher in the direction of the center, but not for arterial trips. A significant-
interaction also occurs for transit trips, indicating that the effect of trip length on mean
volumes differs by direction of trips. Finally, there is a small effect associated with
the zone of origin. Several additional ring 4 designs consisting of a six sector definition
for trip direction and from two to nine intervals for trip length were analyzed to test
the sensitivity of these principal findings to the definition of levels. No significant de-
viations from these findings were identified in the analysis of these designs.
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Profiles of Main Effects for Trip Length
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Figure 5. Ring 4 arterial trips.

The analyses of a second series of designs are now considered, to determine the
effect of size of destination zone on the foregoing results reported. T’-tests for a four
sector by two size of zone design for the ring 4 arterial trips result in the rejection of
Hc, the hypothesis of no main effect for size of zone. However, HA and HAC are not
rejected. Due to data limitations, this design could not be implemented for ring 4
transit trips.

T*-tests and F-tests were computed for a three interval by two size of zone design
for both ring 4 arterial and transit trips. In each design Hp and Hc are rejected.



87

Also, Hpc, the interaction hypothesis, is rejected for both designs. The profile curves
for ring 4 arterial trips suggest the reason for the rejection of Hgc (Fig. 5). The size
of zone mainly affects interzonal volumes to nearby destinations. For zones in trip
length intervals two and three, the size of zone profiles are nearly flat. A similar re-
sult is found for ring 4 transit trips but only in the third trip length interval.

IMPLICATIONS FOR TRIP DISTRIBUTION MODELS AND ANALYSIS OF
TRAVEL PATTERNS

The primary purpose of this study is to evaluate the assumption that interzonal vol-
umes are independent of the location of zones and are, instead, a function of the separa-
tion of zones. An evaluation of the assumption is provided by testing the hypothesis
that mean interzonal volumes classified by the direction of trip are constant. The im-
plications of the findings described in the foregoing for this assumption are clear. For
arterial trips, the assumption is valid; for transit trips the assumption is not substan-
tiated.

This observed bias in trip direction toward the center for transit trips coincides
with the radial location of the rail transit network in the study area in 1956, Although
a radial freeway system was a major component of the arterial network in 1956, a
similar bias in trip direction for arterial trips is not evident. Two reasons are sug-
gested for this apparent inconsistency. First, the difference in interzonal travel time
between rail transit and bus transit is probably much greater than between freeway and
arterial facilities. Therefore, there is a more pronounced bias in the transit network
toward the center than for the arterial network. Second, there are inherent disad-
vantages in trip distribution models that consider arterial and transit trips separately.
A tripmaker's selection of a destination zone is probably not based on a choice among
a rail transit ride,. a bus ride, or a combination of the two as suggested by trip distri-
bution models, but rather a choice between some combination of transit and auto trips.
One can speculate that if rail transit service were available in all directions (a very
unlikely event due to considerations of economic feasibility), the bias in trip direction
toward the center would be reduced. At the same time, such a rail transit network
might result in fewer arterial trips in noncentral directions resulting in a trip direction
effect for arterial trips.

This problem of choice between modes has been studied separately from the trip
distribution problem in urban transportation planning. The questions raised by the fore-
going discussion document the need for future research to develop models in which the
choice of mode and selection of destination zone are determined within a single formula-
tion. At that time, the finding of this study regarding a trip direction bias in mass
transit trips should be considered.

A secondary objective of this research was to develop a statistical methodology for
the analysis of urban travel patterns. The mixed model in the analysis of variance is
an appropriate technique for this problem and is applied successfully in this study. The
application of the multivariate T? technique in this study reveals the potential contribu-
tion of multivariate statistical analysis to problems of spatial behavior and structure.

In addition to the results on trip direction discussed, the mixed model enables the
testing of hypotheses on other factors related to urban travel patterns. As expected,
the variance associated with trip length is significant throughout. The size of the
destination zone is also a significant factor. The significant interaction between size
of zone and trip length indicates the influence of size decreases as trip length increases.

The uniformity of the total trip pattern by trip direction is a second finding demon-
strated by the study results. For the Chicago area with its large and important central
area, the almost negligible impact of the center on the travel pattern suggests the need
for a revised approach in some studies of urban location and structure. Many theoreti-
cal studies of urban location make the simplifying assumption that employment and trade
occur only at the center. Although such assumptions may greatly facilitate the develop-
ment of theory, it appears that in this case the assumption may be so far removed from
reality that the resulting theory yields few operational constructs or testable hypotheses.
A relatively simple but probably much more useful assumption is that employment and
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trade are uniformly distributed over the urban area, and the center is merely the point
at which the initial development occurred. From this assumption, distribution of trip
length can be obtained, and the transportation cost necessary for a theoretical develop-
ment computed, In view of the results of this study, it appears that such a reorienta-
tion of theory could lead to the development of a more adequate urban theory than is
presently available.
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Tri-State Transportation Commission’s Freight

Study Program
ROBERT T. WOOD, Tri-State Transportation Commission, New York

®THE Tri-State Transportation Commission's work program is unique among all
urban studies because it measures and describes both local and intercity freight traf-
fic by all modes. The completed picture will be fuzzy in spots, but it will be compre-
hensive.

Objectives of this first, descriptive, phase of Tri-State's freight program are
limited. The first objective is to develop good estimates of the region's total traffic
flow by mode. This phase has been completed, and the results are shown in Tables 1
and 2 and Figure 1. The differing roles of each mode are evident, as well as the way
areas differ in their rates of freight generation per capita. The second objective is to
measure and describe each mode's traffic, and the characteristics of the freight-
carrying portion of the system.

PURPOSE

The purpose is to develop a base for future projection. By determining the freight
requirements of the region's present activities and by using forecasts of those activ-
ities, future freight demands can be forecast. Through trend analysis and other tech-
niques, it is possible to estimate each mode's future share of traffic by broad com-
modity category.

DIFFERENT APPROACHES FOR EACH MODE

The amount and quality of available freight traffic data vary considerably, depending
on which mode is being discussed.

Rail and waterborne freight traffic are measured through use of secondary sources.
We have obtained special tabulations of the ICC's 1 percent Rail Carload Waybill
Sample, covering traffic into, out of and within the Tri-State Region. After some
travail in matching the data with data collected by the Port of New York Authority, this
ICC source has been validated, subjectto some qualifications. The principal source
for waterborne freight traffic has been the publications of the Corps of Army Engineers.
In this case also, certain discrepancies were found with locally generated data. The
major source, '""Waterborne Commerce of the United States, Part 1," is not an origin
and destination survey, but its detailed commodity analysis of the traffic, plus a break-
down into domestic, foreign, local and other categories, makes it possible to draw firm
conclusions on areas of origin and destination.

Air cargo and pipeline sources require more personal contact and interpretation.
Air mail, express, and freight tons emplaned are published by airport, but there is
no published origin and destination or commodity analysis. Individual carriers have
made studies of their own traffic, however. Pipeline volumes are not published except
on a company-wide basis, and then only for regulated pipelines. Individual lines must
be contacted for this information.

Truck freight data are practically nonexistent. Surveys had tobe runby Tri-State to
develop meaningful information. These surveys are the central subject of this paper.

Paper sponsored by Committee on Origin and Destination.
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Table 1

FREIGHT TRAFFIC OF THE TRI-STATE REGION
1962 ~ 1963
by mode of carriage

o WATER TRUCK RAIL  PIPELINE AIR TOTAL
Millions of Tons Carried e
into the region 82 68 u3 9 < 202
40
percent of total 40.5% 33.7% 21.3% 4, 5% * 100. 0%
out of the region 13 68 10 6 * 97
7
percent of total 13.4% 70.1% 10. 3% 6.2% . 100.0%
within the region 69 195 4 * o 268
percent of total 25.7% 72.8% 1.5% * B 100. 0%
Miles of Average Haul
into the region 2707 115 669 90 1428 1,286
3553 2826
out of the region 3677 115 671 266 1495 658
6000 2754
within the region 43 s 40 18 N.A. 22
Billions of Ton-miles
into the region %%%.9 7.8 29.0 0.8 0.2 259.8
. 0.1
percent of total 85.4% 3.0% 1.2 0.3% 0.1% 100.0%
out of the region gg.g 7.8 6.3 |.6 8'3 63.8
percent of total 74.9% 12.2% 9.9% 2.5% 0.5% 100. 0%
within the region 3.0 2.6 0.2 * * 5.8
percent of total 51.8% i, 8% 3.4% * * 100.0%
Millions of Dollars of
Freight Revenue or Cost
into the region 713 583 %83 3 62 |, 844
440 34
percent of total 38.6% 31.6% 26.2% 0.2% 3.4% 100. 0%
out of the region 285 583 156 8 83 1,115
239 50
percent of total 25.6% 52.3% 14.0% 0.7% 7.4% 100. 0%
within the region 55 1,800 10 * * 1,865
percent of total 2.9% 96.6% 0.5% b * 100.0%
Revenue or Cost per Ton-
mile (Cents)
into the region .?? 7.40 1.66 0.39 %g.g? 0.71
out of the region .?9 7.40 2.46 0.39 %g.gg 1.75
within the region |.80 69.00 6.11 N.A. N:A. 32.00

ROMAN: Total Traffic (including foreign)
Italics: Foreign Traffic
*: Less than 50 million ton-miles, $500,000, 500,000 tons or 0.05%
N.A.: Not applicable
SOURCE: Tri-State Transportation Commission

Freight tons, average length of haul, ton-miles, revenue (to the common carrier) or cost (to the private carrier) and
ton-mile revenue or cost are shown in this table. Tons listed as ‘“‘into’’ and tons shown ‘‘out of’’ each represent
tons handled once in the region. Tons ‘‘within’’ the region represent two handlings, one at origin and one at desti-
nation. Figures are based in part on preliminary findings.



MILLIONS OF DOLLARS OF
TON-MILES OF DOMESTIC AND FOREIGN FREIGHT MOVEMENTS FREIGHT REVERUE
to from within
- 4 the the the
to and from the region within the region| region region  region
1902 miles
42 million
ons 43 miles
$713
tons million
tons
i&i miles
6 million tonws
AR —— e 455
$1.800
115 miles 14 miles
68 million
tons
BY TRULCK g $583 4583
115 miles 195
million
tons
68 million
tons
669 miles
43 million tons
$483
4 million tons
40 miles
671 miles $156
10 million tons Y
$10
90 miles
9 million tons [B
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6 million tons
$3 8 3
122,000 tons === 901 mi’
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Figure 1. Freight traffic of the Tri-State Region, 1962-1963. Left side shows tons carried as height of

bar and average length of haul as horizontal width of bar for 5 different modes of freight carriage.

The area of the bar, therefore, meosures ton-miles. Arrows show direction of movement into, out of

and within the region. Through traffic is not included. On the right, three bars show amount of

money spent for each mode's freight service—inbound, outbound and within the region. Note height
of money bars compared to size of ton-mile bars.
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. TABLE 2
FREIGHT GENERATION RATES FOR SELECTED AREAS
(Domestic Intercity Tons)

United States Tri-State Region Northeast Corridor?®
Category (1962) (1962) (1960)
Received Shipped Received Shipped Received Shipped
Total tons
(millions) 4,812 4,812 214 142 625 411
Population
(millions) 185.8 18.5 38.1
Tons per
person 25.9 25.9 11.6 T 16.4 10.8

YSource: Intercity Freight Transportation Requirements of the Washington-Boston Corridor in 1980,

TRUCK SURVEYS: TWO SEPARATE APPROACHES

There are two obvious conclusions about truck freight and measurement of it: (a)
the major truck distribution patterns have been identified; and (b) methods for meas-
uring thefreight which moves through these channels are not fully satisfactory.

Measuring internal truck freight was deliberately limited to determining the total
freight distributed throughout the area by locally registered trucks, and the cargo-
carrying characteristics and utilization of the fleet. Experience gained in executing
this survey was immeasurably helpful in developing the Goods Movement External
Truck Survey (GOMETS) performed in 1964,

The Internal Truck Survey—Three Percent Sample, 13, 000 Trucks

Since plans for a Truck-Taxi Survey in the classical form were well under way in
early 1963, the obvious move was to put questions on freight traffic into that survey.
We investigated and pretested at two levels. Large and small companies were called
on for a judgment sample, first with general questions, then with a questionnaire.
Since these people—traffic managers, dispatchers, contract truckers, petroleum dis-
tributors, etc.—all seemed to know what they carried and how much of it, we selected
a random sample of 21 registrations and carried out pretest interviews.

Since many operators make from 30 to 120 stops a day to pick up or deliver freight,
and since this project concerned only the total freight distributed, only questions about
the total load carried from the base and the total returned to the base were asked.
This greatly reduced the burden on the respondent. This system works fine for route
deliverymen, but there are a variety of other situations described later.

In the face of this wide variety of truck freight operations, the interviewer was in-
structed to follow the manual concerning the recording of freight information, but to
add footnotes as necessary to explain the action when a load was delivered and another
picked up at the same stop. In spite of this, there was a serious control problem. It
was solved by assigning one coder to do all the freight coding, and then supervising him
closely. Considerable telephone follow-up work was performed by quality control,
field supervisors, and the coder himself. The control problem turned out to be man-
ageable for three reasons:

1. About Y% of registered trucks do not move on any given day;
2. Up to half of those that move do not carry any freight; and
3. About ¥ of those which carry freight carry only one commodity.
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Coding Specifications and Procedures

This is the system set up for organizing freight data obtained in the field.

1. For delivery routes—show total load carried from the base and the total returned
to the base.

2. For a serviceman (TV repairs, oil burner repairs, etc.)—show his tools and
equipment on the first trip from the base. If additional material is delivered or in-
stalled at a stop (such as a hot water heater)—show this item on the trip where it was
delivered.

3. On department store deliveries, or on a for-hire truck line's pickup and deliv-
ery routes where a different item is handled at each stop, show each item on the trip
on which it was delivered, or on the trip at whose origin it was picked up.

4. Unspecified situations—show the article only once, either at the pickup or
delivery point.

5. Where more than one commodity is handled at one stop, use a multiple com-
modity card on which additional commodities are shown.

Commodity Coding

The commodity code used in this project was the Standard Transportation Commod-
ity Code developed by the Bureau of the Budget and used in the 1963 Census of Trans-
portation. Due to the small number of observations expected, detail was carried only
to the three-digit level. Appended to this commodity code was a density code developed
from the New England Motor Rate Bureau Coordinated Classification No. 11, by which
commodities are grouped in classes of 1-5, 5-10, 10-20, and over 20 pounds per cubic
foot.

It was found that the STC Code, which was developed for intercity transportation,
was not adequate for some common situations that arise in local movements. Codes
were therefore added to take care of service equipment (e.g., TV repair), to show the
types of people carried by truck (migrant labor, longshoremen, etc.) and to take care
of unusual situations, such as the delivery of autos or road equipment under dealer
plates.

Evaluation—Internal Truck Freight Survey

Our 20-20 hindsight shows several areas in which the questionnaire and the pro-
cedures were lacking.

1. The questionnaire did not adequately provide for recording the freight generated
in the distribution patterns described above. As a minimum step, a simple field code
("p'" or "d'") opposite the description of the item, to show whether it was picked up or
delivered, would have saved a great deal of editing time.

2. In most cases we depended on the driver's information. Validation of inter-
viewers' work against company records might have been worthwhile where large com-
panies were concerned.

3. A more extensive program of pretesting would have uncovered more of these
various truck distribution patterns, and would have led to clearer questions on freight
and clearer coding instructions.

THE GOMETS SURVEY

The one large remaining gap in the developing freight picture was the freight car-
ried by truck across the cordon line. Trucks had been interviewed in the External
Survey in 1963, but due to interviewing time restrictions no questions on freight had
been asked and only the origin and the destination of the trip that was intercepted at
the cordon line were obtained.

Pretesting was carried out at two levels: (a) by interviewing drivers at truck stops,
which are gas stations specializing in serving over-the-road trucks; and (b) by setting
up and operating a roadside interviewing station under actual conditions.
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It was decided to ask the freight-related questions in as simple a form as possible,
in essence:

Do you have freight aboard?

If you do:
Where did you get it?
Where are you taking it?

If you don't have freight aboard,
Where was your last previous stop?
Where are you going next?

It became evident during the pretest that interviewers would have to get information
on the home base of the truck, the identifying number of the truck and/or trailer, and
the dispatcher, for each sample. This was done with little complaint from the drivers.
Most control problems arose from these patterns:

1. Multi-stop (deliverymen);

2. Multi-commodity freight, terminal to terminal (Less-Than-Truckload or LTL);
and

3. Multi-commodity and multi-stop combined.

In many cases the driver would have a sealed pouch containing the freight bills for
his load. He could not or would not open this pouch. Such loads were coded as "mis-
cellaneous freight," and a special subsample of 10 percent received intensive follow-
up to develop weight, commodities, and number of shipments.

Coding Specifications and Procedures

This GOMETS questionnaire was much more successful in determining the origins
and destinations of the freight than the Truck Survey questionnaire. The principal re-
maining problem was to identify double crossings of the cordon. The coding rule was
to code all of the truck's stops until it crosses the cordon again or gets rid of, its load.
Where more than one shipment was handled at a stop, special multi-commodity forms
and cards were used. The follow-up work required gave rise to a special problem of
controlling the flow of schedules between coding and quality control.

Commodity Code

The commodity code used was the same as that used for the internal Truck Survey.

Special Points About the GOMETS Survey

This survey was designed to obtain actual weight of the load, from documents or
from the driver's knowledge of his own business. Most other roadside freight surveys
have either sampled and weighed loaded trucks and unloaded trucks by vehicle type, or
have obtained weight of the load in terms of percent loaded—"s, %, %, or full. In
either case the characteristics of particular types of traffic have not been made clear.

This is the first roadside survey to make use of the Standard Transportation Com-
modity Code which describes the traffic carried by truck much better than the old ICC
classification that it replaced.

The sample was drawn to achieve round-the-clock representation from 10 p.m.
Sunday night through 10 p.m. Friday night for the cordon line as a whole.

The classification data of the 1963 External Survey was used as a frame. All of the
top eleven routes, with %, of the tractor-trailer traffic, were sampled. Nineteen of
the 71 remaining routes were sampled at a lower rate. The probability of selection
of each route was made proportionate to truck traffic. All traffic was classified during
each 8-hr shift. Trucks were sampled from the traffic stream at a rate designed to
keep the interview site full. This was done because on-the-spot inspection by our
sampling group showed no bias from this procedure, and sampling on any other basis
was impractical. All four-tire trucks were declared out-of-scope.
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Evaluation—GOMETS Survey

The approach developed for this survey is basically sound. Good origin and desti-
nation data were obtained for freight crossing the line. The traffic characteristics of
the freight crossing the cordonwere successfully measured. While information on most
loads is obtainable in the field, it is absolutely necessary to obtain vehicle information
and to provide a follow-up procedure, much of which can be handled by phone.




The Analysis of Land-Use Linkages

FRANK E. HORTON, Assistant Professor of Geography, University of Iowa, and
PAUL W. SHULDINER, U.S. Department of Commerce and Northwestern University

*EXAMINATION of urban travel activity patterns suggests that person trip sets may be
considered to be analogous to a closed circuit movement; that is, the tripmaker gen-
erally leaves his home base, makes one or more stops, and returns to the home base.
The complexity of the system in which these movements are negotiated makes it ex-
tremely difficult to deal explicitly with all relevant or potentially relevant variables.
However, this very complexity suggests the use of relatively simple probabilistic
models which allow the analyst to vary the components of the system without recourse
to an ultra-sophisticated theoretical framework and without being handicapped by con-
cern with a multitude of parameter changes. The Markov chain model is one such
simple tool.

Let us assume that each group of land uses within the spatial structure of urban land
is a member of a finite collection of states which a tripmaker may choose as a trip
end. Assume further that the movement of a tripmaker is part of a process such that
if he is in a given state, i, there is some probability, pij, that he will move to another
given state, j, in any given time period, t. Under these assumptions, thereisa simple
probabilistic model which may be used to describe and analyze such a situation, This
simple, time-dependent probability model is known as a finite Markov chain.

A SIMPLE MARKOV CHAIN MODEL

As an example' of the use of simple Markov chain models in the analysis of travel
characteristics, consider the closed system of three land-use parcels shown in Figure
1, and a tripmaker who may be on any of the three parcels. The rule of the model is
that in each time period the tripmaker must leave the particular parcel on which he is
located and must either travel to one of the other parcels or return to the original
parcel. Using the length of the trip as a criterion (although it would be possible to use
any meaningful criterion) and the parcel arrangement shown in Figure 1, we would as-
sume that a tripmaker located on parcel 1 would be most likely to return there, may go
to parcel 2, and would be least likely to go to parcel 3. If we assign probabilities to
each move, their sum will be unity because the tripmaker must move in some way. The
probabilities of ending a trip on each land-use parcel from each of the three possible
starting positions may be expressed in a 3 by 3 matrix in which the rows designate
land-use parcels of destination, and each row sums to one. A matrix of this type is
known as a transition matrix; each of the land-use parcels represents a Markov "'state;’
and each of the elements of the matrix is known as transition probabilities. A transition
matrix for the system outlined above could take the following form:

1 2 3 z
1 .5 4 ol 1.0
2 3 5 .2 1.0
3 1 3 .6 1.0

Paper sponsored by Committee on Origin and Destination.

'This example was adapted from (1), pp. 33-34b.
- 9
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Given the transition probabilities, it

| Iﬂ [_?_l must also be known in what state our trip-

maker will be at the beginning of the pro-
cess. This is done by establishing a row

E] or vector in which each element of the

— row represents the probability of the trip-
maker beginning on a given land-use par-
cel. For example, if we know the trip-
maker always begins on parcel 1 in time
(0), the initial vector would take the form
(1,0,0). If, on the other hand, there is an equal probability that the tripmaker will be-
gin on any of the parcels, the initial vector will appear as (1/3,1/3,1/3). This row of
values is known as a probability vector. The sum of the elements of a probability vector
is always equal to one.

Let us assume that there is an equal probability that the tripmaker will start at any
one of the three land-use parcels. Multiplying the initial probability vector by the
transition matrix will yield a probability vector whose elements define the probability
of the tripmaker being in any of the three states or land-use parcels. Thus:

Figure 1. Closed land-use system.

(1/3,1/3,1/3) .5 .4 .1] = (.30,.40,.30)
.3

DN

The probability vector (.30, .40, .30) becomes an intermediate probability vector estab-
lishing the probabilities that the tripmaker is on any of the land-use parcels at the end
of time period (1). Furthermore, since we assume the transition probabilities remain
constant through time, the probability that the tripmaker will be on land-use X at the
end of the second time period may be established by multiplying the new probability
vector by the matrix of transition probabilities. The relationship may be expressed by
the following equation:

rE*D - g x p
1xn 1Xn n X n
where
R = the probability row vector with nj as any element in the vector,
i=Q...n,
P = the transition matrix with aj;j as any element in the matrix,
i=(...n),and
t = the time period designation, t=(1 . . . m), and t is not an exponent,

Given these assumptions, there are many questions about a particular process that
the Markov chain model can answer., For example, the model can establish the proba-
bility that a tripmaker will be on each land-use parcel in any given time period, t. A
Markovian approach can also establish whether or not there exists an equilibrium or
balance such that the probability of being on each land-use parcel remains constant
after a particular time period, t. Stated in another way, this means that it is possible
to establish a finite number of time periods in which the tripmaker will move from any
Markov "'state' to all other Markov ""states." This situation exists for every "regular'
transition matrix. A '"regular' transition matrix is such that there exists some ex-
ponent, g, such that P& has no zero elements. The transition matrix used in our ex-
ample is a "regular' transition matrix since the matrix P to the first power contains
no zero elements. With the knowledge that there exists an equilibrium situation, it is
possible to establish the following set of equations:

Ty = .0r; + J3r; + vy (1)
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r, = .4r, + .5r, + .3r, (2)
rg = .1r, + .2r, + .6br, (3)

Because Egs. 1, 2 and 3 are not independent equations, another equation must be in-
troduced in order to solve for r,, r,, and r,:

1:r1+r2+r3 (4)

Any two of Egs. 1, 2, or 3 and Eq. 4 will constitute a solvable set of equations. The
equilibrium vector resulting from our example is (14/46, 19/46, 13/46).

Another interesting problem which may be solved within a Markovian framework is
the derivation of ""mean first passage time." The mean first passage time is the num-
ber of time periods it takes the tripmaker to return to the "state' or land-use parcel
from which he started. Thus, it is possible to derive the average number of stops on
multipurpose trips.

All of the problems discussed above are capable of being solved through the use of
computer programs currently available (2, 3). A more detailed discussion of Markov
chain analysis is given by Kemeny and Snell (4).

APPLICATION OF THE MODEL TO THE ANALYSIS OF TRAVEL BEHAVIOR
The finite Markov chain model described above may be adapted to the analysis of
travel behavior through the derivation of the following tables, or matrices.

The F Matrix

A matrix of trip origins and destinations is developed from standard O-D data. In
this instance, let us assume that this matrix consists of the number of trips, fij: which
start at a given land use, i, and end at a given land use, j. An example of such a
matrix is shown below.

Land Use Land Use at Destination
at | I
Origin ll 2 | evenen J | sssansl n
i i |f f
1 f]_l!flg' cereee [ 1] ensaas lrl
2 fZl}fEE semane f23 - fzn
+
!
|
L
! ¥
i filifﬂiz sensan fiJ enwen fin
|
n fnl fn2 serean fnd sesmbe fnn

The P Matrix

The proportion of trips, Pij’ which go from any origin, i, to each destination, j,
can be readily computed by dividing the number of trips from i to j by the total number
of trips originating at land-use i. Thus:
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In the context of the Markov chain model, Pjj is defined as a maximum likelihood esti-
mator of the probability of a tripmaker from state i (in this example, land-use i) moving
to state j (here, land-use j). The P matrix would look just like the F matrix, except
that the relative frequency (i.e., the probability) of trips moving from i to j would be
shown, ratherthan the absolute frequency of such movements. The sum of the Pij's for
any originating land use must equal 1.0; that is,

n
2 By =1.0
j=1

The A Matrix

If all elements of the P matrix are greater than zero, i.e., if
Pij > 0 for all i,j

a limiting matrix, A, can be derived through repeated multiplication of P by itself.
Symbolically,

A = pt

As a result of repeated multiplication and as a direct consequence of the structure of
the P matrix, each row of A is identical. One interpretation of the element, a;j, of any
row is that a; is equal to the expected percentage of tripmakers which will be found at
the jth land use at some random time during the day.

The S Matrix

The regular Markov chain can be restructured so that one or more of the diagonal
elements, Pij, of the P matrix is made equal to one. Such a Markov chain is called an
absorbing chain, since once an entry is made in the k, j cell for which Pyj = 1, no exit
is permitted. By operating upon this modified P matrix another matrix, S, can be
developed; the elements, ujj, may be interpreted as the mean number of times a trip-
maker will be in a nonabsorbing land use, u;, given that it starts at a nonabsorbing land
use, uj.

The V Matrix

The A matrix discussed previously can be operated upon to yield a matrix, V, in
which each of the elements, Vij» represents the expected variation in the expected num-
ber of stops, Vij» at each land use.

The V Vectors

Further manipulation of the S matrix will yield the expected average number of stops
and variances of trips with a particular land use designated as the first stop. Further
operations on S will also lead to the expected mean number of stops per trip set, and
the variance for the system as a whole. All of the operations outlined can be carried
out by using two programs developed by Marble (3).
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TABLE

1

LAND USE AT ORIGIN RELATED TO LAND USE AT DESTINATION—WACO, 1964

8 9 10

1 2 3. ‘ . . . . . .
HOME AGFOFI MFGOUR MFGNDU TRCOOI COMRET COMSVC WHOSAL PUBQPU PUBOPE fum
1. HOME 0 50 359 486 307 3,729 1,547 250 6,511 283 12,432
2. AGFOF1 56 4 0 2 0 15 5 0 9 0 91
3. MFGDUR 338 0 9 10 3 65 20 4 18 2 459
4., MFGNDU 436 0 10 12 2 82 33 7 25 2 609
5. TRCOOI 286 0 8 4 30 1 25 2 34 4 462
6. COMRET 4,174 11 44 53 52 1,148 285 51 333 52 6,203
7. COMSVC 1,356 7 12 20 21 454 210 20 187 18 2,305
8. WHOSAL 251 2 5 5 3 60 13 17 20 2 378
9. PUBQPU 4, 681 17 21 56 38 645 258 29 794 40 6,577
10. PUBOPE 311 1 1 0 3 42 13 4 41 3 450
Note: Definitions of abbreviations used in Tables 1 through 6:
1. HOME = Home 6. COMRET = Commercial, Retail
2, AGFOFI = Agriculture, Forestry, Fishing 7. COMSVC = Commercial, Service
3. MFGDUR = Manufacturing, Durable 8, WHOSAL = Wholesale
4, MFGNDU = Manufacturing, Nondurable 9, PUBQPU = Public and Quasi-Public
5, TRCOOI = Transportation, Communication, Other Industrial 10. PUBOPE = Public Open Space
TABLE 2

10 x 10 LAND-USE MATRIX OF TRANSITION PROBABILITIES—WACO, 1964

1. - . . 3 . 1, . g, 10,
I‘N HOME AGFOFI MFGDUR MFGNDU TRCOOI COMRET COMSVC WHOSAL PUBQPU PUBOPE
1., HOME 00 .002 .03 ) .04 .02 .307 B .12 .02 44 .02
2, AGFOFI .62 .04 .00 .02 .00 16 .05 .00 10 .00
3. MFGDUR =74 .00 .02 .02 .01 12 .04 .01 .04 .00
4, MFGNDU .72 .00 .02 .02 002 13 .05 .01 04 002
5. TRCOOL .62 .00 .01 .01 .06 15 .05 002 .07 .01
6. COMRET .67 002 .01 .01 .01 .19 .05 .01 .05 .01
7. COMSVC .59 .00 .01 .01 .01 .20 .09 .01 08 .01
8. WHOSAL .66 .01 .01 .01 .01 .16 .03 .04 .05 .01
9. PUBQPU W71 002 002 .01 .01 .10 .04 L00% o 12 .01
10. PUBOPE .69 008 .002 .00 .01 .09 .03 .01 .09 .08
2Less than .005.
Note: See Table 1 for definition of abbreviations.
TABLE 3

ONE ROW OF THE LIMITING MATRIX A (PERCENTAGE OF THE GROUP THAT WILL BE
FOUND IN A PARTICULAR STATE AT SOME RANDOM TIME DURING THE DAY)
GENERATED FROM MATRIX P OF THE 10 x 10 LAND-USE MATRIX

1 2 3 4 5
HOME AGFOFI MFGDUR MFGNDU TRCOOL
40.6 0.3 1.5 2.1 1.5
6 7 8 9 10
COMRET COMSVC WHOSAL PUBQPU PUBOPE
20.8 7.8 1,3 22.8 1.

Note: See Table 1 for definition of abbreviations,

TABLE 4

PREDICTED NUMBER OF STOPS ON WACO
PERSON TRIPS

Starting State Mean Variance
2, AGFOFI 1.6 .8
3. MFGDUR 1.4 .6
4. MFGNDU 1.4 ]
5. TRCOOL 1.6 .8
6. COMRET 1.6 o1
7. COMSVC 1.6 .9
8. WHOSAL 1.5 .1
9, PUBQPU 1.4 .1
10, PUBOPE 1.6 a

SYSTEM 1.6 W1

Note; See Table 1 fordefinition of abbreviations.

ANALYSIS AND SOME
PRELIMINARY RESULTS

The models outlined were applied to
land-use and trip data for the Waco,
Texas, area. Four F matrices were
developed: (a) a 10 x 10 trip purpose
matrix; (b) a 10 * 10 major land-use
matrix; (c¢) a 21 ¥ 21 commercial land-
use matrix; and (d) a 28 x 28 major
and commercial land-use matrix. The
results generated by the application of
the two Markov models to these data
are given in Tables 1 through 18, The

tables corresponding to the matrices described in the previous section are as fol-

lows: F matrices—Tables 1, 7, and 13; P

matrices—Tables 2, 8, and 14; 1 row

of the A matrices—Tables 3, 9, and 15; the vectors, V'—Tables 4, 10, and 18;
S matrices—Tables 5, 11, and 16; and V matrices—Tables 6, 12, and 17. Results
using the 28 x 28 land-use matrix are not illustrated in the tables.



TABLE 5
PREDICTED NUMBER OF STOPS BY LAND USE AT FIRST STOP TRIP—WACO, 1964

Stops

At 2. . . 5, G, T ‘ o, 10,
First AGFOFI MFGDUR MFGNDU TRCOOI COMRET COMSVC WHOSAL PUBQPU PUBOPE
Land Use
2. AGFOFI 1.05 .00? .03 .00% .26 .08 .00% .14 .00%
3. MFGDUR .00 1,02 .03 .01 .18 .06 .01 .07 .01
4, MFGNDU .00% .02 1.02 .01 .20 .08 .02 07 .01
5. TRCOOI 00% .02 .01 1.07 .25 .08 .01 W12 .01
6. COMRET .002 .01 .01 .01 1.27 .07 .01 .09 .01
7. COMSVC .00 .01 .01 .01 .30 1.12 .01 .13 .01
8. WHOSAL .01 .02 .02 .01 .24 .06 1.05 .09 .01
9, PUBQPU 002 .01 .01 .01 .16 .06 .01 1.16 .01
10, PUBOPE 002 .002 .002 .01 .16 .05 .01 .13 1.08
aLess than ,005.
Note: See Table 1 for definition of abbreviations,
TABLE 6
VARIANCE IN NUMBER OF STOPS BY LAND USE AT FIRST STOP ON TRIP—WACO, 1964
Stops
At 2. 3, 4, ‘ 6, Te 8, 9. 1o,
First AGFOFI MFGDUR MFGNDU TRCOOI COMRET COMSVC WHOSAL PUBQPU PUBOPE
Land Use
2. AGFOFI .05 .01 .04 .01 .26 «11 .10 17 .01
3. MFGDUR .00? .02 .03 .01 .18 .08 .02 .09 .01
4, MFGNDU .00% .02 .07 .01 20 .09 .02 .09 .01
5. TRCOOI 002 .02 .02 07 .25 W11 .01 14 02
6. COMRET 002 ,01 .02 .02 229 .09 .02 A1 .02
7. COMSVC .01 .01 .02 02 .29 +11 02 .16 .02
8., WHOSAL 01 .02 .02 .02 .23 .08 .05 $11 .01
9. PUBQPU 007 .01 .02 .01 1 .08 .01 .15 .01
10, PUBOPE .002 .01 .01 .01 A7 .07 .02 W14 .09
4Less than ,005.
Note: See Table 1 for definition of abbreviations,
TABLE 7
TRIP PURPOSE AT ORIGIN RELATED TO TRIP PURPOSE AT DESTINATION—WACO, 1964
T 2 4 § 5 7 8 9 10 S
From 2 HOME WORK PERBUS MEDDEN SCHOOL SOCREC CHMODE EATMEA SHOP SERPAS
1 HOME 00 3230 1231 181 2031 2444 23 294 1800 1953 13,187
2 WORK 2920 701 199 24 11 106 1 474 205 205 4,891
3 PERBUS 1113 145 430 12 16 153 2 70 299 89 2,330
4 MEDDEN 157 13 18 8 2 25 1 8 40 10 282
5 SCHOOL 1574 32 25 10 22 122 3 54 57 41 1, 940
6 SOCREC 2617 54 108 18 49 652 3! 86 216 156 3,957
7 CHMODE 18 2 0 2 5 2 0 1 1 2 33
8 EATMEA 340 440 50 2 44 85 1 6 T2 53 1,083
9 SHOP 2216 80 173 12 4 211 0 71 686 124 3,557
10 SERPAS 1680 368 116 19 59 168 1 63 200 641 3,315
Note: Definitions of abbreviations used in Tables 7 through 12:
1 HOME = Home 6 SOCREC = Social Recreation
4 WORK = Work 7T CHMODE = Change Mode
3 PERBUS = Personal Business 8 EATMEA = Eat Meal
4 MEDDEN = Medical Dental 9 SHOP = Shop
§ SCHOOL = School 10 SERPAS = Serve Passenger
. TABLE 8
10 x 10 PURPOSE MATRIX OF TRANSITION PROBABILITIES—WACO, 1964
To 1 2 3 ) 5 13 1 8 9 10
From HOME WORK PERBUS MEDDEN SCHOOL SOCREC CHMODE EATMEA SHOP SERPAS
1 HOME .00 .24 .09 .01 .15 19 002 .02 14 .15
2 WORK .60 .14 .04 L00% .002 .02 .002 .10 .04 .05
3 PERBUS .48 .06 .18 L01 .01 .07 .00% .03 .13 .04
4 MEDDEN .56 .05 .06 .03 .01 .09 .00% .03 .14 .04
5 SCHOOL .81 .02 .01 .01 .01 .06 .00 .03 .03 .02
6 SOCREC .66 .01 .03 002 .01 .16 008 .02 .05 .04
7 CHMODE .56 .06 .00 .06 .16 .06 .00 .03 .00 .06
8 FATMEA .31 .40 .05 .002 04 .08 002 ,01 .07 .05
9 SHOP .62 .02 .05 .00% 002 .06 .00 .02 .19 .03
10 SERPAS .51 +11 .03 ,01 .02 .05 .00 .02 .06 .19

2Less than .005,
Note: See Table 7 for definition of abbreviations.
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TABLE 9

ONE ROW OF THE LIMITING MATRIX A (PERCENTAGE OF THE GROUP THAT
WILL BE FOUND IN A PARTICULAR STATE AT SOME RANDOM TIME DURING
THE DAY) GENERATED FROM MATRIX P OF THE 10 x 10 PURPOSE

MATRIX-WACO, 1964

1 2 3 4 5
HOME WORK PERBUS MEDDEN SCHOOL
11.3 14.4 6.7 .8 6.3
6 7 8 9 10
SOCREC CHMODE EATMEA SHOP SERPAS
1.3 a1 3.3 10.2 9.5
TABLE 10

PREDICTED NUMBER OF STOPS ON WACO
PERSON TRIPS

Starting State Mean Variance

WORK 1
PERBUS d
MEDDEN 1
SCHOOL 1
SOCREC 1
CHMODE 1.
2
1
1
1

e

EATMEA
SHOP
SERPAS

SYSTEM

Somuoahwn
W DN T O

._
LG shubduowoo®m

[

Note: See—Table 7 for definition of abbreviations.

TABLE 11

EXPECTED NUMBER OF STOPS BY FIRST PURPOSE AND TYPE OF STOP—WACO, 1964

Stops
At 2 3 4 ] o 7 8 @ 10

First WORK PERBUS MEDDEN SCHOOL SOCREC CHMODE FEATMEA SHOP SERPAS
Purpose

2 WORK 1.25 .08 .01 .01 .07 .00% 13 10 .10

3 PERBUS 714 1.26 .01 .02 13 .00? .06 .23 .09
4 MEDDEN o3l A1 1.03 .01 .15 .002 05 .23 .08

§ SCHOOL .05 .03 .01 1.02 .09 .00% .04 .06 .04
6 SOCREC .05 .08 .01 .02 1.22 .00% .04 .10 .07
7 CHMODE L12 .03 .07 .16 .12 1.00 06 .05 A1
8 EATMEA .53 11 .011 .05 .14 .002 1.07 .15 12
9 SHOP .06 .09 .01 .01 11 .00% .04 1.27 .07
10 SERPAS .20 .08 .01 .03 Al 002 .05 .13 1.27

2Less than .005.
Note: See Table 7 for definition of abbreviations.

TABLE 12

VARIANCE IN NUMBER OF STOPS BY FIRST PURPOSE AND TYPE OF STOP-WACO, 1964

Stops
2 4 4 4 o T 8 ] 10

First WORK PERBUS MEDDEN SCHOOL SOCREC CHMODE FEATMEA SHOP SERPAS
Purpose

2 WORK .02 A2 .01 .03 .12 .002 17 .16 13

3 PERBUS .22 .27 .02 .03 .19 002 11 .28 14

4 MEDDEN A7 14 .03 03 .18 .00 09 .24 18

5 SCHOOL .08 .04 .01 .01 .10 .002 52 .08 05

6 SOCREC .10 .08 .01 .03 23 .00? .06 W14 09

7 CHMODE .17 .07 .07 17 .15 .00 09 L1 12

8 EATMEA .50 .16 .02 .07 .21 .00% 02 .24 .18

9 SHOP .12 »11 .01 .02 .14 .002 07 .29 10
10 SERPAS 28 12 .02 .04 .18 .00? 10 .19 29

ALess than ,005,
Note: See Table 7 for definition of abbreviations.
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TABLE 15
ONE ROW OF THE LIMITING MATRIX A (PERCENTAGE OF THE GROUP THAT WILL BE FOUND
IN A PARTICULAR STATE AT SOME RANDOM TIME DURING THE DAY) GENERATED
FROM MATRIX P OF THE 21 x 21 LAND USE MATRIX

1 2 3 4 ] 6 1

HOME FOODRU EATDRI GENMER APPACC FUHFHA MOTVAC

41.7 4.9 7.6 6.1 1.3 W7 3.0

8 9 10 11 12 13 14
GASSTA LUBDHA LIQBER MISTRET FININS PERSER BUSSER

2.2 1,2 2 5.3 4.0 4.8 .5

15 16 17 16 19 20 21
AUTOGA MISREP AMUREC MEDDEN OTHPRO OFFBLD MISSER

1.0 4 1.7 2.4 3 .5 .3

Note: See Table 13 for definition of abbreviations

10 ¥ 10 Land-Use Matrix

A glance at the matrix of transition probabilities (Table 2) indicates that the
commercial retail land uses are highly linked with all other land uses. Quite un-
expectedly the linkages between public-quasi-public land uses and the other groups
are also quite high. This is most likely a measure of the magnitude of employ-
ment at the air base in Waco, and also a function of the number of school trips
in the area. Within the Waco area 74 out of every 100 trips from the home may
be expected to end at a commercial retail or public-quasi-public land use. If one
adds the probability of going to commercial service land use, approximately 85
percent of the trips emanating from home will end at three of the ten land-use
classes. As one would expect, the majority of the trips emanating from non-home
bases terminate at the home base.

Table 3 gives the expected percentage of the tripmakers in any one state. The
large number of trip ends concentrated in the four land uses of home, commercial
retail, commercial service, and public-quasi-public are reflected in the expected
percentage of trip makers found in these states. Although the figures in Table 3
indicate the expected percentage of tripmakers in any one state at some random
time during the day, it would be more reasonable to interpret these figures re-
flecting percentages of tripmakers in any one state during the working hours of the
day. We can expect that of the universe of the tripmakers in Waco, fully 92 percent
will be found on the four land uses named. Table 4 gives the expected mean num-
ber of stops on multiple-leg trips starting from the nine non-home land uses, and
the expected variances in number of stops before terminating at the home. This
particular breakdown of the land uses yields values of total expected stops which
show little variation between land-use classes. Once again, the distribution of
expected trip ends (Table 5) is highly skewed in favor of commercial retail, com-
mercial service, and public-quasi-public land uses. For example, trips which
have as a first stop wholesale land use, have an expected 0.05 stops at wholesale
land uses after the initial stop; 0.24 stops are expected to terminate at commercial
retail land uses given the same initial stop.

10 X 10 Purpose Matrix

Table 8 gives the limiting transition probabilities for the 10 X 10 purpose matrix.
Of trips beginning from the home base, there is an expected probability of 0.24
that people are leaving for work. The majority of trips have home as a purpose.
However, the purposes of eat meal and personal business have probabilities of only
0.31 and 0.48, respectively, that the next purpose will be to go home. These
low figures indicate the large number of eat meal trips which ultimately end up
back at the work place. In personal business it illustrates that a large number
of stops are made on personal trips (in Table 10 personal business has one of the
largest number of expected stops). Other highly linked purposes are as follows:

1. Work and work, eat meal;
2, Personal business and personal business, social-recreation;
3. Medical dental and social-recreation,;
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tripmakers would be traveling for four

= purposes: (a) to go home, (b) to work,

Note: See‘l'able 14 for definition of abbreviations , (c) fOr SOCial—reCreatiOn, a.nd (d) to ShOp.
Data from other studies are compared
with the results of the Waco analysis in
Table 19. Waco differs considerably from

TABLE 18 . s s
PREDICTED NUMBER OF STOPS ON WACO ) 4. Social-recreation and social-recrea-
PFERSON TRIPS—-COMMERCIAL LAND USE tlon;
Starting State Mean Va:iance 5. Cha.nge mode and SChOO].;
2 FOODRU 12 A 6. Eat meal and work, social-recrea-
3 EATDRI 125 B | s "
4 GENMER 1.5 a tion;
3 LETace e | 7. Shop and shop; and
. s 4 5 8. Serve passenger and serve passen-
9 LUBDHA 1.5 .
10 LIQBER 1.4 1 ger, WOI‘k.
11 MISRET 1.4 -8
B o 1.8 * Although the commercial retail and com-
14 BUSSER §:2 i mercial service land uses had high link-
16 MISREP 13 4 ages with all other land uses, the purpose
1 7 . n %05 F:
1 NiehoEy e 4 shop is not highly linked with all purposes.
o 5 o Table 9 indicates that the majority of
21 MISSER 1.4 1]

1.4

SYSTEM o]

TABLE 19
DISTRIBUTION OF TRIP PURPOSES BY DESTINATION FOR the other urban places in the percentage
a > .

. BEVERAL URHAN ARKAS — of tripmakers in the purpose states of

Area EOTQ Work Shopping School Social-Ree work (much ].OWer) and school (much
San F: i 37,4 . 2 3 i 1
Shirodec L 2h - 28 12:2 h}ghgr). The presence of Baylor Univer-
Codar Raplds 38 223 0.8 L1 6.2 sity in Waco could well account for the

icago 43.4 20.3 T.6 1.9 12.7 . & .

WacoD I 102 6.3 1.3 high percentage of tripmakers going to
AInformation from Marble (2), Table 3, p. 153. . school. The rest of the percentages seem

bas predicted by the Markov Chaln model. tO be fa,]_rly Well in line

The purpose of shopping dominates the
expected number of stops in the transition
states, given some non-home purpose first stop. Serve passenger and personal busi-
ness also have large expected stop values. The variation in trip lengths (measured in
number of stops) is quite large when using the purpose classification. Trip lengths
vary from 2.2 stops for the eat meal purpose to 1.3 stops for the school purpose.

21 x 21 Commercial Land Use

The 21 X 21 commercial land-use matrix was derived from shopping trips. This
particular matrix was used to decrease the level of aggregation and derive information
as to the internal pattern of trip distributions and lengths within two major land-use
categories.

Table 14 gives the resulting transition probabilities. It appears that food and drug,
eat and drink, general merchandise, miscellaneous retail stores, finance-insurance-
real estate, and personal service have the highest level of interaction with all other
land uses. Further, the higher the order of the good (or service) the greater the link-
ages between the same land use; i.e., a trip for a low order or convenience good, such
as food or drugs, has a relatively small probability that a person will stop at another
land use or activity which dispenses food or drugs. A person who is interested in ob-
taining a higher order good such as furniture or apparel generates a higher probability
of a stop on the same trip at a similar land use (Table 15).

Table 16 indicates several interesting changes in the linkage structure given a first
stop at a particular land use. For example, activities which distribute food and drugs
showed a high level of interaction with most of the other land-use categories. On the
other hand, when food and drug activities become the first stop on the trip, one may
expect very little interaction with other types of land uses. In all other cases, food and
drug activities again exhibit high levels of interaction. The categories indicated above
as having high probabilities of linkages maintain that level of interaction when the model
is restructured into an absorbing chain. -
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The mean and variation in the expected length of trips which stop at a given land use
are indicated in Table 18, The longest trips are associated with apparelandaccessories
(1.7) and the shortest with food and drug (1.2). It is clear that the number of stops is
a function of distance to some extent. Higher order goods, usually found at nucleated
planned or unplanned shopping centers (i.e., furniture, apparel, banking facilities, etc.)
and at farther distances from the home than lower order goods, have an expectation of
longer trips (again measured in number of stops).

VALUE OF THE MODELS IN CONTINUING RESEARCH

The Markov models used in the analysis thus far have demonstrated their value in
the analysis of origin and destination data. Such models have considerable potential for
adding meaningful insights into travel behavior on multipurpose trips. These models
can also be useful in generating valuable information for use in the analysis of non-
residential trip generation. For example, linkage parameters can be used to "explain'
spatial variation in the trip attraction of a given nonresidential land use.

The Markov models also add a new dimension to the analysis of household travel be-
havior. Given sets of socioeconomically homogeneous households, trip length (meas-
ured in number of stops), linkages, and purpose distribution information may be added
to the current body of knowledge associated with household travel behavior. Time-
series data on the same sets of family units provide a base for the examination of the
stability of the aforementioned relationships through time.

Finally, there is the spatial connotation that probabilistic models can be given. By
using areal units, such as census tracts or traffic analysis zones, in addition to land
use or trip purpose to define a given state of the Markov process, information as to the
spatial distribution of trip ends may be derived. Although trip distribution is beyond
the scope of the research which is currently being conducted, future research efforts
might well include the development of probabilistic models which can integrate genera-
tion and distribution.
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Direct Estimation of Traffic Volume at a Point
MORTON SCHNEIDER, Director of Research, Tri-State Transportation Commission

¢THE IMMEDIATE impetus for the work reported here is the growing practical need for
an easy and reliable way to estimate average traffic volume, a need that is making it-
self felt in many quarters and which might possibly be described as urgent in an area
as large, complex, and irregular as the Tri-State Region.

There are also reasons other than the immediately practical for this undertaking.
Conventional traffic assignment (calculating zonal interchanges and stringing them
through a network), in addition to being arduous and complicated, is an essentially un-
finished process. A better instrument should be found to offer more convenient traffic
estimates and also to provide more confidence in technique and, hopefully, a theoretical
basis for larger problems. Although this paper does not present any fundamentally dif-
ferent view of travel, it does at least state a new tactic.

The following discussion is concerned with the problem of estimating the number of
vehicles passing one point on a street during a fairly long period of time, such as one
day. It seems likely that the mathematics could be rephrased to yield turning move-
ments as well as simple volumes; with some ingenuity perhaps the calculations could be
extended to a system-wide set of estimates, and possibly the concepts could be enlarged
to cover other modes of movement. However, none of these problems has been very
well thought out yet, and they are not considered here. Also, discussion of the applied
aspects of the ideas developed here are mostly reserved for future reports.

DERIVATION OF TRAFFIC VOLUME EXPRESSION

The argument leans heavily on certain directional symmetries imputed to the traffic
system: all streets are two-way (for every section of street going in one direction
there is another section a negligible distance away allowing movement in the opposite
direction at the same speed), the total long-term (i. e., daily) flow past a point in one
direction is the same as that in the other direction, and one or two other considerations.
This should not prevent handling one-way streets in practice through considerations of
reasonableness. Also, it is assumed throughout that every moving vehicle is coming
from an origin and going to a destination, and that the terms "origin' and "'destination"
are concepts suitable for all uses to which they are put.

Imagine a street running north and south and a point of interest on the street at whi¢h
traffic volume is to be calculated. Put a single hypothetical destination at a point of
interest which is placed in such a way that it is completely accessible to both north-
bound and southbound vehicles and does not in the least interfere with traffic. The in-
troduction of this destination changes nothing in the traffic situation except that some-
time in the course of a day an additional vehicle has to occupy it; therefore it is nec-
essary to subtract one from the traffic volume when it is finally computed.

There is a certain probability, P, that any northbound vehicle at the point of in-
terest will stop at this hypothetical destination and another probability, Pg, that any
southbound vehicle will stop. These probabilities multiplied by their respective traffic
volumes, Qp and Qg, give the expected number of vehicles that will accept the destina-
tion, and that expected number must, of course, be one:

PnQn+Pst=1 (1)

Faper sponsored by Committee on Origin and Destination.
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orifQ._ =Q
= P s+p =L 2)

This uncomplicated proposition expresses a definite relationship between the prob-
ability of a vehicle leaving the traffic stream and the number of vehicles in the stream,
and might serve as a point of departure for lines of reasoning quite different from the
one followed next.

If P, and Pg can be evaluated, then Q is determined and the problem is solved.
Every northbound vehicle approaching the point of interest has declared, by being where
it is, its intention of finding a destination in some fairly well-defined geographical
region lying generally north of the point of interest. Assume that these vehicles are
distributed among destinations within this north domain according to some function of
position relative to the point of interest, so that

dP =CTF dv (3)

where dP is the probability that a vehicle approaching the point of interest will go to one
of dV destinations clustered around a point at which the function F has a definite value.
C is a constant determined by the condition that the vehicle must find its destination in

the north domain:
fdp=chdV=1, soC =1/ [Fav (4)
n n n

The symbol -J‘n denotes integration over the entire surface of the north domain; in
general, L[‘D FdV may as well be called a domain integral and be replaced by the symbol

Ip. Thus the probability of having a destination in some particular region R within the
north domain is, integrating Eq. 3, IR/I,.

At this point only two things need be stipulated about the function F: it should have
a finite value at the point of interest and it should be of such a form that any domain
integral will be finite, no matter how large the domain (assuming that the density of
destinations is never infinite). These conditions are not restrictive; any sensible func-
tion would fulfill them.

The probability of a northbound vehicle taking the destination at the point of interest
becomes I

) |
Pn =1 (5)

n
where Iy contains only that destination at the point of interest. As everything can be |
framed in exactly the same way from the southbound point of view,

I

_ 0
Ps_I
S

(6)

But F can always be scaled to make I, equal one, so that substituting Eqgs. 5 and 6 into
Eq. 2 gives

1 1 1
—_—= — 4+ — (7)
Q In IS
or
ISIn
Q= I +1 (8)
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However, Eq. 8 does not really amount to much as it stands. If F is assumed to be
a descending function of simple distance-like parameters such as travel time, cost,
etc., then Eq. 8 shows no sensitivity, or rather a perverse sensitivity, to competing
facilities. For example, if the street of interest is a run-of-the-mill arterial and a
parallel expressway a quarter of a mile away is opened up, the domain integrals in
Eq. 8 will probably grow larger, leading to the result that an expressway competing
with an arterial causes the volume on the arterial to increase. Plainly the network
configuration must somehow enter into the distribution. But although it is hard indeed
to think of network configuration as an explicit parameter, there is a tolerably easy
revision of the distribution concept that amounts to the same thing.

Consider again the northbound stream of tratfic at the point of interest, this time in
the presence of a nearby expressway. Presumably, the stream is full of vehicles that
have recently left the expressway. But these vehicles are not free to find a destination
anywhere in the north domain. The fact that they have left the expressway implies that
they are going to some subregion which excludes all places more easily accessible by
remaining on the expressway. In general, any stream of traffic may be regarded as
being composed of free vehicles able to go anywhere and fixed vehicles restricted by
some event in their past history to a lesser destination domain. These lesser domains
are referred to as n' and s', that is, north prime and south prime domains.

There is no reason why the fixed and free vehicles should not be subject to totally
different distributions. However, it is highly plausible to suppose that the fixed distri-
bution is the same function as the free but that it falls to zero everywhere outside the
prime domain. This meets the essential condition that the two distributions tend to be
the same, because the prime domain tends to be coextensive with the main domain, and
it is helpful in other respects as well. Making this supposition, the probability of a
vehicle being free and going to some group of destinations dV is A, (F/I,) dV, and the
probability of a vehicle being fixed and going to the same group isrzl—Anl}(F'/Inv) dv,
where A, is the fraction of free vehicles in the northbound stream and F' = F every-
where within the north prime domain but F' = 0 everywhere outside the prime. So the
total probability of any vehicle going to this destination group, an amplified version of
Eq. 3, is

N F F'
dp = AnI—+(1—An)I—' dv (9)
n n
and Eq. 5 becomes
P =1 [An/In +(1 - An)/In, ] (10)

(remember that the point of interest itself is always inside the prime domain); also
Eq. 6 expands into

P =1 [AS/IS +(1-A)/1, ] 11)

Once more, consider the stream of traffic northbound at the point of interest. All
of these vehicles have originated somewhere in the south domain and have made their
decision to terminate in the north domain. But generally there are regions in the south
domain from which it is easier to get into the north domain by a route other than one
leading past the point of interest, so that vehicles in the stream coming from these
regions must be headed for some special part of the north domain, not merely to the
north domain at large, and are by definition fixed. It can be argued that the special
part they are going to is simply that region in the north which communicates with the
south most easily via the point of interest, because if they were going somewhere else
it would usually be possible to construct a better route than the one through the point
of interest. On the other hand, vehicles in the stream which have originated in that
part of the south where easiest passage to the north is through the point of interest ex-
hibit no overt special intentions, other than ending up in the north domain, and are free.

So the fixed and free vehicles have been defined in terms of where they originate or,
an equivalent way of looking at it, in terms of the route possibilities they have declined.
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Furthermore, it appears that the destination area for northbound fixed vehicles—the
north prime domain—is the same as the origin area for southbound free vehicles and
the destination area for southbound fixed vehicles—the south prime domain—is the same
as the origin area for northbound free vehicles. This is an important simplification
without which troublesome complications set in. It should be regarded as an approxi-
mation to real behavior.

With regard to the point of interest, assume that the number of northbound vehicles
originating in the south prime domain, the number of free vehicles, is equal to the
number of southbound vehicles ending there. But the southbound vehicles going to the
south prime domain have two components: the southbound fixed vehicles, all of which
must go to the prime domain, and those of the southbound free group that happen to find
their destinations in the prime. Transcribing this paragraph into notation gives

I,
B - S
QnAn = Qs(l AS) + Qs Is AS (12)
and the Q's, of course, drop out if Q, = Q5. An exactly analogous equation can be
written for the southbound free vehicles:
In,
A=(1-A)+—An (13)

s n I
n

Between them, these two equations determine An and AS, yielding

r
s
A =
n 1-(1-rs)(1-rn)
and ro (14)
A =
s 1-(1-rs)(1-rn}
Thus
I, w T 4
UL,
s I > "n I
s n

Putting Eq. 14 into Eq. 10 and Eq. 11 and manipulating a little leads to modified
forms of Eq. 5 and Eq. 6:

-

0

1
Pn=1—[1-(1-rs)(1-rn) ]

n
(15)

Yt

1
P =2
s I [T -0-r )0 -r) ]

and now proceeding as in Eq. 7 produces, finally, the augmented counterpart of Eq. 8:
ISIn
Q=m[l-(1-rs)(1-rn) ] (16)

Q is the one-way traffic past the point of interest, totaled over a long enough period of
time (probably one day) for the symmetry postulates to hold.

BEHAVIOR OF TRAFFIC VOLUME EXPRESSION

So far only very weak delimitations have been imposed on the distribution function;
it could be almost anything. Even so, there is a fair amount of visible character in
Eq. 16.
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The effective quality or competitive position of a street operates through the brack-
eted part of Eq. 16. The r's are the ratios of prime domain integrals to their respec-
tive main domain integrals; as the prime domains become a larger part of the main
domains the r's and the entire bracketed expression grow larger. The bracketed ex-
pression achieves its maximum value, one, when the prime domains are so large as
to include the entire main domains, a situation that would occur if the street of in-
terest were, for instance, the only bridge across a long river. In this case the traffic
itself, Q, would be greatest for any given Ig and I.

An expressway, because of its high speed, tends to have extensive prime domains,
and therefore a large volume. Its extensiveness depends on its speed advartage and
how far it is from other expressways. The prime domains of an ordinary arterial
would usually be smaller, taking the form of strips running the length of the street and
enclosing it, whereas those of a local street would be very small, pinched off after
short distances. If the prime domains contained no destinations at all, the bracketed
expression, and the volume, would be zero. Or, in stricter agreement with the theory,
if the prime domains are so small that they include only the hypothetical destination at
the point of interest, Eq. 16 reduces to a very close approximation of Q = 1 (a little
less than one actually, expressing the slight possibility of the destination being its own
origin).

The overall strength of the traffic field is measured by the left-hand part of Eq. 16,
the factor in Ig and I;;. This strength increases as one or both domain integrals in-
crease. Also, it goes to zero, taking the traffic with it, as either of the domain in-
tegrals goes to zero—a necessary property because a zero integral implies that there
is no place a vehicle can go by passing the point of interest, as, for example, in the
case of a street dead-ending at the ocean. For any given sum, Ig+I,, the strength is
maximized when Ig = I;. Assuming the r's to remain constant, and without attempting
a precise phrasing, this is to say that a given collection of destinations generates the
most traffic at the point of interest when distributed evenly on both sides.

The domain integrals, of course, increase as destination density in the domains in-
creases. Also, it may reasonably be suspected that they increase or decrease as
destinations move nearer to or farther from the point of interest (although little is
known about the distribution function). This leads to a final general inference from
Eq. 16: that traffic at the point of interest tends to increase when surrounding destina-
tion masses increase or when these masses move closer, and tends to decrease when
destination masses decrease or when they move farther away.

THE DISTRIBUTION FUNCTION

The function of F must be given precise definition in order to do any specific cal-
culating from Eq. 16.
One convenient, acceptable function is

F=o B

(1)
where t is travel time from the point of interest and k is a kind of natural constant.
Or, more generally,

F = e'(klt + kau)

(18)
where u is the cost incurred from the point of interest. Probably the simplest as-
sumption that can be made about the distribution of vehicles among destinations is that
all destinations are equally likely, subject to the constraint that average travel time
must be finite even in an infinitely extensive universe of destinations.

Imagine the north domain to be divided into many cells, each containing the same
number of destinations and having, therefore, the same a priori attractiveness for
vehicles, and let the Q northbound vehicles at the point of interest distribute them-
selves among these cells so that the first cell receives q, vehicles, the second qz, and
so on. The Q vehicles can now be redistributed in such a way that the occupancy num-
bers qi, Qs etc., remain the same but not every vehicle is in the same cell as before.
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The number of possible different arrangements of this kind for a particular set of
occupancy numbers is

Q!
Q. Qo ... qn (19)

The question can be asked: what set of occupancy numbers can be obtained in the
most ways? This would be the set most likely to turn up at random because it can occur
in more different ways than any other pattern. The set of occupancy numbers that can
be obtained in the most ways is, of course, that set which maximizes Eq. 19, and it is
the set in which all q's are equal.

Now the constraint that average (or total) travel time must be finite can be written

qQity + otz + ... +qntn=T (20)

where tj is the travel time to the ith cell and T is some finite constant. And the
question in the preceding paragraph can be rephrased: what set of occupancy numbers
consistent with Eq. 20 can be obtained in the most ways? This is a somewhat more
sophisticated question, but it can be answered in essentially the same way: by deter-
mining the q's that maximize Eq. 19, although taking Eq. 20 into account. The pro-
cedure is to take the partial derivative of Eq. 19 with respect to each q;, addto it a
term proportional to the corresponding derivative of Eq. 20 (using Lagrange's multi-
pliers), and set the sum equal to zero. This involves both manipulation and approxi-
mation, and the result is

q=e Aty (21)
which is the same as Eq. 17 once the notation is adjusted to conform to previous usage.
If Eq. 17 is used as the distribution function, Iy in Eq. 5 and those following it naturally
equals one without any further meddling.

Cost can be introduced in a completely analogous fashion by arguing that just as
travel time must be limited, so must travel cost. This produces another constraint,

qiui + qeuz +... +qnun=U (22)

Equation 19 can now be maximized subject to both Eq. 20 and Eq. 22 and the result is
equivalent to Eq. 18.

WORKING METHODS

With F defined, it becomes possible in principle to evaluate the integrals of whioh
the traffic estimate is composed. The possibility in principle, however, scarcely
helps when it comes time to go ahead and do it in practice, yet preserve the measure
of convenience that is the most important aspect. If the conditions of destination
density and network geometry were regular, the integrals could be evaluated by direct
mathematical operations. In the real, unaccomodating world the integrals can still be
calculated numerically, but any straightforward numerical technique would seem to be
laborious.

There is a question of how much detail and precision the whole process deserves.
The input information—network speeds and destination densities—is not really well
defined or accurately obtainable, and the theoretical structure itself does not have the
ring of final truth. Moreover, conventional assignment often yields wildly inaccurate
results on the level of specific street estimates, yet is generally regarded as an
acceptable methodology. In short, at present no great accuracy seems to be either
possible or expected.

Further, a previous paper (1) derived traffic estimates, under drastically simplifying
assumptions, from extremely rudimentary information: a single average trip-end
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density and single average spacings of local streets, arterials, and expressways.
Although this was not a practicable procedure for a variety of reasons, it did produce
estimates with a rough, order-of-magnitude realism. It is suggested that a small
number of pieces of information above this bare one-point level would produce a great
improvement without being too difficult.

The pieces of information might take the form of readings at points scattered
throughout the region, constituting a kind of sample of the region. These readings
would consist of the best route travel time from the point of interest to the point of
reading and the average destination density around the point of reading. If the location
of each reading point is known, the read values could be interconnected by an arbitrary
interpolation and the necessary integrations performed; some description of the borders
of the north, south, and prime domains would also be required. Thus the precision of
the method would be directly related to the amount of work put into it, i.e., to the
number of reading points. Inasmuch as the contribution of any area to traffic at the
point of interest diminishes with distance, the readings can grow farther and farther
apart as they move away from the point of interest. To be mathematically convenient,
the reading points should lie in a regular pattern, and this pattern should be fixed so
the person taking the readings is not free to make a biased choice of points.

Based on these considerations, the working method presently used is this. A tem-
plate or transparent overlay is drawn showing radial lines emanating from a point;
rings intersect the radials, with the spacing of successive rings becoming larger as
they lie farther from the center. This template is overlaid on a map containing the
street system, with speeds indicated and destination densities blocked in, with the cen-
ter of the template right on the point of interest. For each intersection of ring and
radial, the reader estimates best route travel time from the center, notes the ambient
density, and enters these values on a form. In a separate operation, he writes down
polar coordinate points (from the same template) which, when connected by straight
lines, will reasonably delineate the prime domains. For simplicity, the north and
south domains are considered to be demarcated by a straight east-west line (the di-
rectional terms are schematic, of course); this is a convenience of the moment, not an
essential simplification, and will very likely be revised. The rule for drawing a prime
domain is that the prime should include all points from which it is easier to cross the
main domain line by passing the point of interest than by any other way, and should ex-
clude all other points.

The forms containing these readings are key-punched and the cards fed into an IBM
1401 computer, which performs all the complicated calculations, ending in an estimate
of traffic at the point of interest. Linear interpolations are made among the point
values, allowing integral terms to be computed.

These methods seem to fall within a tolerable range of labor. The readings do not
seem too hard to execute, and the computing is quick and easy. A total reading time of
an hour or two and computing time (1401) of 10 or 15 min seems within shooting dis-
tance. A lot depends on where the point of diminishing returns lies in the number of
readings. Also, none of this should be regarded as fixed; some betier working scheme
might very well emerge to replace it.

CONCLUSION

The mathematical and computational forms developed here appear at this time to
represent traffic behavior. A dozen or so real cases have been calculated. Although
the purpose of these calculations has been to regularize the technique rather than to
subject it to strict tests, and although good input information is not yet available, it
seems fair to say that the results, for so early a state of evolution, are quite prom-
ising. The calculations evidently admit a full range of traffic volumes, from local
street to expressway, and the practical labor is within reason. Exact results ought
properly to be considered meaningless right now, and when bad they are so considered.
However, the comparison with listed traffic flows is fairly good for a first trial.

A number of practical problemsare turning up. In some cases, delineation of prime
domains is ambiguous—different people will draw them with appreciable differences—
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perhaps calling for more carefully devised rules. The working method described in the
foregoing introduces various statistical problems, all of which can probably be solved,
concerning the number of reading points to be used and their pattern, whether or not
the prime domains should be sampled differently from the main domains, and how to
avoid statistical wastefulness, i.e., taking readings where there is no real gain in in-
formation or, conversely, throwing information away because of the arrangement of the
template. There are also customary minor difficulities of thinning out errors in
reading and transcribing.

ADDENDUM

Since this paper was written some developments have taken place which ought to be
at least briefly mentioned here.

A large-scale computer program has been written, and is now being tested, to cal-
culate traffic volumes throughout a very large network automatically. The program is
designed to produce volumes on any specified links, on all links within a specified area
or group of areas, on links of a selected class (such as expressways), or on all links in
the entire system. Turning movements can also be requested pretty much at will, and
the program will do its best to compute them. Other options, capacity restraint among
them, are imaginable and may be added.

The map-and-template method has been pursued beyond the previous discussion, but
not too far beyond. Although it was convenient for making experimental calculations and
remains useful for situations in which no coded network is available, it is not at all
competitive with a fully computerized system once the inputs for such a system have
been prepared.

Several quirks in the behavior of Eq. 16 have turned up and the exact form given
here probably will not long survive. It appears, though, that most of these aberrations
can be removed by a plausible modification, entailing no loss of generality and leaving
the basic reasoning intact.

In summation, there seems now to be a good chance of developing a durable meth-
odology which will improve traffic-estimating technique through the sheer force of its
flexibility. The user can focus his attention, effort, and budget on that aspect of traf -
fic estimating that concerns him, from minor detail to generalized planning. A com-
plete set of system-wide link volumes is seldom of much interest. Most often only a
relative handful of estimates, expressing local finer resolution or the results of planning
changes, is really wanted, and this handful can be obtained in a few seconds of com-
puter time, without having to run a specially scaled, full assignment. At the same
time, satisfactory and systematic estimates can still be made by any one of many
possible variations on the map-and-template method when tying into a big computer
system is not warranted. In short, the technique looks well-tempered: the precision
(not to be confused with accuracy) and extent of the calculations—or, more generally,
their expense—can be made consistent with the uses to which they are put.

Also, the direct estimation point of view seems adaptable to a larger scheme. Re-
cently, a fragment of a theory has been worked out which includes travel within a more
general framework, relating activity at a site to something that might be called ac-
cessibility of the site. On the face of it, this partial theory has nothing much to do with
the work described here, except that the direct estimation mathematics can be re-
formulated within its context. When that is done, however, the term giving rise to the
most stubborn (and disturbingly fundamental) of the quirks mentioned is precisely can-
celed out. Moreover, it turns out that the domain integrals introduced here have a
distinct kinship with quantities appearing in the newer theory, and that it might be
possible to lead into a land activity model using programs and materials developed for
direct estimation.

Finally, since an explicit calculation has been stated which gathers the access of a
piece of road to the geography in which it is embedded into a traffic flow on the road,
the natural speculation arises: might not the process be reversed? Might not the
pattern of traffic flows imply the geographic spread of activities, and traffic counts be
used to measure activity on a piece of land?
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Covariance Analysis of Manufacturing Trip
Generation

MICHAEL KOLIFRATH, Northwestern University, and
PAUL SHULDINER, U.S. Department of Commerce and Northwestern University

The variability of generation rates for trips to various subclasses of manu-
facturing land is tested to determine whether a significant increase in the
precision with which such trips canbe estimated is achieved by treating each
subclass as a separate category in contrast to dealing with manufacturing
land as a single class.

Separate regression equations are developed relating trips to manufac-
turing land at the two-digit Standard Industrial Classification (SIC) level as
a function of (a) employment (estimated by first work trips), (b) floor space,
and (c) truck trips for 21 CATS traffic districts in Chicago. On the basis of
these equations, covariance analysis isused to test the utility of subdividing
manufacturing land into subclasses for estimating trip attractions.

It is concluded for the set of data used in the analysis that: (a) when em-
ployment is used as the basis for estimating trip attractions to manufactur-
ing land, no significant improvement in precision can be derived by using a
finer (two-digit SIC) classification system; and (b) when floor area or truck
trips are used as the independent variable, significant improvement in the
precision of estimates can be obtained by going to the two-digit level.

*THE OBJECTIVE of this research is to determine whether there are significant dif-
ferences in the trip generation rates of manufacturing land-use activities at the two-
digit SIC level of manufacturing land use. Two alternatives are considered: (a) there
are significant differences in trip generation rates between the two-digit manufacturing
land-use types comprising the major manufacturing activity category; and (b) there
are no significant differences in trip generation rates between two-digit manufacturing
land-use groups. If the second hypothesis holds, no accuracy.is lost by combining the
twenty, two-digit manufacturing land-use types into a major one-digit manufacturing
land-use class as a basis for estimating trip generation rates.

In this report a trip is defined as a one-way journey by a person traveling as a
driver or passenger in an automobile, or as a passenger in a taxi, truck or mass
transportation vehicle. The trip may have any land-use type as an origin, but must
have manufacturing land as a destination. No walking trips, scooter or cycle trips are
included. Truck driver trips are analyzed separately.

PROCEDURE

Regression Analysis

Regression analysis is used to determine best fit linear equations relating total
trips to the independent variables. Standard errors of estimate, standard errors of

Paper sponsored by Committee on Origin and Destination.
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the regression coefficients, coefficients of determination, and F-values are also
provided by the analysis. The following regression equations are derived:

y=ar+ hxt (1)
y = az + baXz (2)
y = as + baXs (3)
y = a4 + baX1 + bsXs (4)
y = as + bsx1 + bwXa (5)
y = as + bsXz + bexs (6)
y = a7+ buoXy + buiXes + biaXs (7)
X3 = as + biaXq (8)
where

y = total trips (manufacturing land-use destination),

x: = manufacturing floor area (sq ft),

Xz = estimated manufacturing employment,

x3 = truck driver trips (manufacturing land-use destination), and

X4 = Xo/X1.

The aj and bj are least squares estimates of the population parameters Aj and B;j.

These eight equations are derived for each of the twenty, two-digit manufacturing
land-use groups within the manufacturing durable category containing two-digit groups
20 to 29, the manufacturing nondurable category containing two-digit groups 30 to 39,
and for the general manufacturing category composed of all twenty of the two-digit sub-
groups.

Essentially, this information provides best fit estimating equations of the assumed
linear relationship between trips generated by manufacturing land and the independent
variables.

The main objective of this study may be stated as follows: Can a single regression
line be used to estimate generated trips by manufacturing land for all twenty, two-digit
groups of manufacturing land-use activity ?

To answer this question two tests must be performed. (A test for equality of
variance throughout the range of the independent variable, homoscedasticity, is per-
formed before testing the slopes of the regression equations. The effects of violation
of this precondition on conclusions drawn from the covariance analysis are discussed
later. )

1. Letting Bj represent the true slope of the regression function, are the twenty
sample slopes (bi, bz... bz) estimates of the same true slope B;?

2. Assuming Bj = by = b2= ... = bz, are group trip generation means equal after
adjusting for differences in the covariates (independent variables)?

The null hypothesis associated with analysis of covariance may be stated as follows:
There are no significant differences in the mean manufacturing trip generation rates
between the twenty, two-digit manufacturing land groups. A basic assumption in-
herent in the covariance analysis technique is the equality of slope coefficients. Thus,
the test for equality of slopes is performed first, and if the equality of slopes hypothesis
cannot be rejected, covariance analysis is employed. Non-rejection of the null hy-
pothesis associated with covariance analysis is equivalent to stating that one single
regression line can be employed to estimate generated person trips by manufacturing
land for all twenty of the two-digit manufacturing land-use groups.

DATA

The data employed in this analysis were provided by the Chicago Area Transportation
Study (CATS). The trip data were obtained from tabulations derived from the 1956
0O-D study. Floor area measurements were obtained from tabulations of the land-use
survey of the Chicago region. Four specific groups of data were gathered for the 21
CATS traffic districts contained in Chicago: (a) manufacturing floor area (sq ft); (b)
first work trips to manufacturing land uses; (c) total person trips to manufacturing land
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TABLE 1
TOTAL PERSON TRIPS VS FLOOR AREA (10,000 sq ft)a

Var.
Land- Std. Error Std. 2
Use Code of Est. & B Error of b C?;)ff. F-Value B
20 206 94 0.48 0.14 29 12.5 0.415
21 528 125 1.66 0.18 11 90,2 0.826
22 225 178 1.07 0.20 19 27.8 0.596
23 778 285 1.86 0.28 15 45.0 0.714
24 627 528 1.34 0.08 {i 288.8 0.941
25 1014 979 1.27 0.18 14 52: 5 0.745
26 5005 2733 3.13 1.09 35 8.2 0.313
21 - - - - - - -
28 474 -49 3.44 0.39 11 78.3 0.822
29 646 587 1.48 0.12 8 141.1 0.881
30 1751 414 1.34 0.17 13 60.1 0.770
31 51 24 1.28 0.11 9 128.0 0.908
32 425 120 0.72 0.19 26 14.6 0.493
33 301 95 4.11 0.13 3 1064.0 0.985
34 418 99 2.21 0.16 7 200.1 0.918
36 1215 -775 4.66 0.68 15 47.1 0.723
36 418 321 1.50 0.14 9 118.7 0.868
37 173 136 0.41 0.12 29 11.1 0.396
38 262 104 2.47 0.69 2% 12.8 0.445
39 299 42 2.50 0.16 6 231.8 0.932
20-29 2199 642 1. 54 0.14 9 118.5 0.372
30-39 1047 274 1. 54 0.08 5 416.1 0.693
20-39 1750 455 1.56 0.08 5 347.6 0.474

4Data derived from Chicago Area Transportation Study.

uses;and{d)truck trips with manufacturingland as the destination. These groups of data
were summarized from tables derived from the initial coded data by two-digit manu-
facturing land-use activity and by CATS traffic districts. The numbers of observations
were limitedbythe availability of floor area measurements. The floor area survey covered
Chicago;anaverage of 20to 21 district observations per land-use group was available.

CATS land-use coding system for manufacturing activities is quite similar to the
SIC system, and only varies in the numerical system employed and not in the activity
composition of each group.

First work trips to manufacturing land were used to estimate manufacturing em-
ployment. Although manufacturing employment estimates can be secured from the
Illinois Employment Service, Bureau of Labor Statistics, these data are summarized
by postal zones which are not comparable with CATS traffic districts. CATS is
presently developing a method by which employment can be apportioned to appropriate
traffic zones assuming equal employment intensity within two-digit land-use activities,
but this conversion deck was not available at the time this study was conducted.

Because of disclosure limitations pertaining to individual firms, no data are avail-
able for zones which have only one firm in a specific land-use category. The Bureau
of Labor Statistics records indicate a number of zones which fall into this category.
Also, because of seasonal variation of employment, vacation periods and absenteeism,
work trips may actually provide better estimates of employment for the specific survey
day than those achieved by converting from postal zones. In any event, the accuracy of
the results of this study depends heavily on the accuracy with which employment is
estimated by first work trips, and some check would have been desirable.

RESULTS AND INTERPRETATION
Multiple Regression Analysis

Tables 1-8 were derived by means of linear regression analysis. They include the
standard error of estimate, the regression constant, the regression coefficient,
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TABLE 2
TOTAL PERSON TRIPS VS ESTIMATED EMPLOYMENT®

Var
Land- Std. Error Std. ¢ 2
Use Code of Est. a b Error of b C(z;f)f. F-Value B
20 55 13 1.202 0.059 4.9 413 0.958
21 58 -5 1.138 0.012 1.1 8959 0.998
22 72 53 1.084 0.052 4.7 442 0.959
23 116 -6 1.136 0.021 1.8 2819 0.994
24 143 27 1.146 0.015 1.3 5874 0.997
25 710 216 0.978 0.087 8.9 126 0.875
26 376 138 1.102 0.016 1.5 4632 0.996
27 145 46 1.079 0.052 4.8 435 0.960
28 519 25 0.934 0.118 12.6 62 0.786
29 155 1 1.168 0.022 1.9 2750 0.993
30 408 20 1.097 0.034 3.1 1023 0.983
31 51 14 0.969 0.094 8.7 133 0.911
32 99 -3 1,255 0.055 4.4 530 0.972
33 69 45 1.074 0.007 0.6 20566 0.999
34 66 -39 1.170 0.013 1.1 8618 0.998
35 136 12 1.198 0.017 1.4 5191 0.996
36 173 -107 1.278 0.046 3.9 778 0.977
37 52 12 1.403 0.081 5.8 300 0.946
38 43 5 1.164 0.035 3.0 1099 0.986
39 159 73 1.105 0.037 3.3 871 0.981
20-29 322 32 1.108 0.009 0.8 14682 0.987
30-39 201 33 1.118 0.009 0.8 16098 0.989
20-39 270 33 1.109 0.006 0.5 30375 0.988
8Data derived from Chicago Area Transportation Study.
TABLE 3
TOTAL PERSON TRIPS VS TRUCK TRIPS?
Var.
Land- Std. Error Std. 2
Use Code of Est. a h Error of b C(E%f‘ F-¥alue R
20 192 98 2.6 0.6 23 17 0.49
21 373 b 11.0 0.8 7 197 0.91
22 198 208 2.5 0.4 16 42 0.69
23 7417 253 10.3 1.5 14 50 0.74
24 1500 829 2.1 0.5 18 36 0.66
25 1593 993 4.8 1.5 31 10 0.37
26 3704 1499 10.6 2.0 19 30 0.62
27 510 400 4.7 1.1 23 18 0.50
28 209 187 13.0 0.6 5 471 0.97
29 667 173 9.6 0.8 8 131 0.87
30 1751 237 6.0 0.8 13 60 0.77
31 159 39 1.9 1.4 74 2 0.13
32 319 135 6.3 140 16 38 0.71
33 732 57 19.3 1.5 8 167 0.91
34 263 170 5.7 0.3 5 534 0.97
35 2161 1380 0.9 0.6 67 3 0.12
36 473 307 4.7 0.5 11 88 0.83
37 215 147 1.4 1.3 93 2 0.07
38 316 140 6.3 3.1 49 4 0.21
39 586 86 15.56 2,2 14 48 0.74
20-29 2073 684 4.88 0.39 8 159 0.44
30-39 1456 543 3.24 0.29 9 126 0.41
20-39 1838 633 4.16 0.25 6 279 0.42

3Data derived from Chicago Area Transportation Study.



TOTAL PERSON TRIPS VS FLOOR AREA AND EMPLOYMENT®

TABLE 4

Floor Area

Land- Std. Error Employ. Multiple
Use Code of Est. (b,) (b,) R®

20 56 17 -0. 003 1.24 0.959
21 59 -5 -0. 001 1.14 0.998
22 73 53 0.005 1.05 0.959
23 119 -8 0.003 1.12 0.994
24 143 5 0.009 1.21 0.997
25 688 303 0.034 0.77 0.889
26 353 63 0. 220 1.08 0.996
27 148 53 -0. 001 1.08 0.961
28 333 -101 0.209 0.50 0.822
29 134 51 0.019 1.04 0.993
30 443 47 -0.021 1.24 0.986
31 52 18 0.053 0.57 0.914
32 102 -3 0.000 1.25 0.972
33 61 48 0.044 0.96 0.999
34 59 -35 0.017 1.09 0.998
35 136 -23 0.012 1.17 0.997
36 126 -47 0.038 1.00 0.989
37 53 13 0.002 1.37 0.947
38 36 -1 0.031 1.10 0.990
39 161 67 0.023 1.01 0.981
20-29 318 15 0. 006 1.09 0.987
30-39 197 35 -0. 007 1.16 0.989
20-39 270 29 0. 003 1.10 0

.988

a‘Data derived from Chicago Area Transportation Study.

TABLE 5
TOTAL PERSON TRIPS VS FLOOR AREA AND TRUCK TRIPS®

Land- Std. Error % Floor Area Truck Trips Multiple
Use Code of Est. (b)) (by) R?
20 170 37 0.03 1.90 0.62
21 349 57 0.05 8.14 0.93
22 193 180 0.04 1.78 0.72
23 634 101 0.10 6.10 0.82
24 641 553 0.14 -0.17 0.94
25 885 535 0.11 2.33 0.82
26 3778 1278 0.06 9.58 0.63
27 516 431 -0.01 4,83 0.52
28 206 144 0.08 11,52 0.97
29 578 351 0.08 4.67 0.91
30 1033 -200 0.08 3.567 0.92
31 - - — - -
32 318 106 0.02 5.18 0.74
33 273 68 0.03 3.52 0.99
34 225 128 0.07 4.13 0.98
35 1206 -883 0.52 -0.44 0.74
36 409 293 0.10 1.63 0.88
37 173 109 0.04 1.05 0.43
38 266 76 0.22 2.69 0.48
39 300 31 0.22 2.14 0.94
20-29 2012 513 0.068 3.44 0.48
30-39 974 217 0.129 1.26 0.74
20-29 1633 362 0.105 2.22 0.54

4Data derived from Chicago Area Transportation Study.

121



122

TABLE 6
TOTAL PERSON TRIPS VS EST. EMPLOYMENT AND TRUCK TRIPS®

Land- Std. Error 5 Employ. Truck Trips Multiple
Use Code of Est. (by) (bz) R?
20 417 19 1.37 -0.686 0.970
21 59 -5 1.15 -0.10 0.998
22 69 60 0.98 0.36 0.964
23 117 -11 1.11 0.32 0.994
24 143 21 1.13 0.07 0.997
25 712 132 0.92 0.77 0.881
26 266 58 1.04 0.94 0.998
27 141 45 1.16 -0.64 0,964
28 210 161 0.10 11.94 0.967
29 141 -2 1.06 1.04 0.995
30 483 -88 1.056 0.37 0.983
31 52 17 0.99 -0.23 0.913
32 100 -4 1.32 -0.46 0.973
33 70 47 1.09 -0.28 0.999
34 66 -27 1.09 0.39 0.998
35 124 1 1.19 0.07 0.997
36 114 -67 1.02 1.18 0.991
37 53 10 1.39 0.14 0. 947
38 38 -5 1.13 0.92 0.989
39 159 81 1.17 -1.18 0.982
20-29 312 15 1.081 0.278 0.987
30-39 196 29 1.096 0.160 0.989
20-39 263 24 1.086 0.221 0.988

2Data derived from Chicago Area Transportation Study.

TABLE 7
TOTAL PERSON TRIPS VS FLOOR AREA AND EMPLOYMENT AND TRUCK TRIPS®

Land- Std. Error " Floor Area  Employ. Truck Trips Multiple
Use Code of Est. (b)) (b, {by) R?

20 46 25 0.006 1.45 -0.72 0.973
21 61 -5 0.001 1,15 -0.09 0.998
22 71 61 0.004 0.99 0.40 0.964
23 121 -12 0.002 1.10 0.31 0.994
24 133 -28 0.017 1.24 0.15 0.998
25 675 207 0.039 0.66 1.0t 0.899
26 269 38 0.006 1.04 0.87 0.998
27 141 45 - 1.16 -0.65 0.964
28 203 104 0.057 0.12 9.88 0.971
29 133 37 0.014 1.01 0.58 0.996
30 454 69 0.025 1.29 -0.232 0.986
31 54 19 0.046 0.64 -0.15 0.915
32 104 -6 0.002 1.32 -0.52 0.974
33 63 49 0.044 0.97 -0.15 0.999
34 58 -24 0.017 1.02 0.34 0.999
35 128 8 0.003 1,19 0.08 0.997
36 110 -52 0.017 0.98 0.83 0.992
37 54 11 0.002 1.36 0.15 0.948
38 34 -1 0.025 1.09 0.70 0.992
39 162 76 0.024 1.07 -1.20 0.982
20-29 313 13 0.0014 1.080 0.255 0.987
30-39 191 31 0.0086 1.138 0.172 0.990
20-39 263 25 0.0008 1.088 0.229 0.

988

Apata derived by Chicago Transportation Area Study.
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TABLE 8
TRUCK TRIPS VS EMPLOYMENT INTENSITY (Emp. /10, 000 sq ft)2

Std. Error

Land- Employ. 2
Use Code Intensity Lo ey 2 b of Est. B
20 11 11 68 -0.72 72 0.013
21 37 40 - - - -
22 70 195 68 0.06 117 0.010
23 27 18 142 -0.57 121 0.008
24 19 11 1325 -26.59 728 0.152
25 56 136 297 -0.41 249 0.050
26 103 145 442 -0.32 445 0.011
27 N 199 101 -0.11 108 0.044
28 87 145 33 -0.02 85 0.001
29 39 41 148 -0.22 183 0.003
30 17 7 497 -2.52 538 0. 001
31 136 320 16 -0.01 31 0.007
32 21 25 61 -0.43 80 0.019
33 66 39 129 -0.98 116 0.102
34 34 42 156 -0.68 249 0.014
35 24 11 2563 4,41 871 0.003
36 1386 6047 181 -0.01 222 0.011
37 56 93 13 0.26 33 0.367
38 47 54 17 0.02 25 0.003
39 48 99 35 -0.04 63 0.004
20-29 52 120 219 -0.203 378 0. 0042
30-39 192 1984 141 -0.003 373 0. 0002
20-39 119 1376 176 -0.005 376 0.0003

2pata derived from Chicago Area Transportation Study.

standard error, and the coefficient of determination (R? for each two-digit land-use type
and the summary groups. As discussed previously, this analysis was performed to
provide data concerning trip generation rates and to establish a basis for the covariance
analysis.

Regression Intercepts

Table 1 indicates the significant parameters when floor area is employed as the
estimator variable of total person trips. Origin intercept was not imposed on the
regression equations in order to permit examination of the intercept constants. How-
ever, it is reasonable to assume that there is 2 minimum size (floor area) at which a
manufacturing plant can operate efficiently. Thus the relationship between floor area
and generated trips is not too meaningful between the origin and minimum size plant,
and extrapolation in this area could lead to serious errors. (For example, two land
uses indicated negative coefficients. If these data were to be strictly employed without
regard to minimum size plant requirements, negative trips would be estimated when no
floor area existed. Since the data are summarized by district, minimum plant size is
lost and no conclusions in this respect should be drawn from the regression constant.
For example, land-use 28, printing and publishing firms, would need at least 142, 000
sq ft to produce zero trips, but the additional floor area required for a plant of sufficient
operating size is not known. )

Employment, Floor Area and Employment Intensity Interrelationships

Regression coefficients, variation coefficients, and multiple coefficients of deter-
mination are more meaningful statistics for this analysis. The interrelationship of
employment, floor area, and employment intensity are discussed by means of an ex-
ample using these measures.
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The R® values of Table 1 vary from 0. 313 (for group 26, electrical machinery) to
0.985 (for group 33, clothing). What would this indicate in terms of trip generation
characteristics ? As manufacturing employment is by far the best predictor of trips
generated by manufacturing land uses (see high R® values in Table 2) one would expect
little variation of employment intensity to occur within the electrical machinery manu-
facturing activities in relation to the variation of employment intensity within group 33.
The following data derived from Table 8 support this hypothesis:

Land-Use Employment Std. Coeff.

Group Intensity Dev. Var.
26 103. 45 145 1.4
33 66. 20 39 0.6

A similar analysis can be performed for the two major land-use categories (group 20-29
and 30-39):

Land-Use Group Estimating Equation
20-29 Total trips = 642 + 1. 54 (floor area)
30-39 Total trips = 274 + 1. 54 (floor area)

In this particular case, the regression coefficients are the same, but the equations are
separated by a constant (642-274) = 368 total trips. These same groups in Table 2 in-
dicate that similar regression equations have been derived; thus the variation between
the regression constants cannot be explained by employment. From this examination it
could be concluded that the employment intensity is less for the first group than for the
second. Again, Table 8 supports this argument:

Employment Intensity

Land Use Group (per 10, 000 sq ft)

20-29 52
30-39 192

Other similar comparisons and relationships could be shown to occur, but the most
significant result is the amount of total trip var1at10n explained by estimated employ-
ment. Table 2 indicates that all but two values of R® are above 0.900 and a majority
are above 0.960. When employment is used in multiple regression with either floor
area or truck trips or both, little, if any, increase in explained trip variation occurs.
Because of the possible multicolinearity among the prediction variables, the difficulty
in projecting all three independent variables, and the lack of any significant additional
explanation of the trip variation when multiple regression is employed, the tests for
group classification are performed only for the simple regression models.

Truck Activity and Employment Intensity

In this analysis employment intensity was defined as the number of employees per
100, 000 sq ft of floor area. Table 8 gives the significant parameters of the regression.
Because of the very low values of the coefficient of determination, the hypothesis that
the regression coefficients were equal to zero was tested (bi = 0). Inall cases the F-
values derived were very low and the hypothesis could not be rejected with reasonable
certainty, (F-value required for rejection at 90 percent level of confidence was 61.)

It follows that there is no significant correlation within groups of employment intensity
to truck trips although predominately negative regression coefficients are intuitively
satisfying.
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The between groups employment intensity to truck trips relationship does provide
some useful information. A general statement could be made indicating the inverse re-
lationship of truck trips to employment intensity between groups. Table 9 gives the
ratios of mean employment intensity to intercept constant (in this case the mean truck
trips). There seems to be a definite inverse relationship but it does not appear to be a
linear function.

Summary of Regression Analysis Findings

1. In all groups except group 28, simple regression equations using employment as
the independent variable provide the highest values of the coefficient of determination.

2. The addition of floor area and truck trips to employment in multiple regression
analysis provides little, if any, added explanation of the total trip variation.

3. There seems to be no significant relationship between truck trips and employ-
ment intensity.

As previously discussed, tests for group classification are performed only for the
three simple regression models. The accuracy of projected person trips depends
chiefly on: (a) the accuracy with which the independent variable can be projected, and
(b) the accuracy with which the regression equation estimates the total person trips.

It is assumed that the accuracy with which the independent variable can be projected is
greater at a one-digit level than at a two-digit level of classification. Essentially, then,
the accuracy with which total trips can be made depends not only on the accuracy of the
estimating equation but on the classification system employed as the basis of pro-
jection. For this reason all three simple regression models are analyzed with the
covariance technique of group classification.

Covariance Analysis

The results for testing hypothesis I (equal slopes) are given in Table 10. In case one
and case three the hypothesis is rejected and the conclusion drawn that there are signi-
ficant differences in the regression coefficients between two-digit land-use groupings.
It can then be said that because of variable slope coefficients betweenland-use groups,

TABLE 9

RATIO OF MEAN EMPLOYMENT INTENSITY TO AVERAGE TRUCK TRIPS
(Ranked according to employment intensity)

Land-Use Employ./10, 000 Avg. No. Truck Ratio
Group Sq Ft Floor Area Trips

20 11 68 6
30 17 497 30
24 19 1325 60
32 21 60 3
35 24 252 10
23 27 142 6
34 34 156 5
29 39 147 3
38 46 17 0.3
39 48 34 0.8
37 56 13 0,2
25 56 297 4
33 66 128 2
22 70 70 1
27 76 100 0.7
28 87 33 0.3
31 136 15 0.1
36 1386 180 0.1
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TABLE 10
F-VALUES FOR TESTING EQUALITY OF SLOPES

Regression F (cal.) Fos
Independent Variable v, =19, v, = 348 (for rejection)
Case 1. Floor area 6.95 1,67
Case 2. Employment 1.22 1.67
Case 3. Truck trips 10.80 1.67

a single regression line cannot be used for all observations when floor area or truck
trips are employed as the estimating variables. If one of these independent variables
is used to predict trip generation of manufacturing land, the two-digit subclassification
must be used as the basis for projection.

However, the hypothesis of equal slopes between groups cannot be rejected for case
two, i.e., one may assume there is no difference in the regression coefficients between
two-digit groups when employment is used as the independent variable.

As the assumption of equal slope coefficients between two-digit groups is satisfied
for case two, covariance analysis can be employed to determine if the mean trip rates
are equal after adjustment of employment variation between two-digit groups. Table 11
gives the results of this analysis. The conclusion drawn from the analysis is that there
are no significant differences in means between two-digit groups after covariate ad-
justment.

Thus, for the data analyzed, the regression line relating employment and total person
trips for the major one-digit manufacturing category may be used for all observations,
and no addition in accuracy can be gained by subdividing the manufacturing category into
two-digit groups. Table 12 provides a comparison of group mean generation rates be-
fore and after covariate adjustment.

Inasmuch as truck trips have been dealt with separately, it remains to develop a
measure of truck activity. The regression analysis shows that the hypothesis bj = 0
could not be rejected in any two-digit group. An analysis of variance produced an F-
value of 5. 4 and the hypothesis of equal group means could not be rejected:

F calculated = 5.44 < F (994%) = 6. 63

Because the ratio of between group truck trip variation to within group truck trip
variation is not significant, it may be concluded that using the overall average of truck
trips would be no less accurate than employing the average number of truck trips for
each of the two-digit classes of land use and, in addition, would be more suitable for
purposes of projection.

TABLE 11

RESULTS OF COVARIANCE ANALYSIS
(Independent Variable = Employment)

Sum Squares Sum Squares Mean

Houres bF pad (due) (approx) Square
Treatment

(between) 19 87699032
Error

(within) 368 9656656 9478100 25576894 70072
Treatment 507 70213086 69382549 24577184

error
Difference for testing adjusted treatment means 1000288 52645

F(19,365) = 0.551 < F.01;19,365 = 6.70
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TABLE 12

COMPARISON OF MEAN GENERATION RATES BEFORE
AND AFTER COVARIATE ADJUSTMENT

Land Use Mean Trips Adjusted Mean Std. Error
of Mean
20 253 1, 359 60
21 250 1, 354 58
22 187 1, 374 58
23 1,555 1,375 59
24 3,023 1,331 86
25 2,104 1,266 59
26 5, 850 1,491 69
27 828 1, 358 59
28 407 1,264 61
29 1,503 1,416 58
30 2,941 1, 282 69
31 72 1, 342 69
32 459 1, 384 65
33 1,087 1, 360 63
34 9,229 1, 340 59
35 1,516 1,430 60
36 1,135 1, 379 59
37 185 1, 383 61
38 251 1, 357 63
39 592 1,414 61

GENERAL CONCLUSIONS

The results of the preceding analysis lead to the following conclusions for the data
used in the study:

1. If floor area (or truck trips) are employed as the independent variables in order
to predict generated trips by manufacturing land-use activities, it is not sufficient to
project these measurements for the major one-digit classification of manufacturing.
Because of unequal slopes between two-digit groups, projection must be based on the
two-digit classification of manufacturing land-use activities.

2. The use of employment as the predictive variable provides the best estimates of
total person trips generated by manufacturing land-use activities. The results of the
analysis indicate that no substantial accuracy can be gained by using multiple regression
estimating equations. The difficulties of projection and possible colinearity between
variables would indicate that a simple linear regression equation using employment as
the independent variable is an adequate estimate of total trips.

3. Using employment as the independent variable allows the use of the generalized
manufacturing category as the basis of projection. There are no significant differences
of slope coefficients or means between two-digit land-use groups. The regression line
may, therefore, be used at the one-digit classification level without loss of accuracy.

The validity of these results depends to some extent on the degree to which the
assumption of homoscedasticity is violated. The X® value derived from Bartletts' test
was approximately 1.5 times the required X* value for rejection at 95 percent con-
fidence. At 0.995 the hypothesis of equal variances could not be rejected. Violations
of this assumption require that the computed F statistic be slightly larger than indicated
by the F limit for rejection of hypothesis at a specified level of confidence. In the case
where employment is used as the independent variable, the hypothesis of equality of
group slope coefficients and adjusted group means could not be rejected at 95 percent
level of confidence. Violations in the equality of variances assumption would lead to
the same conclusion with even greater confidence, i.e., inasmuch as the computed F
statistic which was calculated was lower than the F value required for rejection, an in-
crease in the required F value would only add support to our conclusion. In the cases
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where floor area and truck trips are employed as independent variables, the computed
F statistic is several times larger than that required for rejection, and the conclusions
formed are assumed to remain unchanged, although less confidence can be placed in the
rejection of the null hypothesis.

In any event, the best estimating equation of manufacturing trip generation for the
data analyzed is given by

Total person trips

33 +1.112 (emp. ) + 176
a + b (emp. ) + (avg. truck trips)

I

This equation assumes the following:

Standard error of regression estimate = 270
Standard error of slope coefficient = 0. 006
Coefficient of variation (slope coeff.) = 0. 54 percent
Standard error of truck trip estimate = 376
Standard error/avg. truck trips = 214 percent

Because of the large standard error of estimate and the relatively small variation in
the regression coefficient, it might be concluded that trip generation estimates based on
employment would be more suitable for planning networks where traffic zones were the
basic unit of employment estimates than for projecting traffic demand of a specific
generator. Thus where trip generation is to be determined for a specific generator with
little employment, a larger percent variation would be expected.

One would suspect that there existed some functional relationship between truck trips
and employment intensity. Table 8 indicated very little correlation within two-digit
groups (coefficient of determination was not significant in any group). But Table 9 did
indicate some functional relationship between two-digit groups. Between groups there
seems to be an inverse relation between average employment intensity and truck trips.
This relationship does not appear linear, but some type of inverse relationship does
exist. Unfortunately, excessive variation of employment intensity within groups limits
a valid analysis of this relationship.

For the data analyzed, it appears that trip purpose is an important consideration in
relation to trips generated by manufacturing land-use activities. Truck trips indicate
to some extent the functional relationship of the activity type and its employment in-
tensity. At the 80 percent confidence limit it has been established that there are dif-
ferences in the average truck trips between groups. The most significant purpose of
trip-making to industrial land is for the purpose of work. Thus, two primary purposes
of trip-making are relevant to manufacturing trip generation: those trips made for pur-
pose of work and those which are otherwise related to the functional operation of the
land-use activity. Fortunately, in the model derived, manufacturing employment is the
only variable which must be projected. Regional growth models make use of employ-
ment projections, and this would complement the determination of manufacturing gen-
eration for work trips.





