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Foreword

The eight papers in this RECORD focus on varying aspects of
data requirements and needs for land-use models and informa-
tion systems for urban transportation planning. The papers
represent a part of an increasing body of literature that is spe-
cifically addressed toquestions of data requirements and needs
for planning and decision-making.

Barracloughemphasizes conservativeness in selecting items
of information for land-use models because of financial con-
straints and the relative youthfulness of the land-use model
field. He suggests four different minimum sets of items of
information for modeling. The fourth set, information on ac-
cessibility, vacant land, land-use areas, and floor area, ap-
pears to Barraclough to have important advantages over other
minimum sets. A strong case is made by the author for floor
areaas having important advantages over all the minimum sets.

McMains and Fleisher describe the specifications and de-
sign of a computer system for urban studies. They emphasize
various component elements of the computer system including,
first, a hierarchical structure for data storage which allows
for more detailed inquiries into the kinds of information con-
tained inthe system, fast retrieval of the information selected,
the structure as well as the data to be edited, and automatic
editing of the structure with addition of any new data; second,
an equivalent structure containing programs to analyze and
manipulate the data retrieved and a set of graphical procedures
for displaying the results; and finally, a simple English-like
language for dealing with these structures and their contents.

Hansen and Voight outline various U. S. Bureau of Census
programs and activities of particular value to planners, re-
searchers, and administrators involved in decisions which
require knowledge of the characteristics of small urban areas.
The authors describe plans for further research and develop-
ment in applying Census data to small-area problems under
live field conditions in New Haven, and the potential they hope
to explore innew geographic coding capabilities in cooperation
with federal, state and local agencies.

Bottiny and Goley present results of research on the initial
steps inthe development of an urban area transportation typol-
ogy. Various equations and concepts were tested and tried for
estimating certain indications of automobile availability and
travel characteristics.

Worrall postulates that present modeling efforts are con-
strained by the characteristics of existing data systems and
proposes, therefore, the development of a new form of data
system for the continuous monitoring of urban information.
The mechanism proposed is that of a permanent household re-
sponse panel, analogous to the panels frequently employed in
research and market research.

Dueker discusses the needs of transportation planning for
information and postulates that the needs make specialized
demands on information systems concepts and technology re-
quiring a means of responding to unforeseeable data demands.



Essential to accommodating unforeseeable demands, accord-
ing to Dueker, are a generalized data-handling capability and
data organized in an intermediate form.

Horwood outlines logical bases of new urban information
systems under development, discusses applications to general
urban analysis and relates these application potentials tourban
transportation research, analysis, and planning. Particular
emphasis is given to the relationship between new information-
handling capabilities and the needs of urban transportation
planning.

Calkins discusses the Ottawa Street Address Conversion
System being developed in the Ottawa-Hull Metropolitan Area
of Ontario. It is a geocoding system and the author points out
its functions and describes the current project in Ottawa.
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Information for Land-Use Models
ROBERT E. BARRACLOUGH, Tri-State Transportation Commission, New York

Land-use models are critical in estimating future travel, but
the models available so far in this young field of research
leave much to be desired. The information needs for models
are therefore unsettled. This paper attempts to determine the
best approaches to the general problem of information needs
for land-use models at this time, using as a criterion the ad-
vancing or retarding of the development of better land-use
models.

®THE purpose of this paper is to consider some aspects of the problem of items of in-
formation for land-use models. Many different types of information have been indi-
cated as required or desirable and each has an associated cost. The money available
for information for land-use models is relatively limited and far from sufficient to buy
all the items of information needed for all the metropolitan areas in the United States.

One solution is to limit the number of metropolitan areas that can obtain information
for land-use models in a given year. In fact, this solution is presently in effect. On
the one hand, not all metropolitan areas have looked for information for land-use models
in the same year, and on the other hand, of those looking for funds in the same year,
some have been refused funds, and others have been granted only a portion of the funds
requested. (Almost all information funds for land-use models are included presently
with funds for comprehensive and transportation planning programs administered by
the U.S. Department of Housing and Urban Development and the U.S. Bureau of Public
Roads.) A good long-run program must consider the information needs of all metro-
politan areas and the optimum time period over which these needs should be funded.
This kind of program would require a considerable increase in the amount and rate of
expenditures for information over present levels. Limiting the number of metropolitan
areas that can obtain information for land-use models in a given year is only a short-
run solution to the general problem.

Another solution is to increase the amounts of money available for information for
land-use models. Such funds should be greatly increased. The time is long overdue
for tying the funds spent on planning land development (including funds for information)
to the amounts spent on constructing land development. Funds for planning transporta-
tion facilities have been a fixed percentage of the moneys spent on constructing trans-
portation facilities for several decades. It is more difficult to do the same thing for
land development planning because of the multiplicity of sources for construction funds,
but a way should be found to do something similar. The billions of dollars that will be
spent on land development in the next 30 years will be many times greater than the
billions spent in the last 30 years. Better ways for spending these dollars should be
sought constantly through land development planning. Expansion of funds for land de-
velopment planning (including funds for information% is a basic step in the solution of the
general information problem. Even if the planning information dollars are greatly in-
creased, they will still be insufficient to buy all the items of information that have been
indicated as necessary or desirable for land-use models for all metropolitan areas in
the United States.

Paper sponsored by Committee on Land Use Evaluation and presented at the 46th Annual Meeting.
!



Another attack on the problem is to reduce unit costs of information collection and
handling so that, for a given level of reliability or accuracy, the same items of infor-
mation can be obtained for a lesser per unit cost. Better data collection methods, bet-
ter geo-coding systems, better data reduction systems, better data analysis systems,
and better data processing hardware have reduced unit costs very substantially in the
recent past and thus have helped greatly to reduce the general information problem.
Cost-benefit evaluations for information handling and collection improvements, if
available, would show very high benefits for the costs involved, and it is perhaps in
this area that the returns on investment will be greatest.

Another aspect of the general information problem is the actual items of information
that are obtained for land-use models. This part of the problem becomes more im-
portant as "data bank' proposals mushroom. It becomes more important in situations
where operations concerned with collection and processing information start to have a
life of their own, in spite of the fact that there is general agreement among users that
these operations should be service-oriented. It also becomes more important in situa-
tions where the users are, for good reasons referred to later, not sure of their in-
formation requirements.

ULTIMATE PRODUCTS OF A LAND-USE MODEL

Land-use models are tools whose ultimate purpose is to facilitate planning, whether
it is land development planning, transportation planning or comprehensive planning.
Land-use models facilitate planning by producing forecasts of the future uses of land in
each small area of a metropolitan region—forecasts of the types of use, the intensities
of these uses and their locations. The land-use planner can use the output of the land-
use model, the forecast, as a basis for preparing land-use plans. If the thinking of
the planner that goes into the preparation of land-use plans can be incorporated into the
model, then the model may be used to produce a land-use plan.

Several important claims are made for land-use models: (a) that they force explicit
statements about the ingredients of the model so that the resulting forecast or plan
should be more objective, and less subjective, than a forecast or plan not based on a
model; (b) that a model permits answering policymaker's questions of the "what-if-we-
did-this" variety. The policymaker's idea becomes an ingredient, the model is run,
and the result is a forecast or plan based on inclusion of the policymaker's idea. This
can be so time-consuming and complex as to be almost impossible without a model;

(c) that models permit computerization of the preparation of a forecast or plan so that
once the model is completed, computer programs written, and the basic input ready,

it should be possible to produce several forecasts or plans much more rapidly than it
would be possible to produce two plans or forecasts without the use of a model; and (d)
that it should be easier to compare the quantities of land uses shown in the forecasts

or plans with the quantities shown in later land-use surveys. Observed differences
between earlier forecasts and later surveys may be used to refine and improve a model
so that its forecasts become more accurate. This operation can be very time-consum-
ing and complex without a model. No doubt, this partly explains why it has been almost
entirely neglected to date.

Underlying these important claims is the fact that the information input for a model
must be expressed quantitatively and the model itself must be expressed mathematically,
The information must be quantitative (i.e., it must be in a form that can be manipulated
mathematically), and it must be in a form that can be used in a computer (i.e., it must
be in machine-readable form).

Because models are expressed mathematically, much of the discussion is carried
on in mathematical terms and it is sometimes difficult, especially for the non-mathe-~
matician, to visualize the ultimate products of a land-use model. It is important to
have a good understanding of model outputs in order to have a good understanding of
some of the basic general requirements of information for input to the model. Broadly
speaking, the computer run of the model will produce a forecast or plan expressed in
quantities of land use for each small area throughout the metropolitan region.



To obtain a clear picture of the output of a model, suppose that land-use models
capable of accurate forecasts did exist in 1930, and that a model were used in 1930 to
produce a forecast of future land development in the Tri-State region (the metropolitan
region centered on New York City that covers parts of the three states of Connecticut,
New Jersey and New York, with a total area of 8,000 sq mi and a total population of
18,000, 000). Suppose further that a three-dimensional diagram were built in 1930 to
portray the forecast output from the 1930 land-use model. For convenience, suppose
that the forecast year were 1963. The diagram would look very much like the one
shown in Figure 1.

This three-dimensional stick diagram1 shows the 1963 total floor area in each square
mile throughout the Tri-State region. The highest stick in the diagram represents
about 170 million sq ft of floor area on the square mile surrounding Grand Central
Station; the regional total of floor area represented in this diagram is 9 billion square
feet, about 500 sq ft per person.

This supposed forecast of 1963 land development from the supposed 1930 land-use
model gives the quantities of land uses by small area, or intensities of land uses and
their locations throughout the region. It would have been very useful to the planners
of the 1930's that were concerned with planning the future of the Tri-State region. If
this 1930 forecast had also reflected a forecast of quantities of travel demand, it would
have been very useful to the 1930 transportation planner too.

A comparison of Figure 1 with Figure 2 demonstrates that the 1963 travel demand
in fact was reflected in the 1963 floor area. Figure 2 shows the 1963 person trip

Figure 1. Total floor space in the Tri-State region, 1963. The Tri-State region contains 9 billion sq ft
of floor area. Each block represents total floor area per square mile. The highest value is 173,000,000
sq ft for the square mile around Grand Central Station in Manhattan.

It would be more correct to refer to the figures as three-dimensional models instead of diagrams,
but this is purposely avoided to minimize confusion with "model" as in land-use model.

The stick diagrams of 1963 conditions in the Tri-State region are based on computerized measures
of floor area and trips that resulted from large-scale field surveys, which were carried out by the Tri-
State Transportation Commission in late 1963 and 1964; field work was followed by coding, land and
floor area measurement, and conversion of the raw data to magnetic computer tape in 1965 and 1966.
Computer maps were produced from the tape records and the numbers displayed on these computer
maps for each square mile were used to determine stick lengths and thus to produce the three-dimen-
sional stick diagrams.



Figure 2. Total person trip destinations in the Tri-State region, 1963. The Tri-State region has a total
of 34,000,000 person trip destinations daily. The highest value square mile has 800,000 person trip
destinations daily.

destinations per square mile in the Tri-State region, and again the highest value ap-
pears in the same square mile that contained the highest value for floor area. This
square mile had 800, 000 person trip destinations daily on an average weekday, about
four destinations per 1,000 sq ft of floor area. Because of the close similarities
between the two figures, it is evident that the average rate of four trips per 1,000 sq
ft of floor area, or a rate very close to this, is found throughout the region.

It can be supposed further that the 1930 forecast of 1963 land development was sub-
divided into broad types of land use—residential and nonresidential—and that again the
forecasts were represented in three-dimensional diagrams. Figures 3 and 4 show
the 1963 residential floor area and 1963 nonresidential floor area, respectively. Fig-
ure 5 shows the 1963 trip destinations to nonresidential land uses. Comparison of
Figures 4 and 5 indicates, again, striking parallels between the quantities of floor area
and the quantities of trip destinations.

These three-dimensional diagrams of 1963 conditions, supposedly forecast from
1930 land-use models, should convey a clear picture of the output of an imaginary 1930

Figure 3. Residential floor space in the Tri-State region, 1963. The Tri-State region contains a total
of 5.6 billion sq ft of residential floor area, about 310 sq ft per person. The highest value square mile
contains 55,000,000 sq ft of residential floor area.



Figure 4. Nonresidential floor space in the Tri-State region, 1963. The Tri-State region contains a
total of 3.4 billion sq ft of nonresidential floor space, about 190 sq ft per person. The highest value
square mile contains 145,000,000 sq ft of nonresidential floor area.

land-use model. Today's land-use models should be producing equivalent statements
for, say, 1990. They should give forecasts and plans of the types, intensities and lo-
cations of uses of land by small areas throughout the region.

From the viewpoint of information requirements, there are a number of other im-
portant characteristics of the output of models to be considered, whether these are
forecasts or plans, or both. If the models are built to produce forecasts without plans,
the forecasts should be in a form that allows them to be used easily by a land-use plan-
ner. The forecasts and plans should be cast in terms that facilitate testing and evalua-
tion. They should be in terms that facilitate the preparation of detailed area forecasts
or plans which will tell what quantities of new factories, offices, shopping, housing,
recreation fields, and other facilities will be built, when and where they will be built,
and at what cost.

Figure 5. Person trip destinations to nonresidential land uses, 1963. The Tri-State region has a total
of 18,000,000 person trip destinations daily to nonresidential land uses, about one per person. The
highest value square mile has 720,000 person trip destinations daily.



They should be in a form that permits translation of future land development quanti-
ties into future travel demand so that the transportation planner can test proposed net-
works of transportation facilities, derive a "best" transportation plan, and indicate what
facilities should be built, where, when, and at what cost. They should be easily trans-
latable into terms that apply to cost-effectiveness and capital budget studies, or plan-
ning-programming-budgeting systems.

Three-dimensional diagrams of the region which show the planned future public
capital investment for each square mile, instead of floor area or trip destinations,
would be very useful to elected officials, budget directors, planners, public and pri-
vate developers, as well as the general public. Proposed public non-~capital expendi-
tures, which can be pinned to locations, could also be shown in comparable three-
dimensional diagrams. Adding together the diagrams for proposed capital and non-
capital expenditures would give a clear picture of just where in the region the public
moneys should be spent in the future. In most regions this picture is totally lacking
at present; in others it is blurred. It should exist clearly in every region and should
be used to tie together the work of the various planning, budgeting, and operational
agencies concerned with executing governmental responsibilities in regard to building,
maintaining and improving the physical, social and economic facets of our metropolitan
regions.

From this discussion, the following basic general requirements may be noted in re-
gard to information inputs for land-use models: (a) the information must be in a quan-
tified and machine-readable form, (b) the information must refer to the intensities and
locations of land uses in the region by small areas, (c) the information should be in
terms that facilitate later reading-off of quantities of travel demand by small areas as
a basis for transportation planning, and (d) the information should be in terms that
facilitate reading-off of capital investment and other costs as well as guideline infor-
mation for the preparation of detailed forecasts and plans for small areas.

DIFFICULTIES IN OBTAINING INFORMATION FOR LAND-USE MODELS

There are a number of practical difficulties that any comprehensive or transporta-
tion planning study must face today in obtaining information for land-use models, or in
deciding on the items of information that will be obtained. Some of the more important
of these practical difficulties are given here.

First, the land-use model field is still quite young. Although much work has been
done, a great deal remains to be done. There is room for considerable improvement
and a number of questions come to mind in trying to second-guess the shape and di-
rection of these improvements. Will there be fundamental changes in the structure of
existing land-use models? If so, when are such changes likely to occur? What direc-
tion will they take? What effect will they have on information requirements?

Although a wide variety of land-use models have been proposed, only a few are
operational today, and some of these only cover an aspect of total land use, for example,
commercial land-use models. There is no general agreement as to which of the exist-
ing operational models is the best.

Second, although it may appear wise to wait until much better land-use models are
developed before spending more money on information for models, it would in fact
neither be wise nor practical. It would appear, given the uncertainty about the particu-
lar merits of existing models, that perhaps the wisest course would be to delay the
information-gathering until an intensive model-building effort or land development
theory effort had been completed. But land-use models developed in isolation without
reference to data are not likely to be better.

In the absence of a good theory that satisfactorily explains land development (why it
occurs where it does, and when it does, quantitatively), there is need, in efforts to
build better land-use models, to continually develop hypotheses and to test these against
measurements from the real world. For efficient testing and development of hypotheses,
the measurements from the real world should be readily available. This calls for care-
fully selected, well-organized, on-premises, computerized stocks of information and
good information-handling weaponry. This should not be interpreted as indicating a



need for a data bank. (Data banks are beyond the scope of this paper, but it may be
said in passing that the need for a data bank should be studied very carefully and should
be justified on a cost-benefit basis.)

It would appear that the requirement for this basic fund of theory-testing data could
be regarded separately from the requirement of data for input to the model when it is
finally developed, but because of time and cost considerations, the two sets of data
requirements are usually "lumped together." This probably tends to minimize data
collected for theory-testing purposes only, but it is not clear that this is a basic ob-
stacle to the development of better land-use models.

Third, currently from 30 to 50 percent of the budget of a comprehensive or trans-
portation planning study may go to information when the full costs are taken into ac-
count. A related, but perhaps more important, point is that it takes two to three years
after specification of the information required to get the information into usable shape.
Map and field work take some time, but even greater time is taken in coding, land-
area measuring, checking, conversion to machine format, machine editing and file
correction. Geo-coding or locational identification of the data is in itself a time-con-
suming task. Often data collection is thought of in terms of field work only and the
time for processing subsequent to field work is grossly underestimated.

Fourth, in relation to the need, there is only a very small number of persons who
are well qualified to make sound judgments on both the costs and usefulness of different
types of information for land-use models. Persons who know about data collection
costs seldom can evaluate the usefulness of the data, and vice versa. Staff who will
be working on the land-use model may not be "on board' before data collection starts.
Although this is certainly not desirable, it may be necessary in order to adhere to
study schedules. Many persons on the staffs of land development transportation studies
come from a variety of backgrounds and are new to the field. At present, there is no
easy way for them to learn quickly all that they need to know to be able to make sound
judgments on the information required for land-use models.

In the final analysis, the decision on what items of information are to be obtained
for the land-use model (to be run two or three years later and to be developed partly
in the interim) rests with persons in charge at the outset of the study. They must have
considerable skilled technical judgment and ability to anticipate and weigh the probable
future courses of action, including land-use model building action. A heavy responsi-
bility rests with these persons because their determinations on data to be collected or
not collected greatly affects the future model-building directions the study can take.

If an item of information is not identified as necessary prior to the start of data col-
lection, it is unlikely that it can be collected at a later date. If an item is deemed
necessary at the outset and is not used later, valuable time and money have been
wasted.

Also, these difficult decisions on data collection must be faced at the beginning of
the study when a considerable amount of time is also required on basic organizational
problems—recruitment, space, furniture, supplies, work program, budget, financing,
accounting, and administrative procedures.

One general conclusion can be drawn from this brief discussion of some of the prac-
tical difficulties that must be faced by current studies: There is great merit in care-
fully examining the proposed use of each item of information before a decision is
reached to collect it. In other words, there is merit in considering a minimum set of
items of information for the land-use model. It would be desirable for these items
also to have a broad long-term usefulness, to be relatively low in cost, and to be rela-
tively reliable or accurate.

ITEMS OF INFORMATION

A wide variety of land-use models and sub-models have been proposed and some of
these have been made operational. The information requirements for all models and
sub-models, taken as a whole, are formidable. The following list is not an exact and
exhaustive catalog, but rather a summary indication of the sorts of information that
are regarded as necessary or desirable for land-use models:



total population by place of residence;
population by age-sex groups by place of residence;
population by family size groups by place of residence;
population by annual family income groups by place of residence;
population by industry groups by place of residence;
population by occupational groups by place of residence;
total labor force by place of residence;
labor force by industry groups by place of residence;
total employment by place of work;
employment by industry groups by place of work;
employment by occupational groups by place of work;
employment by income groups by place of work;
total annual retail sales by place of sale;
annual retail sales by retailing groups by place of sale;
total value of manufactured products by place of manufacture;
value of manufactured products by industry groups by place of manufacture;
total government expenditures by place of agency;
capital and operating government expenditures;
government expenditures, capital and operating, by agency;
total person trips by place of destination;
total person trips by land-use groups by place of destination;
total market value of land by small area;
market value of land by land-use groups by small area;
total market value of land and buildings by small area,
market value of land and buildings by structural-type groups by small area;
total housing units by small area;
housing units by type of structure by small area;
housing units by density class by small area;
housing units by condition of structure by small area;
housing units by age of structure by small area;
total floor area by small area;
floor area by land-use groups by small area;
land area by land-use groups by small area;
accessibility to region by small area; and
® distance (airline time or cost) to all parts of the region or to the center of the
region by small area.
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This list represents a massive data-coliection and machine-data-handiing probiem.
The problem is compounded by the fact that the items must be on at least one, common
small-area basis suited to the particular requirements of the land-use model for which
they are intended, and by the fact that flexibility in geographic or subjeet groupings
of the data (including cross-tabulations) is a fundamental and established characteristic
of a modern information system. The need for flexibility calls for retaining the basic
data in a disaggregated form from which a large variety of geographic and subject
summarizations (including cross-tabulations) are possible. Retention of the data in
this form means a larger number of records, which increases the size of the data-
collection and machine-data-handling problem.

What are the minimum items of information required for a land-use model? If a
land-use model has been decided on at the outset of data collection, it is possible to
restrict the items of information to just those needed for the model. It is even possi-
ble, although probably less desirable from the viewpoint of the need for geographic
flexibility, to settle for just those geographic aggregates called for by the land-use
model. This course does minimize the items of information required, and it has much
to commend it if quick results are important. But as was mentioned earlier, there is
a great deal of room for improvement in existing land-use models, so the quick results
may be unsatisfactory. If this course is selected, it would be wise to have a clear
understanding of land-use model limitations from the beginning.



It is unlikely that there will be a decision before data collection begins as to what
land-use model to use. There will probably be a general idea of improving the best
of existing models or a wish to try something new, or both. In this case, it is ex-
tremely difficult to select wisely a set of minimum items of information which are
certain to be highly useful and yet reasonable in-cost. Also, the precise details of
items of information depend so heavily on the land-use model course being considered,
that the question of minimum sets of information items can only be discussed in very
general terms.

The list of items of information given can be generalized into four "orders" of
information.

First order information refers to the differential qualities of the land platform it-
self as they affect the quantities of development that can occur on land., In its crudest
form, this information would embrace all vacant land, whether flat, steep, swampy or
covered by water, and it would simply indicate whether or not the vacant land could
be developed.

A quality of the land platform beyond its "buildability, ' acknowledged to be of prime
importance for land-use models, is its accessibility to all other parts of the region,
and to other regions. Distance from the region's main center is the simplest measure.
Other measures have been used or suggested, such as the sum of distances from
several centers weighted according to the size of center; the sum of airline distances
from each small area to all other small areas; gravity-type measures which take into
account the "drawing-power' of each small area, the minimum travel time to it from
all other areas and the "sending-power'" of each of the other areas. Recently, there
have been both expressions of doubt as to the efficacy of these measures and indica-
tions that their importance in land-use models has been greatly underestimated. Ap-
parently, much more work is necessary in this area.

More sophisticated information on the land platform itself would consist of com-
bined measures of buildability, accessibility and availability—a single measure of the
probability of development. Supposedly, this is reflected in the true market value of
land, which is based on costs of raw land, clearing, leveling, subdividing, drainage,
services, and access roads, and such factors as (a) whether the land is held specu-
latively, or in reserve; (b) the greater attractiveness of some land, due to such things
as proximity to beaches, lakes, rivers, natural beauty, areas of historic interest,
and prestige value; and (c) the relative accessibility of the land to all other land in the
region. True market value would be a measure that could be applied to developed land
as well as to vacant land; it could be applied on a comparative basis from one region to
another and thus provide a universal site value or probability of development. How-
ever, market value of land has not been collected and attempts to obtain it through
assessed valuation have been disappointing. It is mentioned here to point to a possible
direction of further development of first order information.

Information on the land platform may be obtained on a large-unit area basis, but the
desirability (and cost) of ultimately recording the information in land ownership parcel
units should be kept in mind.

Second order information concerns.the use made of the land platform. This type of
information is usually collected in a land-use inventory. A variety of land-use classi-
fication schemes has been used in the past, but in the future these are likely to adhere
closely to the Standard Land Use Coding Manual recently issued jointly by the U.S. De-
partment of Housing and Urban Development and the U.S. Bureau of Public Roads.
Generally, this provides for categorizing land uses on the basis of the activity on the
premises and is tied to the Standard Industrial Classification scheme (promulgated by
the U.S. Bureau of the Budget) wherever possible. As with the Standard Industrial
Classification, there is provision in the Standard Land Use Classification for grouping
into broad categories or detailed categories within broad categories (1-, 2-, 3- or 4-
digit levels of classification are provided).

A basic measure for second order information is the quantity of land area in each
use. This set of information is usually best recorded on a parcel-by-parcel basis to
provide maximum flexibility, to facilitate updating, and to take advantage of secondary
sources.
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Third order information refers to the quantity of development on the land platform
within each land-use parcel. The development may be measured in terms of floor area.
Numbers of housing units can provide a crude but fairly satisfactory proxy for resi-
dential floor area where this has worthwhile cost advantages, in which case the main
emphasis in floor area measurement can be directed at nonresidential floor area.

Information on the quality and/or age of the floor area is a possible further di-
mension. Preferably, this should be in terms of a dollar value per square foot, which
reflects present cost of replacement less an allowance for depreciation and obsoles-
cence, and comes close to market value. In this form it could be combined with the
market value for land. For some purposes, Census data on condition of housing units
may suffice for a measure of the condition of residential floor area. Not only should
floor area information be obtained on a per-structure within-land-use-parcel basis,
but also it should be recorded on a per-firm or per-household (or housing unit) basis
within a structure.

Fourth order information concerns the occupancy of floor area. Occupancy of land
without floor area is insignificant and may be disregarded. Examples of floor area
occupancy measures are numbers of residents, numbers of employees, numbers of
shoppers, visitors and schoolchildren. The crude numbers of occupants can be given
further dimensions, such as numbers of resident families by income groups and num-
bers of shoppers by retail sales groups. Also, numbers of person trip destinations
may be considered as reflecting additional dimensions to crude measures of occupancy.

Occupancy information should be obtained on a basis of households (or housing units)
or firms. Information on individuals should be recorded on a within-household or with-
in-firm basis. This does not mean that a full census is necessary to obtain occupancy
data. Sample surveys will give better and cheaper results in many cases.

Referring again to the question of a minimum set of items of information for land-
use models, an admittedly oversimplified grouping has been made which comprises
four minimum sets of information given as follows:

1. Accessibility, employment, and population data—a combination of first and
fourth order information;

2. Accessibility, vacant land, land-use areas, employment, and population data—
a combination of first, second and fourth order information;

3. Accessibility, vacant land, land-use areas, and trip destinations—a combination
of first, second and third order information; and

4. Accessibility, vacant land, land-use areas, and floor areas—a combination of
first, second and third order information.

None of these minimum sets of items of information embrace all four orders of in-
formation. No land-use models developed to date have required all four orders. The
cost would be very high indeed, if the four orders of information were collected and
maintained on a nesting basis—occupants, within floor area, within structure, within
land-use parcel. The closest approximation to proposals for this nesting arrangement
has been in data bank proposals. These types of proposals raise questions as to
whether the costs and uses of the items of information have been considered carefully.

The first minimum set of items of information (accessibility, employment, and
population) is probably the cheapest and perhaps the poorest. The chief objection is
the great difficulty, amounting for all practical purposes to impossibility, of obtaining
reliable employment data at the work site. Not only is it virtually impossible to ob-
tain reliable data by small place-of-work areas, but also data for past time periods
are seldom available. The lack of coverage of all forms of employment in the basic
source, plus the reporting of "branch' or "field" employment as at the location of the
head office instead of the work site, are the main causes of employment data
inadequacies.

Population data are available from the U.S. Bureau of the Census decennially, and
sometimes between decades from special censuses. The chief difficulty with these
data is usually the geographic areas by which they are available, particularly data for
past periods. Frequently, the areas are too large and thus do not permit any geographic
flexibility.
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Often these objections are overcome in transportation land development studies by
obtaining the population and employment data in a sample home interview origin and
destination survey, the employment data being "first-work-trip' data. This does give
reliable existing population and employment data, but, with rare exceptions, data for
past time periods are not available in this way.

The potential role of the U.S. Bureau of the Census in surmounting employment data
difficulties should be mentioned. If the Bureau would collect 1970 Census place-of-
work data by street address and code them to block face, most of the present difficul-
ties with employment data would be overcome. The Bureau sees the great value of this
item not only for employment data but also for journey-to-work data, and for data on
the socioeconomic characteristics of workers and their families by small place-of-work
areas. Also, the cost (estimated at 5 million dollars) is reasonable, but the Bureau
doubts how much support they enjoy nationally among Census data users for this item;
consequently, the future remains uncertain until the demand and need are established.

Another fundamental objection to the first set of minimum data is the lack of a tie
of the population and employment data to land-use areas so that net density measures
can be calculated. Without this tie, only gross density measures are possible.

Gross density measures (which do not take into account the net amounts of land oc-
cupied) seem to be insufficient at this stage in the development of land-use models.
Few, if any, of the operational models generate densities within the model. They re-
quire that estimates of future densities be supplied.

Existing net densities appear to be a more useful basis for estimating future net
densities than existing gross densities. This is because these estimates are based on
the assumption that future net densities will tend to be close to existing net densities
in nearby areas. ("Future' here covers a 20- to 30-year period.)

When in later land-use models densities can be generated within the model, the re-
quirement for net density data will perhaps be eliminated or replaced by a requirement
for gross density data. If so, the net density data obtained in the interim would then
be able to be converted easily to gross density data. Gross densities can always be
computed, given the data for computing net densities, but the opposite is not possible.

The second minimum set of items of information (accessibility, vacant land, land-
use areas, employment, and population) differs from the first in that vacant land and
land-use areas are added items. Most of the discussion and the objections raised in
regard to the first minimum data set apply equally to this second minimum set, with
one notable exception. The second set of data permits net density computations.

There remains, however, the problem of correlating the employment and population
data with the land-use area data. Temporal, geographic, and definitional differences
enter here, and the inaccuracy of the employment data does not make correlation easier.
The land-use, employment, and population data for reasons of cost and practicality
are not collected in a single inventory (assuring data correlation) but rather as three
separate inventories, usually at different points in time, within different geographic
areas, by different agencies, and with different definitions. An example of a defini-
tional difference is managers and other office staff of a manufacturing company being
classed as "manufacturing' in the employment data, and as "office" or "commercial"
in the land-use data. In the future, use of the Standard Land Use Classification scheme
will lead to closer accord between the definitions used for employment data and those
used for land-use inventories, but other problems in correlation of these data are
likely to remain for some time.

The third minimum set of information (accessibility, vacant land, land-use areas,
and trip destinations) has been used only recently. The objections stated in connection
with the first and second minimum data sets are not present in the third data set. The
trip destination data are collected at the same time as the land-use area data. They
are coded to block, which permits geographic flexibility; and, although collected in two
separate inventories, differences in definitions are largely avoided.

One advantage of this data set {(or the model for which it is collected) is that the out-
put in trip destinations is directly usable in the assignment of trips to a network for
transportation planning purposes. This is a significant advantage. On the other hand,
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some people find it difficult to visualize trip destinations as a measure of the intensity
of the use of land.

The fourth minimum set of items of information (accessibility, vacant land, land-
use areas, and floor areas) is new to the land-use model field and has not been tested,
but it appears to have great promise.

This data set will be tested at the Tri-State Transportation Commission study in the
near future. The data have already been collected and converted into machine-readable
records.

The fourth minimum data set does not have any of the objections raised in connec-
tion with the first and second minimum data sets. It is firmly expected that the floor
area data can be used directly as input to a process for direct estimation of traific at
a point. The process has been developed recently at Tri-State by Morton Schneider.
This would give the fourth data set the same advantage as the third data set.

The direct traffic estimation process has not been fully tested using floor area den-
sity data as input, but it has been tested with trip end density data and the results have
been good. Reports on the method and the tests are available from Tri-State. The
process will be tested with floor area data shortly. The striking parallels between
floor area and trip ends (Figs. 1,2,4 and 5) are reason for thinking that the results
of these tests will be good.

There are a number of points of interest in considering the use of floor area as an
input (and output) for a land-use model. Floor area is universally understood and used.
The realtor, builder, financier, reporter, architect, engineer, planner, executive,
administrator; housing analyst, economist, government official, politician, home
owner, renter, landlord and others have a clear idea of what is meant by floor area.

Floor area is a universal density measure which reflects equally well the intensity
of nonresidential, residential or total activities. Employment densities for nonresi-
dential activities and population densities for residential activities are difficult to com-
pare with each other. The sum of employment and population is not a good measure
of total intensity, because some things are not covered, e.g., visitors or shoppers.
Total floor area is a good measure of total intensity, and its components (residential,
manufacturing, office, shopping, public, etc.) are good measures of specific intensities.

Floor area is also a direct measure of density of development for each site or land-
use area. It is easy to use floor area, before construction and after, as a measure to
control density of development. Floor area ratio (FAR), the ratio of floor area to land
area, has been used by several government agencies in different parts of the world to
control height and bulk of huildings. TItg flexihility in details is often cited ag an ad-
vantage. The same FAR permits a high building with low site coverage or a low build-
ing with high site coverage. Although flexible at the detailed level, FAR is rigid at a
generalized level. This makes it useful both as a general planning measure and as a
detailed planning control measure,

The department of buildings in each local jurisdiction, which is charged with the
responsibility of ensuring that buildings are erected and maintained in a decent, safe
and sanitary condition, is particularly concerned with structures and the floor area
they contain. Items of interest on structures include: frontage, depth, number of
stories, total floor area, use, age, condition and type of construction.

Many services are tied or linked to structures and the floor area they contain. For
example, water, gas, electricity and telephone services, and sometimes heat and air
conditioning, are delivered by pipe or cable; sewage waste is carried away in
pipes; air pollutants are expelled from structures; persons and goods are picked up and
delivered to structures, and the floor area they contain, through the fransportation
network, as is refuse. The point was made earlier that the general average rate for
delivery of persons per unit of floor area is fairly stable. It is likely that the quanti-
ties of demand for other services correlate fairly well with floor area, again taking
general averages; thus, floor area can be useful data for planning these services as
well.

Floor area is a good basis for estimating construction costs of either individual
buildings, groups of buildings, or all the buildings in a town or city. Construction
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costs for support services no doubt can be estimated reliably from floor area. X land
costs and transportation facilities costs are added, the task of estimating the cost of
a whole plan is within easy reach. Total cost estimates should be prepared as a step
in plan evaluation and also plan implementation.

If small area employment and population estimates are required for other aspects
of the planning program, they could be derived from floor area estimates with a fair
measure of reliability. Occupancy rates vary, but these variations affect land-use
model results to the same degree whether one derives space required from occupancy
estimates (employment and population) or vice versa. Estimates of future employment,
based on unreliable existing employment data, may be less reliable than estimates of
future employment derived from estimates of future floor area. This could be because
data on existing floor area are more reliable than data on existing employment.

It is not suggested that employment and population data and estimates may be en-
tirely neglected, but that floor area can be a good substitute at the small area level.
Estimates of future regional total population and total employment, and possibly some
components of these totals, would be needed as a basis for estimating future regional
totals of floor area. Accordingly, data on existing total population and employment
would be needed, but not at a small-area level.

Floor area data are not available in an edited machine-readable form from a single
national source as are the census of population and housing data. But machine-readable
property tax assessor's records may be adapted to give both land and fleor area data.
How much adaptation is necessary is, of course, the critical question.

The Tri-State Transportation Commission obtained land and floor area data for
New York City from the tax assessor's records. Outside of New York City, use of
aerial-photo mosaics and maps was combined with a field-listing operation to obtain
land and floor area data. Because of the multiplicity of taxing jurisdictions, each with
its own peculiar system of records, it was not feasible to consider using tax assessor's
records outside of New York City.

Tax assessor's records everywhere could be easily adaptable for use as land and
floor space inventories, if they were standardized. Money to take care of the additional
initial costs of standardization and modification, coupled with education of tax assessors
as to the needs of land and floor area inventories, would probably do more to achieve
this goal than anything else. But even leaving aside potential cost savings from the
use of tax assessor's records, which have been standardized and modified to meet the
special needs of land and floor space inventories, the cost of a land and floor space
inventory is still relatively low when compared to the real costs of the censuses of
population and housing, manufacturing, and business. It is estimated that the ratio of
costs is approximately 1:20.

In countries where census data are poor or nonexistent, this ratio has fundamental
significance. In studies within the United States, the budget is likely to reflect the re-
verse of this ratio (because the study must bear the full costs of a land and floor space
inventory) but is closer to just tape-copying costs for census data; the big costs for
census data are borne by the general taxpayer.

The 1:20 cost ratio applies even in the United States, however, when back-dating or
inter-censal updating is contemplated. There are greater opportunities for construct-
ing floor area data for past time periods than for employment or population data. Old
maps and aerial photos are the prime sources for past floor area data. Old WPA
property survey data also have been found satisfactory for small area aggregates.

Sets of very simple longitudinal data, such as floor area, may do more to improve
land-use models than elaborate data for one point in time.

Use of aerial photographs, fire insurance maps, building permits, tax assessor's
records and field surveys are all feasible methods of updating, depending on the amount
of elaboration required. The potential exists for automatic or semiautomatic inter-
pretation and measurement of floor area from aerial photographs by photogrammetric
means; updating of floor area data then would boil down to a cost closer to that of
"flying'' an area by airplane or satellite.
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SUMMARY

There are a number of reasons for considering a minimum set of items of informa-
tion for land-use models. The money available for information is limited. Currently,
30 to 50 percent of the budget and two to three years of the schedule of a new study can
be absorbed in building an information base. The land-use model field is young. The
direction and extent of changes in the future, with respect to information needs, are not
clear. There is the danger that a study may collect information that is never used.

There is great merit in conservativeness in selecting items of information. The need
for each item of information should be clear at the outset. This is not easy, especially
when a study is not sure at the outset what the land-use model will be like when it is
finally built.

There are a number of different minimum sets of items of information. Four were
suggested and considered. The fourth set included information on accessibility, va-
cant land, land-use areas and floor area. This minimum set of items of information
has not been tested yet, but it appears to have important advantages over other mini-
mum sets. In particular, floor area has very important advantages. These may be
summarized as follows. Recording and measuring of mixed uses are facilitated. The
types, intensities, and locations of all land and floor uses can be collected in a single
inventory, thus doing away with the problems that appear with attempts to "marry"
data from two or more separate sources. Floor area is well understood in land-use
planning. The ratio of floor area to land area (FAR) has been used extensively in land
development planning and in the subsequent regulation of development in accordance
with the plan. Floor area is evidently closely related to measures of travel demand,
which makes it acceptable as a base for transportation planning. Floor area is prob-
ably as good a base as any for estimation of gross construction costs for capital bud-
geting or cost-effectiveness studies. Floor area is well understood by land developers,
realtors, builders and the general public. It is probably as good a base as any for
preparing detailed local area plans from generalized regional plans. It is relatively
easy to collect, verify, measure, update and back-date. Its collection is probably
more susceptible to mechanization than other types of data. It is not subject to confi-
dentiality strictures because it can be so easily observed. The main disadvantage of
floor area data appears to be that it is not readily available from secondary sources
at present. It is possible that with the help and cooperation of tax assessors, their
records could be modified and standardized for this purpose so that these data would
be readily available.

The outpuis of iand-use models can be useful for many different aspecis of fuiure
planning—comprehensive planning, transportation planning, land development planning,
water and sewer planning, and electricity, gas and telephone planning. Also, they
could be used for planning, programming and budgeting systems. Figures 1, 3 and 4
indicate what useful land-use model outputs would look like if represented in three-
dimensional diagrams. The fourth minimum data set probably would be sufficient in
terms of information for these types of outputs.

The fourth minimum data set has much to commend it, for both short-term and
long-term usefulness, and it deserves careful consideration by new studies. Even if
this minimum data set is not chosen, the concept is still worthwhile. It can help to
reduce the information problems that large studies face. Also, it can help to scale
down many other problems. It need not become a negative narrowing device. Easy
expandability can be, and should be, a built-in feature of the minimum data set. It
should be easy to add experimental pilot data for special research testing needs when
these are clarified and judged as likely to be worthwhile,



A Computer System for Urban Studies

WREN McMAINS and AARON FLEISHER, Department of City and Regional Planning,
Massachusetts Institute of Technology

®SOCIAL sciences are not generally thought of as laboratory sciences, and social
scientists seem content to find their experiments wherever they can. Not being of
their own making, such experiments are rarely pointed, and sometimes not even to
the point. This disability is so common that it is considered natural and inevitable.
It is neither. We do not mean to infer that social science laboratories can attain the
elegance, facility and finality of the physical sciences. We do assert, however, that
the gap can be closed enough to make the enterprise well worthwhile.

Our purposes will be better understood if we describe first the context in which the
system is embedded. We are working toward a laboratory of urban studies, and we
intend to equip our laboratory with these facilities:

1. A data library organized for both ease and efficiency of access, search, retriev-
al, editing and expansion;

2. A library of mathematical programs by which these data can be analyzed and
manipulated;

3. A set of graphical procedures by which results can be presented;

4, A data structure by which to describe urban problems and designs;

5. A set of orders and procedures which would help in the design and operation of
experiments and simulations; and

6. A repertoire of programs and a facility for program ning to help in the analysis,
design and evaluation of plans and decisions.

All the facilities will be programmed for a modern digital computer operating as a
time-shared machine. A computer operating in this mode allows real-time communi-
cation between the user and the system without using more computer time than that re-
quired for computation. While the computer is waiting for a request from one user, it
can service other users at remote locations. The user can start and direct all opera-
tions from his control console. He will be able to examine the data before using them,
to look at intermediate steps in the analysis and processing, to edit, modify, recon-
sider, or resume the process. It will be possible to use almost all parts of the system
in a batch processing mode; however, this limits the intercourse between computer
and user. This mode of operation is useful for production runs that become routine
when the experiment is completely designed. In either mode of operation, these facili-
ties can be used separately or sequentially.

SYSTEM SPECIFICATIONS

From the outset it was clear that the system must meet two prime specifications.
Most of its users will know little mathematics and less programming. Moreover, they
will be unaccustomed to operating in a context where any mistake, however small, is
catastrophic. They are not likely to appreciate that punctuation, spelling, form and
order must be precise. They are also likely to be easily discouraged. Therefore, the
system must guide its user along his way. It ought not to stop sullenly when it en-
counters mistakes. The system must be capable of calculating the costs and other
ramifications of what it is the user asks for so that the user can decide if he really
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wants what he is about to get. Yet the system must also be capable of responding to the
subtleties of the capable programmer.

The second is a specification on the library. We intend a data library whose ac-
quisition policy is the same as that of a university library. The purpose is a complete
rather than a critical collection. The library therefore will be large and its users
heterogeneous. A computer-operated index and acquisitions system then becomes
necessary.

Therefore, we have decided to accept the data in the form that they arrive. No
structure is imposed a priori. That option is left to the user. At present he is able
to order his data in multidimensional tables, which is a simple kind of list structure.
In the future he will be able to avail himself of more elaborate list processes. The
index, however, will be highly structured, which is to say that structure will be im-
posed on the names and characteristics of the data and not on the data themselves. The
index will act somewhat as a card catalogue except that it will be capable of far finer
discriminations and be more easily modified. The retrieval system is intended to be
able to follow all the ramifications contained in the index.

Acquisitions and Indexing in the Data Library

The library must be able to acquire data in any machine-readable form and, if nec-
essary, to edit and correct them. Its capabilities will rest largely in the index pro-
vided for search, and the procedures for retrieval and display.

All data files can be accepted and entered as they arrive. Only the mode in which a
file is written and the location and kinds of information need be described in order to
make the file immediately readable. If it is considered desirable, the file can be re-
written into a form which can be read faster.

A description of the contents of each data file will be entered into the index. The in-
dex must list the names by which the variables are commonly known, the geographic
places to which they refer, their dates, sources and statistical characteristics. Each
category will be listed separately and all of them cross-referenced. In the process of
assimilating a set of data into the library and correcting, editing or rewriting them,
the index will simultaneously be modified. All this machinery will operate as part of
the procedure of acquisition.

Searching the index will proceed by way of a systematic interrogation of the com-
puter. The searcher, for example, may start by asking, "What do you have on income
by industry?" How the question is worded will not be critical. The computer may
answer by asking, "Where ?"" The searcher might say "Boston, " Then the computer
would produce the names and a brief description of the sources containing such data.
The searcher would pick what he wants, or ask for further details, or go back to a
higher level in the hierarchically structured index.

We are not certain how best to order these questions in logical nets. Rather than
work toward some figure of merit given a priori, we propose a subsystem that would
observe the use of the index and make improvements a posteriori. Then it would be
simple to keep count of the categories searched. This information is important where
the library is used routinely. An old fashioned card catalogue of the more frequently
requested categories could be a more efficient way to display them. Thus we are not
committed to the computer for all purposes.

It would be more complicated, but not very difficult, to record the paths taken through
the index. Efficiency would be increased by easing those paths more frequently taken.
They could, for example, be replaced by direct links. The index may also become
more useful if, to each variable, were attached the names of all the other variables it
has been coupled with in the making of tables. Easing paths through the index and
augmenting the list of cross referents can be changes that the system itself would work,
in which case one could say that the index ''learns' and incorporates its efficiences.

The Retrieval Procedures

For our purposes, retrieval requires programs that call information from one of
several very large files of surveys, such as the individual responses from a transpor-
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tation study or the one in a thousand U.S. Bureau of the Census tape. Because the
files are so large, speed and efficiency are extremely important, and for this reason
it may be necessary to rewrite some files into a form which can be read faster.

We have decided on table making as a basic device for data retrieval. To obtain a
table one needs only to list the variables as they are named by the index and order
"tabulate.' The system is presently capable of producing tables of 35 dimensions.
That seems large enough. New variables that are transformations of the old ones can
be created and used when making tables. The tables can be printed, displayed visually,
or stored for future reference and manipulation.

Tables will not be the only mode of presentation. Curves and histograms will also
be possible choices. And since urban problems frequently turn upon patterns of lo-
cation, we can also display data values on geographical maps.

The Manipulative Procedures

We shall have on immediate call a repertoire of programs to operate on the data
files that the user assembles in the form of tables. These are the kinds of manipula-
tions we have in mind:

1. Arithmetic;
2. Function generators: logarithmic, exponential, polynomial, trigonometric, etc;
3. Matrix algebra;

4. Statistical analysis: moments, such as means and variances, tests of hypotheses,

limits of confidence, and measures of significance;

5. Regression: simple, multiple and simultaneous; principal component, factor
and discriminant analysis;

6. Curve fitting;

7. Graphics: data maps, curve tracing, histograms;

8. Mathematical optimation techniques (including linear programming); and

9. Et cetera.

We mean the "et cetera' literally. The system shall be devised for the easy inte-
gration of any program, prepackaged or specially tailored, or for the immediate addi-
tion of a datum without necessarily having to go through the library routines.

The results of such additions and manipulations can be retained in the private file
of the user who makes them, to be called on as he wishes, or they can become a part
of the public files of the general library by routing them through the acquisitions and
indexing subsystem. The library in all its parts, therefore, will grow by its use.

Simulations and Experiments

A laboratory cannot be made from a set of experiments prepared a priori. It must
be able to accommodate easily at least a wide range of purposes. We meet this re-
quirement in two ways. It will be possible to write computer programs within the sys-
tem, and possible to fill prescribed data structures from the files in the library.

Simulation is a kind of experiment. We have singled it out for separate mention be-
cause it is peculiarly a product of the computer's capabilities. We will include the
basic structure for many simulations and the means for linking new simulations to the
existing system.

The experiment is the user's choice, but we anticipate that the following kinds may
be of general interest.

1. The computational machinery for making analyses of urban and regional econ-
omies, such as sector, economic base, and input-output.

2. The analysis, allocation and assignment algorithms in transportation networks.
In particular we shall further explore aggregative behavior as a function of individual
utility.

3. The inverse power and exponential allocation rules for the distribution of travel
and land-use assignments.

4. Optimal location and trip distribution as obtained from linear programming
formulations.
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Analysis, Design and Evaluation of Decisions

At present, most of the time we have allocated to this matter is occupied with the
analysis and evaluation of the visual qualities of physical designs. For this purpose
we are learning to program the computer to act as a hemi-demi-semi literate drafts-
man. To do this in a way that is most convenient for a designer, both the input and
the output of the machine must be in the form of drawings. That is the technical prob-
lem. The analytical problem requires a decision on what kind of drawings to make.
We have tentatively settled on sequences of perspective taken along a specified path
through the design. These perspective drawings will be the raw material for studies
in perception and visual quality.

We have also begun to work on the problems in the processes of design itself. The
specific problem we have posed is to devise methods by which to construct sets of rules
(i.e., algorithms) that would replicate the product of design. An analysis of the proc-
esses of design would come out of the analysis of those sets of rules that are success-
ful replicators. Concentrating on replication is an indirect route to examining the
process of design, but it is one that has the advantage of relatively clear verification.
It has been chosen for this reason.

THE PRESENT STATUS OF THE SYSTEM

Let us now consider in more detail the system as it exists today. First, we shall
give examples of some of the existing requests and their uses. Suppose a person
wanted to find information on mobility in the Boston area—in particular a table showing
length of residence vs the family income level. The commands would be these:

USE/FILE BOSTON/HOUSEHOLD

TABULATE  MOBILITY YEARS/AT/ADDRESS.VS.INCOME/LEVEL
EXECUTE

R/P/PRINT  MOBILITY

C/P/PRINT  MOBILITY

The "USE/FILE" request tells what data file is to be used ("BOSTON/HOUSEHOLD").
The "TABULATE" statement orders a table where the rows are length of residence
and the columns are different income levels, and calls this table "MOBILITY." The
"EXECUTE" request says that we have specified all the tables required at this time,
go ahead and make them. The last two requests say that we want the tabie printed
twice, first as percentages of row totals and then as percentages of column totals.

If we are now interested in comparing these results for the region with a specific
area in the region, we might write these commands:

USE/FILE BOSTON/HOUSEHOLD

COMBINE  YEARS/AT/ADDRESS 0-1, 2-5, 6-10, 11-99

COMBINE  RESIDENCE/ZONE-INTO-DORCHESTER 61, 62, 63, 64, 65, 107

COMBINE  RESIDENCE/ZONE-INTO-NEW/RES 61-65 + 107, 1-60 + 66 - 106 + 108 - 626
TABULATE MOBIL/I  DORCHESTER.VS.YEARS/AT/ADDRESS.VS.INCOME/LEVEL
TABULATE  MOBIL/2  NEW/RES .VS. YEARS/AT/ADDRESS .VS. INCOME/LEVEL
EXECUTE

PRINT MOBIL/
R/P/PRINT  MOBIL/2
PRINT MOBIL/2

We are using the same data file as before, but this time we have decided to change
(or combine) "YEARS/AT/ADDRESS" into a variable with the same name and four
levels, or lengths of residence, instead of one hundred. We recombine the variable
"RESIDENCE/ZONE" into two new variables. The first is called "DORCHESTER" and
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will have six levels, or zones in this case. The second, called "NEW/RES", will have
only two levels—one containing all zones in Dorchester, the other containing all other
zones in the region. We then ask for two 3-dimensional tables to be made. The first
will be printed as six 2-dimensional tables with the four new levels of "YEARS/AT/
ADDRESS" as rows and the income levels as columns. (There are six of these tables
because there are six levels of "DORCHESTER.") The second table, which is really
two 2-dimensional tables, will be printed twice, once giving percentages of row tables,
and again giving absolute values.

Because it is an on-line system, the user will get almost immediate response in the
form of advice, reprimands, and rewards. The system is able to inform the user of
the consequences of his requests (amount of information that will be generated and the
cost) before executing the requests. This will limit the amount of useless information
generated by misunderstandings on the part of the user. The reprimands administered
by the system are gentle and meant to show the user the error in his ways.

The critical time in a system of this type is the time required to operate on each
logical record, not the time used in reading requests. The user speed is very slow
relative to the time required for interpreting his requests. Some of this waiting time,
therefore, is used to set up very efficient programs which will be executed as the data
is read (remember that many tables can be made in one pass of the file). The margi-
nal cost of the extra tables is very low because the system is input/output bound during
this phase, unless a very large number of tables are requested. This is accomplished
by double buffering, which allows the system to operate at read speed most of the time.

The following operations are performed as each logical record is read: (a) unpack-
ing and placing the data in the variable list; (b) combining a variable; (c) arithmetic
operations on variables; (d) user written subroutines; and (e) incrementing the tables.
From these, programs are compiled to perform a and c¢ as the requests are made; b
and e are accomplished by pre-programmed routines which are supplied parameters
and parameter lists indirectly via the requests; whereas d makes use of routines com-
piled by other compilers available for general use via the time-sharing system (e.g.,
MAD, FORTRAN, ALGOL, assembly language, etc.). We supply no general compila-
tion features—this has been done very well by others—but we do supply several special
purpose compilers indirectly.

Once tables have been made, they can be added, subtracted, multiplied and divided
element by element by other tables. They can be restructured, or saved for future
manipulations. They can be printed as absolute values or as percentages of totals.

Rows, columns, planes, etc. are labeled as they are printed—if labels are avail-
able—otherwise, numeric labels are used. Labels contained with the file are always
available automatically. Labels for variables created by the user can be entered by
the user before the table is printed, and will be used in every table in which this vari-
able occurs.

The tables can be written on the disk for delayed printing, or saved on the disk in
their internal form for later use. It is also possible for the user to save the entire
system in its present state so he can return to it at another time.

The system can handle its own allocation of table storage space, or it can be assisted
by the user, thereby taking advantage of his knowledge of future requests. An N-di-

N
mensional table where the ith dimension has nj levels requires 104 (n;) + N + 1 loca-

tions. The N + 1 locations contain pointers to names and labels, and dimensionality in-
formation. All of the tables are stored in core if room is available. If not, then room
is made by shifting tables which are not required at the moment to secondary storage.
Under user control, the user is informed of the overflow and he then has several op-
tions: (a) deleting tables for which he has no further use; (b) moving tables to perma-
nent secondary storage (leaves tables in internal form, but saves them for use on
another day); (c) moving tables to temporary secondary storage (same storage used in
automatic mode); and (d) continuing in either manual or automatic mode.

Automatic rearrangement of storage is done only when necessary. Sometimes it will
only involve primary storage. However, user initiated allocation can be done at any
time. The user can also perform the same operations on labels which are intermixed
with tables in storage.
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There are three acquisition policies that can be followed.

1. Adding information about the contents of the data file to the index. This involves
writing what we call a dictionary for the new file and supplying it to the system for the
purpose of updating the index.

2. Writing the dictionary as in 1, but this time letting the system rewrite the tape
into a form which can be read faster at the same time it updates the index.

3. Adding the file without a dictionary. This would require the user to write a
dictionary for any variables used each time he came to the system (the individual user
could save his own dictionary parts for future use). However, this would require
another user of the same tape to duplicate efforts and most important would not allow
for updating of the index which makes it difficult or impossible for future users to find
the data. This type of action only makes sense in the case of a private file which is
not to be added to the library and is to be read only once or twice.

The normal acquisitions procedure will include writing the dictionary and rewriting
the file into a packed binary form. This can be done automatically by the system once
the librarian has supplied the dictionary, and at very little added cost if it is done at
the same time as the initial error checking. It is much faster to unpack a word into
several parts than it is to read even a single additional word. The time saved by read-
ing fewer words and not having to convert BCD to binary on each pass of the file will
make up costs of the original rewriting and error checking in approximately three
passes of a tape file.

Once a file has been added to the library, the user refers to the variables by name.
He need never concern himself either with the location of the variable in the logical
record or its packing. These are taken care of by the file dictionary, which is added
to the system by the librarian in much the same way a card for a new book is added to
a catalogue.

The cost of modifying the index structure is very low compared to the cost of modi-
fying a data structure, and in fact the index is modified continually and automatically
(heuristically) as determined from the present uses of the system.

The especial value of our computer system does not reside in its parts. We think
that those we made work well, but they are not very novel. The system is important
because it implements, not the application of the computer to the specifics of research
problems, but the availability of the computer as a general instrument in a research
laboratory. This difference is large and rests in the specifications of availability and
instrumentality. Consider the automobile. It is immediately available for a wide
operating principles. The computer in a research laboratory should do as well, as
easily, as often.



Availability of Census Data for Urban Areas
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This paper discusses current research and development under
way and planned for the future to provide census information
covering the social and economic characteristics of the popu-
lation and its housing to be collected in the 1970 decennial
Census for a variety of small geographic units within urban
areas. The potential flexibility in aggregating the data in
spatial units of significance for local urban planning is out-
lined. The possibilities of associating a grid coordinate sys-
tem with the data to permit analysis by uniform land patterns,
and the significance in distance relationships between speci-
fied areas or from specified points, are explored. The paper
summarizes current proposals for new types of data of signifi-
cance tourban planners which may be made available from the
1970 Censuses as well as new ways of making the data avail-
able in more convenient form via computer tapes as well as
through more timely publications systems.

Proposed developments in the 1967 Economic Censuses of
Business and Industry, Transportation and Construction as
they relate to the data needs of urban areas are discussed.

®AS our society becomes increasingly urbanized, the Bureau of the Census in its role
as a producer of basic data is devoting increasing attention to the information needs of
those engaged in dealing with this social and economic transformation.

A quick review will show that as the urban population increased from about 50 per-
cent in 1920 to almost 70 percent in 1960, the Bureau of the Census identified metro-
politan districts (the thickly settled territory in and around cities of 50,000 or more)
and published data for them in 1930. They also expanded the data published for the
standard metropolitan statistical areas as established for 1950 and 1960, and initiated
the publication of data for the urbanized areas surrounding places of 50,000 or more
in 1950. The Census tract program was initiated in 1910 when tracts were tabulated
for 8 large cities. Publication of data for these small homogenous areas was expanded
from 70 cities in 1940 to all of the central cities in the 212 standard metropolitan sta-
tistical areas in 1960. In 1960, 133 of these standard metropolitan statistical areas,
representing 59 percent of the total population of the country, were completely tracted
and the tract data published. Since its initiation in 1940, the Census of Housing, in
addition to tract data, has provided data for individual city blocks in places of 50, 000
or more.

Additional aids to urban planning and administration, transportation systems, busi-
ness and industry marketing, and facilities locations have been made available by the
publication of economic census data for central business districts in cities of 100, 000
and over. Such districts are defined as one or more census tracts comprising an area
of very high land valuation, characterized by a high concentration of retail business,
offices, theaters, hotels, and services where there is high traffic flow. Central busi-
ness districts were first defined for use in the 1954 Census of Business. In the 1958
Census of Business publication program, additional small area detail was provided for
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109 central business districts and 472 other major retail centers in 116 standard met-
ropolitan statistical areas. The latter areas are defined as concentrations of retail
stores which include a major general merchandise store. They include not only planned
shopping centers but also the older string street and community developments. Where
a planned shopping center is involved, the boundaries include, in addition to the center,
all adjacent blocks having at least one store of the general merchandise, apparel, or
furniture-appliance category. In the latest Census of Business, data are provided for
131 central business districts and for nearly 1000 major retail trading centers in 116
standard metropolitan statistical areas.

PLANNING FOR THE 1970 CENSUS

Statistics for small areas are a unique contribution of a census, and this attribute
is receiving special attention as the Census Bureau prepares for the 1970 Censuses of
Population and Housing. In a series of 22 regional meetings held with groups of repre-
sentative users of census data some time ago, the dominant expression of interest
centered on data for small areas and reflected local interest in the many legislative
programs relating to economic opportunity, economic development, transportation sys-
tems, housing, and health programs.

The Census Bureau is committed to providing the maximum informational backup to
these programs within its budget limitations and legal authorizations. As the planning
for the 1970 Censuses proceeds, the needs of the potential users have been solicited
from advisory committees to the Census, other federal agencies, the Federal Statis-
tics Users' Conference (composed of members from business, industry and labor),
academic bodies, and state and local officials. In an effort to provide maximum bene-
fit from the Census program, improved methods of data collection and processing are
being developed, more advanced data processing equipment is being developed and ac-
quired, and more powerful programming systems are being constructed.

The taking of a census involves the construction of a major systems design, and the
1970 design is the result of extensive and continuing research efforts, The basic new
design decision from which the subsequent steps will be taken is the use of a mail-out-
mail-back enumeration (with enumerative follow-up as necessary) in much of the nation.

A mail population and housing census requires a complete file of residential ad-
dresses coded to reflect the geographical detail to be observed in the census. A major
advance of the 1970 Censuses will be the geographic coding system (being developed),
which will permit all addresses located on the specific sides of a city block to be ac-
counted for. To achieve this spatial accuracy, a map-making project to produce maps
showing reasonably accurate detail covering the urbanized areas has been started. The
gain will be especially important in suburban areas where available maps have been
particularly deficient. The maps being prepared are based on copies of U.S. Geologi-
cal Survey 7/,-minute quadrangle maps and enlarged from a-scale of 1 in. equals
2,000 ft to 1 in. equals 800 ft. The topographic detail is dropped and the street layouts
are updated through cooperative efforts worked out with local planning groups. The
Bureau is reciprocating for this help by providing copies of the updated maps. This
effort is now about half completed. The maps, when finished, will cover about 100, 000
sq mi of urban territory (1).

Geographic codes in the major urban areas will be assigned by computerized address
coding guides, which will include street names, block-face identification, intersecting
streets, the range of address numbers for each block face according to census tract
and zip code area, and the area identification codes required for Census Bureau tabu-
lations. An optional code field is provided on worksheets which local cooperating groups
may use as a key to relate Census data to their particular local administrative or op-
erating areas. However, the block-face coding guides will provide great flexibility in
making it possible to tabulate census and other information for any desired area, whether
or not they are pre-identified in the optional coding field. Both computer tapes and
printouts of these address coding guides will be made available along with the Census
maps, as tools for small area identification.
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In addition to a coding guide that will identify an address recorded in a specified
way to a small area, procedures and programs are being developed for taking uncon-
trolled address information (in which there may be variations in the forms of recording
the address, such as in spelling and in formats of address recording) in machine read-
able form and identifying and associating the principal address elements with those in
the address coding guide. Addresses can be recorded in many ways, and some manual
intervention will be necessary for situations not adequately covered in the computer
programs. The ability to code uncontrolled addresses will facilitate associating ad-
dress information in various administrative record systems with the reference guide,
and thus the tabulation of local records and census information for the same small
geographic areas.

Through the use of address coding guides, the Census will be able, for the first
time, to record information for geographic units ranging in size from one side of a
city block to an entire urbanized area. Tabulations will be possible, for example, for
both sides of a street or streets through a city or area. The limit to the flexibility of
the information available for various areas will be disclosure rules and the cost of
tabulation. The Census Bureau does not plan to provide this capability for all city
delivery areas, but it does hope to accomplish this for entire urbanized areas and for
cities of 25,000 or more inhabitants (not all of which may be possible), or for the bulk
of such areas. It may be necessary to cut back on some of the smaller cities and
urbanized areas. A further limitation is the extent of city delivery postal service; be-
yond these areas the Bureau does not plan to code to the block-face level, although re-
porting by block is expected to be feasible to the boundaries of urbanized areas. In any
event, census data will be available in far more geographic detail than ever before.

With little added effort, a copy of the "Census' address coding guide for an area
can be modified locally for broader use by the addition of identification codes for areas
such as police precincts, health areas and so forth. With this accomplished, local
flexibility is virtually unlimited. Traffic information, for example, can be matched to
the modified coding guide and the traffic data assigned not only to traffic zones, but
simultaneously to health, school and other areas, as well as to census tract and block.
The same can be done with other local information.

It is anticipated that this development in data flexibility, which will provide a stan-
dard set of small geographic bits as building blocks in assembling data in virtually un-
limited types of areas, will be one of the major contributions of the 1970 Censuses to
planners in all fields.

Coordinates

Another possibility of considerable importance in certain fields of interest stems
from our proposal to identify the locations of blocks or block faces by coordinates.
Although this is not a certainty, it is definitely planned. In any event, the system will
be so designed that coordinates can be introduced later if resources are not available
to introduce them into the system prior to the Census.

Within the areas covered by address coding guides we expect to have coordinates
for block faces; for other parts of urbanized areas, coordinates for blocks. For the
smaller cities outside of urbanized areas, and for rural areas, coordinates probably
will be established for '""standard locations' consisting primarily of census tracts or
minor civil divisions in the rural areas. The coordinates will be recorded in degrees
of latitude and longitude to four decimal places, i.e., to 36 ft at most, but those who
wish to employ state plane or other standard coordinates, rather than latitudes and
longitudes, will be able to convert them.

This program opens up a whole area of data availability and analysis heretofore not
attainable. Spatial relationships of social and economic data can be examined, density
and distance correlates established, and statistical aggregates established in terms of
concentric circles from a given point, in equal squares of certain size, or other ways.
The characteristics of people and housing for a certain distance along each side of a
proposed highway or freeway right-of-way can be examined in considerable detail to
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determine the dislocation impact of alternative routes. Many other important uses
will emerge only after considerable exposure to this facility after the Censuses are
taken.

NEW HAVEN CENSUS USE STUDY

The opportunity is now available to make important advances following the 1970
Census to serve the evolving modern needs of numerous federal, state, local and pri-
vate programs in urban areas that depend on Census statistics for analysis and for
planning. Steps by the Census Bureau to meet the data needs of urban areas in the
1970's may also, as a by-product, make a significant contribution toward standardizing
the definition and format for local data, a much desired objective emphasized by many
public officials and students of the urban scene. Comparative analyses of activities
and changes in one urban area as against others depend on local statistics more com-
patible in definition and form than are now generally available. Because the Census
program is national in scope and because Census data occupy a central position in the
information needs of many urban planning programs, it is reasonable to expect that a
general framework developed to allow integration of Census data with other locally
generated data will act to encourage greater uniformity in the coding and definition of
local data in urban areas (2).

To test the feasibility of these Census spin-offs of data availability, to explore
the potential uses of small area data from the Census and other sources under live
conditions, and to prepackage certain programs determined to be of demonstrated
value in various urban areas so that they may be available for use immediately follow-
ing the 1970 Censuses, the Bureau is embarking on a small area data research and de-
velopment study.

To work toward the accomplishment of these goals, a development project is being
undertaken with the cooperation of interested federal, state and local agencies in the
New Haven, Connecticut, Standard Metropolitan Statistical Area. In April 1967, the
Census Bureau was to conduct a pretest of the procedures developed for a mail-out-
mail-back population and housing census in 1970.

New Haven and Connecticut officials have expressed their willingness to cooperate
in a small area research and development study based on the results of the Census
pretest and subsequent surveys in the area. This project will have as its function the
following:

1. Explore both the current uses and likely future needs for Census data in exist-
ing iocal, state and federai programs.

2. Develop systems that will allow efficient merging of Census statistical aggregates
with other local and state data to meet the needs of specifically defined programs.
Studies involving the matching of individual census and local records may be made also
in ways that fully protect the confidentiality of the census and other data, and make in-
formation available in the form of statistical aggregates.

3. Investigate the benefits of cooperative data collection between Census and other
local, state and federal programs. For example, a study will be made as to the feasi-
bility of coordinating the regular population and housing censuses with the origin-
destination studies made by or for state highway departments, and of using Census data
to meet part of the needs of such surveys.

4, Investigate the level of detail and the form in which Census data should be made
available to local users. Included also will be a study of the form in which Census
data can best be made available on magnetic tape.

5. Develop a package of programs for use by local communities to allow rapid con-
version of periodic Census tabulations into information (e.g., summary reports,
charts, and possibly map-type displays) useful for local analysis.

6. Analyze the results of the demonstration for potential strategies to be incor-
porated in the 1970 Census plans and in local community programs to take advantage
of Census and other information.
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A number of federal departments are participating in the New Haven Census Use
Study, including the Department of Transportation, the Department of Housing and
Urban Development, and the Department of Health, Education, and Welfare. Of spe-
cific interest is the planned cooperation of the Bureau of the Census and the Bureau
of Public Roads to test the feasibility of conducting by mail an origin-and-destination
survey in a sample of households designated at the time of the pretest Census. The
sample households will receive the travel questionnaire shortly after the Census
enumeration. Thus, timely social and economic factors obtained in the Census may be
readily merged with the travel data to provide statistical aggregates of social factors
associated with travel characteristics in and between the traffic zones established in
the standard metropolitan statistical area. Also of interest will be the attempt to com-
pare the travel study results with the journey to work information obtained in the Census
for both the households included in the travel sample and the entire Census 25 percent
sample. These feasibility tests may point the way to achieving substantial economies
in the travel surveys, which are called for by the Highway Transportation Act every 5
years in all standard metropolitan statistical areas. The tests may also provide the
means of achieving greater comparability among all standard metropolitan statistical
areas for future decisions regarding urban transportation planning on a nationwide
basis.

Since the New Haven Census Use Study Office was opened in September 1966, the
staff has been conducting an inventory of the data needs and interests of the various
local and state agencies whose programs can be assisted by the provision of Census
data for the particular geographic areas they observe in their operating programs.
Whenever these interests seem to be representative of those in all urban areas, it is
our intention to test the feasibility of building tabulation programs to provide the re-
quired data and evaluate their usefulness. If the evaluations demonstrate that they are
effective, we hope to provide standardized programs for such tabulations to any com-
munity which calls for them following the 1970 Censuses. Lack of sufficient time and
money no doubt will preclude the possibility of exploring a wide range of potential
programs, but we hope to test several important possibilities.

The potential yield from these experiments will be of substantial interest to a num-
ber of federal agencies engaged in the support of various urban development programs.
To the extent that we are able to demonstrate the direct effectiveness of the small area
data programs, which we expect to develop and test over the next year and a half, a
significant cost benefit should accrue to many urban areas.

NEW DATA DEVELOPMENTS FOR 1970

At this point it may be appropriate to outline briefly the new data developments con-
templated for the 1970 Census. Whether all these can be brought into being in time for
use remains to be determined. In recognition of the needs expressed by national or-
ganizations as well as local interests, an effort is being made to assure that the entire
area of all standard metropolitan statistical areas will be tracted in time for the 1970
Census. In the few instances in which there is insufficient local interest and tracts are
not defined by the usual methods through local initiative, the Bureau plans to develop
them on its own. It is expected that in 1970 the number of tracts which will be recog-
nized in the Census publications will be about 33, 000 in approximately 230 standard
metropolitan statistical areas.

We have also heard from people in many places smaller than 50, 000 asking that
their cities be provided with census statistics on a tract basis. The Bureau has an-
nounced that it will recognize tracts which are established in these cities through local
initiative. Recognizing the tracts means that we will tabulate statistics by tract, but it
does not mean that we will promise to publish the tabulations for these smaller areas
in the regular Census reports. Nevertheless, the unpublished tabulations will be avail-
able for local use or publication under local auspices (3).

Housing census results have regularly been published for city blocks. Limited sta-
tistics were issued for city blocks in all cities having a population of 50,000 or over
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prior to the 1960 Census. In addition, the Bureau had announced that other communi-
ties wanting statistics by city blocks could arrange to have them if they would prepare
the necessary block identification materials and reimburse the Bureau for the added
costs. Block statistics, including a limited number of housing items and the total
population, were published for nearly 750, 000 city blocks. In 1970, we hope to extend
the block reports to the closely built-up areas surrounding cities of 50,000 and over,
i.e., we hope to include the entire urbanized area. An attempt will also be made to
provide block statistics for cities with a population of 25,000 to 50,000, If these addi-
tions can be effected, the total number of blocks is likely to be on the order of 1,600,000;
roughly twice the number for which reports were issued for 1960. It should be stressed
at this point that these expansions of the block data are hoped for; however, it cannot
yet be stated with assurance that resources will be available such that these hopes can
be fully realized.

Many suggestions have been received for modifications in the content of the Census
questionnaire. The Bureau, with the aid of its various advisory committees, has been
evaluating these suggestions and, although final decisions have not yet been reached,
the content of the New Haven Pretest will, in many respects, be an approximation to
the final questionnaire content which must be frozen in early 1968.

There is a clear call for greater detail on place of work. If it is possible to secure
reasonably accurate identification of places of work by street and number, as in the
case of residence, the coding of work place to block faces to be aggregated by small
areas as desired will be technically feasible. This, coupled with information on methods
of transportation used to go to work, should provide information of considerable in-
terest to many agencies.

Migration during the last 5 years conceivably could also be studied in terms of
small areas within the city or the metropolitan area by the use of the coding of detailed
addresses. It has been proposed that a social security number be added to facilitate
comparison of records in successive censuses, as well as the matching of records
that are available from other agencies. The result would, again, be statistical tabu-
lations that preserve the confidentiality of the census and other information. The re-
quest for a social security number will be included in the 25 percent sample in the
New Haven Pretest Census to test this possibility.

Other significant content modifications introduced for the New Haven Pretest and
being considered for 1970 include the following:

1. Birthplace of parents—this has been expanded to include the specific states in
which the father and mother were born.

2. Major activity 5 years ago—working in armed forces, looking for work or on
layoff, keeping house, going to school, etc.

3. School attendance—a distinction is made between parochial and other private
schools.

4, School attainment—in addition to the provision for designating years of school-
ing through 6 years of college, the highest college degree received and the major field
of the highest degree is requested. The respondent is also asked to indicate if he has
completed a vocational, business, or technical training program before or after 1960,
if he has ever completed apprenticeship training leading to journeyman status before
or after 1960, and if he is using any of these types of training in his current job or
business.

5. Employment status—the street address of place of work and zip code has been
added to the usual work place identification items to permit finer detail for small
areas.

6. Journey to work—the mode of travel category has been expanded to indicate if
the worker is a driver or passenger in a private auto.

7. Occupation—in addition to the kind of work, the person is requested to describe
his most important activities and duties and give his job title to improve the occupa-
tional classification problem.

8. Type of employment—a distinction is made regarding type of government em-
ployment as to whether it is federal, state or local, and the self-employed are asked
to indicate whether or not their business is incorporated.
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9. Income—a separate entry is provided for showing net income from farm
operations.

10. Income other than earnings—rather than a lump sum entry, the person is asked
to show separate amounts received from social security payments; the total from in-
terest, dividends, and rentals, trusts, etc., indicating whether interest on savings
accounts, dividends from investments, and rental or other income is included; the
amount from public assistance or welfare payments; the amount from pensions, govern-
ment or private; and amounts from other sources indicating if it is unemployment in-
surance, veterans pension, workmen's compensation, illness or accident benefits, and
any other regular payments received.

A change in the housing census will be in the method to be used for measuring hous-
ing quality. When the enumerator visited the household in the 1960 Census, he classi-
fied the housing unit as sound, deteriorating, or dilapidated on the basis of observa-
tion. Because this evaluation involved difficult judgments that could not be consistently
applied, a high proportion of the units were inaccurately classified. Although the sta-
tistics were reasonably good for comparing fairly large areas, at the block level where
statistics represented the work of a single enumerator the errors were so great that
they impaired seriously the usefulness of the statistics. The 1960 statistics as a
whole understated the number and proportion of dilapidated units. Tests conducted
recently to see if householders could report faults in their living quarters by means
of self-enumeration showed that a serious undercount of dilapidated units would result
if this procedure were used. For 1970, the Bureau is developing a quality rating from
a combination of items such as rent or value, heating equipment, kitchen facilities
and number of closets. This rating would be shown with data on plumbing facilities,
which are also useful in determining the quality of housing.

The Bureau expects to provide two more categories in the value of property ques-
tions to identify the $35, 000 to $50, 000 group and those of $50,000 or more. Addi-
tional information will be available on families living in high-rise apartments because
the respondents will be asked to indicate whether they live in buildings having 13 or
more floors. This should provide another dimension to the study of potential traffic
and parking densities in small geographic areas.

NEW FORMS OF DATA DISSEMINATION

We should like to make a few remarks concerning new ways, new forms, and new
methods of making Census data available to users in the fufure. As some of you may
recall, the first extensive use of the computer in mass data processing and summari-
zation took place in the 1950 Census when some of the information was processed by
the Bureau on UNIVAC Number 1. All of you are aware of the advances ia technology,
the number of computers now operating, and the many statistical applications currently
being made by computers. We have recently taken a number of steps in an effort to
meet the needs that have been expressed for fuller access to information in machine-
readable form (4).

In the 1970 Census, the Bureau may develop standard packages for which data will
be available and for which computer programs will have been written. Mainly they
will be for local areas. A local group that uses this package will get it at a consider-
ably lower cost than if it were to request special tabulations that required new
programming.

We have made available on magnetic tape several unpublished (and some published)
tabulations from the 1960 Census and certain others, and we have published detailed
descriptions of them. A complete inventory of machine-readable data and selected
special tabulations through 1964 has been published as a supplement to the Bureau of
Census Catalog.

We have begun development of a small staff to:

1. Explore uses and needs and to take the leadership in resolving problems, de-
velop new policies and programs, and improve the Bureau's ability to supply data in
the most efficient tape configurations.
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2. Provide guidance and assistance to users in order to streamline procedures for
responding to special requests. (We expect, however, that the consumer would still
have direct communication with the subject specialists, because this new function
would not take over the work of the subject divisions. It may help in facilitating the
identification of sources of information and perhaps help remove road blocks that
might otherwise arise.)

3. Advertise the availability of information in machine-readable form and study the
market. The confidentiality of individual returns will, of course, be maintained.

4. Develop and sponsor proposals for putting machine-readable records in more
accessible form including carrying of corrections into the records, and preparation of
standardized programs for tabulation, summarization and analysis. This would include,
to the extent that the demand exists, machine-readable equivalents of published infor-
mation as well as unpublished tabulations. The Bureau will prepare for much more
use of computer tapes after the 1970 Census.

5. Develop proposals for obtaining staff and developing procedures for accomplish-
ing special services so that such work would proceed more nearly in parallel with
other standard operations. Obviously, priority questions would remain, but we hope
many delays and problems previously encountered by the consumer would be avoided
or reduced.

Other Small Area Data Resources

The Bureau also makes significant contributions to small area data needs from the
Economic Censuses and several of its current surveys. The following developments
are illustrative of the Bureau's efforts in this direction.

Beginning with the 1964 data, the County Business Patterns reports for individual
states are being issued annually. These publications present county-by-county sta-
tistics, as well as standard metropolitan statistical area and state totals by kind of
business or employment, taxable payrolls, and the number and employment size of
reporting business units. These data are shown for detailed kinds of business in ag-
ricultural services, forestry and fisheries, mining, contract construction, manufac-
turing, transportation and other public utilities, wholesale trade, retail trade, finance,
insurance, real estate and services.

In the Census of Business taken every 5 years, the Bureau provides data on the
number of establishments, sales for the year, weekly payroll and the number of em~
ployees in retail, wholesale, and service trades for states, standard metropolitan sta-
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tistical areas, and counties, and for citics of 2, 500 or more for retail and service and

cities of 5,000 or more for wholesale statistics. Additional geographic detail, e.g.,
Census tract statistics, may be obtained by special tabulations made on a reimbursable
basis. Limited retail sales data are also available each month for the 20 largest stan-
dard metropolitan statistical areas, and the five largest cities based on monthly sam-
ple surveys conducted by the Bureau. In addition, statistics on total sales of depart-
ment stores are published each month for approximately 130 standard metropolitan
statistical areas, close to 50 cities, 10 central business districts, and some 15 other
local areas.

Reports are compiled from the 5-year Census of Manufactures providing data on
value of shipments, value added by manufacturing, employment, payrolls, man-hours,
new capital expenditures, inventories, and number of establishments for all industries
in counties, standard metropolitan statistical areas, and cities of 10,000 or more. A
Census of Manufactures report series, which may be of particular value to state, re-
gional and local planning, is ''Location of Manufacturing Plants.'" These publications
provide the count of establishments in 7 categories of employment size in each of 450
industries. One series shows the data for each industry by county, and a second series
presents the data for each county by industry. Limited industry data are also available
each year for standard metropolitan statistical areas, from annual sample surveys of
manufacturing establishments conducted by the Bureau.
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The 1967 Economic Censuses

In the 1967 Economic Censuses for which intensive preparation is now under way,
some new developments will probably be undertaken for retail trade activities. For
example, providing that the feasibility of reporting is confirmed, there will be in-
quiries on under-roof floor space and on under-roof selling space.

Subject to availability of funds, tabulations will be made for a number of major re-
tail centers located in standard metropolitan statistical areas beyond those covered in
the 1963 Census, and possibly for some very large retail centers outside of standard
metropolitan statistical areas.

Census of Construction

The Bureau is planning to expand the 1967 Census of Business to include the con-
struction industry. The last comprehensive statistical effort to collect data describing
the inputs, outputs, and structure of the construction field was made in the form of a
construction census 26 years ago. We expect to provide a general statistical descrip-
tion of the structure, composition, and activities of the construction industries based
on information from a sample of establishments engaged in all types of public and
private construction. This will include residential and nonresidential building, high-
ways and dams, new construction, maintenance and repairs, general contracting,
special trades subcontracting, and contract construction as well as speculative or
operative construction.

It is anticipated that the published results will contain tabulations and cross-tabula-
tions relating to the following:

1. The primary and secondary kinds of business activities undertaken by construc-
tion establishments.

2. The geographic distribution of construction establishments by various
characteristics.

3. Size distributions of establishments by employment, total business receipts,
and construction receipts.

4, Expenditures by the industry for payroll, materials and supplies, capital equip-
ment, and for the rental or leasing of machinery and equipment.

5. Types of construction work undertaken by establishments including the location
(state) of activity, whether publicly or privately owned, and whether relating to new
construction or maintenance, repairs, additions, and alterations on existing structures.

6. Distribution of establishments showing the extent of subcontracting.

7. Although the extent of geographic detail is not yet determined, we anticipate that
data will be shown for the majority of the standard metropolitan statistical areas as
well as states, divisions and Census regions.

Census of Transportation

Most of the data collected in the Bureau's first Census of Transportation covering
1963 have now been published in four separate report series.

The National Travel Survey produced statistics showing national and regional pas-
senger transportation patterns for 1963, and their relationship to socioeconomic and
geographic factors. The tables contain comparative data on trips and travelers, by
purpose of trip, means of transportation, duration, origin, destination and distance of
trip, size of party, and kind of lodgings. Travel is presented for households in such
measures as income, occupation, and employment status.

The Truck Inventory and Use Survey yielded data concerning the Nation's trucking
resources, such as the number of trucks classified by physical characteristics, occu-
pational use, rough measures of the intensity of vehicle utilization, and geographic
distribution of vehicles by states and regions.

The Commodity Transportation Survey provided data for 1963 concerning the physi-
cal and geographic distribution of commodities shipped by the manufacturing sector of
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the national economy. A series of 24 reports in the Shipper Series presents data on
the flow of 24 groups of manufactured commodities from area of origin to market or
redistribution area in terms of tons and ton-miles according to means of transport
and distance of shipment.

Twenty-five Production Area Reports are available from the Commodity Transpor-
tation Survey. These give information on the flow of traffic from manufacturing plants
located in each of 25 selected production areas composed of one or more adjacent stan-
dard metropolitan statistical areas. The reports provide statistics on total tons and
ton-miles of commodities shipped from each production area classified by means of
transport, distance, and destination. The designation of the production areas makes
possible comparisons between traffic flow data and economic and demographic statis-
tics available in other Census reports.

The Bus and Truck Carrier Survey supplied statistics concerning for-hire carriers
that are not subject to economic regulation by the Interstate Commerce Commaission.
These data are comparable to the primary statistics obtained by the Commission from
carriers under its jurisdiction. The information from the two sources—the Interstate
Commerce Commission and the Census—represent essentially the national universe
of for-hire motor carriers of persons and property.

Present plans for the 1967 Census of Transportation call for covering essentially
the same subject matter area as the 1963 program with the added potential of measures
of change between the two Censuses. On the basis of the 1963 experience and improved
processing techniques, we expect to complete the 1967 program in about half the time.

The 1967 Census of Governments

The quinquennial Census of Governments to be conducted in 1967 will supply sta-
tistics on finances for a variety of small areas including revenue, expenditures, debt
and financial assets for school districts enrolling 3,000 or more pupils, for county
governments, and for municipalities and township governments having 10,000 or more
inhabitants. In addition, findings will be published for standard metropolitan statistical
areas and their component counties showing the numbers of local governments by type
and size, local government employment, and local government finances in considerable
detail. Data will be included on full-time employment of state governments in stan-
dard metropolitan statistical areas, and on selected items of direct state expenditures
in these areas. Key figures on employment and finances will be shown for each of the
18,000 local governments within the standard metropolitan statistical areas.

Data Guide

The Census Bureau has recently released a Directory of Federal Statistics for Lo-
cal Areas, 1966, which updates and expands the coverage of the Directory of Federal
Statistics for Metropolitan Areas, ussued in 1962 by the Advisory Commission on In-
tergovernmental Relations.

The new publication is a comprehensive reference guide to nationwide social and
economic data for geographic and political areas below the state level which are con-
tained in publications of federal agencies. No statistics are given. The Directory
presents a summary, in tabular form, of the kind of detailed information to be found
in periodicals, census and survey reports, releases, and special reports issued by
federal agencies. It also shows the kinds of areas for which data are available, the
frequency with which the items are reported, and the specific source document in
which the figures appear. The statistics referred to in this guidebook are limited to
current information, i.e., since 1960, for such areas as standard metropolitan sta-
tistical areas, counties, cities, townships, city blocks, and rural areas. The subject
matter is arranged under 22 major headings, including such diverse topics as business
and commerce, governments, population, climate, etc. A subject index is included.

This Directory is being distributed to state and local planning agencies and cooperat-
ing federal agencies. Copies may be purchased from the Superintendent of Documents,
Government Printing Office, Washington, D.C. 20402.
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Population Estimates for Small Areas

Although the Bureau of the Census has a well-established state and national popula-
tion estimates program, it was not until 1963 that the Bureau undertook the development
of population estimates for standard metropolitan statistical areas. The initial report
in the standard metropolitan statistical area series was released in April 1964, It
shows estimates for the 15 largest standard metropolitan statistical areas and their
68 constituent counties. The program has expanded each year since then and currently
estimates of population are published for each of the counties in the 55 largest stan-
dard metropolitan statistical areas. In effect, the program now includes all metro-
politan areas that had a population of over 500,000 in 1960. These 55 metropolitan
areas include 190 counties with a 1965 combined estimated population of about 90
million.

By next year it is hoped that the reports will include population estimates for the
largest 75 metropolitan areas of the country, including about 230 counties. Each of
these standard metropolitan statistical areas had more than 300, 000 population in
1960. A major target of the program is to provide estimates for the 100 largest metro-
politan areas and their constituent counties by the end of the decade.

The Census Bureau does not, as part of its regular program, prepare population
projections for areas below the state level. Recently, however, negotiations with the
Office of Civil Defense concerning their needs for metropolitan area projections have
led to an agreement to develop over the next 1%z years population projections for each
of the metropolitan areas in the country for 1975. In connection with this project,
population estimates for mid-1965 for each metropolitan county will be developed (g).

SUMMARY

In the foregoing discussion we have attempted to outline the various Bureau pro-
grams and activities in terms of the statistics of particular value to planners, re-
searchers, and administrators involved in decisions which require knowledge of the
characteristics of small urban areas. We have described our plans for further re-
search and development in the application of Census data to small area data problems
under live field conditions in New Haven, Connecticut, and the potential we hope to
explore in the new geographic coding capabilities in cooperation with federal, state,
and local agencies. We have pointed out the expansion in data of significance for small
areas, and the new methods for its use and dissemination which we anticipate in the
upcoming demographic and economic censuses, as well as new items which we believe
will be of use in transportation research and planning. Finally, we have listed a num-
ber of recent publications which should assist many people dealing with local problems.
We welcome suggestions and ideas for additional fruitful avenues of exploration in the
use of Census data.
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A Classification of Urbanized Areas for
Transportation Analysis

WALTER H. BOTTINY and BEATRICE T. GOLEY, U.S. Bureau of Public Roads

As an initial step in the development of an urban area transportation
typology, 213 urbanized areas (1960) were tentatively segregated
into four population size groups and then subdivided, on the basis
of population density, into three density classes for each group.
This approach was based on the theory that automobile availability
and the mode of transport used in the work trip are functions, pri-
marily, of population size and density.

Analysis revealed the inadequacy of population density in explain-
ing urban areavariations in most of the selected indicators of trans-
portation and socioeconomic characteristics.

An inferential statistical method, the stepwise multiple-regression
procedure, was used to analyze the interrelationship between 6
transportation variables (dependent) and 12 socioeconomic variables
(independent) in each of the four population size groups. Several of
the equations developed have potential use for estimating certain
indicators of automobile availability and travel characteristics.

A regrouping of urbanized areas, using as the criterion a ratio
of the number of automobiles available to the number of persons
employed, resulted in urbanized area types which in each popula-
tion size group display distinguishing transportation characteristics
as well as characteristics underlying socioeconomic factors and
geographic location.

oTHIS research was performed by division staff assigned to this task, which is one of
several included in the national research project, "Underlying Factors in Urban
Transportation Analysis."

One major area of concern in the development of transport requircmer
formation of new methods of forecasting demand for highway transport is the need to
examine systematically the underlying factors in urban transportation. The design of
this project contemplates a number of tasks at the national level which involve, pri-
marily, a collation and correlation of significant variables and empirical values that
have been associated with the demand for urban transportation.

OBJECTIVE AND SCOPE

The objective of the typology task is to develop urban area transportation types that
will facilitate the analyses of urban transportation and the estimation of present and
future urban travel characteristics. Segregation of urban areas by a transportation
classification is to be accomplished with the aim of identifying the major factors under-
lying the transportation "mix" of an area. Statistical methods of analysis will be used
to test the relative strength of underlying variables and the design of equations for es-
timating certain urban transport variables. An estimating manual or handbook will be
prepared.

Characteristics of the physical elements, population, income, economic function and
growth, as well as transport, are included in the scope of this task.

With its stated purpose of facilitating urban transportation analysis, the typology
task is fundamental to the overall project. This task is also comprehensive in scope
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taking into account certain aspects of the other task areas: forecasting, population
characteristics and change, urban economics, effects of rising income, and emerging
urban form.

URBAN AND TRANSPORTATION DEFINED

To describe the scope of this project and to more. easily focus on the major areas
of concern, it is necessary to define the terms urban and transportation.

Urban Area

Urban generally connotes a geographic area which is "built up" or has well popu-
lated industrial, commercial and housing structures in close proximity. The measures
of this condition vary somewhat among agencies involved in studying these areas as
well as within individual studies prepared by the same agency.

The U, S. Bureau of the Census has the most complete and comprehensive data on
population and its geographic distribution. Use of Census definitions, therefore, has
the advantages of comparability and consistency.

Basic census classification of urban places are standard metropolitan statistical
areas (SMSA's), urbanized areas, cities, and places with over 2,500 population.

In this report, urban area and urbanized area are the same (Fig. 1). Urbanized
area was selected as the study area over SMSA and city for several reasons:

1. Urban transportation analysis should concern itself with the areainwhich almost
all of the urban transportation problems exist.

2. The SMSA, composed as it is of whole counties, takes in much rural area.

3. City (the political entity) varies widely in the population density at its limits.
New York or Philadelphia, for example, have high densities extending beyond their
borders; whereas Houston and Oklahoma City boundaries take in vast areas of
extremely low density.

4. Urbanized areas generally represent the thickly settled core of the SMSA's with
the exception of the New York-Northeastern New Jersey and the Chicago-Northwestern
Indiana urbanized areas.

It is recognized, of course, that many characteristics and relationships can often
be identified whether the unit of study is the urbanized area, the SMSA, or the city.

Urban Transportation

Transportation in an urban area is thought of as the movement of people and goods
from place to place. Transportation of persons may be described in terms of pedes-
trians, vehicle passengers, or vehicle drivers. Mode of transport may also be con-
sidered in relation to purpose of trip—work, shop, social, recreation, etc. Purpose
of trip and mode of travel may be considered in relation to the numbers and types of
vehicles available. Other descriptors of urban transportation are trip frequencies,
distances and speed, and miles of travel by various modes during a certain period of
time. Therefore, a systematic examination of the underlying factors in urban trans-
portation should begin with a comparative analysis of urban complexes and their
transportation characteristics.

THEORETICAL BACKGROUND

Choice of Transport Mode

The use of a particular mode of transport by an individual in an urban area depends
initially on the choices available to him. The variety of choices available, whether on
rail, road or sidewalk, vary from city to city, but some cities are similar in the com-
bination of facilities provided. Some are equipped with extensive rail facilities but not
so well equipped to facilitate motor vehicle travel.

In the largest cities the transportation spectrum runs from the elaborate rail transit
system in New York to insignificant rail transit facilities in Los Angeles. Between



-

‘0941 ’‘spsip paziubginy *| 2anbi4

SNSN3D 3HL 40 NV3¥NE 3OUIWNOD 40 INIWLHVYL3Q

=l

39NO4 L
T znovivn 4G
i
o

SENIE WYY e

QOOMATION FTWOUSANYY 1804
Wov3E Wivd LSIM

LA ey
UG Yo
Z

-

1D S¥AT . OINOLNY Nvs
yNHLAY (003 S KOO IATTS [ 4
s Z

LY TO w1 w1050 o

yorow wored o (benos "
$ ShnvAr Y

oqr«.; O1IONY Nvs
.
yoo
un ey PTG
ERIY
yomnt L 3118y

HLNOM 1404

L > ‘
O TALS sv1iva G

T

- 00319 e

ALIS ¥NOHYI¥O

£

MI7hy -,
933..“,.
0,

vsny

T

o830y
L4

SIVRIGS Oowi010,
»

e
.h....umi_f WInnag

+

ol 0
¥NYENN NOIWARYH

e )
T Ly -
s N0 given N

& 50wy ¥Y033

SR
gt
s
Pt St
ORI NI 1
wﬂwﬁ.-.unu...ﬁuhﬂab Ly
: on

A
&

Sy
1y
£




35

these two extremes the transport type shifts abruptly from rail to road, after taking
into account Boston, Philadelphia and Chicago.

Through the remainder of this transport spectrum are variations among the cities
in the types of road facilities provided—the more adequate the road transport network,
the less adequate the bus service. Design standards and extensiveness of the road
structures improve as the level of bus service declines, from Washington, D.C., down
through Baltimore, Pittsburgh, Milwaukee, Cleveland, Buffalo, St. Louis, and San
Francisco.

Beyond this range, transport availability almost limits the choice to automobile be-
cause of the emphasis on facilities provided for this type of travel. The large areas
in this category, in ascending order according to adequacy of highway facilities, are
Minneapolis-St. Paul, Detroit, Houston, and Los Angeles.

The varied choice of transport has gradually shifted from the mix of rapid rail,
streetcar, bus, automobile, and walking to a mix which excludes rapid rail and street-
car but with significant emphasis on bus and walking, and then to a mix in which the
choice is narrowed almost exclusively to automaobile.

Tomorrow's Choice—A Function of Yesterday's Investment

This description was intended to underscore the fundamental importance of the type
and density of physical structures erected to accommodate social and economic activ-
ities and the transportation facilities constructed to service those structures, e.g., the
location and design of buildings and rail facilities and of collector and arterial streets
and highways. It is these factors which explain to a great extent the differences be-
tween areas in the relative use of private and collective passenger vehicles. Histori-
cally then, use of the private vehicle increased, relative to the use of the collective
vehicle, as the road structure improved, relative to rail improvements.

The old rapid rail cities, working in the direction of providing facilities for the pri-
vate car, have had some success. The transformation from rail to road, however, is
very slow and becomes slower as additional portions of the skeletal system of the city
are dismembered. The relatively permanent remaining portions of the skeleton, in-
cluding the rail system serving it, become real '"sore'" spots which resist the change.

Often, the road system is superimposed on the rail system, thus providing the com-
muter with a choice of modes. Where one supplants the other, however, opportunity
for choice has not been improved.

The relative success in changing from rail to road, or from streetcar and bus to
automobile is, again, dependent on the degree of permanence of investment that was
made, or is made, in the skeletal structure of the city, a key element of which is its
transport system.

The structure of the core and inner ring of New York, for example, is permanently
in place. Office, government, educational buildings as well as apartment houses and
the subways that serve them are firmly set for a long time to come (1). The same is
true in varying degrees in Chicago, Philadelphia and Boston—cities which have common
backgrounds of growth.

Los Angeles and Houston, on the other hand, are heavily committed to motor vehi-
cle transport. Areas such as these can therefore be expected to rely completely on the
highway facilities that make up such an important part of their multinucleated skeletal
structures (2).

Hypotheses

Initial examination of indicators of the general characteristics of an urban area and
that area's reliance on various modes of transportation led to the hypothesis that a
classification or typing of urban areas would facilitate analyses and make more com-
prehensible the data used in describing how interactions of several variables differ
from one type of urban area to another.

Conceivably, a transportation classification of urban areas would be useful in con-
junction with urban area transportation studies. It may be possible to estimate certain
characteristics of travel patterns in a particular urban area on the basis of the findings
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in completed studies of other areas of the same type. Conversely, it is also conceiv-
able that some findings of completed studies of a small sample of urban areas of a
particular type may have general application to other areas of that type.

Urban areas having similar transportation characteristics may have similar socio-
economic characteristics. By establishing quantitative relationships between certain
aspects of the two characteristics, a measurement is provided for forecasting future
travel characteristics of an urban area type (3).

Studies of travel patterns, such as those made in origin-destination surveys, may
be aided by the development of such indicators as trip frequencies, trip purpose, time
of travel, and mode of travel for common use in areas of a particular type.

Data

The empirical research was carried out with the use of data provided by the Bureau
of the Census. These data are available in several publications prepared by the Census
Bureau. By their completeness and availability, these data satisfied the need for ob-
taining economically measures of both the urban transport characteristics and the
factors underlying them that were judged to be best suited for this experiment and for
the possible potential use of the results. For a discussion of the reasoning behind
choice of characteristics and their measures see the section "Selection of Variables."

APPROACH—STATIC PHASE

Interrelationships of transportation and socioeconomic variables in each urbanized
area are examined as they exist at one point in time (a static or cross-section analy-
sis). This approach was used as a first phase of the task in order to: (a) identify
existing major underlying factors; (b) measure their relative influence on currently
used indicators of urban travel; (c) develop mathematical equations for estimating
present travel characteristics in areas where such information is not yet available;
(d) develop mathematical equations for estimating future travel characteristics in
areas where current data are available; and (e) developa classification of urbanareas
based on transportation indicators and underlying factors.

Examinations of the dynamics involved in the growth of an urban area and changes
in its transportation requirements are being made and the results of these analyses
will be covered in a subsequent report. An integration of the static and dynamic anal-
yses will be attempted to give insight into the relative importance of factors underlying
transportation requirements by urban area type, the changing importance of these in-
terrelationships, and the probable effects on the status of transportation types and
individual areas within these types.

RESEARCH PLAN

The research plan contemplates analyses of urban transportation related to general
characteristics of an urban area—structure, function, form and growth, and transpor-
tation characteristics, such as automobile availability and the use of various mixes of
the four general characteristics. Certain structural indicators selected from those
such as population size, density and age composition, personal income, and age of the
area, will be combined with selected measures of economic function, geometric form
and growth.

For example, a medium-sized, rapidly expanding urban area having a youthful pop-
ulation, new housing, a diversified industry mix, and a circular form on flat terrain
would be expected to have a high rate of automobile ownership and use.

On the other hand, a large, densely populated urban area, having low rates of in-
crease in population and income, a manufacturing-oriented economy, a relatively old
population, and a ribbon shape paralleled by rough terrain would be expected to have
relatively low rates of automobile ownership and use,
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Accomplishments

The work accomplishments given in this report cover correlation analyses of cer-
tain structural measures with measures of aggregate transportation use for 1960. The
transportation variables are also related to one measure of an area's economic base.
Growth data, i.e., data on changes in the structural and functional variables have been
compiled and prepared for mechanical statistical correlation analyses.

Research Not Yet Completed

The characteristic of form has not yet been related to transportation; however, con-
siderations of urban form led to two broad categories: (a) geometric shape of the
area—circular, square, rectangular, radial, linear, oval, triangular, bowl; and (b)
transportation-terminal type—seaport, lakeport, riverport, airport, railroad or high-
way junction, or some combination thereof.

It is expected that the shape in combination with the transportation base of an area
would indicate the relative accessibility of zones within an area and that area's con-
duciveness to automobile transport and its potential paths of expansion.

A linear-shaped seaport, for example, indicates orientation toward the waterfront
where much activity is concentrated. Its linear shape indicates topographical barriers
which inhibit growth in two directions when a long waterfront is paralleled by moun-
tainous terrain a few miles distant. High population densities usually develop with
these conditions, which make rail or highway mass transit efficient. Seattle appears
to fit this description.

A radial-shaped railroad and/or highway junction indicates relatively high central
business district (CBD) orientation and development along the railroad lines and high-
ways emerging from it. The degree of orientation toward the automobile for the area
as a whole will depend on the population density and concentration of activity in the
CBD and immediate environs. In the rest of the area, conditions of this form are ame-
nable to automobile use. From this perspective the potential growth may be seen in
the spaces between the radials. Dallas would seem to fit this description.

These and other examples of the hypothetical relationships between urban form and
transportation remain to be tested. Significant results of these tests when coupled with
the key indicators of population and economic growth and related to transportation
characteristics should reveal the variables underlying transportation use and the rela-
tionship between changes in transportation variables and urban form.

Employment concentration in certain industries has been used to measure the eco-
nomic function of an urban area. Data on employment by industry for 1950 and 1960
have been compiled in order to show changes in function. Comparative analyses are
being made to determine what relationship may exist, if any, between changes in eco-
nomic function and automobile availability.

Trend data, where available, are being compiled for the purpose of comparing
changes in social and economic factors with changes in the transportation classification
of urban areas. Supplemental reports are being prepared.

Other aspects of this task in which pilot studies and experiments have been made but
in which considerable research remains to be done include the following:

1. Comparisons of social status scores of urban areas. These scores, which are
composed of weighted indices of educational, occupational and income levels, are in-
tended for use in the study of interrelationships between social status, other socioeco-
nomic factors and transportation use.

2. Bureau of the Census data on the journey to work have been tabulated for several
urbanized area for the purpose of making comparative analyses of the central city ori-
entation of urban areas as indicated by worker commuting volumes into and out of
central cities.

3. Test the usefulness of the typology in estimating certain trip characteristics for
urban areas of a particular type. Data from comprehensive transportation planning
studies will be used as inputs into the estimating equations developed for areas of one
type or classification, It is contemplated that experimentation and modification using
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these data will result in equations which may be generally applied to one type of
area.

4, Investigation is continuing into the potential use of several different measures
of geometric form and growth patterns of urban areas. The objective is to determine
the interrelationships that may exist between changes in urban transportation char-
acteristics and patterns of development,

A STRATIFICATION OF URBANIZED AREAS

The literature covering all facets of urban complexes suggests that features be
grouped under the following general categories: urban structure (g, 5, 6), function (7,
8, 9, 10, 11), form (12, 13, 14), and growth (15, 16, 17, 18). Characteristics of the
human as well as the physical agglomeration come under the heading of structure.
Buildings and transport structures and the people they serve are described under this
broad heading. Features of composition or makeup include the size and type of build-
ings and transport facilities and the magnitude of the population and its distribution.
Related population characteristics, such as age composition and distribution by income
groups, are also included to portray the basic physical and human attributes as they
might be related to transportation.

Population Size and Density Groups

Population size is a measure of the relative magnitude of an urban area as well as
an indicator of relative volumes of persons and goods movement. A comparison of
population totals between areas suggests that a segregation of areas into a small
number of size groups would improve their comparability.

Following this reasoning, the 213 urbanized areas were divided into four groups ac-
cording to total number of inhabitants. A ratio of the largest to the smallest group
population totals was used as one guide in order to get some degree of uniformity in
population range (Table 1).

Population density indicates the relative compactness of an area, a second impor-
tant consideration related to urban transportation (5). Whereas size is indicative of
overall traffic volume, density should indicate relafive congestion (19).

Each of the four size groups was then divided into subgroups based on a weighted,
gross population density measure.

The number of persons per square mile in the central city was weighted by the pro-
portion of the urbanized area's population residing in the central city at that density.
The same computation was made for the urban fringe and the sum of the two weighted
densities gave the measures for each urbanized area as summarized in Table 2.}

Areas in the two largest size groups distributed themselves rather equally among
high and low densities. In the medium and smallest size groups the density distribu-
tions were not even. Areas in each of these groups tended to cluster around a
moderate density.

Size and density groups were thus established for experimental purposes to deter-
mine the effect of these variables on urban transportation characteristics. Effort
could then be made to identify the distinguishing transportation characteristics of each
size and density group.

It was anticipated that, while size and density groups may lead to transportation
types, it would probably be necessary to regroup the areas on different bases after
regression analyses were made.

Population size and density indicate basic structrual characteristics of an urban
area. Age of an area, i.e., the period in which it grew most rapidly, indicates the
type and spatial arrangement of buildings and the type of transportation service avail-
able. Other important characteristics of urban makeup are the age composition of the

The original manuscript of this paper contained an appendix with supporting tabular data given in de-
tail. These tables may be obtained from the Highway Research Board by special arrangement. Inquiries
should refer to XS-10, Record 194,
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TABLE 1
URBANIZED AREA POPULATION SIZE GROUPS®

Population Ranges

Group (thousands) Number Population Distribution
Number of Areas
tow High Ratio Total Percent
1 1,000 14,000 1:14.0 16 51,786 54.5
2 350 999 1:2.9 36 21,154 22,7
3 150 349 1:2.3 59 13,153 12.6
4 50 149 1:3.0 102 9,755 10.2
Total 50 14,000 1:280.0 213 95, 848 100.0
31n thousands.

Source: Adapted from U.S. Census of Population: 1960, Final Report PC(1)-1A, Table
23, U.S. Department of Commerce, Bureau of the Census.

population and the distribution of the population according to income levels. The fore-
going indicators of an urban area's structure were selected in the order of their con-
sidered relative importance to analysis of urban transportation.

Size-Group Assumptions

Segregation of the 213 urbanized areas into the four population-size groups (Table 1)
was based on certain assumptions and considerations.

One assumption is that the larger the area the more complicated its transportation
problem; urbanized areas with populations of 1 million or more have the severest
problems.

It was recognized that, although the range in size of the largest areas is broad (1 to
14 million), there are only 16 areas in the group. This number does not lend itself to
being subdivided because the number of observations would then be too small to make
valid correlation tests using statistical methods.

The remaining 197 areas were then divided into three groups to reduce the variance
in size and the assumed related transport problems.

This experimental grouping was based on several considerations: (a) minimizing
the number of groups; (b) reducing the variation in size to proportions which would

TABLE 2
URBANIZED AREA POPULATION SIZE AND WEIGHTED DENSITY GROUPS

Group Number We]i)gel;t:ictlyPg?mu;tgon Number Population Distribution
Size Density m of Ayieas (th;‘:;t:nlds) Percent
1 1 8,966 15,785 5 26,183 27.3
1 2 6,212 7,458 6 13,643 14.2
1 3 2,702 5,730 5 11,960 12.5
2 1 5,070 6,459 12 6,730 7.0
2 2 3,521 4,788 11 6,113 6.4
2 3 1,165 3,496 13 8,311 8.7
3 1 4,673 8,266 14 3,319 3.5
3 2 3,026 4,472 27 5,679 5.9
3 3 1,502 2,969 18 4,155 4.3
4 1 4,024 10, 004 32 2,950 3.1
4 2 2,518 3,947 41 4,329 4.5
4 3 680 2,447 29 2,476 2.6
12 Group Total 680 15,785 213 95, 848 100.0

2persons per square mile,
Source: Adapted from U, S. Census of Population: 1960, Final Report PC(1)-1A, Table 22.
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make group average characteristics more representative; and (c) making compara-
tive analyses more meaningful,

Almost 96 million persons (53 percent of the population) lived in the 213 urbanized
areas in 1960. The 16 largest areas contained nearly 52 million, almost 30 percent of
the total national population. In other words, almost one-third of the population of the
United States resides in 16 urban agglomerations, each having more than 1 million
persons,

The 102 urbanized areas in the smallest population size group (50,000 to 150, 000)
contained less than 10 million persons, or 10 percent of the total urbanized area pop-
ulation in 1960

Table 1 gives the wide difference between the largest and smallest areas. Data on
the number of areas and the population distribution among the four size groups show
clearly the tendency toward population concentration.

Variations such as these, in the population size of urbanized areas, indicate the
variations among the areas in the magnitudes of travel volumes. Areas such as New
York, Los Angeles and Chicago in the largest size group are reasonably expected to
have transportation requirements of a more complex nature than those of areas in the
other size groups, because of the larger number of persons and greater expanse of
land area to be served.

Density Group Assumptions

Surface movement of persons within an area is expected to be more or less con-
gested and more or less rapid, depending largely on the density at which the people
reside and work. Relative densities are given in Table 2.

Theoretically, then, population density is considered to be the major factor under-
lying the demand for the types and extents of urban transportation systems. Densely
populated urban complexes are expected to be best served by vehicles that have alarge
passenger-carrying capacity, thereby providing mass movement of persons relative
to vehicles. In other words, population density is closely associated in a positive way
with general orientation toward persons, and in a negative way with automobile
orientation,

TABLE 3

AVERAGE LAND AREA, POPULATION SIZE AND WEIGHTED DENSITY OF
URBANIZED AREA GROUPS

Griup Nuinber Number Land Area Popdlaron
Size Density Of:Areas (sq mi) (thOTL‘l’;i}] - Weighted Density?

1 1 5 766 5,237 10, 712
1 2 6 512 2,274 6,961
1 3 5 675 2,592 4,677
1 All 16 642 3,237 7,420
2 1 12 136 561 5,496
2 2 11 160 556 4,230
2 3 13 275 639 2,720
2 All 36 194 588 4,107
3 14 61 238 5,928
3 2 27 64 210 3,838
3 3 18 105 231 2,481
3 All 59 76 223 3,920
4 1 32 22 92 5,279
4 2 41 38 106 3,116
4 3 29 54 85 1, 846
4 All 102 38 96 3,433

zlPersons per square mile.
Source: Adapted from U.S. Census of, Population: 1960, Final Report PC(1)-1A, Table 22.
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Population density being equal, differences between urban areas in automobile ori-
entation are often attributed to differences in income level. On the theory that rela-
tively high income can overcome, to some extent, the congestion costs imposed by
high population density (higher vehicle operating, maintenance, insurance, and park-
ing costs), areas with relatively high income will have greater reliance on the auto-
mobile than an area of similar density but lower income.

Comparisons of Urbanized Area Size and Density Groups

The influence of New York, Los Angeles, and Chicago on the average size and den-
sity of the 16 largest areas is indicated in Table 3. An average population total of
3.24 million for the largest group is 5% times the average size of the second largest
group (588 thousand). Differences are far less between the smaller groups with the
second group being over 2% times the size of group 3, and the third group a little
more than twice the size of group 4.

Averages for the density groups within each size group do not vary widely, with the
exception of these in the largest size group. Population totals, for example, range
from 5. 24 million down to 2. 59 million in the group of areas being largest in size and
highest in density; whereas there is relatively little variation in size among the den-
sity groups in each of the other three size groups. Thus, similarity in population size
among the density groups within each size group is necessarily reflected in the nega-
tive correlation between the square miles of land area and the population densities in
each size group (again with the exception of size group 1). Population size was there-
by seen as a constant within size groups 2, 3, and 4.

Selection of Variables

Automobile ownership measured by the auto-employment ratio was selected as a
key dependent variable in order to overcome differences in population characteristics
that often underlie urban area variations in autos per capita and autos per dwelling
unit—two commonly used indicators of automobile reliance. Differences between areas
in auto-employment ratios were expected to be more sensitive to factors indicating the
relative personal need, desire and ability to own autos, the automobile conduciveness
of areas as measured by area age, and age distribution of the population and income
distribution, in addition to population size and density.

Generally, need to own an automobile is implied in the measured age of an area, its
population density, and the newness of its structures. The longer an area has been
established and the more time that has passed since its period of most rapid expansion,
the higher will be its population density, the older will be its structures, and the less
automobile oriented it will presently be. Although its newer suburbs are conducive to
automobile use, its central city still relies somewhat on the older modes of mass
transit and walking in many trips—automobile need is not great.

Urbanized areas of more recent development are characterized by low population
densities and new buildings designed to fit into the automobile age. Little or no provi-
sion is made for the older modes of transport in these areas; therefore, need for an
automobile is great.

Desire to own automobiles is indicated by the proportion of population in the age
groups associated with high rates of automobile availability. Under 18, 18 to 64, and
65 and over were the three age-group distributions that are compared with rates of
automobile availability. A high proportion of persons under 18 indicates a relatively
large number of families in early stages of the life cycle. These families predominate
in suburbia where multicar ownership is desirable, with husband and wife each wanting
to own a car.

The middle-age group, 18 to 64, takes in most of the workers. People in one-person
households and mature families make up this group which usually predominates in cen-
tral cities where the ownership and use of an automobile is less desirable, especially
where adequate mass transit is available.

Large proportions of persons in the 65-and-over group are presumably associated
with both high and low auto ownership rates, depending on the size and density of an
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area and the availability of mass transit. In the large, dense areas, older persons in
the central city would not have ahigh rate of auto ownership, but those in this age group
who live in areas that are not very large or dense are expected to own automobiles.

In areas where there is a high proportion of persons in this age group, it was ex-
pected that the number of retirees owning cars would effect an unrealistically high rate
of automobiles per 100 persons employed. Areas in which retirees owning cars would
destroy the usefulness of the auto-employment criterion were expected to be few and
could be readily recognized.

Where the need and desirability of owning an automobile exists, differences in rates
of automobile ownership will be accounted for by differences in ability to own and op-
erate automobiles. Ability is measured in dollars of personal income on a per capita
basis and on the basis of proportions of high and low-income families ($10, 000 and
over and under $3,000).

It seemed logical to expect areas of similar size, density, age composition, and
distribution of the population to have differences in automobile ownership rates which
could be explained in almost every case by differences in the level and distribution of
income.

ANALYSIS OF URBANIZED AREAS BY POPULATION
SIZE AND DENSITY GROUPS

Visual Comparison

In Table 4, socioeconomic and transportation variables have been added to popula-
tion size, density, and land area for each of the four size groups. The positive rela-
tionships between these three measures are shown. Income per capita is also posi-
tively related to size and age of the area. The average values were computed from
tabulations of individual area data which are not included herein.

Itis interesting to note the dissimilarities between the largest urban areas and those
in the three remaining groups in the average values of certain characteristics. On the

TABLE 4

AVERAGE VALUES OF SOCIOECONOMIC AND TRANSPORTATION CHARACTERISTICS OF
URBANIZED AREAS BY POPULATION SIZE GROUPS

Population Size Groups

L 1,000, 000 350, 000 - 150, 000 - 50, 000 -
and over 1, 000, 000 350, 000 150, 000
General;

1. Total population, thousands 3,237 588 223 96
2. Population density, persons per sq mi 7,420 4,107 3,920 3,433
3. Land area, sq mi 642 194 76 38
4, Income per capita, 1959 $ 2,250 2,052 1,947 1,873
5. Age of area, year 1914 1914 1919 1921
6. New housing units, % 26.6 33.2 30.9 28.5
7. Population 18-64 years, % 571 56,0 55.9 55,5
8. Population 65 and over, $ 8.7 8.5 9.0 8.8
9. Population under 18, % 34,2 35.5 35.1 35.7
10. Family income under $3,000, % i2.5 15.9 18.1 18.1
11, Family income $10, 000 plus, % 21.3 17.6 15.5 14.2

12, Persons per occupied housing unit 3.23 3.24 3.25 3.26
13. Autos per 100 employed residents 76.1 86.3 85,17 84.8

Primary work trip mode, %:

14. Auto or car pool 61,41 70. 17 71.29 72.25
15. R.R., subway, or elevated 4,48 0.16 0.34 0.25
16. Bus or streetcar 17,28 12,40 9.83 7.36
17. walk 7.88 .26 9.58 11.57
18. Other 1.46 1.78 2.10 2.37
19, Work at home 2,37 3,68 2.51 2.61
20. Not reported 5.13 4,66 4.35 3.70
Occupied housing units, %, with:
21, No car available 25.0 20,1 20.0 20.3
22, One car available 56.0 56.3 57.8 67.1
23, Two cars available 16,9 20.9 19.8 20,1
24. Three or more cars 2.2 2.7 2.5 2.5

Sources: Adapted from data in the U.S. Censuses of Population and Housing: 1960; the Statistical Abstract of the
United States: 1964; and the County and City Data Book: 1962.
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average, population density and per capita income are higher in the largest areas
than in areas making up the remaining groups.

Except for the largest areas, the average number of automobiles per 100 employed
residents decreases slightly from the second largest to the smallest areas as both
average population density and average per capita income decline.

Comparison of primary work trip mode shows that in the largest size group almost
22 percent of the workers rely on mass transit. Inthe three smaller area groups there
is a gradual decline in the use of mass transit and a corresponding increase in walking.
Use of the auto or car pool increases sharply from the largest to the second largest
size group and then shows slight increases to the third and fourth groups. However,
in the latter two groups a slight decline in the number of autos per 100 employed res-
idents accompanies the increase in auto or car pool travel to work. Because these
movements are associated with the shift from transit to walking, it may be assumed
that as the size of the area becomes smaller, mass transit becomes less adequate;
walking and car-pooling become more necessary. Car-pooling would, therefore, ap-
pear to be an increasingly larger proportion of the auto and car pool total.

Data on automobiles available by occupied housing units depict similarities among
the three smallest size groups in all four characteristics (Table 4). The largest size
group differs significantly from the other groups in the percent of households with no
cars and those having two or more cars.

Density Groups

Characteristics of the urbanized areas in each of the 12 size-density groups are
given in Table 5. (The areas in each of the four size groups were subdivided into high,
moderate and low density groups.)

The data for each density group in the areas of the largest size group demonstrate
the effect of density on the measures of availability and use of the automobile and other
means of transportation. The number of automobiles available per 100 employed res-
idents increases sharply as density drops from high to moderate to low. This negative
correlation is also apparent in the data on the percentage distribution of housing units
with one, two and three or more cars, but only in the areas having a population of 1
million or more.

In the second largest size group there is considerable narrowing of differences be-
tween density groups in the indicators of automobile availability. In the largest size
group, as density drops from high to low the number of 2utos per 100 employed resi-
dents increases by 20, from 65 to 85. In the second largest group the range in the
same automobile ownership indicator is reduced to approximately 12 as the number of
autos per 100 employed persons increases from 82 to 94 with the reduction in popula-
tion density. A similar range of 80 to 92 is given for the third largest group, whereas
in the smallest size group no correlation and practically no variation is indicated be-
tween the density groups.

The effect of density on the distribution of housing units according to the number of
automobiles available is reflected in the data for the largest areas, and to a much
lesser extent in the two middle-sized groups, but not at all in the smallest area group.

It is significant that the urbanized areas in the lowest density group of the 350, 000
to 1,000, 000 population size group have the highest rate of automobile ownership (93.8),
the lowest proportion (17.5 percent) of households with no car available, the highest
percentages of two-car (24. 5 percent) households, and households with three or more
cars (3. 2 percent).

Of greater significance, however, are the similarities in the percentages of workers
who traveled to work by auto or car pool. Omitting the two highest density groups in
the largest area class, the range in the percentages of workers using the auto in the
work trip is a narrow 68 to 73 percent (rounded). When these figures are compared
with those in the line of figures immediately above, the interrelationships between the
two and population density are quite clear. Within each population size group, change
from density group to density group in the number of autos per 100 employed residents
is accompanied by a similar change in the percentage of workers using the automobile
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in the work trip. The changes are in the same direction; however, the amplitudes of
change differ considerably from size group to size group.

In the largest size group, an increase of 20 in the automobile availability indicator
(from 65 to 85, rounded) is accompanied by a rise of 15 percentage points in the use of
the auto (53 to 68 percent, rounded). The same two series show increases of 12 autos
and 5 percentage points, respectively, in the second largest group of areas.

In the third largest group, use of the auto in the work trip becomes even less re-
sponsive to change in the number of autos per 100 workers as a change of 12 in the
number of autos is reflected in a change of 4 percentage points in use. There is vir-
tually a stable relationship between the two variables in all three density groups of the
smallest areas.

The relative stability in the percentage of workers using the auto in the work trip
suggests the existence of a norm in this regard. In all but the largest and densest ur-
banized areas, where rail rapid transit plays an important role, there is wide variation
among the urbanized area groups in the use of the bus or streetcar and walking to work,
but there is little difference in the use of the auto. Use of the bus or streetcar shows
some inverse relationship with density but a pronounced positive relationship between
population size groups (see Table 4). Walking to work has a negative relationship with
both density and size. The positive relationship between size of the area and the use
of bus or streetcar in the work trip along with the negative relationship between size
of area and walking to work explain the relative stability of the proportion of workers
using the automobile in the work trip.

From the foregoing comparisons and further examination of the density group data
in Table 5, it becomes apparent that within each size group most of the selected socio-
economic and transportation variables are insensitive to changes in population density.

Among the density groups within each size group, except the largest, there is little
variation in the averages of such characteristics as total population, income per capita,
the age group components of the population, the proportions of high and low-income
families, the number of persons per occupied housing unit, the percent of workers us-
ing an automobile or car pool in the work trip, and the percent of housing units with one
car available,

Characteristics which show a tendency to vary with changes in density of areas of a
particular size are as follows: (a) age of area; (b) the percent of housing units built
from 1950 to 1960; (c) the number of automobiles per 100 employed residents; (d) the
percent of workers using bus or streetcar or walking to work; and (e) the percent of
housing units with no car or two or three cars available. Areas in the small size group,
however, do not exhibit this sensitivity to differences in population density.

Population density thus fails as a criterion for general use in distinguishing urban-
ized areas of a particular type or mix of transportation usage.

SIMPLE CORRELATION AND STEPWISE MULTIPLE-REGRESSION
ANALYSES OF FOUR GROUPS OF URBANIZED AREAS

A 24-variable correlation coefficient matrix was prepared for each of the four pop-
ulation size groups. Intercorrelations of variables selected from the matrices are
given in Table 6. Twelve of the 24 variables were indicators of demographic, social
and economic characteristics. Transportation indicators comprised the other 12
variables.

Six of the 12 transportation variables were selected to be dependent variables in a
12-step (12 socioeconomic independent variables) multiple-regression analysis to be
performed for each of the four population size groups (20).

Simple Correlation Analysis of Urbanized Areas in Four Population Size Groups

Results of a simple correlation analysis are summarized in Table 6. Correlation
matrices of the 24 variables for each of the four size groups provided the coefficient
correlations, Table 6 gives the correlation coefficients for two transportation vari-
ables related to each of 12 socioeconomic variables in each of the four population size
groups.
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TABLE 6

INTERCORRELATIONS OF SELECTIVE VARIABLES
(Simple Correlation Coefficients, r)

Urbanized Area Population Size Groups

Socigecongmilcr Varlanle 1,000, 000 350, 000 - 150, 000 - 50, 000 -

and over 1, 000, 000 350, 000 150, 000

(a) Autos Available per 100 Employed Persons

1. Population, 1960 -0.286 0. 065 0.155 -0.074
2, Population density, weighted -0.749 -0.467 -0.320 -0,091
3. Land area, sq mi -0.060 0.250 0,206 -0.017
4. Income per capita, 1959 $ 0.127 0,218 0.099 0.138
5. Age of area -0.493 -0.716 -0.597 -0.359
6. Housing units, built 1850-60, % 0.684 0.1736 0.745 0.597
7. Population 18-64, ¢ -0.360 -0.234 -0.635 -0.120
8. Population 65 and over, % -0.287 -0.187 0.235 -0.371
9. Population under 18, % 0.462 0.306 0.144 0.380
10. Families with income under $3,000, % 0.189 -0.163 0.199 -0.085
11, Families with incomes $10, 000 plus, $ 0.072 0.190 0,052 0,176
12, Persons per occupied housing unit -0.148 -0.183 -0.239 0.005
Value of r at 0, 05 level of significance 0.500 0.350 0.250 0,180
Number of urbanized areas 16 36 59 102
(b) Percent of Work ‘I'rips by Auto or Car Pool

1, Population, 1960 0.576 0.180 0,131 -0.045
2. Population density, weighted -0.808 -0.429 -0,210 -0.087
3. Land areas, sq mi -0.412 -0.238 0. 091 -0, 060
4, Income per capita, 1959 § -0.186 0.322 -0.068 0,097
5. Age of area -0.516 -0.513 -0, 354 -0,268
8. Housing units, built 1950-60, % 0.674 0.434 0.569 0.548
7. Population 18-64, % -0.630 -0.374 -0.593 -0.148
8. Population 65 and over, % -0.411 0.042 -0.121 -0.460
9. Population under 18, ¢ 0.741 0.197 0.447 0.471
10. Families with incomes under $3,000, ¢ 0,266 -0.435 0.001 -0.125
11. Families with incomes $10, 000 plus, $ -0.145 0,237 -0.017 0.154
12, Persons per occupied housing unit -0,209 -0.192 0.006 0.112
Value of r at 0.05 level of significance 0. 500 0,350 0.250 0.190
Number of urbanized areas 16 36 59 102

Sources: Adapted from the U. 8. Censuses of Population and Housing: 1960, and the County and City Data
Book: 1962,

Number of Autos Available per 100 Employed Persons

In Table 6(a) the number of autos available per 100 employed persons has a negative
correlation with population density in each size group. As the value of r drops from
-0.749 in the largest group to -0. 091 in the smallest group, the acceptable level of r
also drops, so that only in the smallest group does r (-0.091) fall below the value at
which the chances would be greater than 1 in every 20 (0. 05) ihai ihe value of r could
be obtained from a sample of two variables having zero correlation.

The r value of 0. 745 has a high level of significance for housing units between 1950
and 1960 and autos available per 100 employed persons in the size group 150, 000 to
350,000. A significant r value (0. 597) for these two variables is also obtained in the
smallest size group.

Age of area is significantly correlated (at the 0. 05 level of significance) with auto-
mobiles per 100 employed persons in all but the largest size group.

No significant relationships are indicated between the automobile-employment ratio
and population size, land area size, income per capita, the proportions of low and
high-income families, or the number of persons per occupied housing unit.

In the largest population size group, the number of automobiles per 100 employed
persons is significantly related in a negative way to population density and in a positive
way to the percentage of housing units built between 1950 and 1960. None of the other
variables is significant at the 0. 05 level, although age of area and the proportion of
population under 18 years of age become significant at a lower level (above 0.15 or
slightly below an 85 percent confidence that the coefficient did not come from two vari-
ables having zero correlation).

Population density and age of area have significant negative correlations with the
automobile-employment ratio in the 350, 000 to 1, 000, 000 population size group. The
percent of housing units built between 1950 and 1960 has a very significant correlation
coefficient of 0. 736, considering that an r value of 0. 350 is significant,
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TABLE 7
POPULATION DENSITY vs AUTOMOBILE AVAILABILITY

Size Group
Automobile
Availablility 1,000, 000 350, 000- 150, 000- 50, 000-
and over 1,000, 000 350, 000 150, 000
Autos per 100 employed persons ~0.749 -0.467 -0.320 -0.091
No-car housing units, % 0.879 0.384 0.162 0.012
Two-car housing units, % -0.684 -0, 590 -0.252 -0.199

In the third largest size group, population density, age of area and the percentage
of new housing units have significant r values. In addition, the proportion of the pop-
ulation in the 18 to 64-year age bracket assumes importance.

Population density is not an important factor underlying the number of autos per 100
employed persons in urbanized areas of the smallest size group. The proportions of
the population in the young and old age groups assume importance for the first time in
this group of areas.

Percent of Work Trips by Automobile or Car Pool

In all four size groups, the age of an area and the percent of its housing units that
were built in the 1950-60 period have significant correlation coefficients with the per-
cent of workers who use an auto or car pool in the work trip (Table 6(b)). The age dis-
tribution of the population becomes important, in all four groups, in relation to this
work-trip mode variable. A greater proportion of persons in the 18 to 64-year age
group bears a negative relationship with use of the auto in the work trip, whereas a
high proportion of the young groups is positively related to auto use in the work trip.
This finding is in line with the expectation that those using the autoin the work trip are
largely suburbanites belonging to young families having a preponderance of children
under 18. The negative correlation between use of the auto in the work trip and the
percent of persons aged 18 to 64 is presumed to be due to people of this age compris-
ing a high proportion of the central city dwellers who use mass transit or walk to work.

Another noteworthy item in Table 6 is the significance of the proportion of low-
income families as a depressant on the use of the automobile in the second largest
urban areas.

Summary

In summary, findings from the simple correlation experiment support the hypothet-
ical explanations of differences in automobile orientation between urbanized areas of
particular population size groups, but donot support these hypotheses for areas of other
size groups.

These findings give some support to the hypothesis that high population density in-
hibits automobile ownership, whereas at lower densities, automobile availability is
correlated with income.

Table 7 compares correlation coefficients between population density and each of
three measures of automobile availability in each of the four size groups. It illustrates
the declining importance of population density from the largest to the smallest size
groups.

Population density is extremely high in some areas of the largest size group, and it
is at this level that density becomes a strong inhibitor of highway use.

The contention that income takes over as a prime determinant of automobile avail-
ability where high population density leaves off is supported in this analysis only in a
few special cases,

Income level, measured by income per capita, and income distribution, measured
by the percent of high ($10, 000 per year and over) and low (less than $3,000 per year)
income families, bears an interesting variety of relationships to the measures of auto-
mobile availability and use.
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In none of the groups does per capita income have a significant relationship with
the number of automobiles available per 100 employed persons. Significant relation-
ships were indicated, however, between income level and the proportion of housing
units with no car available in areas of all but the largest size. The correlation coef-
ficient between income and no-car households in the largest areas was a very low
0.050. Two-car households showed significant correlation with income per capita in
only the smallest (50, 000 to 150, 000) size areas (see footnote 1).

The distribution of income assumes significance as an underlying factor in its rela-
tion to no-car households. Coefficients indicated that this is so in all but the largest
size areas. In the largest areas income distribution, like income level, bears no
significant relationship to any of the three measures of automobile availability.

The factor which most consistently has a significant correlation coefficient with
automobile availability is the percent of housing units built between 1950 and 1960.
These results are in line with expectations based on the fact that most housing con-
struction in the 1950's was designed with the consideration that the automobile was the
primary means of transportation .

Age of area is another consistently significant factor underlying differences in the
rate of automobile availability, although the coefficients for this variable are always
lower than those for the housing units built between 1950 and 1960. Even though there
is undoubtedly collinearity between age of area and housing units built between 1950
and 1960, the fact that coefficients for recent housing construction are maintained at a
similarly high level from size group to size group while age of area coefficients gen-
erally decline from the second largest to the smallest size group indicates that age of
area declineg in importance relative to new housing construction; as areasize declines,

Numerous other comparisons could be made of the simple correlation coefficients
obtained for measures of automobile availability and the several measures of urban
structure. Primary mode of travel in the work trip related to the same socioeconomic
variables individually produce correlation coefficients which are commonly high for
housing units built between 1950 and 1960, and the age of the area—the same two vari-
ables that are important in explaining automobile availability differences.

Multiple-Regression Analysis of Urbanized Area Size Groups

Simple correlation analysis has indicated the relative importance of each socioeco-
nomic variable in explaining differences between urbanized areas in each of six indi-
cators of automobile availability and use. Although that analysis gives some insight
inta relationships between one individual transportation variable and one socioeconomic
variable, it does not show the interrelations between one transportation variable and a
combination of more than one socioeconomic variable. The purpose of the multiple-
regression analysis is to select the combination of given socioeconomic variables that
bestexplains variations in the transportation variable and which serves as a basis ior
estimating the value of the dependent transportation variable under the various socio-
economic condiditons.

All of the variables involved in the analytical phase are the same as those used in
the earlier simple correlation and comparative analyses.

For each of the four population size groups, stepwise multipile-regression analysis
was performed separately for each of the six dependent variables. The same 12 inde-
pendent variables were used in all 24 operations (4 size groups times 6 dependent
variables).

Estimating Equations

Equations for estimating the ratio of the number of automobiles available to the
number of employed persons for an urbanized area in each size group are given in
Table 8.

Table 9 gives equations for estimating the percent of workers using the automobile
or car pool in the work trip. Each equation is the best fit for an area in the particular
population size group for which the analysis was made.



49

Puc ‘g88°0 = ¥ ‘8¥50°0

Ax:A

x°K

‘0961 :Buisnolj puo uolo|ndog jo snsusd) ‘g M) ‘snsusD Byi Jo ND3ING ST Y4 Ul Bjop woly paydopy  :$93Inog

6220 = M

S :s3unsoaiu Buimo]|e) Fyi ur paz|nsal dags yi| | ayl uoiionba sui jo A30in330 Buliow)ise Iy sacudwy jou P yil | 9y yEnasy sdags 1SUOLPRY

(A) uURDwW 3§} 1N0GE 3{gBLIoA juspuadap ayj 4o 2oUDLIBA |(ows Sy BulEStpu 4 A) UDOW By jo Juadiad Z°G 04 juadiad gTQL Wy $DUI|IFP BATTC

S) Joua piBpUDYs BY| “uoljonba BUDWIIEE B ) WopFwy §O $3BBP JO JSqUINU BYJ JOj G300 Weuj || 0% ©) pawntald 5 B{OWiisd JO JOLB PIOPUDIS By U) SSB2IDUI POAISE Y]

9

"4ua|9) 44800 uojsEaiBas 3y} 4o 101D PIDPUBIS ]

9l = N 9092°0 = A :iudpisad pakojdwo sod o|GD[IPAT S2|{GOWSING JO ISTUIAN .

(£6020 "0) (%200 "0) ($0%20 *0)
1€8°0 216°0 SLY0 "0 ($9-81d)316€0°0 - (d)6500°0 - (81-d)S¥820 0
(9€891°0) (L8%00 "0) (71000 °0) (%100 °0)
(NHO)88815°0 - (09-0CNH)F0£00°0 + (VI)IF000°0 + (AJ)8000°0 + £26%°¢ X % ‘(#9-81d) ¥9 03 81 uotyendog oL
(6200 "0) (8L120°0)
L8L"0 1880 LESO "0 (@)ev00°0 - (8T-d)T€SS0 0
(12061 °0) (2L£00 "0) (§T000 *0) (€100°0)
(NHOd)zeses "0 - (09-0SNH)BRZON'0 - (VTI)SE000°0 + EA&Soo.w 68890 K $.000 ‘00T ‘(d) 0961 ‘uonerndog 9
0L%20 "0
0SL°0 998°0 G850 °0 (8T-d)LS%$0 "0
(67002 "0) (#0%00 "0) (#0000 "0) (8000 "0)
(QHO4)Z0%%¥F "0 - (09-0SNH)SF200°0 - (VTI)OI000'0 + (Ad)S200°0 - 6198°0 X % ‘(8T-d) 81 Iapun uonjeindod ¢
(66921 °0) (58200 °0) (50000 *0) (6000 "0)
¥89°0 LZ8°0  49990°0  (NHOJ)BOGTT'0 - (09-0SNH)ZLEOO'0 + (VDLOOOO 0 + (U4)0€000 - 85T 'T A (QHOQ) J1un Sutsnoy pardnooo 1od SUOSIDG i4
(28200 "0) #0000 "0) (8000 "0) (09-0SNH) 09-096T
$89°0 428 °0 €490 °0 (09-0SNH)FH€00°0 + (VIIBOO00 0 + (Ad)2€00 "0 28%8°0 X uadm3aq IINg sjun SuISNOY “310g €
(¥0000 *0) (9000 °0)
9L9°0 2280 8990 °0 (VI)TI000°0 + (Qd)6£00°0 - 8LLE'O X (V'T) B2aE pUeT 4
(9000 "0) ortut bs xad
6250 832L°0 0080°0 (@d)8z00°0 - SBLE'0 = =X suosapd 00T ‘(Qd) Ayrsusp uoreindog 1
e q X .>m uotyenby JurjEwWISH aIqe1IEe A juapuadapuy QMM

*JHOW YO NOILLVTINGOd 000 ‘000 ‘T HLIM SVIHV QEZINVEYEN NI OLLVY INIWAOTINI-TTHOWNOLAY FTHL DNILVINELSH ¥Od SNOILVAdDH

8 ATaVL



50

.OOQH nmr__mDOI puo EO:U_ 2&0& o w&mbmtwu .W‘D ~m3mcwn. WF_._ 0 nobaing ‘s'n 01.- ui ojop EO\C VN«QU?{ 15924n0%
PO =
puo /80 = ¥ ¥290'G = x.xm 1sainspaw Buimol[oy ayy up paynsal days YL ®YL uoyjenba siy4 jo Aoound2pD Buyypwiyyse ayy aaoidwi jou pip YL ey4 :m:o:t sdiygs _ur_o_h_ntaﬂ
. (A) UDDW S| INGGO I|GBLIDA JUIPURDaP SYy4 Jo 3UBLIBA ||Dws ayy Buljodipul {A) UdawW ay) jo {usdlad p1o o) JuRdsEd 0O WoL TaUI DT
Ax \Amv Joa13 pippupys ay| ‘uoiypaba Burjowise oflc_ wopsoly jo walfipp jo 1aqunu SYY 104 UOI 431100 WOl §|NS3I Of Fawnsaid si 2.0W1 jsa §O 10D pIDPUDYS SyYi L SFEOUAL] POAISSqO BY]
*juB3144803 uoyssaibial sy jo Jous _u._ovcu,.mu
9l = N ‘Z90¢'19 = A :food 103 to sjigeweinn sioa)d Buisn siaom o ofbjuadiady

2

(LGTT0°0) (8661 °0) (¥89L€ "0} (8623L'T)
858 °0 L26°0 2216°¢  (VTI)9P0€0°0 + (A)OLIS 0 - (09-0SNH)EBHIS 0 + (F9-BTI)H98%8 "H-
(#9598 "€T) (01646 °T) (9811 °0)
(DHOJ)0298% '2¢ - (BI-d)SZ2%6°T + (Ad)2861°0 + OBIET'9%E = X (V1) Boae puey ok
(9LL0°0) (2048% "0) (67181 °2)
g9L°0 GL8'0  gGLEO’S (d)9590°0 - (09-0SNH)TLGES 'O + (¥9-81d)69TL "€~
(EF168 "LT) (69925 '2) (6111°0)
(QHOd)E94ST '$% - (8T-d)8€8%Z'T + (Ad)OPIO0 - #6T9£°663 = X (000 ‘00T) () 0961 uonerndoq 9
(£266€ "0) (L8156 °T)
ZLL 0 61870  ES96°F (09-0SNH)2Z00TE ‘0 + ($9-8Td)T2TL0 "¢~
(€GETT "4T) (22962 '3) (01L0°0) (09-081H) 09-086T
(AHOA)TTS0E 8% - (BT-d)6VELO'C + (AA)S980°0 - GZEIO'LET = X udam1aq NG SITUN SUTSNOY “30d S
(L8897 1)
08L°0 £88°0 6748 ¥ ($9-98Td)PLLSO T~
(eSLLE "€T) (96681 'T) (0490 *0)
(NHOJ)eL0PZ "TE - (81-d)8188G°E + (QJ)9TOT 0 - LE6ISH9T = X % ‘($9-81d) %9 03 81 uonerndog i4
(19%5¢ '21) (92422 °1) ($290°0)
£9L°0 £L8°0 9990 'S (NHOd)00L98 22 - (81-d)P868L°'E + (Ad)EEPT 0 - 9%Z0Z2°9T = X (AHOJ) 1un Sursnoy patdnooo 1ad suosIad £
(26016 °0) (2650 °0)
0zL "0 6%8°0 L66% 'S (8T-d)SLBST E + (AA)¥B6T°0 - 9TETE'Z = X % ‘(81-d) 8T Iopun uonendog 4
(6%50 "0) artur bs xad
829°0 £6L°0 617879 (@d)6182°0 - €82£°28 = K& suoszad 00T “(Qd) Asusp uonendod 1
. "ON
1 q x"£g uorenby Sunewnsy aTqetIE A Juepuadepur dorg

LAUOW ¥O NOILVTINdOd 000 ‘000 ‘T HLIM SVAHY QAZINVEIN
NI T00d ¥VD 4O ATMHONOLAV HLVAIYA DNISN SHIYHOM JO ADVINHOHHAL AHL ONILVWILST 04 SNOILVADI

6 HT1aVL



51

Tables 8 and 9 indicate the changing relative importance of each independent vari-
able from step to step. Changes in the value of a coefficient and its individual stand-
ard error measure its changing influence. In Table 9, for example, the value of the
population density coefficient declined from the first through the sixth step while its
standard error became greater.?

The equations in Tables 8 and 9 represent a best fit for the regression line within
the scatter of plotted data for the urbanized areas with a population of 1, 000, 000 or
more. Althoughthese are considered the best combination of independent variables
to use in estimating the dependent variable, they are only the best that could be devel-
oped on the basis of the 12 independent variables chosen for the analysis.

For other size groups, the goodness of fit of the best estimating equation is some-
times not very much better than the equation derived with half the number of steps.
This has been demonstrated by detailed supporting data not reproduced herein (see
footnote 1).

The first three steps of the analysis of the group of smallest areas (50,000 to
150, 000 population) resulted in the use of the same three independent variables in the
same order as for the areas in the 150, 000 to 350, 000 population size group.

An important feature of the stepwise regression method is the variety of equations
it produces. In some cases this offers a choice to the user. The choice depends on
two major considerations—the availability of data and the degree of accuracy
desired (21).

An example of possible choices may be seen by comparing the equations for esti-
mating the automobile-employment ratio in an urbanized area with a population of 1
million or more (Table 8). In this case it may be desirable to use the third step equa-
tion. The additional improvement in the measures of reliability may not warrant the
added effort required to obtain the necessary data. Also, some variables added do not
meet the desired level of significance as measured by the t test.

Limitations

Of fundamental importance in considering the value or usefulness of any of these
equations is the fact that none of these model equations tells the whole story. Signifi-
cant proportions of the differences between urbanized areas are left unexplained. It is
obvious, therefore, that this analysis omitted some important factors underlying the
urbanized area differentials in the values of the dependent variables.

Tests show that at various steps one or more regression coefficients lose signifi-
cance. This occurs at different steps among the four urbanized area size groups and
for estimating different dependent variables. Equations in Tables 8 and 9, which were
derived from analyses of data for the largest areas (1 million or more population),
have variables entering beyond step three that are not significant. In the equations for
the three smaller size area groups, variables of insignificant value did not enter until
the fifth or sixth step (see footnote 1).

It must be pointed out, however, that this initial experiment tested the adequacy of
estimating certain transport characteristics on the basis of a limited number of socio-
economic factors and excluding other transport characteristics. The intent of this ap-
proach was to develop equations constructed of a minimum, a few perhaps, indepen-
dent socioeconomic variables. Estimating tools of this nature would, it seems,
facilitate the problem of estimating control totals of automobile availability, travel
volumes or other highway planning guides.

Summary

In summary this initial experimental computer run, using the multiple-regression
technique, has produced rather crude, static, model equations for estimating certain
urban transportation variables.

2Horizontal lines in the equation tables are shown after the number in the "Step No." column, which
includes the last significant independent variable added, measured by comparing the regression coef-
ficient against its standard error.
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These results do, however, justify the selection of the variables chosen, and, as
stated earlier, lend positive evidence to the hypothesis that the group of factors under-
lying urban transportation use varies among urbanized areas of different sizes.

Another finding was the lack of support for the priority, or order, in which the
socioeconomic variables were selected. Income level, measured by income per capita,
followed population size and density, and land area in their prejudged relative impor-
tance. Age composition of the population and distribution of families by high and low
incomes were considered to be of less importance, as was the relative newness of
housing units and age of the area.

As a result of this analysis, income per capita is an important factor in relation to
the proportion of occupied housing units with no car available. On the other hand, the
proportion of housing units built between 1950 and 1960 is closely associated with all
automobile availability variables.

URBANIZED AREAS CLASSIFIED ACCORDING TO AUTOMOBILE RELIANCE

The Classification Criterion

Statistical analyses of the data in each group gave strong evidence that population
density would not be useful as a basis for identifying, more closely, transportation
characteristics common to a group of areas. Instead, the ratio of automobiles avail-
able to total employment was used as the criterion.

Six general types of urbanized areas result from this highway transportation view-
point. Relative reliance on the automobile for personal mobility becomes the indicator
used in segregating these classes. The number of automobiles available for every 100
employed persons, the measure of automobile reliance, is a composite of: (a) the num-
ber of automobiles available as derived from the Census data on automobiles available
by occupied housing units; and (b) the total number of civilian residents employed. The
number of occupied housing units reported as having one, two, and three or more cars
available was multiplied by one, two, and three, respectively, to get total cars avail-
able for an urbanized area. The total number of persons employed includes all resident
civilians 14 years of age and over who had a job at the time of the April 1960 Census.

Automobiles available are the only accessible data which indicate the extent of auto-
mobile ownership in all urbanized areas. These data include automobiles available for
use by a member or members of an occupied housing unit, regardless of whether the
automobile is owned by an occupant of the housing unit. Autos operated by persons
stationed at military bases, students living in university dormitories, and other insti-
tutional persons were not included. Cars in large fieels of company-owned cars and
other cars belonging to small business firms, but available to person or persons in
the housing unit, are thus accounted for. Not accounted for are taxis, pickup orlarger
trucks, although these vehicles in many cases may serve the same purpose as a pas-
senger car or station wagon. To the extent that this condition exists, there is a bias
in the low automobile availability count for these areas. For the purpose of this study,
however, it is assumed that the number of areas having these high rates of automobile
substitution by other motor vehicle types would not be large enough to impair seriously
the comparability of automobile availability between groups-of urbanized areas.

The autos per capita ratio is hampered by variations between urban areas in the
population age compositions—areas having large or small segments of persons under
and over normal auto ownership age (18-65). Autos per worker narrows the population
to persons who are capable of driving (with some exception, i.e., handicapped workers),
It reflects ability of some workers to pay the cost of more than one automobile in a
household. Effects of variance in size and composition of the household are largely
overcome by using employed persons. Using employed persons as a component also
avoids the necessity of estimating households with one, two, three or more, or no cars.
Autos per 100 employed residents of an urban area could thus be expected to be more
directly related to the underlying environmental factors, such as population size and
density, age of an area, age composition of its population, and the levels and distribu-
tion of personal income.
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Household members who are not employed but have automobiles available, e.g.,
suburban housewives and children of driving age, inflate the numerator in this ratio
(autos available) without affecting the employment denominator. Inflation of the auto-
mobile figure relative to employment illustrates more clearly an urban area's rel-
ative dependence on the automobile for transportation and the relative ability of its
employed residents to provide this transportation for dependents.

Unusually high numbers of automobiles relative toworkers are noted ina few places,
such as St. Petersburg, Fla., and Lawton, Okla. This reflects the unusually large
proportion of retired persons in St. Petersburg and the large number of military per-
sonnel living off base in Lawton. These persons are not included in the total number
of persons employed, although the automobiles available to them are included in the
total number of automobiles available.

The abnormally high ratio of autos to workers in St. Petersburg emphasizes the
degree of dependency on the automaobile by both workers and retirees in that area. It
also implies traffic problems of a different sort since the trip purposes and destinations
of retirees would make shopping and social-recreation trips unusually high relative to
work trips. Traffic should, therefore, have comparatively low peaks and be more
diffused.

Auto Reliance and the Work Trip

The worker and characteristics of his trip to work best describe an urban area's
degree of highway use. As a basis for estimating and predicting total highway traffic
volumes for an urban area, the number of workers is preferable to the number of
housing units or the total population. Highway capacity is generally designed to accom-
modate peak-hour traffic volumes, usually made up of vehicles being used in the work
trip. Knowledge of the number of workers and their reliance on the automobile, rel-
ative to other modes of transport in their work trips, is therefore fundamental tosound
decisions on highway requirements. An indication of the extent to which workers of an
urban area rely on the automobile for transportation is to be found in the ratio of the
number of automobiles available for the number of workers residing in the area.

Automobile availability and use of the auto in the trip to work are closely correlated.
Urban areas with large numbers of automobiles available relative to the number of
workers can be expected to have high proportions of workers using the automobile in
the work trip. Areas with high rates of autos to workers usually have high proportions
of multicar households which are outgrowths of the need for an automobile by the spouse
and/or children of the worker who uses his car in the work trip.

Conversely, urban areas with lower rates of autos to workers will not be as high in
the proportion of multicar households, because the need for an automobile by other
members of the worker's family is not as widespread inasmuch as some of the workers
leave their cars at home and use another mode of transport in the work trip.

Autos per dwelling or housing unit is not as directly connected to the work trip,
since urban areas differ significantly in the number of workers per dwelling unit as
well as in the number of automobiles available per dwelling unit. The correlation be-
tween the two is such that autos per dwelling unit is not a satisfactory substitute.

In areas having a similar number of workers per dwelling unit, the rates of autos
per dwelling unit often vary widely. Urbanized areas in Connecticut, for example,
average between 130 and 135 workers and 100 automobiles for every 100 dwelling units.
In California, urban areas average approximately 115 workers and over 120 autos for
every 100 dwelling units. In some urban areas, such as those in Texas, the relation-
ship between the two data series is positive, but in many states it is a negative corre-
lation. By relating autos directly to workers, the effect of variations in workers per
dwelling unit is avoided.

Areas which have a relatively high rate of autos to workers will usually have a high
proportion of workers driving the auto or riding in a car pool in the work trip. Where
a relatively high rate of auto availability is associated with a relatively low rate of use
in the work trip, the implication is that car pooling is more extensive than in other
areas with similarly high rates of auto availability.
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TABLE 10
AVERAGE VALUES OF SELECTED TRANSPORTATION AND SOCIOECONOMIC CHARACTERISTICS OF URBANIZED AREAS BY AREA TYPE

Transportation Characteristics Socioeconomic Characteristics
Primary Mode of Work Tripl’ Percent of Proportions
Area Aut bile Occupi Area Age Newness Yg{':ia?d of Eow and
Available Auto Mass Transit (¢) Housing — of Griou S"(‘%) High Income
Type Number per 100 or S — Walk Units with Years Housing P Families (£)
Employed Car R.R., Bus, ) ——— Year hefore Unitsd Under 65 e ——
Residents2 Pool Total  Subway,  Street- No Two 1960°¢ (%) 18 Plus Under $10, 000
(%) Elevated car Car Cars $3, 000 Plus
A 30 106.8 8.6 4.2 0.1 4,1 Tk 13.7 27.4 1940 20 45.7 36,1 8.6 17.2 16,6
B a3 94,5 5.4 7.3 0.% 6.6 7.6 16.3 25.0 1923 37 36,4 37.0 T 17.2 16,9
(2} 65 84,7 2.2 9.0 0.1 8.9 10.1 19.5 19.4 1916 44 27.1 35.8 8.6 17,0 15,3
D 65 5.8 66.3 13.6 0,2 13.3 11.6 23,9 16.5 1912 48 24,6 34,4 9.1 %% 15.5
E 19 65.6 62,9 15,5 2,2 13.4 13.2 29,3 13.4 1909 51 19.4 33.0 10.2 17.7 13.0
F 1 56.3 35,9 45,1 31,6 13,5 9.2 41.4 10,5 1900 60 19.5 30.8 9.8 12,4 22.1
“Tho total number of i lated by the BPR Office of Planning from the number of sccupled houning units having one, o, or three or more cars

avallable as reported In the Census of Mnuxim{. I'Jﬁ() Total automobiles avaliable was then divided by the total number of employed residents raported in the County and City
Data Book: 1962.

o The
d1 he

principal means of tranxportation o work durlag the week pelor o the 1660 Census of Population In April,
arithmetic avorpge of tho yoars oeavest to the consuk yoar beginning with 18090,

Porcent of 1900 housing unils In structuros buplt Betweor 1950 and 1060,
Sources: Adapted [rom dota in the U, 8. Consus of Population and Houslng: 1060; the Statistical Abstract of the United States: 1904; and Iis supplemoent, the County and City
62,

Data Book:

Transportation Types of Urbanized Areas

Selected characteristics of urbanized area types are given in Table 10 as mean un-
weighted averages of the data for individual areas (see footnote 1). The area types are
arrayed in descending order of reliance on the automobile as measured by the number of
automobiles available for every 100 employed residents. Each area type, A through F,
is divided into the four population size groups.

The distribution of the numbers of areas among the types (Table 10) makes it appar-
ent that the distribution by type is not normal, but is skewed toward the upper end of the
scale where automobile reliance is greatest.

Interrelationships between the transportation characteristics are also apparent. The
changes from high to low in the proportion of workers using the automobile in the work
trip and in the percent of occupied housing units having two cars available show a posi-
tive relationship with the number of automobiles per 100 employed residents. The in-
crease from Type E to Type A in the auto use data is, however, much more gradual than
the increase in the auto ownership indicator. This suggests a possible ceiling or limit
on use of the automobile in the work trip corresponding with what may be a floor in the
proportion of workers who walk to work or use mass transit. Included in this hard core
of walkers and transit users (7.1 percent walkers and 4. 2 percent transit users in Type
A areas) are persons who live close to their places of work and find walking the most
convenient torm of transport; those who for various reasons, such as age, health or de-
sire, cannot or will not drive a car; those workers who cannot afford toown a car and
for various reasons cannot or will not ride as a passenger in a car pool; those workers
who own one car and prefer to leave it at home for general use by other drivers in the
family rather than buy another car; those workers who have an aversion toward driving
a car on congested streets or on less congested freeways where a breakdown is most
troublesome and costly; and finally, those workers who cannot afford the cost of parking
or for other reasons find mass transit more economical, reliable, convenient or
pleasurable.

The data on social and economic characteristics reveal the close relationship between
automobile availability and the proportion of housing units that were built between 1950
and 1960. In the Type A group, high rates of automobile availability are accompaniedby
high rates of new housing (Table 10). Change in automobile availability from one area
type to another is related to area age also. The influence of the age composition of the
population is less clear, although the proportion of youngsters (under 18) shows a posi-
tive relation to automobile availability while increasing old age proportions of the pop-
ulation are less clearly associated with declining rates of automobile availability,
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Urbanized Area Transportation Types in Each Population Size Group

In Table 11, average values are given for each urbanized area type within each of
the four population size groups. Among the largest areas there is only one each of
type A (Los Angeles), type B (Houston) and type F (New York).

In all size groups there is a clustering of areas in the Type C and D categories.
Together, these two types include those areas having from 70 to 90 automobiles per
100 employed residents. Of the 213 urbanized areas, 130 are in the C and D classes.

Type A and B areas comprise approximately one-third of the total number of areas
in each size group except the largest.

In size group 2, Type A consists of five California urbanized areas—San Diego, San
Bernardino-Riverside, San Jose and Sacramento plus Phoenix, Arizona (Table 11). As
a group, these areas have the highest number of automobiles available per 100 em-
ployed residents (107.9 percent) and, correspondingly, the lowest rate of households
without cars (12.4 percent) and the highest rate of two-car households (28.7 percent).
They are young areas, having recently experienced rapid growth as shown by the large
proportions of new housing structures (53.3 percent) and the relatively large propor-
tions (37.1 percent) of young persons under 18 years of age. Generally, they have
below-average proportions of low-income families (13. 4 percent) and above-average
proportions of high-income families (21. 0 percent). In addition, all five areas have
low population densities. The preceding characterizes the type of large (350, 000 to
1, 000, 000 population) urbanized areas in which more reliance is placed on the automo-
bile for personal transportation than in any other area type in the same size range.

In contrast, the Type D area in the same size group is lowest in the number of auto-
mobiles available per 100 employed residents (75.1 percent), has the highest rate of
no-car households (24. 3 percent), and the lowest rate of two-car households (16. 6 per-
cent) for any area of similar size.

Typically, a Type D area is older, has a relatively small proportion (25.1 percent)
of its housing units in new structures (built between 1950 and 1960), a relatively low
proportion (34. 8 percent) of persons under 18 and relatively large proportion of its
population in the 65 and over age bracket (9.0). The proportion of low-income families
(15.7 percent) in an area of this type is generally slightly higher than a Type A area
(13. 4 percent) and the proportion of high-income families (17. 7 percent) is slightly
lower than they are in an area of Type A (21.0 percent).

Eleven of the 13, somewhat less automobile-dependent urbanized areas in size
Group 2, are located east of the Mississippi River. Five are in the New York-New
England region.

Summary

Urbanized areas have been segrated into six types for the purpose of facilitating
analyses of urban transportation and the factors underlying its demand. Degree of re-
liance on the automobile as the chief mode of personal transportation is the criterion
used in establishing the six-area classification. The number of automobiles available
for every 100 residents employed measures automobile reliance.

Only one of the 16 largest areas has more than 90 automobiles per 100 employed
persons—Los Angeles with 102,

New York, with 56 automobiles for every 100 workers, is a type by itself, being the
only area below the 60 to 70 rates of the next lowest group of areas. But then, New
York is also unique in terms of the total number of residents (14 million), the size of
the land area occupied (1, 892 sq mi), the population density of its central city (23, 000
persons per sq mi), and in the structure and use of its transportation systems (more
freeway and subway mileage than any other urbanized area).

While all urbanized areas are generally auto-oriented, the urbanized areas in the
class with the lowest degree of automobile orientation Type E, are all (with the excep-
tion of Chicago) located on the eastern seaboard (Fig. 2).

Reliance on the automobile is practically total in the urbanized areas in Type A.
These areas are distributed geographically in the Far West, Southwest, and Florida.
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Nine of the 30 areas in this type are located in California, 7 in Texas, 4 in Florida,
and the remaining 10 in Arizona, New Mexico, Washington, and Montana.

CONCLUSIONS AND RECOMMENDATIONS

Comparative and correlation analyses were made of the transportation and socio-
economic characteristics of four groups of urbanized areas. The four groups resulted
from a stratification, by population size, of 213 urbanized areas. These analyses
showed that the socioeconomic factors underlying selected transportation variables
often differ between size groups. One factor, population density, was shown to be a
major influencing factor only in the largest areas. Newness of housing units as mea-
sured by the percent of housing units in structures built between 1950 and 1960 was
found to be significantly correlated with several of the transportation variables (Fig, 3).
Measures of income (income per capita, percent of families with income under $3, 000
per year and those with incomes of $10,000 per year or more) were of little or no
significance.

Estimating equations were derived from a stepwise multiple-regression analysis
performed on the IBM-1401 computer. The computer program was, therefore, less
sophisticated than those used with later model computers. Data transformations were
not made for any variables and only one computer run was made. The resulting equa-
tions have not been tested against actual data but tests of reliability indicate that the
independent variables in Eq. 2 in both Table 8 and Table 9 are significantly related to
the dependent variables. One or more independent variables inthe remaining equations
do not pass the test of significance.
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Figure 3. Age of housing units related to automobiles available by urbanized area type.
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Some observations on the makeup of the equations should be of interest to persons
concerned with urban road traffic estimating. Equations for estimating the automobile-
employment ratio in urbanized areas are given in Table 8 (see footnote 1). For areas
with a population of one million or more the multiple-regression procedure selected
population density and land area for the independent variables in Step No. 2. Popula-
tion density and land area did not appear as significant variables in estimating the
automobile-employment ratio in areas belonging to the three smaller size groups.

Table 8 equations are for estimating the percentage of workers using private auto-
mobile or car pool in the work trip in urbanized areas with one million or more
population. Other equations were derived (see footnote 1) for estimating the percent-
age of occupied housing units with no car available in the largest areas. In both cases,
the Step No. 2 equations had the same independent variables—population density and
the percentage of the population under 18—indicating the collinearity between the pro-
portion of no car households and the proportion of workers using the automobile in the
work trip.

A tentative transportation classification of urban areas has been developed based on
a measure of automobile reliance (the ratio of the number of automobiles available to
the number of residents employed). Grouping the urbanized areas on this basis re-
sulted in six transportation types or classes. Generally, areas in each transportation
class display similar social and economic characteristics. These similarities be-
came stronger after the areas in each type were subdivided into the four population size
groups used in the earlier analysis.

Recommendations

Research conducted in this phase of the typology task has accomplished its objective
of establishing a tentative transportation classification of urban areas. This classifi-
cation is tentative because the analysis has covered only structure, which is one of
four general urban area characteristics—structure, function, form and growth—
selected for this task. This is also a static analysis which has indicated relationships,
of varying strength, between certain transportation and structural characteristics of
the urban areas as they existed in 1960. It remains to be seen whether this classifica-
tion, or the estimating equations developed in the process, can be of any use topersons
involved in forecasting for urban highway purposes. It is recommended, therefore, that
the equations given in this report and elsewhere (see footnote 1) be tested for predict-
ability and, to improve their accuracy, adjustments or transformations be made where
the need for such are indicated.

A second recommendation is that a stepwise multiple-regression analysis be made
of selected variables for the urban areas in each of five area types—A, B, C, D and E.

To determine the changes taking place in the relationships between the variables
studied in the static analysis, it is recommended that trend analysis be made of the
areas in each tentative class and the growth dimension added to the classification crite-
ria. Time series on economic function would be included in this phase to assess the
influence of this factor on changes in urban growth and transportation requirements.

Urban form, the fourth major feature of an urban area, should be analyzed to obtain
greater insight into its relationship with transportation and to determine the interrela-
tionships that may exist between these two variables in combination with the other
major variables.

In each of the recommended successive phases of research there is an implied
awareness that experimentation will often be necessary to develop adequate measures
of the factors involved. Also implied is the expectation that the model equations devel-
oped in each study will be tested for accuracy in estimating or forecasting certain
transportation factors which would serve as controls or guides to traffic engineers and
urban planners,

In the research reported here, two examples may be cited in which experimentation
yielded certain measures of key variables. A weighted population density was de-
veloped to amplify central city congestion where it existed, and relative urban sprawl
in areas where it existed. An experimentally developed measure of automobile
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availability is the automobiles-to-employment ratio which generally overcomes some
of the shortcomings of the automobiles to dwelling units or the automobiles per capita
ratios.

Predictability of the equations has not yet been tested against actual data, although
the equations produced at the 12th step of the multiple-regression analyses had been
tested. These 12th-step equations included the variables in the equations given in this
report as well as others which were not significant or did not improve the standard
error of estimate or the measures of correlation and determination, R and R%. Com-
parisons between the actual data and the data predicted by the 12th-step equations give
mixed results—close predictions for certain dependent variables in particular urban
area size groups but wide differences in other cases.
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The Urban Panel as a Longitudinal Data Source
R. D. WORRALL, Department of Civil Engineering, Northwestern University

This paper examines some of the problems posed by the lack
of an adequate, longitudinal data set describing the locational
preferences, daily activity sets and daily travel patterns of
urbanhouseholds, and proposes the use of a permanent response
panel—analogous to the consumer panels employed in market
research—as a means of collecting such information.

Consideration is given to the need for both long- and short-
run data, with particular reference to (a) model structure and
calibration, (b)forecasting, and (c¢)before-and-after studies. A
brief description is given of a case study, employing the panel
technique, in which data on daily travel behavior were collected
for a sample of 50 households for a period of one month. Finally,
a scheme is proposed for the continuous monitoring of urban
travel demand, integrated within the framework of a continuing
urban transportation study.

eTHE development of a satisfactory land-use model is constrained by a wide range of
considerations. One of the most common of these is the availability of an adequate
data set. Existing data systems, particularly those developed prior to the current
quantitative focus of model building activity, tend to meet only some of the analyst's
requirements. At the macro-level, for example, he is often faced with a dirth of ac-
curate economic and time-series data. At the micro-level there is usually an equiv-
alent lack of detailed, disaggregate information, specified at the level of precision
which he requires and couched in a longitudinal rather than a cross-sectional format.

This paper considers the operational feasibility of a specialized data system—the
urban panel—designed to provide detailed, time-series information on the daily activity
patterns, locational and behavioral preferences and trip-making characteristics of a
controlled sample ot individual households. The technique is based on the concept of
the continuous household response panel, analogous to the consumer panels frequently
employed in public opinion and market research. Its potential application to household
behavior patterns has important implications both for the structure of future land-use
models and for the design and operation of future data systems.

In the present case, emphasis is placed on the application of panel techniques to the
study of urban travel behavior. This emphasis is merely a matter of convenience, re-
flecting the particular background of the author. The paper might equally well have
focused on one of the other, parallel topics of interest to the urban model builder.

MONITORING URBAN TRAVEL

It is generally acknowledged that the structure of urban travel is subject to a con-
tinuous process of change. Constant modifications in the existing transportation envi-
ronment—the network of roads, transit lines, and the distribution of potential destination
points—coupled with parallel changes in the behavioral preferences and activity sets of
the households making up the metropolitan population all exert a continuously changing
influence on the daily demand for travel. Some of these changes—or '"'shocks' as they
may be termed—have lasting, long-term effects (e.g., the opening of a new expressway
or transit line); others yield only transitory consequences (e.g., a sudden snow storm
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or the breakdown of the family car). In either case their detection and evaluation,
under the generic term '"induced and diverted traffic,' is of considerable interest to
the transportation analyst.

Conventional before and after and home-interview surveys provide two possible, but
rather unsatisfactory, approaches. Both techniques provide the planner with only a
limited, and rather ill-defined, information set based on conditions which pertained to
one or perhaps two isolated points in time. They yield no really significant informa-
tion on the structure of changes in travel behavior. Similarly, continuing volume-
count or ridership surveys, though exhibiting the necessary temporal characteristics,
do not contain sufficiently detailed information to permit a truly penetrating analysis
to be performed.

A fourth line of approach, and that which will be enlarged on here, is the use of a
continuous household response panel, designed to continuously monitor changes in travel
behavior in a manner analogous to the panel techniques used in public opinion sampling
and market analysis. A panel consists essentially of a set of respondent units whose
behavior is observed over a continuous term. Assuming knowledge of the sample and
population characteristics, the results of a panel study provide the analyst with a valid
basis for the detection and analysis of time-dependent behavior [ this interpretation of
"panel" differs from that used by Davis (1)]. In the present case, the respondent units
are households (or equivalent traffic genErators), and the behavior under study is the
day-to-day changes which occur in the established patterns of urban travel.

In its conventional format, the panel survey may be diagrammed as:

Natural

Grou Selection Before E t After
P Criteria Measurement SHOBIGS 10 Measurement
Treatment
Test Nil Ty Yes TaA
Control Nil CB No CA

There is an obvious equivalence between this two-wave design and a simple, non-
randomized before and after survey with test and control groups. In this context,
"wave'' refers to a set of test-control observations made at a single point in time. A
two-wave panel, thus, involves two cross sections in time, an n-wave panel involves n
successive observations. The distinction should be drawn, however, between the arti-
ficially inserted treatments of such a before and after survey, and the natural occur-
rence of a "treatment' in a panel study completely divorced from the control of the
analyst.

The two-wave panel illustrated may be extended to the more common n-wave panel
simply by extending the sets of controlled C and test T measurements horizontally,
resulting in a format superficially equivalent to a multiple time-series design, but with
the provision that successive natural treatments may occur between any two successive
time waves.

The design outlined may be modified in a variety of different ways. It need not, in
fact, take the form of a formal panel design at all. It could equally well be based on
successive random sampling from within a single, well defined selection-frame. Alter-
natively, it might utilize one of a variety of partial-overlap designs (2). Similarly, the
panel units themselves may be defined variously as elements of a purposive quota
sample, a stratified probability sample or a multistage cluster sample. The period
and intensity of the actual monitoring process may vary, from the extreme of a com-
prehensive daily record to a regular, once-a-week analysis or a randomized coverage
with average frequency of 14 or 28 days.

The permutation of possible designs is almost endless. So is the list of devices
which may be used to circumvent the operational problems which arise in such a study
(e.g., the decay of an initial panel due to migration and maturation within the sampling
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frame). No attempt will be made here to treat all of these considerations comprehen-
sively. Rather, attention will be directed toward the design of one or more feasible
survey formats; feasible, that is, with respect to cost, complexity and the fundamental
requirements of the travel analyst.

SAMPLE DESIGN—SELECTION OF RESPONDENT HOUSEHOLDS

Two major decisions must be made at the outset of any monitoring design: the de-
sired intensity of the sample coverage and the desirability of sample stratification.
Consider first some of the problems of sample coverage.

In a conventional home-interview study, a sample size of between 5 percent and 20
percent is aimed for, depending on the size of the urban area (the larger percent per-
tains to areas of less than 50,000 population, the smaller to areas of over 1,000,000),
An equivalent rate would be impracticable and even undesirable in a continuing panel
analysis. Two alternatives present themselves: the selection of a much smaller, wholly
randomized sample, dispersed uniformly throughout the urban area, or the use of a
small number of high intensity, cluster samples in which respondents are concentrated
in only one or two different locations. The benefits and disadvantages of the two de-
signs are relatively well defined; however, the choice between them is not quite so
clear-cut.

A randomized sample, provided its size is adequate, will generally yield the more
efficient estimate of elementary unit variance and the sounder basis for generalized
induction. The cluster sample is cheaper to operate (per element) and provides for
closer control over the external environment (2). The efficiency of the cluster statis-
tics may if necessary be improved (at an increase in cost) by a process of multistage
sampling.

In general, it is the author's feeling that the former, randomized design is likely to
provide the more efficient basis for a continuous monitoring operation. Presumably,
the analyst is concerned more with the identification of a general temporal effect, per-
tinent over the entire metropolitan area, than with the behavior of particular clusters
within that area. Furthermore, the degree of effective environmental control attainable
within a cluster sample, unless the survey is designed for a very explicit locational
purpose (e.g., the evaluation of induction and diversion effects consequent on the opening
of a new expressway), is likely to be minimal. A more effective general control is
provided by the randomization process implicit in the non-cluster design.

Accepting the dispersed, randomized design in principle, one is then faced with the

Superficially, stratification appears to be eminently desirable, preferably in terms
of stratified random sampling or, if this proves too costly, in terms of purposive,
quota sampling. It has been shown (3) that the intensity and, to a lesser extent, the
temporal variability of daily travel to and from the home vary with the characteris-
tics of a single household. Theoretically, therefore, in the sense that efficient strati-
fication results in more efficient estimates of sample parameters and also permits
more flexible and perhaps more appropriate subsample analysis, a stronger panel de-
sign should result from making use of this additional information.

Unfortunately, however, this is not the case. An efficient stratification scheme is
predicated on the identification of a limited number of pertinent variables, all of which
relate closely to the phenomena under study and all of which are based on an available
and reasonable recent information set.

In the case of travel analysis, a variety of parameters act to influence the behavior
of a single household—family size, structure, income level, occupation, maturity —the
importance of each varying with the precise behavior under analysis. The nature and
diffusion of these characteristics generate two serious problems.

Information on many of the pertinent parameters is not readily available in conven-
tional sampling frames. (The census, for example, contains neither disaggregate meas-
ures of household structure nor of stage in the family life cycle, both of which are of
significant importance in determining the frequency of daily trip-making from the home.)
Similarly, frame data generally usedin stratificationand quota design—age, sex and race
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measurements—are not particularly pertinent to the study of household travel. This,
therefore, raises a serious problem of frame selection and stratification control.

Even if an adequate sampling frame is identified, the diffusion of pertinent variables
introduces a second and equally serious combinatorial problem. Consider, for ex-
ample, six variables divided into three strata each. This yields a requirement for 3°
or 729 separate stratification cells. Given that considerably more than one observation
is required per cell, the total sample size rapidly reaches astronomical proportions.

A variety of extremely complex, stratified probability designs are proposed in the lit-
erature (2) to overcome this latter problem. None of these, however, is particularly
pertinent to the present discussion. Conventional, simplistic stratification is virtually
meaningless.

There remain two alternative lines of approach: either a purposive, nonrandomized
design, subject to all of the consequent biases and external invalidities of non-experi-
mental research, or the use of a simple, non-stratified but wholly randomized selection
procedure. The optimal choice between these two cannot be generalized usefully. For
some pancl analyses, the purposive design is most appropriate (e.g., the study of reac-
tion to a rapid transit innovation where the effect is postulated to be restricted to a
limited subpopulation); in others, such as the generalized monitoring scheme proposed
here (where it is intended to induce general conclusions from specific survey data), a
wholly randomized design is indicated.

In each case, considerations of cost dictate a sample size no larger than 2,500 house-
holds, whereas requirements of statistical efficiency, as based on the variability of be-
havior observed in a 4-week case study of 104 households in Skokie, Illinois (see Ap-
pendix), suggest a minimal, non-supplemented sampling ratio of not less than Y4 percent
to Ys percent. These latter figures are theoretical estimates based on an assumption
of no significant taxonomical structure. There is evidence to suggest that some such
structure may well exist, based on an analysis of the case study data referred to pre-
viously. Should further research, based on the initial operation of a randomized panel
sample, reveal the existence of a meaningful taxonomy of household types, then these
may be used as a foundation for a more efficient stratification design and hence a re-
duction in the total sample size.

So far it has been tacitly assumed that the monitoring operation is to be performed
only on household travel and not on a combination of residential, industrial and com-
mercial trip-making. Some brief justification for this assumption is in order.

Residential based travel, particularly if allowance is made for the individual links
in each home-home trip sequence, accounts for more than 80 percent of the total daily
travel in an urban area. Wholly commercial and industrial trip-making adds up to only
20 percent or less of the total. One may logically argue, therefore, that any continuous
monitoring of nonresidential traffic is likely to yield only an insignificant, and possibly
rather expensive, marginal return. Furthermore, the extended study of a firm's dis-
tributory activities at the level of detail required here, makes for a considerable im-
position on its traffic department. It is in fact virtually impracticable to collect such
data on a continuing basis (4).

Should it be considered essential that data on nonresidential travel be made available
to supplement that derived from the household sector, it is suggested that a separate
subsample of industrial and manufacturing concerns be developed, which would then be
subjected to a considerably less intensive and more specific surveillance. In particular,
it is suggested that the onus of recording the necessary information be allowed to fall
directly on the survey staff rather than be left to the firm's employees.

In view of the major logistical problems involved and the probability of only marginal
returns, no further consideration will be given here to the monitoring of nonresidential
travel.

CHOICE OF SAMPLING FRAME

A wide variety of alternate sampling frames are available to the urban survey de-
signer, ranging from census records, city directory or voters' lists to utility company
files and the results of recent specialized surveys. A detailed discussion of each of
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these and the appropriate techniques to follow in their use would be inappropriate here.
Extensive discussions are given in the methodological literature, particularly by Kish
(2, Ch. 8, 9, 11) and Hansen et al (5). However, a number of brief, general comments
may be made at this point. -

Probably the most efficient sampling frame for a monitoring study is a recent home-
interview traffic survey. Such a survey is generally based on an equal probability
sample selection method or systematic sample drawn from a completely updated dwell-
ing list. Hs use also has the advantage both of tying in the survey directly with a pre-
vious data collection exercise and also providing some additional base data for sample
control and possibly for sample stratification (the latter comment presumes the iden-
tification of the meaningful household taxonomy discussed earlier).

If a survey is unobtainable, then refer to one or the other of the standard frames
mentioned. In this event, a variety of problems are likely to be encountered—missing
or duplicate listings, ambiguous and rare elements, incompatible subsample sizes and
so on. Each of these is treated in detail in the literature, for example, by the use of
multistage ""compact-segment' techniques (2, pp. 313-315).

Perhaps the most serious frame problem which is likely to arise in a monitoring
design is that of sample maturation. Approximately one in every five American
families changes its place of residence each year. This means that over a period
of two years migration alone may reduce the original sample base by 35 percent.
As Sobol (6) has shown, response decay may increase this figure still further,
while similar effects may arise due to population growth, births and deaths, and
marriages.

A number of gimmicks may be employed to reduce the bias introduced by such mat-
uration processes. Kish (2, pp. 472-474) has suggested the use of dwelling units or
compact segments—i.e., clusters of adjacent dwelling units whose composition but not
periphery may change over a period of time—rather than families as the basic repeti-
tion unit. Sharp has suggested the matching of neighboring household pairs (7) and
several writers have discussed techniques for continuously updating existing sampling
frames. The final choice is up to the individual analyst. No one technique is uniquely
preferable to any other, although one may perhaps argue in favor of Kish's compact-
segment technique in the case of a repetitive random sample design and his fixed dwell-
ing unit method in the case of a formal panel study.

SURVEY FORMAT

Given that an acceptable sampie has been developed, one further fundamental decision
remains to be made. This centers on the selection of formal panel techniques vs the
use of repetitive random samples or partial overlap designs. (In a repetitive, random-
ized design the same single set of households is not included at each stage of the survey.
Separate random samples are drawn for each survey wave from a common sampling
frame.) The primary benefits to be gained from a panel study (in which the same, ran-
domly selected households are subjected to continuing analysis throughout the study
period) are an improvement in statistical inference (2, p. 475), a reduction in overall
costs and a considerable increase in the total level of information obtained. Counter-
balancing these advantages is a problem due to sample and response decay, sample
maturation, surveillance and possible external invalidity.

The severity of these problems is significantly reduced in both of the alternative
designs cited. The use of repetitive random samples, for example, removes all ques-
tion of sample maturation and response decay. It also allows for a relatively high
degree of external validity, especially if the randomized sample is inserted into a con-
tinuing, quasi-experimental design, such as ''separate sample, pretest-post-test con-
trol' design. A partial overlap design (in which a specified sample turnover —say, 25
percent or 33 percent—occurs on each survey wave) similarly avoids all major prob-
lems of sample maintenance and surveillance. In neither case, however, are the total
survey costs as low nor the total amount of longitudinal data obtained as great as for
the panel study.

As in the case of the sampling frame, there is no simple, optimal choice between
the three possible formats. Each has its own peculiar advantages and disadvantages,
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none of which significantly outweigh those of the other two. In fact, for a continuing,
monitoring operation in which a major concern is the development of a longitudinal
data set defining the temporal stability of household travel, a case may be made for
the simultaneous use of all three, with the panel study forming a core around which
supplementary randomized or overlapping designs may be structured. This is the
approach selected here and illustrated subsequently in an example panel design.

SURVEY OPERATION

Perhaps the most tempting pitfall in any continuing survey is the collection of too
much information. It is extremely important, therefore, that the range and intensity
of the monitoring questions, the frequency with which they are asked and particularly
their pertinence to travel analysis be strictly controlled. Considerable caution should
be exercised lest the monitoring operation turn into a general behavioral surveillance,
with all of the obnoxious implications that such a process bears for the encroachment
of privacy.

Given that the core of the proposed monitoring operation is to be formed by a con-
tinuing panel study, it is suggested that the self-administered travel diary illustrated
in the Appendix and used successfully in the case study described be adopted as the
primary data collection mechanism. The diary is designed for flexible use over periods
varying from one day up to several weeks. The range of information requested is
compact and comprehensive, and the diary format has been proven acceptable to a
sample of laymen. Ifs use in the case study did not reveal significant response bias,
either in terms of its acceptance by different types of household or of its sustained use
as a travel record over a period of several weeks. Where additional information over
and above that recorded in the diary is required, supplementary questionnaires could
be used. It should be stressed again, however, that the temptation to ask too many
supplementary questions should be vigorously avoided.

Use of the personal travel diary as the primary data collection mechanism gives
rise to a potential problem of data redundancy. Although a recent empirical analysis
emphasized the essential temporal instability of household travel, it also revealed a
considerable degree of daily repetition, particularly from the viewpoint of the respon-
dent who may be forced to record the details of a single, repetitive trip for each of
several days for several weeks (3). Two suggestions may be made to reduce the labor
of this exercise. -

First, those trips which are known to be highly repetitious—i.e., the journey to work
and the journey to school may be pre-coded—and, once their regular pattern has been
established, full details may be requested only on the occasion of a divergence from
this pattern. This technique was tested on ten of the sample families included in the
case study and was found, subject to adequate surveillance, to yield acceptable results.

Second, a much more effective device in reducing the redundancy and labor of daily
data recording is to vary the period and technique of the monitoring process. During
the case study, data were collected on a day-to-day basis over the entire survey period.
Obviously, while this is feasible and in fact desirable for a limited 4-week study, it is
both undesirable and unnecessary in a continuing study.

It is suggested, therefore, that an operational format be adopted in which the sample
families are requested to maintain a daily diary for an initial period of 3 to 6 weeks.
During this time they would be subjected to training and surveillance at the rate of two
calls per week. At the end of this period, the contact frequency would drop to an aver-
age of two days per month, with the respondents being requested to maintain a daily
trip record only for those two specific days. The selection of the successive contact
dates would be randomized within the selected sampling frame.

Primary reliance would be placed throughout on the self-administered questionnaire.
After the initial 3- to 6- week period each successive contact would be made by mail
(i.e., a self-administered diary is mailed to the family two or three days ahead of the
sample day), supplemented by a telephone call on the immediately preceding day and a
subsequent personal call by a member of the survey staff to collect and vet the com-
pleted form, During this personal contact, a series of brief checks would be performed
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on the completed diary by the staff member. Further detailed checks would take place
in the survey office as part of the audit procedure (see Appendix). Supplementary con-
tacts, as necessary, would be made primarily by mail or by telephone. Minimum re-
liance would be placed on extensive personal inferviews. It is suggested that consider-
able use be made of telephone contacts to detect the consequences of a particular, short-
lived environmental '"shock' and possibly to evaluate public reaction to a particular
experiment in system control. An example of the latter may be the efficacy of heli-
copter surveillance of freeway congestion and the broadcasting of alternate routes over
commercial radio channels.

The panel study outlined makes up the core of the proposed monitoring operation.

It provides the nucleus of a capability to detect and evaluate changes in travel demand
on a continuing period, and at the same time measures public reaction to transportation
innovation and change. Extended over a period of several years, it would provide a
base of longitudinal data of considerable utility to the transportation analyst. Its format
is entirely flexible. The duration of the initial, intensive survey period might vary
from 3 to 6 weeks; the frequency of subsequent contact might range from one day/month
to one day/week. (Extension or subtraction beyond these extremes is likely to result

in significant over or under collection of information.)

Centered around this core would be a variety of less frequent, non-panel designs.
The structure of these supplementary studies might also vary considerably, depending
on the intensity of the panel coverage, the precise information requirements, and the
size of the urban area. One might consider a three monthly, randomized set of two-
daysamples,or an annual, one-week study, again based on a wholly randomized sample
selection procedure. Similarly, the supplementary studies might incorporate a degree
of successive overlap—say, 25 percent or even 50 percent—and they might involve
either the use of the standard diary format or a supplementary, simplified question-
naire. Contact might be made by mail, by telephone (preferable for the simpler forms
of survey), or by conventional home interviews. The extensive use of the home-inter-
view technique obviously suffers from the primary disadvantage of high relative cost.
It is, however, likely to provide the best return on a given investment for the more
complex forms of investigation, while the maintenance of a permanently employed,
highly trained survey staff introduces considerable scale economies into a continuing
transportation study with obligations to provide limited amounts of up-to-date survey
data. The coordination of the proposed monitoring scheme within such a continuing
transportation study is discussed in the next section.

Some form of respondent incentive was found in the case study to be essential to the
efficient operation of a permanent monitoring scheme. It is suggested that using trad-
ing stamps redeemable at a local store for goods of the respondent's choice, and em-
ployed effectively in the case study, be utilized for this purpose.

A lruly accurate estimate of the level of payment necessary to maintain a sustained,
rather than a month-long response period cannot be deduced directly from the case-
study findings. In the absence of more adequate information, it is suggested that a
payment level of 50 trading stamps/day plus a terminal bonus of 500 stamps be utilized
during the initial 3- to 6-week period, followed by regular monthly payments of 250
stamps/month. This is equivalent (for the stamps used in case study) to an annual ex-
penditure per family, for the first year, of $13.81, followed by $7.50 for each succeed-

ing year.

DATA MANAGEMENT CONSIDERATIONS AND INTEGRATION OF A
MONITORING STUDY WITHIN A CONTINUING TRANSPORTATION STUDY

A continuous monitoring scheme generates a rather terrifying set of data manage-
ment problems. The author's experience with a sample of only 104 households suggests
strongly that any expansion of the diary technique to incorporate 500 to 1000 household
units should be accompanied by a relatively sophisticated data-handling capability, A
detailed discussion of the necessary data management format would take more space
than is available here. However, a number of general comments may be made.
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The data-management system may take one of a number of different forms. It
should, however, consist of the following: (a) a data bank, in which a continuing set of
basic travel information is retained on a permanent basis; (b) a complementary environ-
mental record containing details of the occurrence of specific environmental shocks;

(c) a sequential analysis set, in which running ""averages' are maintained of a set of
pertinent travel statistics (e.g., daily trip-making variances, visitation rates, etc.).

The nucleus of the system would be the travel data bank. This would contain details
of each person- and group-trip made by each panel household, summarized in terms of
the trip's origin and destination point, mode, start and end time, and trip purpose (the
latter information being coded according to a two-digit classification). Permanent
base data on the characteristics of the sample families would also be retained in the
same source, with the environmental and sequential-analysis records aligned in con-
cert with the structure of the main data bank.

The previous remarks are intended to be no more than the most cursory outline of
an extremely complex operation. They serve merely to underline the essential need
for anadequate data-management capability. This requirement in turn leads directly
into a consideration of the integration of the proposed monitoring scheme within the
framework of a continuing transportation study.

It may be validly assumed that any major transportation planning agency will already
possess, possibly in reduced form, an ability to resolve large quantities of basic travel
data. Integration of the monitoring scheme within the framework of such a study, there-
fore, is likely to reduce considerably the initial problems of data processing. More
importantly, such an integration is both logical and also of obvious utility to the concept
of a continuing planning operation. In the case of an established transportation study,
the monitoring operation may be viewed as a device to measure the temporal trans-
formation of travel demand away from that observed for the base year. Equally, the
development of a longitudinal data set may provide a means for verifying, and if neces-
sary modifying, the basic set of predictive relationships,

In the case of a newly initiated study, yet to collect its basic data set, the concept of
an extended monitoring scheme is even more intriguing. Here there is a chance to
modify and experiment with the established dogma of data collection. One may con-
ceive of a variety of possible sampling formats: a spatially diffuse, randomized, cross-
section sample based on a 2-, 5- or 7-day trip-record and a sampling ratio of only
3 percent to 10 percent rather than the usual 5 percent to 20 percent; a conventional
one-day home-interview sample, supplemented by spatial clusters of 25 to 30 panel
households; a combination of an original 7 percent one-day, base study; a regular 6-
monthly or annual random 3-day sample (at a rate of, say, /4 percent for a city of
400,000); and a continuing 500 household panel analysis. The possible permutations
are virtually endless.

In each case, the initial extended base study would provide both a more accurate
estimate of an individual household's (or zone's) average daily trip-production and
also of the necessary spatial distribution of trip linkages required as input into the
initial planning process (3). The extended monitoring and supplemental surveys provide
a measure of the changing pattern of travel demand and of the stability of the predictive
estimates developed from the base data. Together, the two data sets represent a con-
siderably more complete and meaningful information package than that obtained from a
conventional cross-sectional survey. The additional costs of the longitudinal surveys,
though high, would be defrayed in part by the lower expenditures necessary for the
reduced-sample base studies and, hopefully, by an increased forecasting accuracy.

The preceding discussion has been couched deliberately in very general terms. No
mention has been made of specific sampling rates, sample sizes or design schedules.
Obviously, a useful discussion in these terms may be presented only in the context of
a specific design situation—a city of 400,000 population, a metropolitan area of 3,000,000
—and a given set of data requirements. General statements regarding desirable sample
sizes and sample combinations, separated from a specific design context, are mean-
ingless. The final section of this paper, therefore, is devoted to an example of a pos-
sible monitoring scheme applied to the limited case of the Village of Skokie, Illinois.
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TABLE 1

ESTIMATED ANNUAL COSTS FOR PROPOSED SKOKIE STUDY (FIRST YEAR)

Initial Contact Costs (assumed acceptance rate = 50%)
Drawing and validating sample
Interviewer time, at $2.00/hr (including travel cost)
Preparation and printing of survey forms
Mail, telephone and miscellaneous
Secretarial time

Total cost
Avg. cost/accepting household
Sustained Surveillance Costs (assumed "medium level
surveillance" for first 4 weeks, 2 calls/month thereafter)

Interviewer time, at $2,00/hr (including travel cost)
Office audit, coding and punching of data

Total cost
Avg. cost/household/day
Reimbursement Costs (assumed repayment rate 50 stamps/day

for 4 weeks + 500 bonus and 250/month thereafter)
Total reimbursement cost

Avg. cost/household
Repetitive Random Sample (assumed acceptance rate = 75%)

Drawing and validating sample

Interviewer time, at $2,00/hr (including travel cost)
Preparation and printing of survey forms

Mail, telephone and secretarial time

Office audit, coding and punching of data
Reimbursement cost ( at 50 stamps/day)

Total cost
Avg. cost/household/day

Total annual costs
Annual cost/household/day

$  500.00
1,130.00
700.00
50.00
800.00

$ 3,180.00

$ 14.42

$10,740.00
28,760.00

$39,500.00

3.60

$ 2,552,00
$ 11,60

$ 500.00
2,950.00
100,00
500.00
1,200.00
166.00

5,416.00

4.10

50,648.00

$
$
$
$ 4.11

TABLE 2

ESTIMATED ANNUAL COSTS FOR PROPOSED SKOKIE STUDY (SECOND YEAR)

Sustained Surveillance Costs (assumed 2 calls/month)

Interviewer time
Office audit, coding and punching data

Total cost
Avg. cost/household/day

Reimbursement Costs (assumed repayment rate of 250

stamps/month)
Total reimbursement cost

Avg, cost/household
Repetitive Random Sample (as for first year)

Total cost
Avg. cost/household/day
Sample Renewal Costs (estimated sample decay 25 percent
per annum)
Maintaining and updating sample frame
Interviewer time
Mail, telephone and miscellaneous

Total cost
Avg. cost/accepting household

Miscellaneous

Preparation and printing of survey forms
Secretarial time

Total cost

Total annual cost
Annual cost/household/day

$ 8.540.00
10,560.00
$19,100.00
$ 3.62
$ 1,650.00
$ 7.50
$ 5,416.00
$ 4.10
$  250.00
300.00
25.00

$ 75.00
3 10.42
$  200.00
200,00

$  400.00
$27,141.00
$ 4.11
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A POSSIBLE MONITORING STUDY FOR SKOKIE, ILLINOIS

Skokie lies 14 miles northwest of the Chicago Loop. It has a current population of
approximately 68,000, divided into some 22,000 households. An 11 percent cross-sec-
tional home-interview sample, drawn by the Chicago Area Transportation Study in 1964,

yielded 2,101 separate dwelling units.

The cost of the data collection and coding opera-

tions associated with this conventional, one-day home-interview study was roughly

$25,000.00 (3).

The following longitudinal format is proposed as a supplement to the 1964 CATS

survey:

1. Continuing Panel Study

Sampling ratio

Sample size

Operational format:
Initial survey period
Continuing survey rate

Surveillance level:
Medium

Repayment level:
Initial period
Continuing period

Assumed sample decay rate

2. Repetitive Random Sample

Sampling cycle
Sampling ratio
Annual sample size
Survey period
Repayment level

1 percent
220 households

4 weeks
2 days/month

(biweekly housecalls, see Appendix)

50 stamps/day + 500 bonus
250 stamps/month
25 percent per year

3 months

Y percent

440 households

3 consecutive weekdays
50 stamps/day

In each case, the survey mechanism is the self-administered travel diary, supple-
mented by semiweekly monitoring calls in the initial phase of the panel study, and in-

TABLE 3

ESTIMATED ANNUAL COSTS FOR A 2000 ELEMENT MONITORING
SCHEME (FIRST YEAR)

Initial Contact Costs (assumed acceptance rate = 50%)

Drawing and validating sample $ 1,500.00
Interviewer time, at $2.00/hr
(including travel cost) 8,500.00
Preparation and printing of survey forms 3,500.00
Mail, telephone and miscellaneous 250,00
Secretarial time 3,000.00
Total cost $ 16,750.00
Avg. cost/accepting household §$ 8.38
Sustained Surveillance Costs (assumed "‘medium level
surveillance'" for first 6 weeks, 2 calls/month thereafter)
Interviewer time, at $2.00/hr (including travel cost) $172,000.00
Office audit, coding and punching of data 250,000.00
Total cost  $422,000.00
Avg. cost/household/day  $ 3.29
Reimbursement Costs (assumed repayment rate 50 stamps/day
for 6 weeks + 500 bonus and 250/month thereafter)
Total reimbursement cost $ 27,620.00
Avg, cost/household 13.81
Total annual survey costs $466,370.00
Avg. annual cost/household/day $ 3.64
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TABLE 4

ESTIMATED ANNUAL COSTS FOR A 2000 ELEMENT MONITORING
SCHEME (SECOND YEAR)

Sustained Surveillance Costs (assumed 2 calls/month)

Interviewer time $ 46,000.00
Office audit, coding and punching data 128,000.00
Total cost  $174,000.00
Avg. cost/household/day $ 3.60
Reimbursement Costs (assumed repayment rate of 250
stamps/month)
Total reimbursement cost $ 15,000.00
Avg. cost/household § 7.50
Sample Renewal Costs (estimated sample decay 25 percent
per annum)
Maintaining and updating sample frame $ 750.00
Interviewer time 2,060.00
Mail, telephone and miscellaneous 75.00
Total cost $ 2,885.00
Avg. cost/accepting household  $ 5.75
Miscellaneous
Preparation and printing of survey forms $ 2,500.00
Secretarial time 3,000.00
Total cost $ 5,500.00
Total annual cost $197,385.00
Avg. annual cost/household/day $ 411

dividual house calls for each continuing panel survey contact and also for each random
sample selection (for the latter, personal visits are made both at the start and end of
each 3-day period). The sampling frame for both surveys is the 1964 CATS home-in-
terview study. An annual decay rate of 25 percent is assumed within the panel sample.

The approximate annual costs of the two surveys, exclusive of data analysis and the
salaries of professional personnel, are given in Tables 1 and 2. Table 1 refers to the
first year of operation and Table 2 to all subsequent years. The unit survey costs in
each case are based on those observed for the case study described in the Appendix.

Note the relatively high annual expenditure involved even for a small-scale study
such as that illustrated here—$50,648.00 in the first year and $27,141.00 in each sub-
sequent year. These figures are exclusive of any data analysis costs o1 professional
salaries. Estimation of a single, lump sum of $40,000.00 to cover these two items
(probably a little conservative in terms of computer costs) yields estimated total annual
costs for the first and second years of slightly more than $90,000.00 and slightly more
than $67,000.00 respectively.

These figures do, of course, represent a somewhat artificial situation. It is unlikely
that a full-scale monitoring scheme would ever be seriously considered for an area the
size of Skokie. Much more probable is the application of the method to an entire met-
ropolitan area such as Chicago.

In this case, one may argue that a much larger sample, say, 2000 households would
be required. Tables 3 and 4 summarize the estimated costs of an expanded panel study
(no repetitive random sampling) applied to such a sample. In this case, allowing for an
estimate of $100,000.00 for the necessary computer capability (again a rather conser-
vative figure), the total survey expenditure during the initial 12-month period comes to
$566,370.00 or an average figure of $283.14 per household. For subsequent years,
allowing for an average annual sample decay rate of 25 percent and a similar computer
charge, the equivalent figures are $299,450.00 and $149.73.
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Appendix
THE HOUSEHOLD PANEL: A CASE STUDY OF TRAVEL BEHAVIOR

From November 1965 to March 1966, a case study was performed of the daily travel
of a sample of families residing in Skokie, Illinois. Skokie is a suburban dormitory
community of approximately 68,000 people (Fig. 1). The population is predominately
middle class, more than two-thirds of the households living in single family dwelling
units and slightly less than one-third in flats, apartments or townhouses. The study
was designed both to test a set of hypotheses concerning the temporal patterns of
household travel and also to evaluate the suitability of the personal travel diary as a
survey mechanism,

A total of 104 families were requested to maintain a record of their daily trip-mak-
ing for a period of four weeks. Information was requested on the number of people
involved, the points of origin and destination, start and end times, travel mode and trip
purpose for all trips made by the household during the duration of the survey.

The survey mechanism in each case was the self-administered travel diary. Three
different diary formats were tested, two designed for completion by the individual and
one by the entire household. Figure 2 illustrates format No. 3 (household diary), which
yielded the most successful results. Note the open-ended question on trip purpose.
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To evaluate respondent sensitivity to reimbursement and supervision, the total
sample was subdivided into four repayment categories and three different surveillance
groupings. Reimbursement in each case took the form of trading stamps redeemable
for items of the respondent's choice at a local store. Surveillance techniques varied
from regular house calls by the survey staff, to telephone contacts, logical consistency
checks and the application of a simple recall questionnaire. Supplementary data on
household structure, personal travel preferences and regular activity patterns were
obtained through separate questionnaires.

RESULTS

Figure 3 shows the distribution of initial response to the request to maintain a travel
diary. Out of the 104 households contacted, 45 rejected the request outright. Of those
accepting, 30 maintained a comprehensive diary for the desired period of 28 days; the
remainder kept a record for periods varying from 2 to 26 days.

The main factor influencing initial response was the prospective level of reimburse-
ment. Once a family had agreed to cooperate, the level of information obtained was
dependent primarily on the degree of surveillance provided by the survey staff. No
significant bias was apparent in the socioeconomic structure of the families accepting
and rejecting the initial survey contact. Simiarly, socioeconomic characteristics ap-
peared to have little or no bearing on the maintenance of a sustained response.

It was found that as a minimum each household had to be visited by a member of the
survey staff once every 3 to 4 days. At each visit the interviewer collected and checked
the diaries for the previous 3 to 4 days, and also provided the family with a fresh set
of blank forms. At the same time an extra series of predesigned questions were di-
rected at the respondents to determine whether any trips had been inadvertently omitted
from the daily records.

On receipt of the completed diaries in the survey office, a further, more comprehen-
sive consistency check was performed, including both a repeat of the checks performed
by the interviewer, and also an audit to determine possible errors of omission (i.e.,

a total failure to report certain kinds of trips), and, as the survey progressed, a check
on the variance of the family's behavior from one week to the next. A detailed speci-
fication of the office monitoring procedure is given in Table 5. If any major errors or
ambiguities were identified as a result of these office checks, the interviewer was in-
structed to clarify them during his next house call. As a supplement to the house calls,
contact was also maintained daily with each family by telephone,

Almost all the cooperating families, after a period of approximately one hour's
coaching and 2 or 3 days experience with the use of the diary format, showed them-
selves to be capable of providing an accurate and concise record of their day-to-day
travel, provided that they were constantly reminded of the need to do so.

The commonest recording deficiencies (based on the result of the audit procedures)
were definition of destination points (this occurred in approximately 6 percent of all
ultimately recorded trips), specification of trip purpose (10 percent of all cases), and
a failure to record approximately 8 percent of trips back to the home. Errors of total
omission (i.e., the initial failure to record a trip in any form) varied considerably from
family to family. Overall, the average rate was slightly less than 5 percent of all
ultimately repeated trips.

The use of a self-administered questionnaire raises serious problems of possible
reactivity (i.e., the influencing of behavior due to the fact that it is under study). This
suggests that the data obtained from such a study may not represent a valid statement
of "free' or unconstrained behavior.

Although accepting the validity of this comment, the writer feels that its importance
should not be overplayed. People are essentially creatures of habit in their daily trip-
making. Further, they exhibit a strong predilection for the pursuit of apparent irra-
tionalities—they do not always choose the shortest or quickest route, they do not mini-
mize their total travel effort nor do they usually maximize their expected net benefits.
Rather, they tend to pursue a pattern of behavior which satisfies their demands and
does not create too high a level of inconvenience.
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TABLE 5
OUTLINE OF OFFICE MONITORING PROCEDURE

General
Check for complete diary set by day and by person

Individual Trip Records—Inclusion of Data

Check for inclusion of traveler names

Check for complete home-home round trips for each person
Check for ambiguity of person trip participation

Check for method of travel, by person and by trip

Check origin and destination specification

Check for successive origin and destination links

Check trip-start times, trip-end times

Check trip-time ambiguities

Check for trip purpose details

Note any ambiguities and illegible statements

Individual Trip Records—Completeness

Construct daily travel diagram, point to point, by person and by group; check for
consistency

Construet trip-timing diagram, by purpose and by person; check for consistency

Cross-check personal and household travel records (where applicable), for group-
trip participation

Compute running-average, daily trip-making rates, for § major trip-purposes and
for subset of minor purposes; check for consistency and tleviations from average
trip-making frequency; check for work trips (one or more/worker/day), school
trips (one or more/child/day), shopping trips and social-recreational trips

The maintenance of a travel diary, if it in fact has any reactive effect, probably
tends to simply underline the more blatant irrationalities of behavior. The diarist,
for example, may note that consolidation of several independent trips into a single
"linked" trip might reduce his total travel effort. Alternatively, he may note that in-
creased efficiencies would result from a change in the timing of his trips or perhaps
from the use of another travel mode. In all events, any significant reactive conse-
quence of diary maintenance should be reflected in a significant change in the pattern
of daily travel over the period of diary keeping.

In no case was such a change observed—in terms either of an increase or decrease
in total trip-making, a displacement of trip timing or a transference between travel
modes—for any one of the sample households included in this study. This is not to say
categorically, of course, that no reactivity occurred. The diary mechanism may simply
have been too crude to detect any such effects, or else the period of the survey may
have been too short for them to become apparent.
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Application of Information System Concepts to
Transportation Planning

KENNETH J. DUEKER, Department of Civil Engineering and Department of Urban
and Regional Planning, University of Wisconsin

eAS defined by Bourne (1), "An information system is . . . a complex of people,
equipment, and procedures working together to provide needed information to a group
of users.'" This definition emphasizes a total system to provide information, not
merely a computer system. The concern here is with man-machine systems to pro-
vide information for transportation analysis and planning. The system needs for trans-
portation planning have many similarities and many dissimilarities with the well-
defined areas of business data processing and scientific computing. The major
difference relates tothe concern over location, i.e., where the spatial variation of
data observations is important.

In transportation planning, considerable attention is given to spatial and temporal
variations of phenomena such as land use and population. Typically, these variations
are observed as differences in areal aggregates, e.g., population densities or auto
ownership rates for subareas of the study area. More sophisticated mathematical
modeling of urban structure requires more detailed data—more detailed in locatability,
frequent observations, and stratification of population.

Transportation planning requires more detailed information concerning household
behavior and more accurate data depicting the urban environment. Information sys-
tems concepts applied to transportation planning analyses primarily relate to the de-
velopment of methods for manipulating data and organizing data to enable efficient ac-
cess in a variety of forms. On one hand, transportation planning is concerned with the
generation of statistical information for parameter estimation and calibration of pre-
dictive models. For the most part, ad hoc and unrelated data sets are collected and
manipulated by brute force techniques. Data, such as origin-destination data, are im-
mediately areally aggregated. This precludes many taxonomical analyses. On the
other hand, transportation planning involves the utilization of various mathematical
models for testing alternative proposals. This involves the preparation and processing
of large files of data, in conjunction with the predictive models, that simulate changes
in the urban structure.

Both the generation of statistical information for predicting the behavior of identi-
fiable and locatable groups of households, and the evaluation of alternative plans re-
quire considerable manipulation of data. To efficiently handle data, the transportation
planner must be able to communicate directly with the computer and use it as a tool.
He should not have to depend on a programmer. He must be given the software capa-
bility to handle a large number of the data-handling problems personally. Similarly,
data must be organized in ways that enable accurate depiction of complex real world
phenomena, and must be in forms that can be transformed to meet a variety of needs.

DATA-HANDLING CAPABILITY

A data-handling capability is a user- and problem-oriented programming language
that brings the computer closer to the user. It offers users a great deal of power with
a minimal requirement for specialized programming skills. A problem-oriented
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programming language is one designed for the particular needs for a subject matter.
In transportation planning, one of the needs is for the handling of statistical data
relating to small areas.

Large-scale urban transportation planning studies have taken a lead in developing
specialized substantive systems and rudimentary data-handling capabilities. Special-
ized information systems consisting of socioeconomic data and highway network data
have been developed. These data, along with models for trip generation, trip distri-
bution, and traffic assignment, enable the testing of alternative transportation system
configurations.

Unfortunately, too little effort has been expended in developing generalized capa-
bilities to handle the processing and preparation of data for modeling. However, there
have been exceptions. One of these is SPAN (Statistical Processing and Analysis Sys-
tem), a system for management of urban data that has many generalized data-handling
capabilities (2). SPAN is a large-scale data management, file processing, and statis-
tical analysis system programmed for the IBM 7090/7094. Initiated atthe Penn-Jersey
Transportation Study in late 1962, it was completed by System Development Corpora-
tion with the support of the Bureau of Public Roads and is being used in the Bay Area
Transportation Study.

Briefly, SPAN is a flexible system for reducing, manipulating, and displaying data.
Processing functions in SPAN are "implicitly" programmed, i.e., the user communi-
cates with the system through simple directives and parameters stated in English-like
sentences. The user selects, through the parameters, a particular configuration of
pre-programmed procedural options and adapts program operation to his precise
requirements,

The advantage of SPAN is that it offers an entire system capable of handling the
bulk of transportation planning demands for data manipulation, The disadvantage of
SPAN relates to its implementation. Essentially, SPAN is technologically bound to
second generation computing equipment. Conversion of SPAN to third generation com-
puting systems will require extensive modification, both in terms of rewriting package
programs written in machine language and rewriting the SPAN Systems Supervisor that
operates under the FORTRAN II Monitor System. However, a more serious problem
is conceptual, relating to an inability to handle data that are not organized in serial
files, i.e., sequential records on magnetic tape.

Having greater data-handling capability, but less statistical capabilities, is an
IBM-developed set of programs for System/360. GIS (Generalized Information Sys-
tem) is designed to perform data-file establishment, maintenance, retrieval, and
presentation operations common to many application areas (3). GIS enables the devel-
opment of a data base in a convenient form for access. It is also an adaptable user-
oriented system for manipulating data to fit a wide range of special requirements.

GIS provides for interrelating data items in different physical data sets. For ex-
ample, linkage may be used to relate trips of a trip file to households of a household
file that make the trip. GIS also enables development of a chain of subordinate items
that are associated with a master item. For travel behavior data, there may be a
chain for each household master item. Trips generated by a household are subordinate
items on a chain for that household. Chaining and linkages are used to represent the
relationships between real world phenomena. The utility of structuring data in these
forms will be explored in subsequent sections.

If procedures are incorporated into GIS to handle problems associated with spatial
data, GIS would serve the data-handling needs of transportation planning very adequate-
ly. For example, data-reduction statements to determine whether a point is within a
polygon, to calculate land areas, and to perform simple statistical tests are essential
in handling data on spatially distributed phenomena.

SPAN and GIS are only illustrative of the kinds of capabilities that are or will be-
come available. Generalized data-handling capabilities offer the transportation planner
greater freedom to communicate with the computer. As implied in the discussion of
GIS, the data-handling capability and a conceptual scheme for organizing data are highly
interrelated. Organization of data, especially data on spatially distributed phenomena,
is of great importance.
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DATA ORGANIZATION

When phenomena from the real world are observed and recorded, data are created.
Quantitative data are defined as collections of values on selected properties of entities.
For example, a person weighs 150 pounds., One hundred and {fifty is the data value.
Weight is the property and the person is the entity. Figure 1 shows data representa-
tion. The elements of the matrix are the values, the columns represent the properties
and the rows represent the entities. Normally, data are organized as serial records,
where entities (in this case persons) are separate records.

Data are observations on some set of phenomena with location and time constraints.
These data may be organized as a discrete observation on a phenomenon or as aggre-
gates organized by location and/or time. Data organized and aggregated by location
are commonly called areal data. Typical examples of areal data are data summarized
to census tracks or traffic zones. The actual phenomena of interest may be housing
units, households, persons or trips, but the individual units or entities are now areal
units. In areal data, location defines the entity structure. The phenomenon is second-
ary to the principal argument of location.

Data organized and aggregated by time intervals are commonly called time-series
data. Typically, such time intervals as day, week, month, quarter, year, and de-
cade are used. Observations on phenomena such as employment, population, produc-
tion and sales are often aggregated to time intervals for analyzing variations over time.
In time-series data, the entity is defined by the principal argument of time.

Data may also be organized in list structures. A list is defined as alinked sequence
of items. Each item contains a pointer or the address of the next item. Thus, the
items do not need to be stored in physical sequence. Stored in addressable storage,
the next item of an array is implied, whereas the successor item of a list must be
specified. An item on a list contains both datum and the address of the next item.
This address is called the link or pointer. A list is shown in Figure 2.

A powerful feature of list structures is that the insertion and deletion of data on
lists is quite easy. Such operations merely involve changing the linkage of the list.
For example, to delete the datum in item c of Figure 2, the link address of Cell b is
changed from c¢ to d. List structures for data storage are becoming increasingly
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important as addressable storage devices are becoming cheaper. Transportation
planners will find list structures convenient for storing and accessing data on spatial
phenomena.

PROBLEMS WITH AREAL DATA

The inference of relationships between characteristics, such as the number of trips
per household and household size, is often based on areal data. In using areal data,
the areas or traffic zones must be assumed homogeneous. Such analyses focus on
variations between traffic analysis zones with the homogeneity assumption setting
within-area variation equal to zero. Because household size does not vary appreciably
between areas, it is not usually found to be good for predicting the number of trips per
household.

Less reliance should be placed on making inferences from spatially aggregated data.
Yet, analysis of variations between areas or over space is necessary in transportation
planning. This requires greater care and skill in organizing data. For example, it
may require that separately collected data relating to the same phenomena be linked.
This linkage of entities enables direct relationships to be investigated rather than rely-
ing on inferences drawn from unrelated data. Similarly, greater emphasis should be
placed on stratifying disaggregated data. For example, rather than using average
household size by traific zone to predict trip production, the disaggregated data should
be stratified to enable estimation of trip production for various household sizes.

The need is to organize data in forms that are amenable to linkage, stratification,
and aggregation. All too often, the available forms of data restrict or control the anal-
ysis. Data are immediately aggregated to minimize the amount of data and thus limit
all subsequent data analysis. Newer computers offer considerably more speed and
direct access storage. These features provide greater opportunities for more exten-
sive and detailed analyses. To take advantage of this, new concepts of data
organization are needed.

INTERMEDIATE FORMS FOR DATA

An important and well recognized data organizational need is the transformation of
data from some initial form to some report or product form. However, what is not
recognized is the need sometimes to organize data in an intermediate form. An in-
termediate form is deemed desirable to enable manipulation to a variety of forms. It
is often necessary to manipulate data to forms that are completely unanticipated. To
provide the necessary flexibility to organize data in unanticipated forms requires: (a)

a data-handling capability, and (b) data organized in a flexible form. The desire to
organize data in intermediate forms eliminates the need to go back to raw source data
every time a specialized request is made.

For example, assume the existence of longitudinal data on household locations. For
a sample of households, assume household characteristics such as income, family
structure, and cars owned. Also, assume the prior household locations of the families,
going back 10 years, were collected. For the various types of analyses that can be
performed from a data set such as these, it would be desirable to organize these data
in some intermediate form, i.e., something more structured and accessible than the
original data set.

To maximize the utility of data in an intermediate form, these data must be orga-
nized in such a manner that a generalized data-handling capability can easily transform
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HOUSEHOLD NUMBER
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Figure 3. Household location by year.

these data from the intermediate form to a desired form for a specific analysis. To
illustrate this concept, Figure 3 shows a matrix of household observations vs the year,
The elements of the matrix may contain the x and y coordinate representing the
person's home location during that year or a traffic zone number. Data in this form

TRIP FILE HOUSEHOLD FILE

Origin Family size

Destination Number of autos

Purpose Income

Link to HH Link to first trip by a

HH member

Link to next trip by
member of same HH

Figure 4. Intermediate form of origin-destination data.
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Figure 5. Intermediate form of origin-destination data showing the relationships between items.

may be accessed in a variety of ways. For example, for a given location, the matrix
can be searched for households located in that position. In a similar fashion, specifi-
cation of the year enables creation of a file of household locations for that year. In
addition, the matrix enables retrieval of households occupying a specific location for a
given year. By utilizing this data matrix, longitudinal data of the type described can
be recast in a variety of forms. Recasting from this intermediate form is much sim-
pler than returning to original data observations where often the concern must be with
records of unequal length.

Origin and destination data may also be transformed to an intermediate form. To
facilitate the creation of specialized data files for the analysis of trip behavior data,
it may be desirable to relate trip records of a trip file to households of the household
file and vice versa (Fig. 4). In Figure 4, origin-destination data in an intermediate
form consist of two files or lists in addressable or direct access storage, one file for
trips and another file for households. The trip file contains a record for each trip. As
well as characteristics of the trip itself, each record contains a link or pointer to the
household generating that particular trip. Also, each entity or record in the trip file
contains a pointer to the next trip from that same household. In a similar fashion, all
the trips for a particular household are chronologically linked. The household file
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contains household entities possessing not only characteristics of the household but a
pointer or link to the first trip made by a member of that household.

Data organized and described here are of a flexible form for use in creating new
files to study such phenomena as a specific trip purpose by persons from households
of specific incomes, trips to a specified destination by households headed by an indi-
vidual of a specified occupation, or analysis of trips linked to households with speci-
fied income and car ownership characteristics.

With origin-destination data of the form shown in Figure 4, transformations can be
made to very specific forms, regardless of whether the primary argument relates to
the trip or to the household. For analysis of households that make a particular type
of trip, the primary argument would be trip purpose. Only households making this
type of trip are selected for further analysis. For analysis of trips made by a partic-
ular class of household, the primary argument is household class. Only trips from
households of the particular type are selected for further analysis.

Figure 5 shows a more complex data structure in which origin-destination data are
organized as three main lists—household, person, and trip. These lists are intercon-
nected and relate persons to characteristics of their household and trips to character-
istics of the person making that trip. This is a similar but more complex represen-
tation of the data described in Figure 4. In Figure 5, the trip-making behavior of
individual members of the household are distinguishable.

The items containing characteristics of households are linked and form a house-
hold list. Each household is linked to a subordinate list of items containing charac-
teristics of persons belonging to that household. Also, each person item is linked to
another subordinate chain of items containing characteristics of trips made by that
person. In addition, list concepts may be used to represent linked trips, i.e., multi-
mode trips with a single purpose.

In the schematic notation of Figure 5, the last element or pointer 3 links to a sub-
ordinate item (e.g., links household items to a person item), Pointer 1 forms the
chain (e.g., persons in the same household). Pointer 2 links unrelated households,
persons, or trips, and forms a continuous chain of like items. Pointers of Type 2 are
desirable to enable scan or search of just one list, say, the trip list if that is all that
is needed. Pointers of Type 1 that close on a master item are desirable (e.g., that
pointer from the last trip made by a person back to the person item). This formation
of a circular chain enables the obtaining of household characteristics for a select set of
persons.

In addition to the linkages shown in Figure 5, it may be desirable to link trips orig-
inating or destined to the same traffic analysis zones, Thig concept envisions a chain
for each traffic analysis zone. Each trip originating in a zone would be linked to form
a chain. The trips on a chain may be ordered by time of origination, purpose, or other
trip characteristics.

Need for organizing trip data in this way must be considered in light of difficulties
in structuring data in chains and compared to brute force searches of large data files.
This comparison depends on the extent to which these data are used. Often-used data
warrant more extensive organization. With more efficient data-handling capabilities
and more extensive and broader utilization of data, these considerations tend to favor
detailed organization of data in intermediate forms.

CONCLUSIONS

Information system concepts applied to problems in transportation planning focus
on the need for a generalized data-handling capability and on the need for data orga-
nized in intermediate forms. A generalized data-handling capability is needed for
rapid creation and manipulation of data files.

Storage of data in complex but flexible forms enables response to a wide variety of
problems and analyses and eliminates initial and arbitrary aggregation of data. To
make these data-organization concepts attractive and feasible, a data-handling capa-
bility must be able to create and update these complex data structures as well as re-
trieve data from them. Successful data-handling capabilities will be those that can do
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both. Data-handling capability and data organization are interrelated, with the
important concept being flexibility.

Many transportation study staffs and highway departments have adequate data-
handling capabilities for present demands and equipment. However, the coming gen-
eration of computers offers considerably more speed and direct access storage. These
features provide greater opportunities for more extensive and detailed analysis of
travel behavior. To take advantage of greater speed and storage capacity, new anal-
ysis concepts are required. This means new concepts of data organization and the
development of means to create and access these more complex data structures are
needed.
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Urban Information Systems and
Transportation Planning

EDGAR M. HORWOOD, Director of the Urban Planning Center,
University of Washington

The rapid evolution of multipurpose urban information systems
along with emergent changes in census technology will provide
opportunities for a new generation of transportation analysis
and planning studies. This paper outlines the logical bases of
new systems under development, discusses applications to
general urban analysis and relates these application potentials
to urban transportation research, analysis and planning. Par-
ticular emphasis is given to the relationship between new in-
formation handling capabilities and the needs of urban
transportation planning.

e¢URBAN area transportation planning studies of the past decade have been required to
develop a new technology of information-automation not shared by the urban planning
field in general. The impetus for this technological development has stemmed from
three major factors. First, the studies have been financed at a high enough level and
have had sufficiently specialized objectives to permit the application of computer tech-
nology. Second, the teams of professionals undertaking the studies included relatively
more members with data processing capabilities than found on the coexistent urban
planning and renewal staffs. Finally, there has been a more sophisticated level of as-
sistance from the federal supervising agency in relation to urban transportation plan-
ning studies than from the federal agency relating to community planning and renewal
activities,

These generalizations are not presented to discredit one group of professionals as
compared with another, but simply to recognize facts and circumstances that are fairly
obvious to those with long-term contacts in the two fields. In all fairness to the De-
partment of Housing and Urban Development, its antecedent agencies were too sparsely
staffed to mount the kind of attack which the U.S. Bureau of Public Roads has done in
developing computer programs, training a large number of state and local officials in
the traffic assignment process, and maintaining some sort of an organization to serv-
ice requests for information on computer programs. Although the influence of the
highway engineer has been substantial in moving the urban transportation planning
studies in the direction of automated systems, it is only fair to give a great deal of
credit to many professionals in the transportation planning studies who have not come
from this field but who have exercised strong leadership in adapting to information-
automation, such as the technical leadership of the Detroit and Chicago area
transportation studies of the 1950s.

In reflecting on the developments of the past decade, it is interesting to note that the
information systems developed in the urban transportation planning field have been es-
sentially the ad hoc systems needed to produce data for urban transportation planning
models and to meet the predominantly single-purpose needs of these studies—traffic
forecasting. The systems naturally have not addressed themselves to the across-the-
board aspects of urban and regional planning. There has been very little spin-off in
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utilizing the information gathered, not only for this reason, but also because of the
organizational systems in which urban planning, urban renewal and transportation
planning studies are conducted. Examples of payoffs in information systems develop-
ments for general planning purposes are scarce. Occasionally, planning and renewal
agencies have found it practical to contract the processing of specitic data reports
from the transportation area study agencies, but in these instances the cost of data
reduction has been relatively large because files have been organizedin ways primarily
useful for the purposes of the transportation planning groups.

Today, approximately the tenth year of man's general capability to communicate
with the computer by using a general programming language, let us take stock of where
we are in regard to the needs of the spectrum of users of urban information.

1. Strong pressures have emerged for the coordination of urban planning activities,
transportation included, at least on the level of professional studies if not within a co-
ordinated political framework, The transportation planning studies are no longer con-
ceived as being ad hoc studies, but as continual ones with ongoing staffs and resources.
There have been joint efforts from several sources on the federal level to pool re-
sources to conduct urban analysis and planning.

2. Strong interest has now emerged both on the political and administrative level
toward the establishment of urban and regional information systems for a broad variety
of purposes which cut across the responsibility lines of a number of agencies.

3. The climate for information assembly and manipulation in the planning and re-
newal agencies is rapidly changing in favor of automated systems and ones which are
as equally sophisticated in their demands as the foregoing transportation studies.

4. We are at the fulcrum point in the transition from one generation of computer
technology to another, a time in which the value of stock in programming and systems
development is relatively low because of the new capabilities in the emerging technol-
ogy, and we have on hand a full decade of programming that will have a rather rapid
depreciation.

5. There is a substantial increase in the sophistication of professionals in a grow-
ing number of fields in computer applications and computer operations, and we can
expect a substantially different climate and professional capability in the emerging
planning agencies.

All of the these facts point to a new climate, new attitudes, new capabilities, new
methods of attacking the problems and new problems. They tell us in effect to take a
closer look at integrated urban information systems for multipurposes as well as for a
higher level of utility and capability for the various categories of users, including the
transportation and planning segment of the urban planning area.

How will more sophisticated multipurpose urban information systems change the
nature of the urban transportation planning process? To assist in answering this ques-
tion, I have outlined in the following section what I believe are a handful of basic urban
information systems needed for multi-projects.

BASIC URBAN INFORMATION SYSTEMS AND APPLICATIONS

This part of the paper describes tools and processing systems for handling data for
an urban area information system and some of the more apparent applications. The
material is concerned with the planning, development, testing and refinement of tools
which are needed for the total spectrum of urban planning activity. Six basic compo-
nents of the system are outlined as follows:

1. A geocoding system designed to convert data input by street address location
identifiers to geographic coordinates, allowing information retrieval by arbitrary areas
of interest as well as traditional areas of record, such as census tracts.

2. A query system designed to facilitate querying and manipulation of large data
bases.

3. An automated graphic display system for map making and data display.
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4. A plan test system for testing, by simulation, alternative proposals regarding
employment distribution, residential densities, transportation facilities and the effect
of capital expenditures and priorities on the planned growth of various sectors.

5. A planning operations system designed to assist in internal agency day-to-day
routine information processing needs, such as document retrieval, report generation
and the production of statistical reports for fixed-time series intervals.

6. A capital improvements and work scheduling system based on critical path
methods of analysis, designed to integrate the planning and programming of all public
works development in the area.

The first three components are parts of a continuum and are complementary. The
first enables location of data, the second manipulation of these data, and the thirddata
display. More will be said about their relationships as they are discussed in depth.

Before proceeding to describe each of the subsystems, some general remarks are
in order concerning the choice of system components. The components recommended
here stem from three requirements: (a) they are the most basic needed in terms of
developing a data-handling capability; (b) they relate to the most fundamental ques-
tions which planning agencies must answer in terms of its programs; and (c) they will
upgrade planning and programming capabilities. With the exception of the query ele-
ment, the other systems proposed have already proved operationally feasible from
test applications or experience.

Geocoding System

A geocoding system automatically relates a data observation, event or happening to
a mapped location. A geocoding system of the type developed by Dial (1) and imple-
mented by Calkins (2) is suggested as an essential tool for positioning data observations
in two-dimensional space as well as retrieving data in highly flexible ways. Many data
of concerh in urban analysis are only locatable by street address identifiers or more
easily coded by such identifiers. However, street addresses are very cumbersome
to use in data retrieval. Coordinates, or X and Y spatial references, are far more
powerful location identifiers from the standpoint of information retrieval capability.

To accomplish the translation of street addresses to grid coordinates, it is neces-
sary to compile a street-address-to-coordinate directory.' Once compiled for a city
or an urban area, the directory serves in the translation of any data having street ad-
dress locational identifiers. Assistance in compiling directories is provided by a
computer program that allocates entire lengths of streets into segments created by
intersecting streets. Associated with street segment records are address range limits
for each block, and grid coordinate values of the street segment ends or street inter-
sections. The addresses of input data are systematically compared to the street seg-
ment records of the street-address-to-coordinate directory to accomplish the transla-
tion. Thus, any record of interest, such as a housing unit, incidence of communicable
disease or the location of an economic activity, has a grid coordinate value automati-
cally assigned to it if the input record has its street address coded.

If the conversion is to grid coordinates rather than areal unit codes, such as census
tracts, the coordinated data observations may be assigned later to arbitrarily de-
lineated areal units by a query system. This is done through a procedure that tests
whether the coordinates of data observations queried are within polygon boundaries de-
scribing the areal units. This capability utilizes geocoded data. The assignment of
coordinates to polygons is part of the query system that is proposed and described
here.

As stated earlier, the geocoding system permits the conversion of data entities
whose locational identifiers are street addresses to grid coordinate identifiers. This

'An operational test of such a system is now under way as part of a National Capital Commission—
Dominion Bureau of Statistics test in the Ottawa, Ontario region, using 1966 Census data for retrieval
analysis.
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conversion opens the door for the use of many kinds of data that were previously un-
usable because they were not readily locatable. Many data exist, related to persons
or properties, that are coded only by street address. Data such as building permit

applications, employee address records, charge account records, pupil residence
records, and hospital patient discharge records may be made amenable to spatial
analysis by this system.

Monitoring subsequent population change by utilizing building permit application
data is necessary to maintain current population estimates. Typical questions that
building permit data are able to answer relate to time, location and magnitude of new
construction. Coordination of building permit data enable their automatic allocation
to any arbitrary analysis area of interest or traditional enumeration districts such as
census tracts, traffic zones or school attendance areas. If building demolition records
are entered into the system as well as the record of population movement from utility
connection information, then a permanent system is available to monitor population
change with very small error.

Besides monitoring population change as discussed, a geocoding system may assist
in studying the spatial distribution of a great many urban phenomena important to plan-
ning analysis. These include, but are not limited to, the following:

The trade area of shopping centers;

The tributary area of hospital patients;

The location of commercial or industrial land uses;

The location of different land-use adjustments;

The tributary area of employment centers;

The location of federal employee residences;

The location of dwellings by types and values;

The location of communicable diseases of various types;

The location of traffic accidents by various classifications; and
10. The location of welfare cases of different types.
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In each case, address records must be obtained from source documents such as public
records, commercial directories or especially contrived sources which involve the
cooperation of people and business establishments.

The applications of geocoded data have virtually no limits of utility for regional and
local planning agencies, a variety of municipal departments, and both public and pri-
vate welfare agencies. Once geocoded data have been developed, a project which is
not to be underestimated in scope, these data are amenable to visual inspection by au-
tomated graphic display or for various types of statistical analysis or to arrive at
notions of the urban ecological processes, including concentration, dispersion, cluster-
ing and time changes in the settlement patterns of people, households and economic
activities. These changes should be relatable to planning policies.

Query System

A query system connotes a means or tool to access data on spatially distributed
phenomena in a variety of combinations and with relative economy. The emphasis must
initially be upon the system development rather than a collection of data. Without such
a philosophy, each specific planning task will require its own specific data retrieval
systems and no general flexible processing capability will be gained.

The query system is designed not only to handle data with street address identifiers,
but also to combine the entire spectrum of data collected by different identifiers as
well as for differing time spans and spatial boundaries. The spatial data query system
essentially consists of a user-oriented computer programming language and schemes
for organizing spatial data. This system is conceived to give planners a great deal of
flexibility and power in handling and preparing data for analysis and reports.

The query system described requires that data be locatable in space by means of
coordinate identifiers or areal unit codes. Geocoding, or the automatic assignment
of spatial coordinates to entities, and the query system are complementary. Geocoding
assigns coordinates and the query system manipulates or handles coordinated data. The
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existing Dial-Calkins geocoding system has some elementary, although important,
query capabilities, e.g., capability to assign polygon identifiers to data observations.

To illustrate the query system better, assume the existence of elementary school
student residence records in machine-processible form. Also assume these data have
been geocoded by a street-address-to-grid-coordinate program. Various school en-
rollment areas may then be tested using the query system. This system is capable of
selecting entities based on satisfaction of specified values for properties of these data.
For example, students could be assigned to school service areas by testing whether
their locational coordinates are within polygons describing these areas. In addition,
students of a particular grade may be specified for selection. These kinds of queries
may aid in the allocation of teachers to specific grades in specific schools.

Similarly, travel behavior data from interviews of households may be queried.
Typical queries relating to data from household travel behavior studies are (a) select
household entities with incomes exceeding $10, 000 and who own more than one car;

(b) select household entities owning no cars and whose family size is more than two;
and (c) select household entities that make more than 10 trips per day.

Examples such as these use all three of the complementary systems—geocoding,
query, and graphic display. Geocoding is used for ease of inputing spatial data, a
query system to enable manipulation, and graphic display for spatially positioning the
output.

Emphasis is placed here on the requirement for building a general query system,
much as an assembly line must be built either to produce one or a thousand fabricated
products. When attention is not given to the general development of a process to han-
dle miscellaneous queries, common situations arise in which it may take several hours
of computer time and the input of many reels of tape to answer relatively simple ques-
tions, much as it would require considerable time and cost to fabricate a car without
the existence of an assembly line.

Ongoing agencies that envision using a large data base must develop a generalized
data-handling facility. Such a facility is necessary to organize, store, retrieve and
report all kinds of data on spatially distributed phenomena. Whether these data are
used to assist in the evaluation and control of a process of operation, or whether they
are to provide a basis for planning and to evaluate alternative plans, generalized
processing expertise is essential, and, in fact, equally important as the data itself.

The central function of a query system is to facilitate the query and search of data
and to simplify programming instruction for the desired output. It is important that a
query system be designed for ease of use by persons with minimal computer experi-
ence, but who are skilled in planning analysis. A data-handling procedure designed
for ease of use is the single most important element of an information system. With-
out a flexible system, many data are effectively locked in due to the time and cost of
retrieval or manipulation,

To develop an effective automated information operation, an agency must generate
an efficient means of reaching magnetically stored data, manipulating it and reporting
results. This may be accomplished in several ways. One way is to develop and ac-
quire package programs that perform all anticipated desired functions. By specifying
parameters, or limits, the package programs can meet specific needs; but unfortu-
nately, all the desired needs are not initially known. One step above acquisition of
separate package programs is a system or collection of user-oriented package pro-
grams operated by English-like instructions that perform a spectrum of frequently
desired tasks, such as the production of time-series statistical observations or graphic
display. At a higher level, task-oriented programming languages enable compilation
of more flexible and powerful instructions for highly specific tasks.

A most promising data-handling means is being developed by IBM for the System/
360 (3). It is called GIS (Generalized Information System) and provides great power
for storing, manipulating, retrieving, and presenting data. GIS enables storage of and
retrieval from complex and linked data sets. In addition, the syntax of GIS is very
flexible and in English-like language. However, GIS is not particularly oriented to
handling spatial data. It is necessary to develop a subset of GIS, or an independent
system to handle spatial data.
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Alternatively, an agency could utilize existing data programming systems such as
SPAN (4) or MARK III (5). However, each of these systems was designed and imple-
mented on specific computer configurations and is independent of a flexible spatial
coding system. Their dependence on second generation hardware also proves limiting.
Second generation is the term generally applied to the computer hardware configura-
tions in use in the first half of the 1960s, such as the IBM 7000 Series, GE 235, and
CDC 3600. Third generation includes the IBM Series 360, GE 645, and CDC 6600.

Unlike commercial and scientific fields, computer programming systems for urban
regional analysis needs are relatively underdeveloped. Of the systems described thus
far, only the geocoding system is highly operational. Clearly, it is not specifically the
purpose of an agency to become engaged in information systems research. To solve
problems and assist in operations, it is nevertheless important for all organizations
with large-scale information needs to contemplate advancing the state of the art of in-
formation systems operations consistent with the scope of their responsibilities.

Automated Graphic Display System

Automatic graphic display of information is essential for the presentation of a spatial
pattern in the form of maps. Map imagery is presented via automated plotting hard-
ware or cathode ray tube photographic output. In addition to displaying data through
map imagery, there is a need to reproduce maps themselves at varying scales and with
varying information according to the specific project at hand. This type of graphic
output is now fully developed in the aerospace industries. The technology must be
adopted to urban area planning and analysis needs, if manpower requirements are to
be kept within reasonable limits as work demand grows.

Whereas the information system component discussed previously is concerned with
spatial retrieval, it requires a graphic display subsystem to carry through in terms of
a visual reporting of the information retrieved. For example, a general spatial query
system could retrieve from large data files the number of people living in housing units
50 or more years of age within 5 miles of a projected employment center, assuming
such data to be part of the base. The knowledge of this number itself would be only
partially significant. Significance of much greater importance would be attached to a
visual display of these housing locations interpreted through a map screen of the urban
area. Such imagery could give some highly visible clues as to the geography of
rehabilitation needs.

An automated graphic display system is essentially the application of computer pro-
gramming to the ordering of data for display on output equipment. These data are
ordered in such a way that the output of the system will be in the form of a map or a
graph.

Output devices are of three types: (a) the high-speed impact printer, which is found
at almost every large-scale computer installation; (b) the inkline plotter of either the
plane table or platten type, wherein the motion of a pen is programmed to produce the
image much as it would be produced by hand; and (c) the cathode ray tube (CRT) which
looks like an oscillograph and for all practical purposes may be likened to a television
image. Of the three graphic output modes, the CRT is the most efficient because it
produces the image at electronic speed; the only production time limitation is in the
photographic equipment which records the image produced on the scope. Impact
printers are relatively quick and have the advantage of being very handy, but their out-
put resembles that produced by a typewriter. The inkline plotter is probably the best
tool for cartographic simulation of conventional map production. Highly efficient
package programs have already been developed for graphic display via the impact
printer (6).

A special adaptation of the CRT is the "light pen,' which is a stylus-like instrument
connected to the CRT by a cable and held in the hand. The user can apply the light pen
to images displayed on the CRT either to enter data or retrieve data for ground loca-
tions which are visually evident by the display of a street line map. It is a short step
from the present technological capabilities described in the query system to adapt to a
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system whereby the user can describe a perimeter of ground space by light pen outline
in reference to a map image of the city programmed to appear on the CRT and call for
data to be retrieved or summarized for that area. Practical examples of such use
would be obtaining a feedback on the number of people living within an arbitrarily des-
ignated area, the value of land within some perimeter, and the number of cases of a
communicable disease in a given area,

Perhaps the most immediate need for automated cartography is in the production of
maps superimposed with information selected to meet the demands at hand. In this
regard, a by-product of the geocoding system is a digitized record of all street seg-
ments. These segments may be displayed in any scale, either by inkline plotter or
by CRT scope.

Digitized street segment records may be immediately valuable in displaying infor-
mation of relevancy to municipal engineering and public works analysis as well as
transportation planning. For example, if a file of traffic-volume counts is developed
for street lengths, an adaptation of the display program permits the streets to be shown
at varying widths corresponding directly to the traffic volumes. Similarly, a file of
street lengths can be produced showing only streets of particular widths or pavement
conditions. Current CRT technology even permits colored imagery and photographic
reproduction, which could display roads of one type in red, those of another in green,
and so forth.

Before leaving the subject of computer graphic systems, it is worthwhile to note
that systems are now available to assist in the urban design process by constructing
perspective drawings from very basic plan and elevation data. The conventional pro-
cedures of urban design require, at some stage of planning, a substantial expenditure
of time and effort in the development of perspective drawings and the preparation of
models for both design analysis and lay evaluation. Recent developments in computer
output systems, such as the refinement of the inkline plotter and CRT display, now
permit new tools of three-dimensional analysis which give the design team a multitude
of perspective views stemming from the one-time coding of the spatial location of cor-
responding points of the given object (building, building groupment, or other spatial
arrangement) with reference to the orthogonal distance from the picture plane and
ground level.

A simple analogy would be the production of a multitude of perspective views of a
building from a single set of coded information capable of production by a nonprofes-
sional design aide. The viewing position could be made to vary in height and azimuth
position, or various combinations. Views can be projected on a CRT recorder at
speeds limited only by photographic requirements (60 frames/minute for practical
considerations). In fact, motion pictures can be produced easily from the outputwhich
simulate moving around the building in space or walking through an urban spatial set-
ting. This process may not preclude the need to build a model for public relations
purposes, but it can substantially aid the design team in the predetermination of the
spatial elements of the solution.

In summary of this section, an automated graphic display system will not only have
a substantial impactin upgrading graphic study capabilities of the planning agencies, but
also should ultimately give them the capability of information retrieval in a real-time
sense for decision-making purposes.

Of all of the systems proposed in this section, no doubt the graphic display system
could be the most utilitarian in both the savings of drafting time and the provision of
services to other agencies in the region, For an agency continually involved in the
production of maps, it is an economic certainty that before more than a few years pass
there will be justification for the rental of in-house plotting equipment. Virtually all
major transportation studies in the United States have already attained this level of in-
house need. An automated graphic display system is not only necessary to upgrade
map production, but to produce output reports which use a visual format to convey the
meaning of the information. This type of output facilitates both technical, management
and policy decisions.
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Plan Test System

The effectiveness of plans, policies, and alternate proposals may be tested in a
variety of ways ranging from simple visual observations to complex mathematical
models. Contemporary planning places considerable hopes on a capability to monitor
or test the plans and policies.

A distinction should be made between the testing of alternate proposals in the plan-
ning process as compared with the testing of the plan or policy itself in regard to
events which occur after its inception. In the latter case, plans and policies can often
be tested by relatively simple information feedbacks. For example, a system which
reports on land-use changes or adjustments, not strictly in compliance with the planned
land-use policy, may be a valuable tool in determining whether or not the policy is
honored in general or breached in day-to-day adjustments. In this regard, it is com-
mon to encounter land-use adjustments that are substantially contrary to plans and
which, while conceivably within the legal framework of adjustment, display the inop-
eration of a plan or the unwillingness of an administration body to implement it. These
statements are not meanttoimply that the adjustment of a plan in contradiction to its
policy is necessarily illogical, but merely to indicate that feedback systems can give
a fairly good indication of policy success, whether it is dealing with land use, prison
paroles, welfare programs or other matters.

Time-series data of historical nature can further shed light on the effectiveness of
plans and policies. An example here is the evaluation of urban areas which have been
considered timely for rehabilitation through housing code enforcement. If records in-
dicate that housing codes are not enforceable and that rehabilitation money is not being
generated for an area, then it is probable that the housing stock is beyond rehabilitation
status in general.

Information feedback systems can go a long way toward evaluating the impact of
plans and policies in an ex post facto way. Their value should not be underestimated.
On the other hand, the problem of pre-evaluating planning alternatives from the stand-
point of social and economic justification, impacts and potential success is a much
more sophisticated exercise, and calls for the use of models in which the input vari-
ables can be altered and the estimated results studied for different mixes of inputs. In
the traffic planning and shopping center planning fields, gravity and accessibility models
are typically used for preplan testing purposes and have been found to be substantially
successful. It is the purpose of this section, however, to present the dimensions of at
least one major plan test system as an example.

The plan test system described here is an illustrative model.? Its utility is in an-
swering questions of the impact of decisions on the location of new employment centers
in an urban region. This model presumes employment inputs can be anticipated 3 to 5
years in advance, both in the government and private service sectors.

Because the model-building state of the art is relatively crude, partially because of
limited data-handling capabilities, only a simple model is formulated. Initially, the
emphasis should be on analysis of data for calibration or estimation of parameters for
the model. This slow and deliberate approach to model building is based on experience
in other model-building efforts where too much was attempted or promised without suf-
ficient data base or data-handling capability to effectuate it.

Among the most important determinants of urban patterns are employment locations
and transportation facilities. Thus, the suggested model allocates increases in area
employment at specific loci to residential areas. Such a model is deemed useful to
test alternative proposals of large employment center locations in terms of impacts on
travel facilities and residential densities. It is felt that a linear programming model,
which distributes population, given inputs of employment and travel times, enables
policy makers to evaluate decisions as to locations of large national government em-
ployment centers. In addition, needed transportation improvements may be shown as
a result of model application, and potential pressure for development may be anticipated.

This model rationale has been proposed by Kenneth J. Dueker in a study for the National Capital
Commission of Canada, forthcoming.
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A linear programming allocation process or solution method is proposed. Linear
programming formulation enables optimal allocation of persons to residential areas
based on minimizing the aggregate work travel cost for the new employees being allo-
cated. This allocation is subject to constraints of transport capacity, housing supply,
and employment demand.

Only incremental employment changes are to be allocated. The model is designed
to allocate new employment to existing or new housing. Thus, the concern is not in
replicating existing patterns, but in allocating future population growth to residential
areas. This incremental approach creates some difficulties, however. For example,
transportation capacity between employment zones and residential areas must be ex-
pressed as remaining available capacity, and housing supply as available housing sup-
ply. Another problem, that of generating many variables within the model, is partially
circumvented by a short planning horizon of 5 years and by an iterative solution to
achieve a balance between employment, available residences and transport capacities.
In a long-range model, variables such as service employment must be endogenously
generated. In a short-range model, service employment can be exogenously estimated
and considered input to the model. If the model does not allocate sufficient population
for that area, the employment inputs must be modified and the model rerun. Similarly,
the model must be rerun until travel times and capacities are properly related. Sub-
sequent refinements of the model might be to make these iterations internal to the
model or automatic.

Planning Operations System

Inherent in large planning offices are high costs in accessing records and develop-
ing documents, reports and graphs by hand. Also, much repetition of office operations
is required because of document updating requirements, such as the periodic produc-
tion of statistical reports. Automated retrieval systems are mandatory if large man-
power inputs are to be avoided. Such systems will reduce the amount of nonproductive
work and provide more current and extensive information on available documents,
records, reports and graphs.

Document retrieval systems, such as KWIC (Key-Work in Context), SDI (Selective
Dissemination of Information), and ""peekaboo" retrieval systems should be operation-
ally investigated. These systems need to be evaluated in terms of being able to retrieve
documents by subject, author, agency location, and in terms of specific agency needs.

Administrative records, such as property management data, that may be of value
for planning are recommended for investigation, although organization of property data
ifor management purposes is necessarily different than for pianning. For pianning,
these data must be geographically ordered. Though the ordering and data-handling
systems for management and planning are different, one system should rely on the other
to collect and update that part of the data base relevant to its own needs. Ideally, the
planning system should be designed to utilize data from the management system, but
must be a separate system itself because of its differing requirements.

Critical path planning accounts for the restraining interrelationships between the
various improvements. Within the restraining framework, the various improvements
must be scheduled. At this point resource limitations are considered. Resources,
such as finances, manpower and equipment, are allocated and the improvements sched-
uled to level resource fluctuations over time. The key is to make the entire process
systematic and partially automated to enable rapid reevaluation for testing alternative
capital improvements proposals.

Elements of the capital improvements program go through several cycles of budget-
ing, programming, and scheduling as they pass from the conceptual stage to realiza-
tion, Within the overall budget, projects are in various stages of planning, moving from
long-range planning to design investigations, to preliminary design review, to final
design, and finally to construction. At each stage in planning an improvement, new
information is added to the programming, scheduling, and budgeting process. Incorpo-
ration of these cyclic considerations into the Capital Improvements Program system
will offer a great deal of monitoring and control capability.
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RELATIONSHIP TO TRANSPORTATION PLANNING

Not all of the systems described have equal implications for urban transportation
planning. Some, such as the graphic display and work scheduling elements, are part
of the urban transportation planning technology that has evolved to date. Likewise, the
plan test system is inherent in the transportation planning modeling work that has gone
on for at least a decade, and therefore poses no uniquely new concept to the transpor-
tation planner. These systems have been described in somewhat broader terms, how-
ever, as part of the total spectrum of urban information systems needs.

Of far greater importance to the transportation planning process are the geocoding
and general spatial data query systems. These are not part of the conventional tech-
nologies of urban transportation planning studies, and they are perhaps the one phase
of the transportation planning process that is in most need of attention from the tech-
nological development standpoint.

The significant contribution of the geocoding system is that it eliminates reliance
on preconceived notions of region, such as the traffic enumeration zone, and at the
same time permits the aggregation of information from many sources for query areas
that may constitute an analysis spectrum of areal configurations. For example, traf-
fic enumeration district zones traditionally increase with distance from a central focus,
and thereby mask out the true nature of trips to subfoci. A regional shopping center
complex, for example, along with associated commercial and industrial land uses, may
be found at the intersection of four traffic enumeration zones in such a way that aunique
activity focus is not observed at the destination end of the trip. Further, the size of
the traffic analysis zone at that location in the region may be such as to mask the im-
portance of destinations to the shopping center because both origins and destinations
fall within only one zone.

The importance of the specified spatial query system for transportation planning
lies in the capability of matching the characteristics of specific households with their
specific travel generating characteristics, rather than using the average values for
enumeration districts themselves. At the existing level of technology, the averaging
of characteristics for areas masks out the true characteristics of the regression of one
variable upon another. At present, we also infer that the characteristics of selected
samples cover their areal entities, whereas with the general spatial query systems it
should be possible to link the properties of entities at the basic level of enumeration,
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Ottawa Street Address Conversion System
HUGH W. CALKINS, Research Planner, National Capital Commission, Ottawa

®THE Ottawa Street Address Conversion System is a geocoding system being developed
for the Ottawa-Hull Metropolitan Area in Ontario. This report describing the system
will be presented in two parts. The first part contains some general remarks relating
to the function of a geocoding system and the second part describes the current project
in Ottawa, a geocoding system based on street addresses.

GEOCODING SYSTEMS

Geocoding is the process of assigning a spatially significant identifier to a data ob-
servation. A spatially significant identifier is defined as one from which the relative
spatial location of a data observation is evident from the value of the identifier. For
example, if two properties are identified by parcel numbers (No. 202-013-001 and
No. 202-016-024) or street addresses (1091 3rd Ave. and 820 Main St.), these identi-
fications do not describe the relative spatial locations of the parcels. However, if the
two parcels are identified in terms of x-y coordinate locations (2510, 4400 and 2730,
3782), the values of the identifier represent relative spatial locations. Coordinates
are the most flexible spatial identification system. Coordinates, however, do not re-
place nonspatial forms of data identification, but rather, the coordinates are a gen-
eralization which represent all spatial reference units. Coordinates can replace all
geographic coding for areal units, i.e., traffic zones, census tracts, etc. Computer
techniques can then be used to assemble the data by any set of areal units using the co-
ordinate identifiers of the data observations.

For example, the first use of the Ottawa street address geocoding system will be
to determine coordinates for each household in the Ottawa Metropolitan Area as enu-
merated in the 1966 census. These coordinates will be placed on the household data
files maintained by the census department. Population characteristics can then be
summarized and reported by any arbitrary set of areal units, i.e., traffic zones,
planning districts, etc.

A geocoding system is only one part of an overall information system capability.
The major steps in an information system are (a) collecting data; (b) organizing data;
(c) storing data; and (d) retrieving data. A geocoding system is part of the process of
organizing the data and it establishes the identifiers needed to enable maximum flexi-
bility for retrieval on spatial criteria.

In order for data with spatial significance to have the capability of providing mean-
ingful information for a specified problem, it must have an identifier which is spatially
significant. That is, all data must be referenced to a point in space or areal unit. In
the past, data have usually been referenced to a set of more or less single purpose
areal units, e.g., census tracts, and traffic zones. Two major flaws to this system
have long been recognized.

1. All anticipated sets of areal units must be specified before the time the data are
collected, a severe restraint at the beginning of the study; and
2. Data collected for different sets of areal units are often non-comparable.

Data referenced to the larger areal units are in fact summarized to the level of that
areal unit, and retrieval on spatial criteria is limited to the set of areal units as de-
fined before the data were collected. As long as data are processed by manual methods,
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it is virtually impossible to break away from this system due to limitations in manpower
resources. However, the speed offered by computers overcomes this restriction.

Spatial units can be generalized as follows: coordinate region, query regions, and
uniform data regions. The coordinate region is the area represented by a single co-
ordinate point on a grid system and has a size and shape equal to a square whose sides
are equal in length to the distance between points on the grid system. The query region
is an arbitrarily delineated areal unit, e.g., traffic zone or census tract. Query re-
gions are represented as polygons, each vertex of the polygon being represented by a
coordinate region. Uniform data regions indicate the areal extent of some data char-
acteristic, and are described in the same manner as query regions. The common point
of reference to all three regions is the coordinate region.

A coordinate system is therefore used to establish and retain flexibility in the defi-
nition of query regions and in the description of uniform data regions. Individual data
observations must be identified by unique coordinates. These coordinates should be
based on a standard grid system such as the State Plane-Coordinate System.

Having established the need for data to be identified by coordinate values, it only
remains to develop the techniques of assigning coordinates to the data observations.
The magnitude of this task should not be underestimated because it involves assigning
a coordinate value to every individual data observation, e.g., property, household,
etc. However, automated techniques are being developed to substantially reduce the
time and manpower resources needed to do this job. The street address conversion
system being developed in Ottawa is such a technique.

OTTAWA GEOCODING SYSTEM

The system described here is one which derives the coordinates from street ad-
dresses. There are three coordinate sets (x, y) assigned to each address: (a) the unique
proxy; (b) the midpoint of the block face; and (c) the block centroid (Fig. 1). The unique
proxy coordinate value is a unique identification for each address; however, its spatial
location may not always be exact. The other two coordinate values represent small
areal units for data summarization—the block face and the block.

The sequence of steps in this system is shown in Figure 2. The data observations,
identified by street addresses, are converted to machine records (punch cards or mag-
netic tape). These records are processed by a computer program which assigns any
combination of the three possible coordinate sets to each data record. The program
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Figure 1. Coordinates.
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The steps required to build the di-
rectory are (a) code the street length
tile from the source documents; (b) run
the computer program to create the
street segment file from the street length file; (c) make corrections to the street seg-
ment file (manual process); and (d) run the computer program to build the directory
from the street segment file.

The basic unit of the directory is the street segment record (Fig. 3). The street
segment record is a straight-line segment between the centers of two consecutive in-
tersections or abrupt changes in a street's direction. The following information makes
up a street segment record:

Figure 2. Flow chart.

1. Street name;

2. Range of street addresses;

3. Coordinate values (x,y) at each end;

4, Block centroids (x, ys on each side; and

5. An indicator for determining which side of the street relates to even and odd
addresses.

The address range represents both sides of the street. In order for the system to
function properly, the addresses on each side of the street segment must fall within
the same range.

The street segment file is prepared from the street length file by a computer pro-
gram. A street length is an assumed straight length of street over which addresses
are always increasing. A street length represents a series of street segments by the
following (Fig. 4):

1, Street name;

2. Range of street addresses;

3. Coordinate values (x,y) at each end; and

4. An indicator for determining which side of the street relates to even and odd
addresses.
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Figure 3. Street segment.

The program divides each street length into its appropriate number of segments
and calculates the address range, coordinate values for the end points and the block
centroids for each segment. Thus, for any street pattern the initial coding process
need only record the end points of all street lengths. The hypothetical street pattern
(Fig. 5) would require 19 street length records. Processing these records by the com-
puter would yield 131 street segment records. The street segment file as produced by
the computer is not complete. In areas of very regular street patterns, up to 90 per-
cent of the street segment file is created by the computer, the remainder must be done
by hand. However, as the street pattern becomes less regular the amount of work
done by the computer drops, thereby increasing the manual work,
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Figure 4. Street length.
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Figure 5. Hypothetical street pattern.

Operational experience in the application of the street address geocoding system to
the Ottawa Metropolitan Area disclosed certain problems. The first problem related
to the regularity of street addresses.

As was noted earlier, the system requires that the address range for a street seg-

ment represent both sides, Addresgses must 2lways be increasing by more or less

constant increments to successfully meet this requirement. Many cities have adopted
a system of assigning a range of 100 addresses to each block, thus producing a very
regular address pattern. However, when any system of a less regular nature is used,
then it is possible for address ranges to have characteristics which are not compatible
with the system. Briefly, some of the situations which can develop are (a) addresses
increasing faster for one side of a street than the other; (b) even and odd addresses on
the same side of a street segment, such as on a circle or crescent; and (c) addresses
out of sequence.

Another major problem which can limit the use of this geocoding system is the areal
extent of urban street addresses. If the area of interest is completely urbanized, then
this is not a problem. However, if rural areas are to be included, the present geo-
coding system cannot be used over the entire area. In the Ottawa Metropolitan Area,
urban and rural areas are intermixed (Fig. 6) so that the street address geocoding
system can only represent a discontinuous area.

The original system has required only slight modifications to deal with the situations
described. To solve the problem of irregular patterns of street addressing, new tech-
niques have been developed:

1. Block face records are substituted for street segment records in the directory
when one address range cannot represent both sides of the street without creating an
ambiguous situation with respect to other street segments of the same street.
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Figure 6. Extent of urban postal addresses.

2. Block face records are used to record segments where both even and odd num-
Generally, in this case only one side of the

bers are on the same side of the street.
street is developed.
Out-of-sequence addresses are coded as individual entries, the coordinates being

3.

derived manually.
Although it is possible to accommodate almost any situation, the amount of manual ef-

fort required to build the directory increases substantially as the street addressing

pattern becomes less regular.
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Figure 7. Lots and concessions.
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In order to include the rural fringe areas in the geocoding process, the methods of
rural addressing and land identification were examined. Three methods were identi-
fied: (a) rural mail delivery routes; (b) P.O. Box numbers; and (c) rural land survey
(concessions and lots, Fig. 7).

The concession/lot system was found to have spatial characteristics similar to the
concept of the street segment. The significant characteristic for the geocoding system
is that there is a linear relationship between all lots within one concession. Therefore,
if the lot numbers are used in place of the address range and the concession name is
substituted for the street name, a pseudo street segment can be created to represent
a whole concession. If this pseudo segment is located through the middle of the con-
cession, each lot can be split into two pieces (north half, south half or east half, west
half) for geocoding, each piece being 100 acres in size,

The changes introduced to the system have broadened its scope and increased its
potential application. For example, the Canadian Dominion Bureau of Statistics is
currently investigating geocoding applications through participation with the National
Capital Commission in developing the Ottawa street address system. The Dominion

3 i - 3 + Thni £, a Ant 1
Bureau of Statistics (DBS) plans to use geocoding techniques for census data as well as

other nationally collected statistics, thereby giving DBS the capability to summarize
any of their data to any set of areal units as a service to users. The ability to auto-
matically geocode data on the basis of various identifiers substantially increases use-
fulness of the data in all studies relating to urban areas.
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