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Foreword 
Five of tt.e six papers in this RECORD are concerned with the 
all-important matter of construction control and compliance to 
specifications of construction materials. This control may go 
by one of many names, from the simple "testing" to the more 
sophisticated-sounding "quality assurance procedures." But 
whatever the title, engineers agree that this is an area of criti­
cal concern and one in which information is sorely needed. In 
this RECORD, construction and mater ials engineers and speci­
fication writers will find practi.cal, useful information on sub­
jects ranging from how to minimize errors in the use of nuclear 
gages for measuring soil density and moisture content to ac­
ceptance procedures for concrete. 

In the paper by Gardner, the sources of error associated 
with nuclear gages are identified and several approaches are 
described whereby the sources of error may be minimized. 
The potential success of each approach is evaluated. 

Variability-Cits measurement), minimization (its implications 
in specifications), acceptance testing, and quality assurance 
provide the common threads tying together the papers by 
Williamson, J orgenson, Mills and Fletcher, and Mathews and 
Metcalf. 

Williamson attempts to determine the extent of compaction 
variability present in fill construction and to identify the causes 
of variation. After studying several different field tests for 
measurement of in-place density and moisture content (includ­
ing nuclear gages), he reports finding variability to be wide­
spread and proposes a technique whereby decisions on overall 
compaction quality can be made. 

Variability in compacted embankments was measured by 
Jorgensen. His major conclusions were that the variability in 
percent compaction is large; the average percent compaction 
was very near the required minimum; and the nuclear gage in 
the direct transmission position is a much more reliable indi­
cator of field density than when in a backscatter position, and 
is slightly more reliable than the conventional water-balloon 
tests. 

Development of a statistical procedure for control and ac­
ceptance of gradations of aggregates was attempted by Mills 
and Fletcher. Their report contains valuable information de­
rived from random sampling at the aggregate source, from 
stockpiles at the project sites, and from the aggregate as used 
in the work. The authors found that samples taken at the source 
generally conformed to specifications and exhibited low vari­
ability, but that as one proceeded to the on-site stockpiles and 
as-used samples, variability increased and stockpile samples 
were frequently out of specification limits. They applied the 
results of the research to the development of models for 
specifications. 

Mathews and Metcalf studied the statistical implications of 
a United Kingdom specification of strength of concrete for high-



way structures and the quality of materials accepted to see if 
the specification could be improved. They concluded, most in­
terestingly, that the quality of work actually produced was good 
but was little affected by specification requirements. They 
speculated that the good quality resulted from the unwillingness 
of contractors to risk the economic consequences of even a low 
failure rate. 

In a paper unrelated to acceptance testing but concerned with 
a subject of critical importance to pavement stability, Dunn re­
ports the results of a field study made to determine the amount 
of degradation that occurred in untreated aggregate base courses 
by manipulation, compaction, and service exposure. He relates 
his investigation to previous work, and presents a substantial 
amount of data to indicate that, for the materials studied (hard 
and soft crushed dolomite and dolomitic and igneous gravels), 
the greatest degradation occurred during manipulation and com­
paction. Attrition during service exposure was not a primary 
factor, and there was no relationship between degradation and 
aggregate type or physical properties. 

-J. F. McLaughlin 



Contents 
MINIMIZING NUCLEAR SOIL DENSITY 

AND MOISTURE CONTENT GAGE ERRORS 

Robin P. Gardner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

EMBANKMENT COMPACTION VARIABILITY-
CONTROL TECHNIQUES AND STATISTICAL IMPLICATIONS 

T. G. Williamson. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 

MEASURING THE VARIABILITY 
OF COMPACTED EMBANKMENTS 

James L. Jorgenson •...................................... 23 

CONTROL AND ACCEPTANCE OF 
AGGREGATE GRADATION BY STATISTICAL METHODS 

William H. Mills and Oren S. Fletcher .•........... .......... ... 35 

STATISTICAL STUDY OF THE COMPLIANCE 
WITH SPECIFICATION OF CONCRETE SUPPLIED 
FOR HIGHWAY STRUCTURES IN THE UNITED KINGDOM 

D. H. Mathews and J. B. Metcalf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50 

IN-SERVICE DEGRADATION OF BASE COURSE AGGREGATES 

Karl H. Dunn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58 



Minimizing Nuclear Soil Density and 
Moisture Content Gage Errors 
ROBIN P. GARDNER, North Carolina State University, Raleigh 

The sources of error in the nuclear soil density gages are 
identified as sensitivity to variations in sample composi­
tion, poor calibration technique, and sensitivity to surface 
heterogeneities. The errors associated with the nuclear 
moisture content gages are identified as sensitivity to soil 
composition, sensitivity to soil density, and poor calibra­
tion technique. Several approaches are described and eval­
uated for minimizing these sources of error, including 
mathematical analyses of the nuclear gaging principles, the 
calibration model method, and the dual-gage principle for 
nuclear density gages. 

•GAMMA-RAY scatter and neutron moderation gages have been in use for the measure­
ment of soil density and moisture content since about 1950 (1). The immediate obvious 
advantages of the nuclear methods were nondestructiveness ;-measurement speed, and 
good reproducibility. However, when the nuclear gages were put to use in the field and 
compared to the existing gravimetric methods, discrepancies appeared and the question 
of the accuracy of these devices arose. To resolve this question, the Highway Research 
Board formed the Committee on Nuclear Principles and Applications, and NCHRP Proj­
ect 10-5 (Density and Moisture Content Measurement by Nuclear Methods) was initiated. 
This paper describes the work that has been done on Project 10-5, the work in progress 
on Project 10-5A (an extension of Project 10-5), and other pertinent work in this area 
that has been initiated since the beginning of Project 10- 5. 

SOURCES OF NUCLEAR GAGE ERROR 

The purpose of the initial phase of work on Project 10-5 (2) was to evaluate the nu­
clear gages for measuring soil density and moisture content Tn relation to the conven­
tional gravimetric techniques. It was concluded that the nuclear gage results were 
more reproducible and potentially more accurate if the identified sources of error 
could be minimized. Sources of error identified for the neutron moisture content gages 
were sensitivity to soil density, sensitivity to soil composition, and poor calibration 
techniques. 

The primary source of error for the gamma-ray density gage was sensitivity to com­
position. The calibration problem stems from the composition sensitivity of the gages 
and is compounded by difficulties in preparing stable, homogeneous samples of soil for 
laboratory calibration, or by inaccuracies in the gravimetric density measurement 
techniques when field calibrations are used. Likewise, the primary sources of error 
for the neutron moisture content gage were sensitivity to density and composition. 
Therefore, the calibration problem is essentially the same for the neutron moisture 
content gages as for the gamma-ray density gages. 

The Virginia Correlation and Conference (3) sponsored by the HRB Committee on 
Nuclear Principles and Applications provided-valuable quantitative information on the 

Paper spansored by Committee on Nuclear Principles and Applications and presented at the 48th 
Annua I Meeting. 
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sensitivity of the gamma-ray density gages to soil composition. At the conference 
laboratory, samples of known density, moisture (hydrogen) content, and composition 
were available for calibrating gages brought by interested users and gage manufac­
turers. After the gages were calibrated on these laboratory samples, they were used 
in the field at a prepared test site composed of five typical Virginia construction soils. 
The average standard error reported for all backscatter-type gamma-ray density 
gages on the five laboratory samples was ± 11.0 pcf (pounds per cubic foot), whereas 
the error for transmission-type gages was ±7.53 pcf. The average standard error 
reported for all neutron moisture content gages on the four laboratory samples was 
± 1.14 pcf water. These standard errors were determined by fitting the gage responses 
by a least-squares method to straight-line functions of density or moisture content. 

MATHEMATICAL ANALYSES OF THE NUCLEAR GAGES 

To quantitatively evaluate the extent of the identified sources of error, mathematical 
analyses have been made of both the gamma-ray and neutron gages. A brief account of 
these analyses, some analyses made by other workers, and the conclusions that can be 
made based on these analyses are given here. 

Analyses of the Gamma-Ray Soil Density Gages 

In the initial phase of Project 10-5, a simple single-scatter mathematical model of 
the gamma-ray density gages was developed and tested. The simplifying assumptions 
were (a) that the gage geometry was identical to that of the depth-type gages so that the 
problem was only two-dimensional, and (b) that the total gage response was dil'ectly 
proportional to the gamma rays emitted by the source and scattered once by the su1·­
rounding soil directly into the detector. Using these two assumptions, the response 
of the gage could be given as the double integral of the product of four separable 
probabilities: 

(1) 

where R is the gage response; ¢ is the angle between the line connecting the source and 
rlP.tP.ctor and the direction of the gamma rav being considered; r is the distance from 
the source to the scattering point; P

1 
is the probability that a gamma ray will move in 

a direction between ¢ and ¢ + d¢ and will reach distance r without being scattered or 
absorbed; P2 is the probability that a gamma ray described by P1 will scatter between 
r and r + dr so that it travels in the direction of the detector; P3 is the probability that 
a gamma ray described by P1 and P2 reaches the detector from the scattering point 
without being scattered or absorbed; and P4 is the detector efficiency for the gamma 
ray described by Pi, P2, and P 3 • 

The four probabilities P1, P2, P3 , and P4 are complicated functions of the original 
gamma-ray energy, the particular gamma-ray path being considered, and the type of 
detector (2). 

The double integral of Eq. 1 was put into finite difference form and programmed for 
solution on a digital computer. Solutions of this equation did not reproduce experimental 
results performed with a prototype depth-type gage on prepared laboratory samples. 
It was concluded that the second simplifying assumption was not valid, and that the re­
sponse caused by multiple-scattering events would have to be included in the analysis. 
This was accomplished by assuming that buildup factors derived from the results re­
ported by Goldstein and Wilkins (4) could be superimposed on each gamma-ray path. 
The new mathematical model including this buildup factor can be written as 

(2) 

where P5 is the buildup factor for a particular gamma-ray path. 
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Solutions to Eq. 2 did reproduce experimental results performed with a prototype 
depth-type gage on laboratory standards. After this verification of the mathematical 
model given in Eq. 2, it was used extensively to quantitatively study the effect of cer­
tain gage parameters on the sensitivity of the gages to soil composition. Among the 
conclusions reached were that (a) the composition sensitivity of a given gage was es­
sentially independent of the sample density; and (b) composition sensitivity is affected 
by the gage housing material and thtckness, the detector efficiency vs gamma-ray 
energy relationship, the source-to-detector distance, and the source collimation angles. 
Quantitative predictions of these effects are given by Ballard and Gardner (2). 

A recent series of papers by Taylor and Kansara (5, 6, 7) reports on a single­
scatter model of the gamma-ray gages. These authors-were -apparently unaware of the 
previous work just discussed. Unfortunately, they concluded that a single-scatter mod­
el was sufficient to describe the gamma-ray scatter technique. Therefore, the subse­
quent conclusions drawn by these authors are questionable. 

The comprehensive multiple-scatter model described in this section served to in­
vestigate the practical importance of the possible sources of error that were identified. 
The model was then used to study the effect of varying all possible gage design param­
eters on these sources of error. The results of these studies indicated that changes in 
any single gage design parameter tended to minimize the error caused by variations in 
soil composition only at the expense of increasing the error caused by surface hetero­
geneities. For example, suppose that very low angle scattering of gamma rays is ac­
centuated by source collimation so that, on the average, higher gamma-ray energies 
are detected. Then the effect of soil composition variations is minimized because the 
photoelectric absorption effect is minimized because of the higher average energy of 
the detected gamma rays, but the effect of surface heterogeneities is increased be­
cause the effective sample depth of the gage is reduced and the average relative path 
length through the surface heterogeneity is increased. This conflicting effect of vary­
ing the design parameters indicated that improvements in gage design would not be able 
to satisfactorily minimize the two sources of error caused by soil composition and sur­
face heterogeneities. Moreover, even if gage design improvements could satisfactorily 
minimize these two sources of error, this would not solve the problem of using the many 
existing gages with acceptable error. For these reasons the calibration model approach 
described later was pursued. 

Analyses of the Neutron Soil Moisture Content Gages 

Attempts to perform a detailed mathematical analysis of the neutron soil moisture 
content gages have not been as successful as those for the gamma-ray soil density 
gages. This is primarily because neutron transport is a more complex and difficult 
phenomenon than gamma-ray transport. An excellent early study by Semmler (_!!) gives 
several possible mathematical approaches that include the use of various forms of one­
and two-group neutron diffusion models. This study served as the primary basis for 
selection of a two-group neutron diffusion model with a spherical cavity of adjustable 
radius such as the model used in the studies made in the second phase of Project 10-5 
(~). This model is given by 

K1 
R = Ea (L 1 + K2 ) (L2 + K2) {L1 + L 2) + K;i (3) 

where R is the gage response; !:a is the macroscopic thermal absorption probability of 
the sample; L 1 is the diffusion length of fast neutrons in the sample; L 2 is the diffusion 
length of thermal neutrons in the sample; K1 is a factor that depends on source intensity 
and source-to-detector distance; K2 is the spherical cavity radius; and K3 is the back­
ground response of the gage. These parameters are described in detail elsewhere (~. 

The important assumptions made in arriving at this model are that (a) the gage ge­
ometry consists of a point source of monoenergetic fast neutrons surrounded by a spher­
ical cavity of radius K2 that is, in turn, surrounded by an infinite, pomogeneous sample; 
and (b) the neutrons emitted by the source diffuse like gas molecules until they are re-
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moved from each ene1·gy group. It is not likely that this model descl'ibes very accu­
rately the behavior of surface - type neutron gages except over very limited ranges of 
gage design parameters and sample compositions and densities. The gage geometry 
chosen is very artificial when applied to surface-type gages. 

A more rigorous approach is possible with the depth-type neutron moisture content 
gages. Olgaard and Haahr (10) devised and tested a three-group neutron diffusion mod­
el for the depth-type gages that appears to be quite accurate for the gages and samples 
tested to date. A Monte Carlo model is presently being developed for surface-type 
gages in NCHRP Project 10-5A. This approach should prove to be quite accurate, but 
generally requires a large amount of digital computer time for eacl1 model prediction. 
It is possible that a simple model can be devised and tested based on the results of the 
Monte Carlo model. 

THE CALIBRATION MODEL METHOD 

To minimize the identified sources of error to acceptable levels, the calibration 
model approach was formulated in the initial phase of work on Project 10-5 (2). This 
approach consists essentially of developing a simple mathematical or calibration model 
for both nuclear gages that includes all the soil parameters that affect the gage re­
sponse. This model contains constants that must be determined for each gage by a 
least-squares analysis of gage responses taken on samples with known characteristics. 
A set of calibration samples consisting of pure materials, such as aluminum and mag­
nesium of known density and composition, is used with these models. The advantages 
of using such samples for calibration are that they can be chosen to be stable, homo­
geneous, and representative of typical soils. 

The calibration model method is no longer required for the gamma-ray density gages 
because the dual-gage principle described later will be able to minimize satisfactorily 
the identified sources of error for those gages. However, a similar principle probably 
does not exist for the neutron moisture content gages, so that the calibration model ap­
proach should prove important in minimizing the sources of enor for those gages. 
Therefore, the rest of the discussion of the calibration model approach is confined to 
the neutron moisture content gages. 

The least sophisticated use of this method would be to calculate one calibration 
curve with the calibration model appropriate to one average soil composition and den­
::;ity. Evcrr this relatively !:imple rru~thoi:l 0f ni::P i;;hould represent a considerable im­
provement over other previous methods of calibration. A slightly more sophisticated 
method would be to use the calibration model to calculate calibration curves represen­
tative of various densities of several soil types that can be visually identified, such as 
sand and clay. This method requires a knowledge of the soil com.position as a !-unction 
of the soil classification, and a knowledge of the sample density that can be obtained 
from a measurement with a gamma-ray density gage. This second method should 
be quite accurate, but it depends on the gage user's ability to identify visually the soil 
type and also on each soil type having a relatively constant composition. The most 
sophisticated use of the method would be to obtain the composition of the soil sample of 
interest and calculate a calibration curve from the calibration model specifically for 
that soil at various densities. This method would only be practical if the same soil is 
to be encountered for an extended period of time. This method still requires a mea­
sured value of the sample density. One shortcut method that would alleviate most of 
the work involved in compensating the gages for variable composition and density would 
be first to obtain the gage response to a soil sample of known density. Then the entire 
calibration curve for that soil would be back-calculated from the single point and the 
calibration model for the gage. This technique has not been tried yet, but should prove 
valuable. 

Gamma-Ray Density Calibration Models 

Although the calibration model approach is no longer necessary for the gamma-ray 
density gages, the calibration model developed for this type of gage may prove useful 
in the orderly optimum design and use of the dual-gage techniques that will probably 
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replace the calibration model approach. Therefore, a discussion of the model that was 
developed in the second phase of work on Project 10-5 (9) and other possible models is 
given here. -

The calibration model developed in Project 10- 5 is given by 

R = C exp 10 (a + bC + cP) (4) 

where R is the gage response; C is the Compton scattering probability; Pis the photo­
electric absorption probability; and a, b, and c are constants for a given gage that are 
determined by a least-squares analysis of gage responses taken on samples of known 
density and composition. 

The Compton scattering probability is taken as 

(5) 

where p is the sample density; wi is the weight fraction of element i; Zi is the atomic 
number of element i; Ai is the atomic weight of element i; and n is the total number of 
elements in the sample. The photoelectric absorption probability is taken as 

n zs 

~ wi i 
p = p --

A-
i=l l 

(6) 

This sample model inherently assumes that one average gamma-ray path can be 
established for a given gage that is essentially constant over the range of sample com­
positions and densities that are to be encountered. In spite of the simplicity of the 
model, it has been found that it is quite accurate for a wide range of gage designs and 
sample compositions and densities. It has the additional advantage of being able to fit 
the boundary conditions R = 0, p = 0, and R = 0, p ... ""· It has the disadvantage thatit 
does not explicitly give the role of the gage design parameters, such as source-to­
detector distance, source energy, collimation angles, and the detector efficiency, as a 
function of gamma-ray energy. These parameters are implicitly contained within the 
a, b, and c constants. 

Prior to this study, very similar models to that of Eq. 4 were proposed by Irick (11) 
and Semmler et al (12), but they did not separate the Compton scattering probability -
from the photoelectric absorption probability. A recent paper by Czubek (13) describes 
a model similar to that given by Eq. 4 that attempts to extract explicitly thegage de­
sign parameters from the a, b, and c constants. This model may prove quite valu­
able in the orderly optimum design of dual-gage techniques. 

The simple calibration model of Eq. 4 bas proved to be quite valuable in leading to 
the discovery of the dual-gage principle and in optimizing the air-gap dual-gage method 
developed by Klihn (14). Gardner et al (15) applied the calibration model to air-gap 
responses and showed that the model gave a basis for a system of using the air-gap 
method that gave improved accuracy. A simple nomograph method of use was devel­
oped based on the proper application of the calibration model to air-gap responses. The 
details of this treatment and a method for determining the necessary nomograph are 
given by Gardner and Roberts (~) and by Gardner et al (15). 

Neutron Moisture Content Gage Calibration Models 

The neutron moisture content gage calibration model developed and used in NCHRP 
Project 10-5 is that given as Eq. 3, which also served as the detailed mathematical 
analysis model. For use as a calibration model, the Ki, K2 , and K

3 
parameters in 

this model are determined for a particular gage by a trial-and-error analysis of gage 
responses taken on prepared samples. This model does not offer sufficient accuracy 
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for use as a detailed mathematical analysis model, and has too much freedom of gage 
response shape to be used without additional information as a calibration model. The 
model might be useful as a calibration model if the gage response shape for a particular 
type of gage is established, and the factor K2 in the model is restricted to values that 
will give rise to the correct gage response shape. It has been found that gage responses 
vs moisture content shapes can be concave, straight, or convex, depending on the val­
ue of K 2 that is used. Additional experimental work or results from the Monte Carlo 
model studies will be used to establish the gage response shape for particular values of 
the gage design parameters such as source-to-detector distance and the amount of 
moderator surrounding the source and detector. 

DUAL-GAGE PRINCIPLE FOR GAMMA-RAY SCATTER GAGES 

The dual-gage principle was discovered when gage responses to laboratory calibra­
tion samples from several different gages were being fitted to the calibration model 
given by Eq. 4. It became obvious that different gages had different relative sensitivities 
to the Compton scattering and photoelectric absorption probabilities. Because the pri­
mary effect of variations in soil composition is manifested in the photoelectric absorp­
tion probability, the possibility existed to use two gages simultaneously to determine 
density while eliminating the effect of soil composition by eliminating the photoelectric 
absorption probability. This is accomplished by obtaining the specific calibration mod­
el given by Eq. 4 for each of two different gages. If the calibration models are denoted 
for each of the two gages by the subscripts 1 and 2, then one obtains 

and 

From the definition of C, the density p can be extracted from these equations if it is 
assumed that 

n 

I: 
wizi 

~ 
i=1 

0.05 

Unfortunately, the simultaneous solution of Eqs. 7 and 8 is not straightforward, but 
several techniques are given by Gardner et al (15). A quadratic solution can be ob­
tained if two terms of a series expansion of log pare used: 

(7) 

(8) 

(9) 

p 
-B - (B 2 

- 4AC)½ 
2A 

(10) 

A 0.05 (c 1b2 - c 2b 1 ) (11) 

B c2 log R1 - c 1 log R 2 - 1.6815(c2 - cJ + c 1c2 - C2a 1 + 6.5(c 1b2 - c 2b1 ) (12) 

C 130c2 log R 1 - 130c 1 log R 2 + 7.2384(c
2 

- cJ + 130(c 1a 2 - c 2a 1 ) (13) 

The density p in Eq. 10 is given in pounds per cubic foot. A solution can also be ob­
tained from a nomograph and this procedure is outlined by Gardner and Roberts (9) . 

The advantage of the dual-gage principle is that it shows promise of being able-to 
eliminate the effect of composition while not accentuating the effect of surface hetero­
geneities . It also has the capability of being implemented with existing gages or more 
efficiently with gages des igned specifically and optimally for the dual-gage principle . 

There are many possible methods for obtaining practical dual-gage systems. Any 
combination of two different source energies, source collimations, source-to-detector 
separations, detector efficiencies including the use of energy filters, and gage posi­
tions above the sample are possible. Some of these combinations can be used with 



existing gages and some can only be incorporated in new gage designs. Both types of 
dual-gage systems are discussed in the following. The optimum dual-gage technique 
is the one that will minimize the total error composed of those resulting from com­
position sensitivity, sensitivity to surface heterogeneities, and normal source emis­
sion fluctuations. 

Use of Existing Gages 

7 

It is important that the dual-gage principle be capable of use with existing gages so 
that they can be used in an optimum fashion until a new generation reaches the market. 
Of the possible dual-gage techniques capable of use with existing gages, the air-gap 
method introduced by Kilhn (14) is most promising. This technique consists of taking 
a gage response in the usual manner and then raising the gage to a fixed height above 
the sample surface where a second response is taken. A nomograph can be obtained 
that gives density independent of the sample composition as a function of the normal 
flush response and gap response. This technique is described in detail by Gardner 
and Roberts (9) and a sample application is described by Gardner et al (15). 

To implement the air-gap method with the existing commercial gages--;-one only 
needs a jig for raising the gage to a predetermined height above the sample surface. 
Several of the gage manufacturers are now supplying such a jig with the gages. The 
gages can be easily calibrated with four laboratory samples. Suitable sample mate­
rials for calibration are described by Gardner and Roberts (9). 

Other possible techniques are the use of two separate gages that inherently have dif­
ferent characteristics, and the use of energy filters, such as the placement of a thin 
lead sheet under an existing gage by a shutter mechanism of some sort. It is possible 
that one of these techniques would minimize the total error discussed in the previous 
subsection better than the air-gap method if it is found to be less sensitive to surface 
heterogeneities. This possibility is being studied in NCHRP Project 10-5A. To date 
only the feasibility of these other dual-gage techniques has been established. 

Design of New Gages 

The next generation of gamma-ray density gages will probably include optimally de­
signed dual-gage systems. A major portion of the work in NCHRP Project 10-5A now 
under way is devoted to determining optimally designed dual-gage systems that will 
give minimum total error. The gage design parameters presently being studied for 
dual-gage implementation include source energy, source-to-detector separation, de­
tector efficiency spectra, and source and detector collimation. 

FUTURE WORK 

Work is presently in progress on NCHRP Project 10- 5A on several aspects of improv­
ing the design and use of nuclear gages. These include the optimum design of a dual­
gage gamma-ray density system, a study of the energy discrimination technique for 
minimizing the composition effect of gamma-ray density gages, a study of possible 
methods of minimizing the surface heterogeneity effect on gamma-ray density gages, 
and the improvement of the analysis and calibration model for the neutron moisture 
content gages. 

Two related programs of interest to nuclear gage users have recently been initiated. 
The International Atomic Energy Authority recently sponsored the writing of a guide­
book on neutron moisture gages that should be published very soon. This guidebook 
will describe how the gages work, what the advantages and disadvantages of the gages 
are, state-of-the-art development of the gages, the role and present status of theorti­
cal analyses of the gages, and suggested methods of calibration and use of the gages. 
The other program, also endorsed by the International Atomic Energy Authority, is an 
extensive evaluation of the nuclear gages. This program is being carried out at Brno, 
Czechoslovakia, by the Czechoslovak National Association of the International Union of 
Testing and Research Laboratories for Materials and Structures. It consists of a series 
of tests to be performed on all commercially available nuclear gages including stability, 
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temperature dependence, effective sample volume, and composition sensitivity. A re­
port of the results of these tests will be published. 
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Embankment Compaction Variability-
Control Techniques and Statistical Implications 
T. G. WILLIAMSON, Research and Training Center, Indiana State Highway Commission 

The development of a more effective method for field control of 
embankment compaction must be based on knowledge of the re-
sults being achieved using current inspection procedures. The 
purpose of this study was to determine the extent of compaction 
variability present in fill construction for typical Indiana con-
struction projects and to identify the various factors that lead to 
this variation. Different techniques for measuring in-place den-
sity, including the sand cone replacement method, the water-filled 
balloon volume-measuring device, and the surface backscatter 
nuclear gage, were studied to prove variance · estimates for use 
in the final statistical analysis. 

The results indicate that widespread compaction variability is 
present in all field construction regardless of testing method, and 
that it is caused by a combination of many interrelated factors. 
This observed spread in compaction results indicates that current 
control procedures do not account for variability, and therefore 
an inspection program using statistical quality control procedures 
developed for these data is presented. The proposed technique is 
that of using a hypothesis decision theory that accounts for the 
compaction variability by using statistical parameters based on 
random sampling to make decisions as to overall compaction 
quality. 

•THE PRESENT-DAY construction of highways is a high-speed, extremely complex 
operation. This is true whether it is a secondary road or a section of Interstate High­
way. Because of this speed and complexity of construction, it is very important that 
adequate field control of the work be continually maintained to ensure that a quality 
product will be the end result. 

One of the many important areas of construction over which this control must be 
maintained is the compaction of highway fills or embankments. For a fill to function 
as an adequate foundation for the structure it is to support, whether pavement or a 
bridge, the compaction must be controlled to ensure that the fill possesses given 
strength and stability characteristics and that these are uniform from one location to 
another. 

To ensure that the finished fill is uniformly compacted to a specified level, it is 
necessary to establish a sampling and testing program that is related to the construc­
tion process and on which a realistic decision can be made with respect to the overall 
quality of the work. Historically, this control has been achieved by performing one or 
two control tests for a large quantity of material and accepting the entire volume of 
work as being satisfactory if the results of these isolated tests exceed some minimum 
specified value. The problem with this approach is that in most instances the sampling 
and testing program is not related to the true variability associated with the construction 
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process and the decision thus made on the basis of these control tests is at best an 
educated guess of the actual quality of the work. 

A solution to this problem encouraged by the Bureau of Public Roads (2) is that of 
applying statistical quality control. However, a great deal of research data is required 
to provide the necessary information with regard to what variability exists using present­
day construction methods if a statistical quality control technique is to be developed for 
highway construction. This study is an attempt to provide such data. 

PURPOSE 

Based on this need for research data related to the variability associated with cur­
rent construction practices, the primary purpose of this study was to measure the 
variability found in the compaction of soils used in highway embankments. The ulti­
mate goal was then to use this information to establish future sampling and testing 
programs that allow for these inherent variations. 

One of the factors that contributes significantly to the overall observed variability 
is the field testing method employed. This is true whether the measurement being 
made is for field density, field moisture content, or the maximum standard density, 
to which the field density is compared in establishing a relative compaction level. To 
establish estimates of variability for these important soil characteristics, several dif­
ferent testing methods were employed to measure each of these parameters to provide 
comparative data between test methods. The methods used in this study were either 
procedures that are currently in use or are proposed as possible future test methods 
for Indiana State Highway control testing. 

SAMPLING AND TESTING PROGRAM 

Sampling Procedures 

The general field sampling and testing procedures used in this study were based on 
guidelines established by the Bureau of Public Roads and described in the publication 
"The Statistical Approach to Quality Control in Highway Construction" (3). Three proj­
ects were selected that contained over 400,000 cu yd of fill construction-and each of 
these was divided into a series of 10 individual fills containing a minimum of 5,000 cu 
~,,:l_ _ A "1,;>ri,;>"' nf rPplir.::itP tP.RtR including in-place densitv. in-place moisture, and lab­
oratory standard maximum density were performed in each control fill. Based on pre­
vious work done by the Indiana State Highway Commission in this area of compaction 
control (10), it was decided that a minimum of seven replicate field tests should be per­
formed per control section to establish variance estimates, and that more tests than 
this would be 9-esirable if field conditions permitted. 

With respect to the actual test locations, a table of random numbers was used to 
establish a longitudinal station and lateral offset for each field test. The vertical lo­
cation of the control test was obtained by instructing the field crews to perform the 
assigned tests in any compacted lift that had been passed by the project grade inspector 
as meeting specifications and that fitted their overall testing schedule with the restric­
tion that only one test per lift be allowed. Thus, the field crews could test the control 
fills as they were constructed and certified as meeting specifications, thereby allowing 
them freedom to test in the areas where work was progressing. 

Large 25-lb bag samples and smaller 200-gram samples were taken from each test 
location and used in a laboratory testing sequence to establish maximum density values 
and classification data for the materials encountered on each project. 

Testing Procedures 

The actual testing program included performing the tests of importance-that is, in­
place density, in-place moisture content, and standard maximum density-moisture 
content-using a series of test procedures currently applicable to the control of field 
compaction. 

The in-place density tests used during this study were the sand cone replacement 
method, the water-filled rubber-balloon volume-measuring device, and the nuclear 
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density surface backscatter approach. The sand cone method used followed AASHO T 
191-64 test procedures, and the balloon method followed AASHO T 205-64 specifica­
tions except for the fact that a pressure gage was not used to ensure constant water 
pressure for all tests. Instead of using a pressure gage, the technicians would pump 
the pressure in the cylinder to a point where no further change in water level occurred 
and then would take their readings. 

Three different models of nuclear gages were employed, with each being assigned 
to a specific project during the course of the testing program. All gages used are of 
the backscatter design and are commercially available units. Details of the actual 
calibration of these gages are presented in a paper by Williamson and Witczak (11). 

The field testing procedure involved first performing the necessary nondestructive 
nuclear counts using both the density and moisture probes on the selected test locations. 
The technicians then augered a hole for the balloon measurement in the exact location 
where the nuclear readings were taken and determined the density in this manner. Be­
cause the balloon method left the original hole intact, it was next possible to perform 
the sand cone test using the same hole or by augering it out to a slightly larger diam­
eter to fit the sand cone plate being used. Both of these approaches were employed. 

This testing procedure permitted a comparison to be made between the three meth­
ods on essentially the same material, although the influence of the nuclear gage was 
effective over a larger volume than the other two methods. 

After the soil had been removed from each test hole, moisture determinations were 
made using both a Speedy carbide-gas moisture tester and the conventional laboratory 
oven-drying technique. These were in addition to the previous moisture determination 
as obtained by the nuclear equipment. 

The portion of the sample from the density hole remaining after the moisture deter­
minations had been made was used to perform a field one-point maximum density com­
paction test. This method is used by many agencies, and previous research by the 
Indiana State Highway Commission (10) has indicated the relative merit of such a test 
in establishing maximum density values for soils in the field. A unique feature of this 
test is that only one point of the standard AASHO T 99(A) compaction curve is estab­
lished and this is accomplished under field conditions. The density and moisture con­
tent of this individual compaction test point are plotted on a set of typical compaction 
curves developed for Indiana soils and the maximum dry density and optimum moisture 
content are thus defined. 

Because the one-point compaction test has not been approved for routine field use in 
Indiana, samples were taken from the vicinity of the replicate sand cone holes and sub­
jected to a complete laboratory compaction test according to AASHO T 99(A). This 
provided data to compare these two approaches for determining maximum density and 
optimum moisture content. 

Projects Tested 

The three projects selected for this study were chosen to provide a wide degree of 
variation with respect to soil homogeneity and compaction technique used. All three 
projects were characterized as Interstate high-type rigid pavement construction. All 
of the projects are located in the glaciated till plains section of the Central Lowlands 
Province as defined by Lobeck (8). 

Project 1 is located in central Indiana in an area of little topographic relief with the 
soil being geologically classified as a Tazewell stage, Wisconsin age glacial drift. The 
soils tested on this project were relatively homogeneous, consisting primarily of a 
low-plasticity silt classified by the HRB procedure as an A-4(5) with some isolated 
silty clays, A-6(7), also present. Compaction was achieved by the use of a towed 
sheepsfoot roller. 

Project 2 is located in west central Indiana in an area of relatively dissected rolling 
topography. The soils are characterized as Illinoian age glacial till and are relatively 
heterogeneous, ranging from a low-plasticity silty clay, A-4(6), to a moderately plas­
tic clay, A-6(9). Compaction on this project was achieved using a combination of a 
self-propelled sheepsfoot and a rubber-tired roller. 
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Project 3 is located in a very level area of northwestern Indiana in the Cary stage, 
Wisconsin age glacial drift r egion. This is av ·y young drift with the soil character­
ized as very heterogeneous, ranging from highly plastic lacustrian deposits, A-7-6(12), 
to granular beach sand deposits, A-2-4(0). Compaction equipment included towed 
sheepsfoot units, rubber-tired rollers, and steel wheel rollers, all used concurrently 
in a given control section. 

CORRELATION TESTING RESULTS 

Determination of Standard Maximum Density 

The current Indiana State Highway Commission practice for establishing maximum 
density values for a given construction project is to obtain a series of representative 
soil samples from the project, and then to determine maximum density according to 
the standard AASHO T 99(A) compaction test at a central laboratory. The results of 
these tests are then sent to the project personnel and it is their responsibility to apply 
the correct values to the various field conditions. Because the soil varies widely from 
one location to another, this becomes an extremely difficult task for the field inspector. 
The results of the laboratory compaction tests for the samples collected during this 
study indicated that a range in maximum density values of about 20 pcf (pounds per cubic 
foot) existed for all three projects, thus emphasizing the importance of being able to 
determine the correct maximum density value to be used in computing relative compac­
tion values for a given in-place field density test. 

To avoid this problem of selecting a control density value, a field one-point compac­
tion test as previously mentioned was performed for each field test location. The re­
sults of these field tests were used to determine the maximum density and optimum 
moisture content for each sample by comparing the observed density and moisture val­
ues with a set of typical Indiana curves as developed by Walter T. Spencer, Chief of 
the Indiana State Highway Commission Division of Materials and Tests. 

The field one-point compaction test has several advantages over the present Indiana 
method of representative field sampling and laboratory testing. The test can be per­
formed on the grade in about 10'-15 minutes and requires only a minimum amount of 
additional equipment, thus resulting in a savings in time and money when compared to 
the prospect of extensive field sampling and laboratory testing. An additional advantage 
is that the one-point test establishes maximum density for the material from the in­
place density test location itself and the density thus obtained can be used with more 
assurance that it is representative of the material. 

A comparison of the laboratory and field one-point values obtained for standard 
maximum density indicates the one-point values average 2. 5 pcf less than the labora­
tory data, based on 436 observations. A similar value of 3.1 pcf was obtained during 
a previous study (10) of subgrade compaction variability. Probably the major reason 
for this deviation is the fact that during the laboratory compaction test the sample is 
re-used for each subsequent test point on the compaction curve, whereas the field test 
involves the use of a new sample for each test point. 

The discussion indicates the relative merit of the field one-point compaction test 
and the data obtained for this test compare favorably with the laboratory test results. 
On this basis, most percent compaction data presented in this study are based on these 
field one-point maximum density test values. 

Measurement of In-Place Wet De11sity 

The current method preferred by the Indiana State Highway Commission for mea­
suring in-place density is the sand cone. This method has been in use for many years 
and is a proven field technique. However, there has recently been some dissatisfaction 
with this method because of (a) the amount of time required to perform the entire test, 
(b) the possibility of making an error at any one of the many steps associated with the 
test, and (c) the necessity of making a series of detailed computations to arrive at the 
final density value. Based on this, two alternate approaches, the balloon volume-
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Figure 1. Variation of in-place wet density values for Project 1. 

measuring method and the nuclear backscatter method, were also employed to measure 
field density. 

The balloon device is used by many agencies and the use of nuclear equipment is 
rapidly gaining favor among highway engineers. Both have the advantages of simplic­
ity with respect to computations involved and relative speed of operation in comparison 
with the sand cone technique. 

The subject of developing appropriate calibration curves for nuclear moisture­
density gages has been dealt with by many authors, with several different methods 
proposed (5, 11). The calibration technique used by the Indiana State Highway Com­
mission is -based on the work done by Williamson and Witczak (11) and basically in­
volves using a statistical hypothesis testing approach. Three different brands of nu­
clear gages were used of which only one performed satisfactorily. A series of elec­
tronic failures that were not easily corrected made it impossible to collect sufficient 
field data for the nuclear density units assigned to Projects 2 and 3. 

The results of performing all three tests on Project 1 are shown in Figure 1, which 
shows the variations in field wet density values. These data indicate that the meth­
ods all resulted in similar values of density, as shown by the average values ranging 
from 123.2 pcf for the balloon device to 126.3 pcf for the nuclear gage. Also, the 
overall range in values, from 90 to 150 pcf, was approximately the same for all three 
techniques. 

Comparative results for the balloon and sand cone data obtained on Projects 2 and 
3 indicated similar results, although for Project 2 the balloon values were approxi­
mately 5 pcf lower than the sand cone values, whereas the average values for Project 
3 were almost identical for the two methods. A possible explanation is that, on Proj­
ect 3, the field operators used exactly the same density hole for both sand cone and 
balloon tests, whereas on the other two projects the technicians enlarged the density 
hole to fit the sand cone apparatus after taking their balloon test. The enlarged sand 
cone test hole was approximately 0.05 cu ft, compared to about 0.03 cu ft for the bal­
loon density test. 

The overall close similarity of results obtained for these three field density tests 
indicates that any of them could be used in the field with equal reliability. The decision 
as to which method to use would then depend on which particular advantage or disad­
vantage associated with the tests was felt to be most critical or important. The nu­
clear gage would be best suited for performing an extensive series of tests, as might 
be required for a statistical quality control program, because of its speed of operation. 
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Determination of Moisture Content 

The computation of dry density, which is used as the basis for computing percent 
compaction in this study, depends on the accurate determination of the moisture con­
tent of the wet density sample. This is true for both the in-place field and standard 
laboratory density tests. 

The two common methods presently used for field measurement of moisture con­
tent in Indiana are the field stove-drying method and the Speedy carbide-gas moisture 
tester. The stove-drying method has been in use for many years and a previous study 
conducted by the Indiana State Highway Commission (10) indicated a high degree of cor­
relation with standard laboratory oven-drying results-:- The Speedy moisture test is 
relatively new and no significant amount of documented correlation data for its results 
had been obtained by Indiana State Highway Commission field personnel prior to this 
study. 

A third method for determining field moisture content being used in Indiana on a 
trial basis employs the nuclear surface backscatter moisture gage. Based on the need 
for data to determine the applicability of these methods, moisture data obtained using 
both units were compared with standard laboratory oven-drying results. The desire 
to use either of these methods for fi eld control is bas ed on the speed at which the test 
can be performed in comparison with oven-drying or field stove-dryings methods, and 
the simplicity of the computations associated with both methods. 

The results obtained during this study indicate that both methods provide results 
that compare very closely to laboratory oven-drying data. A linear correlation anal­
ysis was performed for the data, and correlation coefficients from 0.81 to 0.85 were 
obtained for the nuclear gages, indicating the validity of using this type of equipment. 
It should be pointed out that the nuclear gage is affected by the total hydrogen (mois­
ture) in the soil, whereas the laboratory oven-dryingmethod accounts for only the 
moisture that can be driven out of the sample at a temperature of 105 C. Also, the 
nuclear gage measures the average moisture content of a relatively large volume of 
material , whereas the oven- dry s amples represent only 150 to 200 grams of soil. 
These diffel' ences are assumed to account for the maj or portion of the observed varia ­
tions when comparing moisture contents determined by these methods. 

Results obtained comparing moisture content determined by the Speedy device with 
"''':'n-nryine; rPi;;nlts ::ilso indicated excellent correlations. The data for this phase of 
the study are based on obtaining moisture samples from two different test sources, 
the actual in-place density test material and the material extracted from the one -point 
compaction test sample. Also, two different sizes of Speedy moisture units, one with 
a 6-gram sample capacity and the other using a 26-gram sample, were tested. One of 
the major criticisms of the Speedy method is that the relatively small size of sample 
used does not provide representative results and this use of two sample sizes allowed 
a comparison to be made with respect to the results achieved by each unit. 

The data indicate that very high linear regression correla tion coefficients were 
achieved when using the 26-gram sample size Speedy moisture tester for all field test 
data. These ranged from 0.84 to 0.93 and appeared to be independent of sample sources, 
i.e., in-place material or one-point compaction test sample. The r esults for the 
smallel· 6-gram sample tests were not as encouraging, especially for the in-place den­
sity material , which had a correlation coefficient of only 0.48 compared with 0.88 for 
the one-point compaction test mater ial . A possible explanation lies in the relatively 
uniform moisture content present in a one-point compac tion test sample as prepared 
by the grade inspector vs the possible nonuniformity of moisture content that may be 
present in the in-place density material. 

Thus, based on the preceding correlations between the field methods tested and 
laboratory oven-drying values, it is suggested that either the larger (26-gram) Speedy 
moisture tester or the nuclear technique can be used to establish reliably estimates of 
moisture content. Both methods can be performed in a very short period of time, so 
that either would be applicable to a statistical quality control testing program that 
places an emphasis on speed because of the number of tests required. 
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Current Indiana State Highway Commission specifications (6) require that all fill 
material be compacted to a minimum of 95 percent of AASHO T 99(A) maximum den­
sity. This latter density value is obtained by testing representative field aamples ob­
tained for typical project soils. Because this approach permits some area of doubt 
with respect to whether or not the soil from the field test hole actually exhibits the 
compaction characteristics of these representative samples, the alternate method of 
using the field one-point compaction test to determine maximum density was used for 
determining percent compaction levels for this study. 

Using the dry density data obtained from the sand cone test, which is the method cur­
rently used by field personnel, and the corresponding one-point maximum dry density 
values, the distributions of relative compaction for the projects studied are shown in 
Figure 2. The first values of interest are those for mean relative compaction. These 
are observed to be 92.4, 95.5, and 96.1 for Projects 1, 2, and 3, respectively. These 
indicate that for Projects 2 and 3, the contractor met specifications based on the aver­
age of the tests, whereas the average compaction level of Project 1 was well below 
minimum specifications. 

The second values of interest are the overall ranges in compaction that were ob­
served. In general, the data for all projects showed a similar trend in variability 
with low values of from 74 to 82 percent compaction up to maximum values of 106 to 
114 percent compaction depending on the test method involved. This indicates a general 
range of almost 30 percent relative compaction values for all three projects, illustrat­
ing the extreme variations that must be accounted for in a realistic control program. 

A third value that expresses a characteristic of the distribution of the data is the 
standard deviation. The standard deviation is a statistical expression that provides 
an indication of the variation of the data about the overall mean of the distribution. 
This is to say that if the data points are close to the average, the standard deviation 
will be small in magnitude. The standard deviations indicated by Figure 2 are 5.73, 
6.02, and 6.33. These values indicate that, while the mean compaction level for Proj­
ect 1 was lower than for the other two, the compaction was slightly more uniform. 
Because it is a combination of two parameters-actual relative compaction level and 
uniformity of compaction-that determines whether a volume of soil has been com­
pacted satisfactorily, it is difficult to establish which of the three combinations ob­
served in this study actually represented the best overall compaction. 
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TABLE 1 

SUMMARY OF PERCENT COMPACTION RESULTS FOR STUDY PRODUCTS 

( 
. lndlcaterl Test ln• P lace Dr y Den611y ) 

Percent Compact10n Based on Field 0ne-Polnl Compnctlon Test MDO 

Project 1 Project 2 Project 3 
Category 

Sand Cone Balloon Nuclear Sand Cone Balloon Sand Cone Balloon 

Number of sampling locations 100 99 99 70 70 69 67 

Number of compaction deter-
minations 200 197 198 140 140 138 134 

Range of percent compaction 
data 74 to 106 70 to 108 74 to ll8 78 to 110 70 to 108 76 to 116 78 to ll6 

Average percent compaction 92.40 90.80 93. 48 95. 46 90. 92 96.05 96.80 

Standard deviation 5. 73 6. 63 7. 48 6. 02 7. 25 6. 33 6. 13 

Percent of tests less than 
specification limit of 95 
percent compaction 67. 0 74.5 57. 5 43. 5 70. 7 50. 0 46. 2 

The fourth important characteristic of these distributions is that they are all normal. 
The Kolmogorov-Smirnov test (9) for normality was applied to the three projects and 
they were all found to be normally distributed at the 95 percent significance level. This 
was also true for all percent compaction data obtained during this study regardless of 
the test methods used. 

It should be noted that the data for Projects 2 and 3 were obtained by performing the 
specified seven replicate density tests in each of the ten control sections. A larger 
number of data values was obtained for Project 1, because a favorable construction 
schedule made it possible to perform ten replicate tests in each control section. Thus, 
the distribution of data for this project represents a larger random sample from the 
total infinite population than for the other two projects. A summary of the overall com­
paction data obtained during this study is given in Table 1. 

For Project 1 the range in percent compaction data is observed to be approximately 
the same for all three methods, varying from 75 to 108 percent, but the standard devia­
tions of the data are quite different. These values range from 5. 73 for the sand cone 
t..-, 7 4R fr,r th<> nnl'lA<ll' O"<ICJ"A mHh <> .,,,1,,., ..-,f Fl Fl'.-t fnr th<> h,:illnr,n t.,.,t.,, 'T'hPQP n,:it,:i ;n_ 
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dicate that, although the results for the nuclear gage show the highest average level of 
compaction, they also have the largest degree of variability around their mean. It is 
noted that average compaction levels are below specifications for all three methods of 
measuring in-place density. The compaction results for Project 1 are also shown 
graphically in Figure 3 with the normal distribution curves superimposed on the fre­
quency histograms. 

The Project 2 mean compaction level of 95.5 percent for the sand cone data exceeded 
the specification limit and was significantly higher than the average compaction level of 
90.9 percent recorded for the balloon data. Also, of the total number of tests performed, 
56. 5 percent of the results based on the sand cone test exceeded specifications, where­
as this value was only 29.3 percent for the balloon test data. The standard deviation of 
6.02 for the sand cone was much lower than the balloon value of 7 .25, indicating the 
sand cone data resulted not only in a higher average level of compaction but also in a 
more uniform situation. However, because the true density at each test location was 
not established, it is impossible to say which of these sets of data is the most repre­
sentative of the true compaction level. 

The overall results obtained for Project 3 indicated close agreement between the 
sand cone and balloon data, with mean compaction values of 96.1 and 96.8 percent re­
spectively. Also, the standard deviation values are almost identical, being 6.33 for 
the sand cone and 6.13 for the balloon data. The percent of total tests that exceeded 
the minimum specification limit was slightly over 50 percent for both methods. 

It should be noted that for the field testing on this project, the sand in-place density 
test hole was used for both methods, indicating that either one will be satisfactory when 
applied to identical field conditions. 



A summary of compaction results for the 
individual control sections of Project 1 is 
given in Table 2. The average compaction 
levels vary considerably from one section 
to another regardless of the in-place den­
sity test involved. A similar variation is 
also observed for the standard deviation 
values, with the sand cone data exhibiting 
the most consistent results for both aver­
age compaction and uniformity, the latter 
as given by the standard deviation esti­
mates. Similar variations in compaction 
data were also obtained for the other two 
projects when comparing individual control 
sections. 

ANALYSIS OF VARIANCE RESULTS 

General Variance Terms 

The basic mathematical technique known 
as the analysis of variance, denoted as 
ANOV, used in this study was a one-way 
Model II, equal number of observations per 
treatment approach. This ANOV was ap­
plied to relative compaction expressed as a 
ratio of field dry density to one-point com­
paction test maximum dry density. 

It should be pointed out that to apply the 
ANOV technique, the data must first satisfy 
the criteria of being normally distributed 
with homogeneity of variances. The 
Kolmogorov-Smirnov test for goodness of 
fit (9) was used to test for normality, and 
results indicated that the percent compac­
tion data for all projects was normally dis­
tributed at the 0.05 confidence level. The 
Foster-Burr test for homogeneity of vari­
ance (4) was applied to the ten control sec­
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tions within each project and the results of this analysis indicated that the percent com­
paction variances were homogeneous at the 0.05 confidence level. 

Control 
Section 

4 

6 

7 

8 

9 

10 

OVERALL 

TABLE 2 

SUMMARY OF PERCENT COMPACTION DATA FOR PROJECT 1 
( . In -Pince Dr:t Oensil,l' ) 
Percent Compaction Based on Field One-Point Campacllon Tost MDD 

No. of 
Sand Cone 

No. of 
Balloon 

No. of 
Tests Mean Std, Dev. Tests Mean Std. Dev. 

Tests 

20 89, 91 7.45 18 85. 92 8. 12 20 

20 94. 02 6. 76 20 91. 67 8. 53 20 

20 92, 64 4, 47 19 92, 71 4, 66 20 

20 90, 79 5. 85 20 88, 92 7. 72 20 

20 92.05 5. 76 20 89, 50 5, 13 20 

20 93. 78 4. 82 20 92, 78 6. 43 20 

20 93,07 5. 89 20 91. 72 6. 17 20 

20 93. 85 5. 73 20 92, 77 6. 12 20 

20 91. 17 5. 43 20 90.60 5, 28 18 

20 92. 69 3. 97 20 90.36 4. 98 20 

200 92. 40 5, 73 197 90, 80 6. 63 198 

Nuclear 

Mean Std. Dev. 

92, 33 7. 84 

90, 65 6. 78 

95, 10 7. 57 

96, 83 6, 67 

91. 56 5, 87 

94,61 8. 87 

92. 11 8. 19 

95, 20 5.08 

95, 40 7.00 

91. 22 8, 78 

93, 48 7,48 
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The analysis of variance establishes values for three important terms. These are 
the within-treatment variance, the between-treatment variance, and the standard de­
viation estimate based on the combination of the preceding variances. 

The within-ti·eatment variance, denoted as a~, repJ.'esents lhe variation in compac­
tion between replicate tests. The magnitude of this variability is basically a function 
of {a) "testing error" including the inherent inconsistencies in the field tests them­
selves and the error introduced by the individual technician performing the test, (b) 
material variations within a relatively small testing area, and (c) variability associ­
ated with the compaction process. 

The between-treatment variance denoted by a8 represents variations in compaction 
between treatments along the project with a· treatment defined as a pair of replicate 
tests performed at essentially the same location. Again, as for the within-treatment 
variance, the factors primarily influencing the magnitude of the between-treatment 
variance are {a) soil type variations, {b) variations associated with the actual compac­
tion process used, and (c) technician or testing variability, arranged in order of im­
portance. 

The standard deviation estimate accounts for both variability within small test areas 
and the variability between these test areas throughout the fill. This value is computed 
by using the following relationship for the overall variance estimate (o!): 

(1) 

Overall Project Variances 

Because each contractor was required to achieve the same minimum level of com­
paction for all of the fill earthwork, the ANOV was first performed on the total data 
for each project. Using the sand cone data for comparative purposes, the results show 
that the within-treatment variance term is relatively constant, ranging from 13.07 for 
Project 3 to 16.91 for Project 1. Because this term basically represents the testing 
error, it would be expected to be constant, assuming the field technicians all performed 
the tests by following carefully prescribed procedures. 

The between-treatment variance terms vary widely from a minimum value of 15.97 
for Project 1 to 21.81 for Project 2, and finally to a maximum of 27 .24 for Project 3. 
These between-treatment variance results for the three projects emphasize the im­
portance of the effects of soil variability and compaction process variations in analyz­
ing compaction variability. This is evidenced by referring to the previous section cte­
scribing project selection, which indicated the relative homogeneity of soil character­
istics and construction techniques for Project 1 in comparison to the very heterogeneous 
nature of Project 3. 

Variances Associated With Field Density Tests 

The ANOV was also performed on the data obtained for each individual fill control 
section using results for each field density test method used. These results provide 
an indication of the compaction variability for individual fill areas while also providing 
a comparison of the various field testing techniques. An example of this variance data 
is given in Table 3. 

Examining these results for Project 1, the within-treatment variance varied con­
siderably from section to section and method to method. In particular, this variance 
term appeared to be very high for control section 1, especially for the balloon and sand 
cone compaction results. This is explained by the fact that the initial field tests per­
formed by the personnel assigned to this project were all in this section because the 
contractor concentrated on this fill volume at the beginning of the testing phase. The 
fact that the technicians had not yet sufficiently developed their testing techniques ob­
viously contributed significantly to the occurrence of these large within-treatment vari­
ances. As testing experience was gained, these variances decreased considerably, as 
shown by Table 3. 

The within-treatment variances for the nuclear gage did not exhibit this pehnomenon, 
probably because of the minimal influence that the operator has on this type of density 
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TABLE 3 

SUMMARY OF ANOV RESULTS FOR RELATIVE COMPACTION DATA OF PROJECT 1 
~ In- Place D1·i Densll~ ) 
Percent Compaction Based on Field One-Point Compacilon Test MOD 

Control 
Sand Cone Balloon Nuclear 

Section a' w all a, a' w aj, a, a' 
"' all a 

' 
56. 96 7. 56 64.33 3. 28 8. 20 62 . 76 7. 90 

2 25 . 17 21. 72 6. 85 35. 24 39. 62 8. 62 40 . 88 5. 38 6. 79 

3 11. 69 8. 78 4 . 51 15.70 26 . 14 6. 46 15. 37 44 . 31 7 . 71 

4 16. 63 18. 64 5. 93 29. 36 32 . 40 7 . 84 28. 12 17. 26 6. 72 

5 7. 21 27. 46 5. 89 20.68 5. 96 5. 16 11. 19 24. 50 5. 96 

6 16.05 7 . 61 4. 86 13 . 19 29 . 78 6. 53 61. 80 17 . 86 8. 90 

7 6. 02 30. 25 6.02 23.16 16. 20 6. 26 20 . 85 48. 75 8. 32 

8 12 . 24 26. 76 6. 24 14. 83 23. 92 6. 21 9. 07 17 . 67 5. 16 

9 6. 96 23 . 75 5. 54 11. 24 17 . 57 5. 36 43 . 20 6. 18 7. 01 

10 10. 13 5. 96 4.02 17. 00 8. 27 5. 02 48 . 08 30. 71 8. 85 

OVERALL 16. 91 15. 97 5. 71 24.15 19. 67 6. 60 34. 04 21. 99 7.48 

test, but the variances were more widely scattered than for the sand cone and balloon 
data. A comparison of the within- treatment values obtained for different density tests 
for all test projects indicates that in general the lowest values are obtained for the sand 
cone. 

The between-treatment variances for all three projects appear random in nature and 
vary widely from section to section within each project studied. The highest values 
were found for Project 3, which has been described previously as characterized by 
variable soil conditions and compaction techniques. 

PRACTICAL APPLICATION OF A STATISTICAL QUALITY CONTROL PROGRAM 

Basic Concepts 

Most current highway specifications imply a form of quality control. A sampling 
and testing program is usually applied to the finished product, and a decision is made 
concerning the quality of the construction on the basis of these tests. Unfortunately, 
the number of compaction tests involved is usually only one or two and the results of 
these are taken as being representative of a relatively large volume of material. To 
be sure that the true compaction level of a given enbankment or fill had been estab­
lished would require performing an infinite or at least an extremely large number of 
field tests and this would not be realistic. The use of a statistical control program is 
then a compromise between these two situations. Statistical control of a construction 
process involves using some statistical technique to make a decision about overall 
quality based on results of a random sample. 

Before considering which statistical technique might be most applicable to embank­
ment compaction control, a decision must be made with respect to the size of the con­
trol section in which the specified random sample tests are to be performed. A com­
parison of the variances obtained from the ANOV for each fill with the corresponding 
volume of the fill, which ranged from 7,500 to over 100,000 cu yd, indicated little or 
no correlation between these parameters. This agrees with previous data collected 
during a study of subgrade and subbase compaction (10). 

Several approaches can be used in selecting the size of the control section. One 
method is to establish a fixed volume (or area) of material to be used as the control 
section, thereby ensuring equal control testing of all materials involved. However, it 
is difficult to estimate an optimum volume or area to be used as a control section based 
on the relative independence that seems to exist between observed variability and the 
corresponding testing area within which the variation is recorded. 
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An alternate approach is to base the size of the control section on the individual 
fills or construction units within the project, as was done in this study. Before con­
struction begins , the different construction areas can be established by their stationing 
and each of these would then constitute a control section. However, it is suggested 
that for larger fills, say over 2,000 ft in length, the fills should be subdivided and these 
smaller units then used as the control sections. This approach generally coincides 
with the contractor's schedule in that he will usually construct a fill by placing and 
compacting a given lift over the length of the fill unless it is relatively long. If it is 
too long, it may be more feasible to build up several lifts over a portion of the fill and 
then proceed with the construction of the remainder of the fill. 

There are many statistical techniques available that can be applied to this problem 
of relating a sample mean to the true mean of a normal population. One approach that 
can be practically applied to the control of compaction and that is recommended by this 
author is that of a hypothesis testing procedure based on a t statistic. An example of 
the use of this type of analysis applied to the fill compaction data from this study is pre­
sented in the following section. 

Statistical Control Based on Hypothesis Testing 

A statistical hypothesis is a statement about the value of some population parameter 
such as the mean or standard deviation. The parameter of interest in this study is that 
of the true mean value of relative compaction for a specified fill lift or population. 

The hypothesis to be tested in the case of embankment compaction control is H0 : 

µ 2: µ 0 whereµ represents the true population mean and µ 0 is a specified acceptable 
compaction level. Because it is impossible to test the entire population, the decision 
to accept or reject the null hypothesis, H0, must be based on the statistics of a ran­
domly selected sample . Thus, based on the mean, X, of a specified number of test 
samples, n, a decision is made relative to whether or not the true population mean, µ., 
from which these samples were randomly selected exceeds some specified value, µ. 0 • 

Two values that must be established in any hypothesis test are the probability of 
making a Type I error, which is the rejection of the hypothesis when it is really true, 
and the probability of making a Type II error, or accepting a false hypothesis. The 
probabilities are denoted by <Y. and /3 respectively, and a value of 0.05 was assumed for 
both of these parameters, thus compromising between the risk accepted by the highway 
rJ,... ...., ,... ..... -1-""" ,........,.,_ R. ,... .... ,l f-h""'+ .,,,....,....on+orl hu tho f'lnnt-r".lt-tn~ ,v \..l.'-'1'_ ... ,., ....... v ....... , ,-, _..__ ........ _ .. - -- -- -r-- - ...... J - - - ----------- , --

Another critical value involved in hypothesis testing is the estimate of the population 
variance or standard deviation. Because it is impossible to establish a value for the 
true population variance, an estimate must be used. For this study project, standard 
deviation values ranged from a minimum of 5.7 for the sand cone data of Project 1 to 
a maximum of 7 .5 for the nuclear data of that project. To account for the range in 
values obtained for the different test methods and projects studied, the following values 
are proposed for this type of construction: sand cone, a. = 6.0; balloon, ae: = 6.7; 
nuclear, a e: = 7. 5. These estimates r epresent three-dimensional variability rather 
than var iability for a given lift, and comparative data obtained from a previous study 
(10) involving two-dimensional sampling indicated a relative compaction standard de­
viation estimate of approximately 5.0 as being realistic for sand cone testing. 

The decision as to the value to be assigned for µ. 0 or the specified compaction con­
trol level is subject to question. Current specifications require that all field compac­
tion exceed 95 percent of standard AASHO maximum density. However, the results of 
this study, obtained by performing tests only in areas that had previously been passed 
as meeting the 95 percent compaction specification based on the field inspectors' tests, 
show that a considerable percentage of the tests fell below this level. 

As previously noted, the relative compaction data were observed to be normally 
distributed, thus indicating that approximately 68 percent of the total data points are 
between the mean and plus or minus one standard deviation. Based on this concept, 
and using the means and corresponding standard deviation estimates for the three study 
projects, it can be shown that approximately 16 percent of all field data fell below 88 
percent compaction. By changing the specification limit to 102 percent by increasing 
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TABLE 4 it by one standard deviation, this would re­
sult in 16 percent of the total data falling 
below only 95 percent compaction, which 
would be a more desirable situation. How­
ever, whether this is necessary or not is 
debatable because construction quality ob­
tained by using the current 95 percent spec­
ification appears to be satisfactory. 

TYPICAL COMPUTATIONS FOR STATISTICAL 
DECISION THEORY USING PSEUDO t STATISTIC 

Field Relative Compaction Data: 

Xl 104 .2 x, 97.7 

x, 96.6 x, 98.6 

x, 89.4 x, 94.9 

x, 
x, 

92.3 x, 90 .8 
Based on the indicated values of a, fj, 

and CJ, for each density test method, it is 
possible to determine the number of field 
tests that would be required for this ap­
proach based on a t test for the significance 
of means. This is accomplished using Ap­
pendix 9 of "Statistics in Research" (9). In 
using this table, a value of 7 .0 was selected 
for O, which represents the minimum level 
at which the hypothesis test is to be de­
tected. 

93.0 x1, 101.4 

Based on these data, the number of field 
control tests required using the different 
field density testing methods is 10 with the 
sand cone, 11 with the balloon, and 14 with 
the nuclear gage used in this study. 

The routine control procedure would be 

Computations: 

H0 : µ ~ µ 0 with p = 0.95, n = 10, µ
0 

= 95.0 

Xmax 104.2 

Xmin = 89.4 

R = 104 .2 - 89.4 = 14.8 

(104 .2 + 89.4) _ 95.0 
2 

14.8 

r = l/8 = 0.121 

T tabular = -0.22 

r > T tabular 

96,8 - 95 ,0 
14.8 

Therefore, the embankment compaction does 
meet specifications. 

to perform the above number of tests for each lift and then compute a test statistic t 
using 

The decision would then be made to accept the hypothesisµ, ~µ,
0 
if the calculated t 

value equaled or exceeded a negative tabular t value as obtained from a cumulative t 
distribution table. 

(2) 

Unfortunately, using from 10 to 14 test points would make the computation of the 
mean and standard deviation relatively time-consuming, thus unnecessarily slowing 
construction. To simplify field computations, it is proposed that a pseudo t statistic 
denoted as T be used. This value is computed by the relationship 

( Xmax ; Xmin _ µ,
0
) 

T = ~ ----R- ---~ (3) 

where Xmin and Xmax represent the minimum and maximum relative compaction val­
ues for a random sample of n tests, and R is the range between these values. This 
calculated T value is then compared to a tabular critical value as given by Appendix 
17, Table 3 of "Statistics in Research" (9). The hypothesis is then accepted if T cal­
culated ~ - T tabular. It must be noted that a random sample from a normal population 
is assumed. An example illustrating this approach is given in Table 4. 

CONCLUSIONS 

The results of this study and other similar quality control investigations clearly il­
lustrate the importance of adopting a more realistic field sampling and tesing program 
if adequate control of compaction construction is to be gained. The sophisticated pro­
cedures now being applied to highway design coupled with the speed of current highway 
construction have antiquated the inspection control now being enforced. 
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The overall wide variations in relative compaction results observed in this study 
indicate the need for more extensive field testing coupled with a statistical technique 
for making a rational decision concerning overall compaction quality. This compac­
tion variability is a combination of many interrelated factors including material varia­
tions, testing error, and compaction methods, and can only be accounted for by apply­
ing a sampling and testing program that accounts for this variability. 

The approach suggested in this paper is the use of a hypothesis test using a pseudo 
t statistic for making the decision to accept or reject the work. This technique allows 
a rational decision to be made concerning the overall quality of compaction based on 
the results of a series of random tests rather than trying to judge the quality on the 
basis of one or two isolated test results. 
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Measuring the Variability of 
Compacted Embankments 
JAMES L. JORGENSON, Engineering Experiment Station, 

North Dakota State University, Fargo 

This report contains the methods and results of measuring . the variability 
of percent compaction and moisture content of compacted embankments in 
acceptable highway construction in North Dakota. Separate from the State 
Highway Department's control sampling, randomly located samples were 
taken on each of three typical. construction projects. At each sample loca­
tion, the following duplicate samples were taken: (a) in-place density using 
the water- balloon method; (b) in-place moisture by drying two soil s amples; 
(c) moisture and density using a nuclear moisture-density gage in both 
direct transmission and backscatter positions ; and (d) a sack sample for 
determination of maximum density. For comparison, State Highway De­
partment data collected during the same construction period are also 
reported. 

The major conclusions are that (a) the variability in percent compaction 
is large-for example, every third sample will deviate from the average by 
at least 3 to 5 percent; (b) the average percent compaction was very near 
the required minimum; (c) the higher in-place densities and lower standard 
deviations of the highway department results could have resulted from the 
use of representative samples or from resampling; (d) a laboratory cali­
bration of the two nuclear density gages indicated very close agreement 
with the manufacturer's curves; (e) the nuclear instrument, when in the 
direct transmission position, is a much more reliable indicator of field 
density than when in a backscatter position and is slightly more reliable 
than the conventional water-balloon tests; and (f) the air- gap procedure 
was more reliable than the standard block only on that project believed to 
have a larger variation in chemical content of the soil. 

•ANYONE involved in highway construction is aware of a degree of variability in the 
constructed product. This variability has often been the source of problems among 
the many professions connected with highway construction-engineers, contractors, 
auditors, federal agencies, administrators, and politicians. A possible solution to 
these problems is the implementation of construction specifications based on the vari­
ability of the constructed product. Prior to this implementation, however, the vari­
ability must be measured. It was the purpose of this research to measure the vari­
ability of percent compaction and moisture content in acceptable highway construction 
in North Dakota. 

With the increasing rate of construction, there is a corresponding need for methods 
of conducting quick, accurate control tests. A method of testing that has shown promise 
in other areas, but prior to 1967 has not undergone thorough field tests in North Dakota, 
is a nuclear instrument for measuring soil density and moisture content. A second 
purpose of this research was to compare the accuracy of the nuclear instrument with 
the conventional tests that use a water-balloon for density and drying for moisture. The 
nuclear instrument was used in both the backscatter and direct transmission position 

Paper sponsored by Committee on Soil and Rock Properties and presented at the 48th Annual Meeting. 

23 



24 

for both standard count ratio and air- gap ratio with the intention of comparing the ac­
curacy of each method. Before and during field use, the instruments were calibrated 
with soils of known densities. 

DATA COLLECTION 

To evaluate the true average and variability of present acceptable construction, it 
was necessary that (a) the sampling take place only after the compaction had been ap­
proved by the present control methods, and (b) the sample locations be selected on a 
purely random basis. This was accomplished by following the general sampling pro­
cedure as suggested in a research guide published in 1965 by the U.S. Bureau of Public 
Roads (1). 

Three grading projects were selected for tes ting. Each was located in a m ajor 
geological area of the state. Project 1 (Fingal ) was located in the glaciated soil area. 
Project 2 (Max) was located in the end moraine area and Project 3 (Belfield) was in 
the nonglaciated area in the southwest corner of the state. A fourth geological area 
was not represented-the glacial lake area on the eastern edge of the state. With the 
exception of this glacial lake area, it was planned that the three projects would repre­
sent the range in variability in the state. 

In each project, 50 samples were taken from approximately 100,000 cu yd of em­
bankment. This embankment was divided into 20 units of approximately 5,000 cu yd 
each. Ten of these units were selected as follows: (a) using random numbers and the 
length of the sampling unit, the stations for the samples were selected; and (b) using 
random numbers along with the old and new cross sections for that station, the offset 
and depth coordinate locations for the samples were selected. This procedure located 
the sampling unit, which was a square yard of compacted roadway a lift (1 ft) in 
thickness. 

The square yard was divided into nine 1-sq ft units, from which two were selected 
by random numbers for testing. At each of these 1-ft sq locations, the following tests 
were run: (a) in-place density using the water-balloon method; (b) in-place moisture 
by drying two soil samples; (c) density and moisture content r eadings using a nuclear 
moisture- density gage; and (d) sack samples taken for determination of Proctor density 
in the laboratory. The nuclear moisture-density gage was used in both the backscatter 
and direct transmission positions. In the backscatter position, the following readings 
were La.Keu: ilu::su ut:u~.ii.y, .Llui,11 iJ.iuiotui-c cv11tc1J.t, 2-ill. <:iii"- 6"-P d~~::;it:t, ~'"1.d ct~d~d 
counts for moisture and density. A direct transmission reading was taken with the 
probe penetrating 6 in. into the soil. The results of the data collection are discussed 
later. As a matter of gener al inter est, results on the first ten s amples in Project 
2 are reported in the Appendix. 

HIGHWAY DEPARTMENT SPECIFICATIONS 

The specification under which the projects were constructed are contained in this 
section. The standard specifications call for a compaction of not less than 90 percent 
of maximum dry density where the maximum dry density is based on AASHO Designa­
tion T 180. The moisture content at the time of compaction was to be not less than 75 
percent of optimum nor more than that which will permit compaction to the required 
density. These standard specifications were in force on Projects 1 and 2. 

Special provisions were enacted for Project 3 that changed the compaction and 
moisture requirements. All embankment 4 ft below the finished grade line of earth­
work was to be constructed in accordance with the standard specifications with the ex­
ception that the embankment be compacted to not less than 85 percent of maximum dry 
density (T 180). The compaction of the upper 4 ft of embankment was to be not less 
than 95 percent of maximum dry density where the maximum dry density was deter­
mined in accordance with AASHO Designation T 99. The moisture content of the soil 
(in the top 4 ft of embankment) at the time of compaction was to be not less than 4 per­
centage points below optimum nor more than that which would permit compaction to 
the required density. 
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RESULTS OF CONVENTIONAL TEST METHODS 

Research Data 

The percent compaction for the three projects is shown in Figure 1. Field density 
was measured by the water-balloon method. Maximum dry density was obtained from 
a standard Proctor test on the same soil that was measured for field density. Along 
with the frequency distribution, the following factors are reported: X, average per­
cent compaction; a, standard deviation of all the observations in the project; cra, stan­
dard deviation of adjacent observations; and n, the number of observations in the proj­
ect. The small number of duplicate samples reported in Project 3 is caused in part 
by rainy weather that curtailed sampling, and partly by a number of samples having 
a different required percent compaction. The reported samples are for the top 4 ft 
of embankment in Project 3. 

The standard deviation is a quantitative measure of the variability. It can be used 
to make probability statements on the variability of the data under study. For example, 
68 percent of the time an observation will be within plus or minus one standard devia­
tion of its average value, and 95 percent of the time an observation will be within plus 
or minus 1.96 standard deviations of its average value. 

Two different standard deviations for each project result from an analysis of vari­
ance of the data. The analysis of variance separates the sampling and testing standard 
deviation from the total standard deviation. The sampling and testing standard devia­
tion results from a difference in observations of the two adjacent tests and is reported 
here as cra . The standard deviation, a, results from a difference in observations of 
two tests located anywhere in the project. Applying these ideas to Project 1, it can be 
said that 95 percent of the time the difference between a test value and the true average 
will be less than 6.5 percent compaction. Similarily, for two samples located anywhere 
in the project, 95 percent of the time the difference will be less than 8.8 percent com­
paction. Likewise, the percent compaction values will be less than 10.3 and 15.7 per­
cent for Project 2 and 7 .6 and 9.5 percent for Project 3. 

Comparison of the required percent compaction and the average percent compaction 
indicated that the average is slightly less for Projects 1 and 2, and slightly more for 
Project 3. Another indication of the level of percent compaction is the percentage 

> . 
j 

e 

'1 

._ 10 

Projl'CT No. l 
<ringal) 

':10\ of AAStiO T-180 
requireC: 

i I 8B,7 
4 . 50 

~a: 15(/1 

rrcJ e ct No. 2 
(Mu) 

90J or AASli0 'i'-160 
requlred 

i • 89.9 
o • 8.011 
oa • 5,26 
n • 98 

Pr('IJect tlo. 3 
(cleH!eld) 

95:E or AASHO T-99 
r eq uired 

)0 90 95 llltr 110 
Percer,t C-c.mpactl o!l 

Figure l. Percent compaction, research 
data. 

of samples with compaction less than that re­
quired. These values for Projects 1, 2, and 3 
are 52, 53, and 20 percent respectively. 

A second variable studied is the moisture 
content. The moisture content alone is not of 
much interest, but rather is used in reference 
to the optimum moisture for the soil. In Figure 
2 are shown the field moisture minus optimum 
moisture for the three projects. It can be ob­
served that the average field moisture is near 
optimum for Projects 2 and 3, whereas it is 
about 4 percent greater than optimum for Project 
1. This agrees with the field conditions during 
the sampling because Project 1 was temporarily 
stopped because of rain just prior to the research 
sampling. It can also be observed that the stan­
dard deviations of the differences in moisture 
content for the three projects are nearly equal. 

HIGHWAY DEPARTMENT DATA 

On completion of the testing, the State High­
way Department made available their compaction 
control data for the three projects under study. 
The percent compaction data, shown in Figure 
3, are for the same sections of roadway used in 
the research study. Recorded for each project 



26 

,. Project No. l 
(Fingal) 

15 i .. 11.17 . • 2.52 

10 n• • L.llti 
100 

0 
-10 -5 

,. 
25 

Project No. 2 
(Max) 

20 , 
x • 1.36 

f 15 
0 • 2.61 
a 11 .. 1.82 

& 
n • 100 

l: 10 

o<-----'-4--'-''--'-'--I-.L..L..t....L--f-J'--'-'-j--L­
-10 -5 10 

20 

Project No. 3 
(BeHleld) 

i • 0,946 
er • 2. 77 

~a : ~/6 

~.,.,..~~_-+-'~'-+-~~_._,) __ ~,~­
lh-pbc--, l{(,l :J hU'm: Minus Optimum Moisture 

Figure 2. In-place moisture minus opti­
mum moisture, research data. 

,. 

80 

JO 

60 

Bo 

90 100 

90 100 

Project No. l 
(Fingal) 

90S of AASHO T-180 
required. 

X • 91.5 
a • 2.31 
n • Ho 

Project No. 2 
(Max) 

901 of AASHO T-180 
required 

X • 93-3 
II • 2,59 
n • 120 

Project No. 3 
(Belfield) 

95J or AASHO T-99 
required 

i " 101.ti 
o • 4,61t 
n • 37 

90 95 IDr:1- 110 
'Pcru:nt C"o:.t11u1Uo,n 

Figure 3. Percent compaction, highway 
department data. 

are the required percent compaction, average percent compaction, standard deviation, 
and number of samples. Because the tests were not run in duplicate, it was not possible 
to identify that portion of the standard deviation due to sampling and testing of adjacent 
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samples. The standard deviation reported rep­
resents differences in samples taken anywhere 
in the project. It can be noted for each of the 
projects that the average percent compaction 
i:s greater than foe requireu cumyadiun. Ali 
three projects have samples with less than the 
required density. However, most of these sam­
ples are within ½ percent of the required mini­
mum. In Project 1, 6 percent of the samples 
were more than ½ percent below the required 
density. 

Data on moisture content are shown in Figure 
4. The numbers indicate the average field mois­
ture content to be at about the optimum moisture 
content. Also, the standard deviation of difference 
in moisture content is about the same for the three 
projects. 

Comparison of Highway Department 
and Research Data 

It is interesting to compare the State Highway 
Department data with the research data from con­
ventional tests. Figures 1 and 3 show that the 
average percent compaction for each project for 
the highway department data is about three per­
centage points greater than that for the research 
data. Also, there is a considerable difference in 
the shape of the frequency distribution curves. 
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TABLE 1 

AVERAGE IN-PLACE AND MAXIMUM DRY DENSITY 

in-Place Dry Density Maximum Dry Density 
Data 

Proj. 1 Proj. 2 Proj. 3 Proj. 1 Proj. 2 Proj. 3 

Highway department 106. 8 112.0 105 . 2 117.0 120. 2 103 . 3 

Research 102 . 0 105. 9 100. 4 115.2 119.0 102. 7 

Highway department vs research 1. 05 1.06 1. 04 1. 02 1. 01 1.00 

The research data are more symmetrical and have a larger range than the highway 
department data. Standard deviations for the research data are about twice that of 
the highway department data for Projects 1 and 2. However, the standard deviations 
are about equal for Project 3. 

Although the percent compaction from the two sources shows considerable difference, 
the difference in moisture content is not readily discernible. Figures 2 and 4 indicate 
nearly equal standard deviations. The averages are also fairly close with the exception 
of Project 1, which is about 3 percent higher for the research data. 

The difference in percent compaction comes from two basic sources. Because the 
percent compaction is a ratio of the in-place field density and the maximum dry density, 
the difference could result from a difference in either or both of these values. The 
source of this difference may be determined by comparing the average in-place density 
and average maximum dry density as obtained from research and highway department 
data for each of the projects. These values, along with a ratio of highway department 
values to research values, are given in Table 1. Noting that the ratios are about 1.05 
for the in-place dry density and about unity for the maximum dry density, it can be 
concluded that the difference in average percent compaction between the highway de­
partment and research data resulted from the larger in-place dry density in the high­
way department data. 

What are the causes for this difference in average dry density and in variability of 
percent compaction between the highway department and research data? Possible 
causes are sample location, testing technique, resampling, and the presence of a re­
quired percent compaction. 

Sample locations for the research data were selected solely through the use of ran­
dom numbers. That is, the bias of the technician had no effect on sample location. 
Sample locations for the highway department data were selected by the technician as 
being representative of the compaction in the area under question. This would intro­
duce a bias if the technician were able to judge relative compaction prior to selecting 
a sample location. This bias could change both the mean and standard deviation of the 
test results. If either the denser or looser soil were sampled, this would be indicated 
by a lower or higher than true average dry density. If samples are being selected as 
representative of the average density, then the variability (standard deviation) of the 
test results will be lower than the true variability because samples from neither the 
low nor high densities will be selected. 

Testing technique is another possible source of error. An attempt was made for 
the research personnel to use the same testing technique with the water-balloon method 
as was standard practice with the highway department. In particular, the base plate 
was staked in place and an auger was used to remove the soil. The less care and con­
sistency exercised in performing the tests, the greater is the variability (standard de­
viation) of the test results. This might explain the larger standard deviation of the 
research test results on percent compaction; however, it is doubtful because the same 
degree of care would have been used on moisture content determination and in this case 
the standard deviation of highway department and research data are nearly identical. 
It should be noted that a portion of the highway department data in Projects 1 and 3 was 
taken with a nuclear instrument rather than the water-balloon method. This may have 
affected the results. 
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Figure 5. Effect of resampling. 

Resampling can contribute to a change in 
both the average and standard deviation of the 
test results. For example, consider the case 
where the embankment has been compacted 
to an average density of 85 percent. The 
actual frequency distribution of the test re­
sults may be as shown in Figure 5a. If all 
tests indicating a compaction less than re­
quired are discarded, the resulting frequency 
distribution of the recorded test results will 
be as shown in Figure 5b. By comparing the 

two frequency distributions of Figure 5, it can be observed that the effect of resampling 
is both to increase the average percent compaction and to reduce the variability (stan­
dard deviation). 

The last factor to explain this difference in test results is the effect of the presence 
of required percent compaction. There may be a tendency on the technician's part to 
record those tests with results just below passing as passing. This would especially 
be true if, in the opinion of the technician, the compaction was considered to be adequate 
and he was just looking for a test result to verify that opinion. The technician collect­
ing the research data was not under pressure of evaluating the adequacy of the compac­
tion, nor did he perform at that time the calculation of the densities. 

Comparison With Results of Others 

Before it is hastily concluded that the data presented are an indication of poor-quality 
construction, these results should be compared with compaction results from other 
areas. The prime example of expert care and control in construction (and yet not meet­
ing the specifications) is the construction of the AASHO Road Test tract. About 9 per­
cent of all compaction tests on embankment material were below the specified minimum 
requirement. 

A research report from the California Division of Highways on three of their con­
struction projects indicates that the average percent compaction was from 0.5 to 3.5 
percent greater than the required compaction (2). The standard deviation ranged from 
?_A f.n " .. ~ :p.o ... ,...ont ronni:pt:l,..tinn, 4::1,i,.f tho ruli'rl"O.nt~o nf ~!lmrlD~ urith 1~~~ th:1n thP rP.-

quired compaction on the three projects was 9, 24, and 43 percent. 
A research report from the Indiana State Highway Commission states that, for the 

three construction projects they tested, the average percent compaction was from 3.2 
percent below to 0.6 percent above the required compaction (3). The standard devia­
tion ranged from 4.5 to 5.7 percent compaction, whereas the percentage of samples with 
less than the required compaction on the three projects was 48, 68, and 72 percent. 

NUCLEAR INSTRUMENT CALIBRATION 

To date, nuclear instruments for measuring soil density and moisture have not been 
universally accepted. This is partly because of the variability in their results. It has 
been observed that the nuclear density values are a function of both the soil density and 
the chemical content. It was recently suggested that the chemical effect could be over­
come by use of an air-gap procedure (4). For this reason, it was decided to calibrate 
the nuclear instrument for the purpose- of verifying the manufacturer's curve and for 
establishing a curve based on the air- gap procedure. 

The nuclear moisture-density instruments used were manufactured by Troxler Elec­
tronic Laboratories. Each instrument came in two parts, a gage and a scaler. The 
gage was Model SCM-227 surface and subsurface density and surface moisture gage. 
A Model 200-B transistorized portable scaler was used. As previously stated, the 
density gage could be used in either the direct transmission or backscatter positions. 

The air- gap ratio method consists of two readings; one records the radiation count 
from the backscatter or direct transmission with the density gage flush with the soil, 
and the other records the radiation count from backscatter with the density gage supported 
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a distance (about 2 in.) above the soil. The ratio of these two readings together with 
a calibration curve is used to obtain the soil densities. 

Prior to actual calibration, it is necessary to establish the distance or air gap be­
tween the soil and the instrument. The proced~re consists of recording and plotting 
the radiation count vs air gap for gaps ranging from 0 to 3 in. The air gap to use is the 
one with the maximum count for the most typical materials (4). By this procedure, an 
air gap of 2 in. was selected. -

The calibration procedure was as follows: 

1. Soils were selected for their range in densities from 75 to 140 pcf (pounds per 
cubic foot) by using sand, clay, pea gravel, and combinations thereof. 

2. A rigid box open on the top and of known weight and volume was constructed 
(14 by 14 by 12 in.). 

3. Samples were prepared in the box by placing the soil in layers to obtain uniform 
density. To obtain dense samples, the layers were compacted with a Proctor hammer. 

4. Flush backscatter, air-gap backscatter, and direct transmission readings were 
taken for each instrument on the prepared soil. Readings were also taken on the stan­
dard block. 

5. The box was weighed and the density computed from the known volume and weight 
of the box. 

Using this procedure, nuclear readings were taken on as many as ten soil samples. 
It was then necessary to use the data to develop equations relating the nuclear read­

ings and soil density. An equation of the following form was developed: 

(1) 

where C1 and C2 are constants determined from the regression analysis, and f(X1/X2) 
is a function of the ratio of two nuclear radiation counts, X1 and X2. 

The regression equation will give only estimates of the wet density. The accuracy 
of this estimate is indicated by the standard deviation of the wet density. The equation 
that gives the smallest standard deviation of the wet density would give the most accu­
rate estimates. Table 2 gives the standard deviations for selected equations. The 
first column of Table 2 contains the functions of the two nuclear radiation coW1ts; the 
terms refer to the position of the gage when the counts were made. 

One can first observe that the log functions are desired over the straight ratios 
because they give equal or lower standard deviations. The probe (direct transmission) 
equations have standard deviations about half of those for flush (backscatter). The 
desirability of the air-gap reading in place of the standard reading is not clearly indi­
cated because the standard deviation for the air gap is lower with instrument 205 and 
higher with 228. Only six samples were tested in the flush position for instrument 
228; hence, the large standard deviations reported for that case are not very reliable. 

To compare the manufacturer's equations with those derived above, the two lines 
with the data points are plotted in Figures 6 and 7. The equations are of the standard 
type (Eq. 1) with log (flush or probe count/standard count) inserted for f(X1/X2). It 

TABLE 2 

STANDARD DEVIATION FOR WET DENSITY EQUATIONS 

Standard Deviations, pcf 

can be noted that the laboratory curves 
fall almost on top of the manufacturer's 
curves with the exception of the flush 
(backscatter) equation for instrument 228. 

The equations and points employing the 
f(X/X2 ) 

Instrument 205 Instrument 228 log of the air- gap ratio are plotted in 

Flush/ standard 
Probe/ standard 
Log (flush/standard) 
Log (probe/ standard) 
Flush/air gap 
Probe / all" 11np 
Log (nush/ alr gnp) 
Log (probe/ air gap) 

8.9 
6. 7 
8.9 
5. 5 
8.2 
5. 5 
8.0 
4.5 

13. 3 
4 . 7 

13. 0 
3.3 

14. 3 
5. 5 

14. 2 
3. 9 

Figures 8 and 9. The instrument manu­
facturer did not supply curves with which 
to compare these equations. 

After completing the field work, typical 
soil samples from each project were used 
in calibrating the two instruments. How­
ever, the resulting densities were not of 
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sufficient range to provide a meaningful calibration. Hence, the results are not 
reported. 

A limited amount of calibration work was done on moisture contents. The data 
points, resulting regression curves, and manufacturer's curves are reported in Figures 
10 and 11. For the typical range of values for instrument 205, 10 to 25 pcf, the manu­
facturer's and laboratory curves are nearly identical. For instrument 228, the labora­
tory curve gives approximately 1.5 pcf greater than the manufacturer's curves. The 
standard deviation from the wet density equations are 1.3 and 1.2 for instruments 205 
and 228 respectively. 
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Figure 8. Calibration curves using air-gap 
count, instrument 205. 
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RESULTS OF NUCLEAR TEST METHODS 

Two sets of nuclear density data are reported for each project. One set is based 
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on the air-gap procedure using the laboratory-prepared calibration curves. The other 
uses the standard block based on the manufacturer's curves. In the case of the air gap, 
the laboratory curves are used because the manufacturer did not supply air-gap curves. 
Manufacturer's curves were used with the standard block because the laboratory and 
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manufacturer's curves were nearly identical. 
All moisture contents were based on the manu­
facturer ' s curves . 

The nuclear density data are reported in 
percent of Proctor compaction in Figures 12, 
13, and 14 for Projects 1, 2, and 3 respectively. 
The upper two frequency distributions are for 
densities based on the air- gap laboratory curve 
whereas the lower two are for densities based 
on the standard block, manufacturer's curve. 
Each set of data contains results from direct 
transmission (6-in. probe) tests and from 
backscatter tests. Besides the frequency dis­
tribution, there is also reported the average 
percent compaction, X; the standard deviation 
of all observations, a ; the standard deviation 
of adjacent observations, aa; and the number 
of observations, n, for each series of tests. 

These data can be compared with the intent 
of selecting the test method that is the most 
reliable indicator of the percent compaction. 
The test method with the lowest standard de­
viation of test values (that is, having the least 
scatter) is the most reliable test method. 

In comparing the backscatter with the direct 
transmission, it is noted that the backscatter 

tests all indicate larger standard deviations. In fact, they are sometimes more than 
twice as great as those for the corresponding direct transmission results. Hence, the 
direct transmission tests are more reliable. 

Next, the direct transmission standard block is compared with the direct trans­
mission air gap. For Projects 1 and 2, the standard deviations are nearly equal; how­
ever, for Project 3 the standard deviation of the air gap tests is one-fourth lower than 
the standard deviation for the standard block tests. Project 3 is in an area expected to 
1..:uul.a.i11 a la.1.·gt::£ rc:t.11gt: .iu ~lJCiitica.l cvut~llt iu t!"".lc avil ~~a.&~ i;;. t!";.~ Gt~~:::" t;·.,·0 p~~j~::t~, 
which explains the lower standard deviation for the air-gap tests. 

A comparison of the average percent compaction for the direct transmission test 
methods indicates the air- gap tests to be from 2 to 4 percent higher. An instrument 
calibration involving more than the six to ten points used here may have resulted in a 
curve indicating a lower percent compaction. 

Finally, a comparison is made of the nuclear densities and the water-balloon densi­
ties. The water-balloon average densities agree best with the direct transmission 
standard block average densities. In all three projects, lower standard deviations oc­
cur for one or both of the nuclear direct transmission tests than for the water-balloon 
tests. This indicates that the nuclear direct transmission tests are more reliable than 
the conventional water- balloon tests. 

CONCLUSIONS 
Through research, many heretofore unknown facts are brought to light. Probably 

the most significant observation from this research is the degree of variability in ac­
ceptable embankment compaction. It may be startling for someone experienced in high­
way construction to learn that every third test will deviate from the average percent 
compaction by at least 3.3 to 5.3 percent (if the maximum dr y density were 100 pcf, this 
would be a difference in dry density of 3.3 to 5.3 pcf). Similarly, for random samples 
taken from anywhere in the project, the difference in percent compaction would be at 
least from 4.5 to 8.0 percent (the different percentages are for the different projects). 
Other pertinent conclusions are listed below: 

1. The average percent compaction was very near the required minimum percent 
compaction, which led to a substantial portion of the samples with densities less than 
the required minimum. 
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2. The highway department data reported higher in-place densities and lower stan­
dard deviations on percent compaction. This could have resulted from the use of rep­
resentative rather than random samples, resampling, and the presence of a required 
percent compaction. 

3. The average maximum dry densities for the research and highway department 
data were nearly equal. This, no doubt, is gratifying to the highway department be­
cause the research data were obtained from a laboratory test on each sample, whereas 
the highway department data result from the technician matching the field soil with a 
description of the soil compacted in the laboratory prior to construction. 

4. Results of similar research projects in other states have also shown the large 
variability and large percentage of samples with densities less than the required 
minimum. 

5. A laboratory calibration of the two nuclear density gages indicated very close 
agreement with the manufacturer's curves. Hence, the manufacturer's curves are 
adequate for field use. 

6. For the make of nuclear instruments used, the direct transmission position is 
a much more reliable indicator of field density than the backscatter position and 
slightly more reliable than conventional water-balloon tests. 

7. The air-gap procedure was more reliable than the standard block only in that 
project believed to have a larger variation in chemical content of the soil. 

RECOMMENDATIONS 

The report brings to light a significant degree of variability in the percent compac­
tion in present highway construction. In order for construction specifications to be 
effective, they must incorporate this variability in a quantitative manner. It is there­
fore recommended that (a) specifications containing acceptance sampling plans in­
corporating this variability be written, and (b) these new specifications be put in trial 
use along with the present specifications to familiarize the contractor and engineer's 
field personnel with their application. 

Granted that this variability exists, one should ask, can it be reduced? If the vari­
ability is a result of causes within the control of the engineer or contractor and if the 
control is not too costly, then the variability should be reduced. For example, an 
operator hauling over the same path would add to the variability. This variability 
could be reduced significantly through concern by the operator. Hence, it is recom­
mended that the contractor and engineer work together to reduce the variability where 
possible. Statistics-based specifications are often written to provide incentives for 
the contractor to reduce the variability. 

Two methods of sample selection have been reported here-one using representa­
tive samples, the other using random samples. It is only through random samples 
that one can obtain an unbiased estimate of the actual field density. It is recommended 
that sample locations be determined through the use of random numbers. (This change 
may be best made when and if the statistics-based specifications are employed.) 

On the question of quick field measurements, it is recommended that field moisture 
and density measurements be made with a direct transmission nuclear moisture-density 
instrument. It gives more accurate results than the present water-balloon method or 
the backscatter nuclear moisture-density instrument. The manufacturer's curve is 
recommended for use with the nuclear instrument. A calibration curve based on the 
air-gap procedure is advantageous in the nonglaciated areas of the state. 
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MOlA 11.0 15.7 
MOlB 11.2 10.8 
M02A 12.9 12.5 
M02B 15,4 12,7 
M03A 11..6 13.9 
M03B 13. 7 12.5 
M04A 15.0 15 .6 
M04B 13.8 13.8 
M05A 11.4 10,8 
M05B 10.8 12,0 
MOGA 15,6 12.3 
M06B 16.3 15,3 
M07A 13,7 12.7 
M07B 13,7 12.8 
M08A 16.7 17,0 
MOBB 15,l 14.B 
M09A 12.8 13.5 
M09B 13.9 14.1 
MlOA 9,6 10,5 
MlOB 11.2 11,0 

Appendix 

TYPICAL TEST RESULTS, 
FIRST TEN SAMPLES ON PROJECT 2 

13.4 14. 8 14. 8 12.0 
11.0 13.8 14 . 0 12. 0 117 . ~ 11 f;. n 1111 ~ l?? n 
12.7 12.9 13. 6 11.0 98.7 ·105. 2 100.0 124.0 
14.l 13.l 13,5 11.0 103.7 106.l 102.9 124,0 
14,3 16.0 14.8 13.0 105., 102.4 110.5 118. 0 
13.1 16.0 16.6 13.0 101. 0 102. 1 98.7 118.0 
15.3 17.5 15, 8 12.5 107. 6 102.9 113.7 121. 0 
13,6 15.0 14.5 12.5 119.3 110.1 114.1 121.0 
11.1 14.4 14.0 13.0 118. 4 114. 7 118.6 121.0 
11.4 13.6 14,2 13.0 120.0 117. 2 112.7 121. 0 
14,0 15.2 16.1 13.5 109,0 106,8 101.1 118.0 
15.8 10.9 16.6 13.5 106,3 107.2 102,4 118.0 
13.7 16.8 15.9 14,0 106.0 99, 2 104.7 117.0 
13.3 15,6 14.6 14.0 97.9 104,1 111.6 117.0 
16.9 16. 3 16,l 13.0 105.7 110.5 112.0 120. 0 
15.0 15.9 16.2 13.0 113. 4 109.6 107.7 120.0 
13.2 15.6 14,3 12.0 112 .9· 108, 0 117.7 121.0 
14,0 10.5 15.l 12.0 114.8 102.2 111, 4 121, 0 
10.1 12 . 3 13 . 5 12.0 109.9 108.6 99.2 120.0 
11.l 12.8 15 , 0 12.0 108, 9 107.3 91,1 120.0 

92. 1 j 
<J~ . ! ~.?. e 

79.6 84 . 9 80. 6 
83.2 85.6 83.0 
89. 8 86.7 93.6 
85.6 86.5 83.7 
89.0 85.0 9 3. 9 
98,6 91.0 94,3 
97. 8 94,8 98.0 
99.2 96.9 93.1 
92.4 90.5 85.7 
90.1 90.8 86, 8 
90.6 84.8 89.5 
83.7 89.0 95,4 
88.l 92,1 93, 4 
94.5 91. 3 89, 7 
93,3 89, 3 97.3 
94.9 84.5 92.l 
91. 5 90,5 82.7 
90, 8 89.4 75.9 



Control and Acceptance of Aggregate Gradation 
by Statistical Methods 
WILLIAM H. MILLS, William H. Mills and Associates; and 
OREN S. FLETCHER, South Carolina State Highway Department 

The purpose of this investigation was to develop a procedure 
for control and acceptance · of gradations of aggregates by sta­
tistical methods. Because the South Carolina State Highway 
Department is most interested in gradation of aggregates when 
they are used, a procedure for control and acceptance was de­
veloped for "as-used" samples. This procedure was tested on 
14 projects. As refined, the system provides that the size of a 
lot shall be the quantity required for 1 mile of 24-ft wide road­
way or 100 cu yd of structural concrete. Five random samples 
per lot are specified. For analysis of the data, the "standards 
given" control chart technique is used. The central value is 
the desired average of the gradation specified. Upper and lower 
control limits are established using standard deviations previ­
ously determined. When test values exceed control limits, the 
delivered price for the lot will be adjusted. 

In this study, analysis of variance showed variance resulting 
from the testing process significant in 98.8 percent of results 
analyzed, variance between batches in 30 percent, and variance 
within batches in 56 percent. A study of the testing process 
was recommended with a goal of reducing this variance. A 
limited series to explore the effect of the size of sample on 
gradation test results showed no definite preference for a cer­
tain size sample. 

•IN HIGHWAY CONSTRUCTION, aggregates composed of rock fragments form the bulk 
of the materials in cement concrete, bituminous concrete, base mixtures, and subbase 
mixtures. The properties of these mixtures are directly influenced by the aggregates 
used in them. Durability may be greatly affected by the chemical and mineral composi­
tion. Workability and strength are affected by the shape, size, and gradation of the 
particles. 

The chemical and mineral composition and shape of aggregate particles are usually 
fairly constant at any one source. The size of particles and gradation (proportions of 
different sizes) can be and are varied by crushing and screening to obtain properties 
of workability and strength desired for a certain mixture. Ideally, the gradation should 
be constant, but variations are always encountered in any mixture containing particles 
of different sizes. When aggregate consisting of different sizes of particles is handled 
or moved, segregation or separation of the sizes occurs. The tendency to segregate in­
creases when the size of particles is large or when the range in sizes is large. 

The gradation of a certain lot of aggregate is usually determined by obtaining a sam­
ple from the lot and separating the particles on appropriate sieves. The problem of ob­
taining this sample has always caused testing engineers much concern. Traditionally, 
the attempt has been to select a "representative" sample, one that will indicate the 

Paper sponsored by Committee on Quality Assurance and Acceptance Procedures and presented at the 
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average gradation of the particles in the lot. How closely this goal is attained depends 
on several factors, such as the experience of the one who obtains the sample, the maxi­
mum size of the particles, the different sizes of particles present, the segregation of 
the sizes, and the quantity of material included in the sample. Because of the many 
possibilities for variations in a representative sample, there is often controversy re­
garding the accuracy of the results. 

It is the practice of the South Carolina State Highway Department to base acceptance 
of aggregate gradation on samples obtained from stockpiles because there is usually no 
other feasible sampling point. Such samples often fail to meet gradation requirements. 
When a sample does not conform to specification limits, the usual policy is to select 
two check samples and base acceptance on the results of the three samples. 

The difficulties in obtaining a representative sample from a stockpile, the emphasis 
on no-deviation compliance with specifications, and the desire to develop a more practi­
cal and realistic procedure for control and acceptance of aggregate gradation were fac­
tors that influenced the South Carolina State Highway Department to undertake this re­
search project. The Bureau of Public Roads agreed to cooperate in this project and to 
defray part of the cost with H.P. R. funds. 

The State Highway Department did the sampling and testing with a crew of two men. 
Sampling was done at production sources and at projects. All testing was done at the 
central laboratory at Columbia, So.uth Carolina. 

The firm of William H. Mills and Associates was retained to do the detailed planning 
for this work, to maintain coordination with Highway Department personnel in perform­
ing field sampling and testing, to tabulate and analyze data, to prepare the sampling 
plan and the procedure for obtaining random samples, to prepare a tentative system 
for control and acceptance based on statistical concepts, to continue coordination with 
field forces during the testing of the tentative procedure, to review and refine the pro­
cedure, and to prepare model requirements for specifications to use the system. 

The research project was conducted in four parts as follows: 

Phase I - Determination of statistical parameters for gradations of typical aggre­
gates used by the department; 

Phase II - Preparation of tentative procedures for random sampling and acceptance 
of gradation of aggregates; 

Phase m - Field testing and refining the tentative procedures; and 
.Pnase 1 v - .Preparation ot models tor specifications to utilize the system. 

PHASE I-DETERMINING STATISTICAL PARAMETERS 

Survey of Plants and Stockpiling 

For background material and in order to become familiar with the methods of hand­
ling, loading, and sampling aggregates at the various sources, a survey was made of 
commercial plants supplying aggregate to the department. Particular attention was 
given to the methods of combining different sizes to obtain a specified gradation and to 
the methods of loading trucks and railroad cars, especially in regard to segregation of 
different sizes. The locations and procedures for obtaining and testing control samples 
were noted. Methods for stockpiling aggregate at project sites were observed. 

Following this survey, two short pilot studies were conducted to investigate proce­
dures for obtaining random samples and to develop initial information in the variations 
in gradation that could be expected. 

Pilot Studies 

The first study was conducted on crushed stone, 11,,{i in. to No. 8, used in class B con­
crete for curb and gutter work. Samples were obtained at the source by passing a metal 
box through the stream of aggregate as it flowed from the loading bin to a railroad car 
below the loading platform. Samples were obtained during unloading from the discharge 
of a belt by passing a 5-gallon bucket through the stream of material as it dropped to 
the stockpile. The aggregate as used (actually incorporated into the concrete) was also 



Figure 1. Tray for sampling surface treatment ag­
gregate os used. 

sampled in a similar manner as it was 
being delivered by chute from the mixer 
truck into the forms. Randomization in 
the selection of samples was attained by 
using random numbers to determine the 
ton or time at which the sample would be 
drawn. Twenty random samples were ob­
tained at each location from this shipment 
of approximately 800 tons. 

The second study was on 3,000 tons of 
crushed stone, 1 ½ to ½ in., used in sur-
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Figure 2. Aggregate No. 3, Weston ond Brooker 
Co., Cayce, S.C., sampling information. 

face treatment. Twenty random samples each were obtained at the source, during un­
loading, from the stockpile, and as the material was being placed on the roadway. Ran­
domization was attained by using random numbers to determine the ton or time at which 
the sample would be drawn. 

Samples at the source were obtained with a removable box mounted on a swinging 
arm that was passed through the stream of material as it was discharged into a railroad 
car. This material was unloaded by discharging it through gates onto a conveyor belt. 
Samples were obtained from the end of this belt by passing a bucket through the stream 
of aggregate. 

The aggregate was deposited in the stockpile by truckloads in such a way that a suc­
ceeding load would overlap the previous load by about one half and leave a well-defined 
small cone from each dump. The cone to be sampled was determined by random num­
bers. The exact location from which the sample was drawn was then determined by ran­
dom numbers. 

The device developed for sampling the aggregate as used consisted of a heavy metal 
pan, 18 by 36 by 2 in. (0. 5 sq yd in area), mounted on short supports to hold the pan 
above the surface of the asphalt. This pan was placed on the roadway ahead of the 
spreader truck at a randomly preselected location (Fig. 1). The data for these samples 
are shown in Figure 2. 

Aggregates for Concrete Pavement 

The study was continued at a concrete paving project. At this plant, aggregate in 
three separate sizes was fed to the weighing bin by separate belts operating from under 
small bins that were filled by a front end loader. The conveyor belts from these loadings 
bins to the weighing bin were stopped each time the hopper above the weighing bin was 
full. Thus, it was practical to obtain samples of the separate sizes of aggregate from 
stopped loaded belts (Fig. 3). 
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Randomization for the five samples per lot 
(quantity used in a day) was attained by 
using random numbers to select the exact 
time to draw the sample. 

Sampling of the concrete from the road­
way was done by placing a container at a 
randomly preselected location on the sub­
base and having this container filled as the 
spreader passed over the area. 

Samples were obtained from the outer 
layer of the large stockpiles by dividing the 
outer surface of the stockpile into areas ap­
proximately 10 by 10 ft and subdividing these 
1-ft squares. The exact squares for sampling 
were determined by random numbers. 

Figure 3, Sampling from a stopped belt. Aggregate at another concrete paving 
project was sampled later in the year. At 
this plant, sizes of aggregates were weighed 
in individual hoppers and fed by belts to a 

common bin from which they were moved to the mixers. By switching the plant to man­
ual operation, it was possible to obtain samples from the individual loaded belts after the 
aggregate had been weighed. 

Aggregates for Concrete for Structures 

A series of tests was made on aggregate, 11/2 in. to No. 8, used on a bridge project. 
The size of the lot to be sampled was chosen as the quantity used in a normal day's 
placement of concrete on the bridge deck (about 100 cu yd}. Samples of aggregate were 
obtained at the source from a stopped loaded belt, and as-used samples from a· stopped 
loaded belt at the batch plant. Samples of concrete were obtained from the chute as con­
crete was delivered to the forms. Randomization for the five samples was based on the 
time required for the day's production of concrete. The data are shown in Figure 4. 

Aggregates for Surface Treatment 

The original sampling plan for surface treatment aggregates, 11/2 to 1/2 in. and ¾ in. 
to No. 16, was to obtain five random samples from a shipment, considered as one lot, 
at the source, at the stockpile, and as the material was being used. This program could 
not be followed, however, because most of the aggregates for the current construction 
season had already been stockpiled at project sites. The procedure followed in most 
instances was to sample the aggregate in the stockpile considered as a lot, and then 
sample that material as it was being placed on the roadway. Later, samples were ob­
tained at the source by the method used by the producer. Such samples give typical 
results for the source, but they are not comparable directly to the material sampled in 
the stockpile or as used. 

The procedure described in the pilot study was followed to obtain the stockpile and 
the as-used random samples. 

Replicate Sampling 

To obtain data for the analysis of variance, replicate samples were obtained from 
two lots of each aggregate size at each sampling point. Replication requires taking two 
samples at essentially the same time. Where samples were taken from a stoc-t{!)ile or 
from a stopped conveyor belt, the replicate samples were taken adjacent to each other. 
Where the material was being discharged from a bin or from a conveyor belt, the two 
samples were obtained within the shortest time practicable. For roadway samples, two 
devices were placed side by side. 



Testing 

All tests (sieve analysis) were performed 
at the central laboratory in Columbia, S. C. 
A Gilson shaker and one set of sieves were 
used throughout. A Gilson aggregate splitter 
was used to reduce samples to test portions 
when the sample size was greater than the 
normal capacity of the shaker, as was usu­
ally the case. 

The actual performance of the sieve test 
was routine. The duration of the shaking 
varied somewhat with the quantity of fine 
material in the sample. Shaking was con­
tinued until there was no visible evidence of 
material passing the two smallest screens. 
Smaller size aggregates, such as % in. to 
No. 16, were reduced to test size in a sand 
splitter and sieving was performed in a 
Rotap. 

Analysis of Data 

Data in Phase I included gradation test 
results of 175 samples obtained at the 
source, 120 samples obtained during unload­
ing on the project, 320 samples from stock­
piles, and 400 samples taken as the material 
was being used. Coarse, intermediate, and 
fine gradation of aggregates were included, 
as well as crushed aggregate produced at 
five sources and gravel produced at two 
sources. 
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Figure 4. Aggregate No. 4, Becker County 
Sand and Gravel Co., Marlboro, S,C., sampling 

information, 

The data for the samples from each location were analyzed to obtain mean values (X) 
and standard deviations (cr) for each sieve in the gradation series. These data were used 
in calculating upper and lower control limits on the basis of no standards given 
( X ± 2. 76 O') for each sieve. Typical results are summarized and compared graphically 
with specification limits in Figures 2 and 4. In each case the percentage conforming 
with specifications is shown. The statistical values for samples in Phase I are summa­
rized in Tables 1 and 2. 

Conclusions 

Based on experience and analysis of the data in Phase I, the following conclusions 
were derived: 

1. In most cases, samples obtained at the source conform to specifications. 
2. Samples obtained from stockpiles on the project show wide variations and fre­

quently do not meet specifications. 
3. Samples obtained as the aggregate is used show less variation than the stockpile 

samples but somewhat larger variation than the source samples. 
4. Source samples show less variation than others because they are obtained from 

the stream of aggregate after the several sizes have been measured in proportions to 
give the gradation desired and before discharge or handling that would cause segregation. 
At some producers, source samples are obtained from a stopped loaded belt; at others, 
by cutting through the stream of material as it is discharged from the loading belt. 

5. Sampling from a stockpile always involves difficulties because of the segregation 
of different-sized particles. Also, in most cases, only the material near the surface of 
the pile can be included in the sample. 
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TABLE l 

SUMMARY OF STATISTICAL VALUES OF AGGREGATES FOR 
CONCRETE-PHASE I 

Sample a x % • x % • x % . x % 

Aggregate No, 4, Crushed Stone, Columbia 

Sieve size I Ir '/2 in. No, 1 No. 8 
Source 1. 11 07.8 100 Us 30.3 96 i.H 7,8 100 G.40 1,G 100 
Unloading I.BO 97, 6 JOO 6, 95 36, 0 94 3.7B B. 4 71 0.95 2. 1 100 
Concrete 4, 72 95, 6 BB II.BO 32, 9 74 2, 67 4. 7 61 0.35 0,2 100 

Aggregate No. 4, Gravel, Marboro 

Sieve size I In. Y, In. No. 4 No. 8 
Source 1.42 !n. I 100 4.54 35,7 99 1.23 4.1 111 0.29 o.'I .100 
Belt (as us ed) 1.52 97 , 5 JOO 10.94 42.9 89 3,35 6.1 66 0,96 1, 6 100 
Concrete 1.36 98. 4 JOO 9, 00 46.2 93 l.B9 5.6 80 0.52 0. 9 100 

Aggregate lA, Crushed Stone, Columbia and Cayce 

Sieve size 2 In. 11
/ 1 In, 1 ln. ~1 In. 

Stockpile 7,80 9l.9 56 15.77 43.9 66 5.57 •.8 97 1,8•1 0,6 99 
Bell (as used) 3. 31 94.6 92 6.03 58. 3 97 4.75 13,7 61 2.29 3. 9 69 

Aggregate 4M, Crushed Stone, Columbia and Cayce 

Sieve size 1 in. 'I in. No, 4 No. 8 
Stockpile 3.60 94,4 89 14. 27 39,3 7B 5.49 B. 5 54 2. 02 2. 6 100 
Belt (as used) 1.56 95. 5 100 7. 06 46. 7 97 3. 15 13. 1 95 1.35 5. 0 100 

Aggregate No. 20, Sand, Two Sources Mixed 

Sieve size No. 4 No. 16 No. 50 No. 100 
Belt (as used) 0. 03 99,9 100 6.46 76 4 100 2. 32 16. 7 100 0, 68 3, B 100 

Aggregate No. 20, Sand, One Source 

Sieve size No~ 4 No. 16 No. 50 No. 100 
Belt (as used) 0, 00 100 100 0,86 94.2 100 1. 44 9, ! 100 0,68 2. 4 100 

Mixed Aggregates from Concrete 

Sieve size 2 in. l in, ½ ln. No. 4 
Concrete 1.91 98.4 100 3. 55 54.5 100 4. 23 23. 6 100 2. 23 6. 7 97 
Belt (calculated) 96 84 98 BB 

Aggregate No. 1B, Crushed Stone, Augusta 

Sieve size ! ~In, l ln. %in. 3/ain 
Bell (as used) 3.240, S S4 S.02 33.8 100 2.17 9.7 98 1.07 1.1 99 
Routine 1, 71 92 ,3 9 1 1. 55 37 5 100 1.29 10 B JOO 0.28 1.6 100 

Aggregate No. SM, Crushed Stone, Augusta 

Sieve size ~/~ In 'I, In. No. •I No. e 
Belt (as used) .1.10 of.A 82 2.b4 R • 00 0.U4 1.0 LOO 0.•U 2.3 100 
Routine 0.92 91 ,5 95 3 Bl 29. 9 100 0,70 5 7 100 0. 24 1. 2 100 

Aggregate No. 20, Sand 

Sieve size No. 4 No. 16 No, 50 No. 100 
Bell (as us ed) 0.0 100 100 3.18 78.4 100 1.42 14.0 JOO 0.41 2. 5 100 

Note: X = mean of data percentage passing; o = standard deviati on; % = perce nta ge of results within 
, .,.,,._; f;._ ,.. i iu, 1 [; ,,,, h . 

6. For sampling at concrete plants, it is often practical to obtain as-used samples 
from a stopped loaded belt en route to the weighing bin or mixer. In cases where belts 
are not used for transporting the aggregate, as-used samples can be obtained by drop­
ping the material for the sample from the storage or weighing bin into a suitable container. 

7. A suitable device for sampling surface treatment aggregate as used consists of a 
tray 0. 5 sq yd in area. This tray is placed on the roadway at preselected random 
locations. 

8. It is interesting to note that for all sizes and gradations of aggregates included 
in this study, the largest variations (sigmas) occur at the third sieve smaller than the 
maximum size. In the summaries, data for the maximum size (100 percent passing) 
are not shown; therefore, the second size shown is actually the third size in the gra­
dation series. 

Analysis of Variance 

To obtain data for the analysis of variance, the following plan for replicate sampling 
was adopted: 

1. The location for sampling was selected, i.e., stockpile or as used. 
2. For a certain lot of agg1·egate, five units or batches were selected by random 

numbers for sampling. Thus, between-batch variance, ab2, could be evaluated. 
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TABLE 2 

SUMMARY OF STATISTICAL VALUES OF AGGREGATES FOR 
SURFACE TREATMENT-PHASE I 

Sample a x % a x % u x % 0 x % 

Aggregate No. 3, Crushed Slone, Cayce 

Sieve size l in '/1 In. ¼ln. /10. 4 
Source 2. 15 RO.I 97 5. 45 12.6 90 1.35 0.3 100 0.30 1. 0 100 
Unloading 2,64 90. 1 97 6, 40 45,2 94 3, 89 7. 5 74 0.68 1, 2 88 
Stockpile 5, 47 92. 9 90 13. 75 51.9 48 6. 14 9, 0 57 I , 14 1.2 76 
As used 3 .48 89.3 89 5. 24 46,2 95 3. 27 8. 4 68 0. 73 1.6 71 

Aggregate No, 3, Crushed Slone, Rion 

Sieve size I "· ,{1 in. '61n. No. 4 
Source i.uo 91.G 90 8. 50 42 ,7 ~! i.ts S.4 08 0.36 1,36 00 
Unloading 1.62 93 . 1 100 5.81 40.5 99 2.18 6. 2 96 0.65 1.6 75 
Stockpile 3, 81 92, 2 88 13. 58 51.6 45 9.75 13 , 9 34 2.06 2. 4 28 
As used 3. 98 92. 0 96 7. 99 41. 7 93 2.88 6.2 91 0.63 I. 5 81 

Aggregate No. 3, Crushed Slone, Stoney Point 

Sieve size 1 in. 'L, in. 'i:2 in. No. 4 
Source 2,25 86, 5 75 6 34 31.0 83 2.26 3.9 99 0.51 1, 5 84 
Stockpile 2.92 90.8 98 8. 14 39.0 93 5. 12 8.7 60 1.98 3 , 4 34 
As used 3.05 88, 0 83 5.64 30.9 85 3.53 6. 8 82 1. 89 3.1 36 

Aggregate No. 3, Crushed Stone, Augusta 

Sieve size I In, 'I. l11. '6 In. /lo. 4 
Source 1.61 9Z.3 '100 5.93 29.2 70 1. 05 4.5 100 0.67 1.0 iH 
Unloading 3.60 92,8 92 8. 70 39.4 91 4.01 8.3 67 0.38 1.2 98 
Stockpile 4.58 89, 0 81 7. 25 32.6 85 3,26 5.9 89 0. 84 1.2 82 
As used 4.23 91.3 93 12.78 41.8 76 6.11 10. 0 50 0. 76 1.6 71 

Aggregate No. 3, Gravel, Hagood 

Sieve size I In. '/, In. ~~ tn. No. 4 
Source 2.34 03,2 100 5. 14 40. ~ 100 2.29 4.? 9\l 0.45 0.0 Joo 
Stockpile 2.23 95.4 100 9. 78 46, 6 79 5.36 6.3 75 1, 04 1.2 77 
As used 3.53 92, 6 98 8,63 39.6 96 3, 92 6. 7 BO 1.95 1.8 52 

Aggregate No. 9, Crushed Stone, Rion 

Sieve size ]t. Jn. No. 4 No. 16 No. 100 
Source i .7~ 85. 0 85 7. 16 39.G 92 0.94 3.2 100 0. 13 0.6 100 
Unloading 4. 20 90.2 99 7.92 40.2 89 2.54 3.9 79 0.39 0.8 100 
Stockpile 5. 57 89. 6 96 9. 58 40.9 81 I.BO 3.7 90 0.34 0. 7 100 
AI!. used 4. 42 89,3 98 5.99 40. I 95 1.78 3.9 88 0. 37 0. 7 100 

Aggregate No. 9, Crushed Stone, Stoney Point 

Sieve size ~ft h\. No. 4 No. 16 /lo. 100 
Source 7,84 78.8 44 7.54 20,0 88 1.62 4.3 86 0.90 1.3 79 
Stockpile 5. 18 85, 4 85 7.45 34, 1 97 2,78 6, 6 41 0. 75 2. 1 46 
As used 3.68 82.8 83 7, 22 31.4 94 1.89 5.0 70 0.52 1.2 93 

a= standard deviation, 'x = mean of data, percentage passing.%= percentage of results within specificotio,1 
limits. 

3. At each of these batches or units, two separate samples were drawn: adjacent to 
each other if sampling a stopped belt or stockpile; within the shortest time practical if 
sampling a discharge stream; or with trays or containers side-by-side if sampling the 
roadway. This sampling procedure provided data for the determination of within-batch 
variance, crw 2 • 

4. Each of these samples was reduced by splitting into two test portions. This pro­
cedure provided data for the determination of variance due to testing, crt2 • 

This study included 84 individual results. The variance of testing was significant in 
all except one instance or in 98.8 percent of the results. The variance between batches 
was significant in 30 percent of the results, and the variance within batches was signifi­
cant in 56 percent of the results. 

Investigation of Sample Size 

Investigation of the effect of the size or quantity of material in the sample on the re­
sult of the gradation test was not contemplated in the outline for this research project. 
It was undertaken because at one plant standard deviations in the results from a few 
samples consisting of approximately 20 lb, compared with those of samples of approxi­
mately 40 lb, showed much smaller variations in the 40-lb samples. 

The quantity of aggregate to be included in a sample for a gradation test has been a 
concern of testing engineers for many years. Standard test procedures of the American 
Association of State Highway Officials and the American Society for Testing and 
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Materials specify the size or quantity for a sample varying with the maximum-size 
particles in the mixture of aggregate. These requirements have not been changed in 
many years. It is logical that the quantity for a sample should vary with the size of 
particles because the inclusion or loss of one large particle in a small sample could 
change the percentage values. However, there is a natural and practical tendency for 
a sampler to take as small a quantity of aggregate as he can justify because of the work 
involved in the sampling and handling processes. 

Arrangements were made with a gravel producer to stop the belt during the loading 
of a railroad car and to allow time for taking the samples desired. Five replicate series 
of samples were obtained. Each series had samples of approximately 200, 100, 50, 25, 
and 12.5 lb. The loading belt at this plant was 125 ft in length. Each series of samples 
required material from about 16 ft. The five sections to be sampled were determined 
by random numbers. 

Several sets of tests were performed on these samples as follows: 

1. Routine Test, Mechanical Splitter-The larger samples were reduced to test size 
in a Gilson mechanical splitter in the standard manner. The first test thus obtained is 
the one normally used in routine testing. However, each large sample was reduced to 
separate test portions. Thus, eight results were obtained for each 200-lb sample, four 
for each 100-lb sample, two for each 50-lb sample, one for each 25-lb sample, and one 
for each 12.5-lb sample. 

2. Quartering-To compare results obtained by splitting samples in the mechanical 
device with those obtained by reducing samples to test size by the quartering method, 
the larger samples (200 lb, 100 lb) were re-mixed and then quartered by the standard 
method to test size. Thus, eight results were obtained for the 200-lb samples and four 
results for the 100-lb samples. 

3. Layer Samples-To compare size of samples from aggregate spread in a rela­
tively thin layer, such as in an ideally formed stockpile, the material in all these sam­
ples was spread into a layer approximately 6 by 6 ft by 6 in. thick. The surface of this 
layer was divided into 36 one-ft squares. Five 12.5-lb samples were obtained from the 
central portion of 5 randomly selected squares. A cylinder or ring having a diameter 
large enough to yield the quantity desired was pushed into the layer and the material in­
side was withdrawn as the sample. After testing, the material was returned to the 
square from which it was taken. Next, five 25-lb samples were obtained from 5 ran­
domly selected squares using a similar procedure. Similarly, five 50-lb, five 100-lb, 
and five 200-lb samples were obtained and tested. For the large samples, the randomly 
selected square was used as the central portion for the sample with the remainder com­
ing from adjacent squares. 

The test data were transferred to punch cards that were put through a computer pro­
grammed according to statistical methods to determine mean values and components of 
variance, with the following results: 

1. Mean testing-There is no significant difference in means (5 percent level) for 
the different size samples from 12.5 to 200 lb. There is more variation within large 
samples than between samples of different sizes. This conclusion is true no matter 
if the sample is split using quartering or the splitting method. This conclusion is sub­
ject to some controversy, however, because one of the basic assumptions of analysis 
of variance may have been violated, i.e., the assumption that the variances are equal. 

2. Variance testing-Quartering produces significantly greater variability than 
splitting on the 100- and 200-lb samples. Based on Cochran's test and the F ratio test, 
the proper choice of sample size is not clear; i.e., it is not clear if one obtains less 
variability by testing 200 lb or 12.5 lb of material. Based on the results of the com­
puter output of variances and Cochran's test and the F ratio test at the 5 percent level, 
and the practicality of testing, the 25-lb sample seems to be appropriate. There is 
some indication, however, that the 50-lb sample may produce a more acceptable varia­
bility when one considers sample size. In no case, however, should a sample be reduced 
by using the quartering method. 



3. Ranges in test results of the following magnitude were found in the results for 
the five sizes of samples. 

Sieve Size 

l in. 
½ in. 
No.4 
No.8 

Percent 

1. 1 to 3.3 
1.8 to 7.4 
l.9 to 3.3 
0.6to 1.4 
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4. Samples from the stopped loaded belt show less variation than do samples from 
the layer. 

PHASE II-TENTATIVE PROCEDURES FOR GRADATION ACCEPTANCE 

The field experience and data in Phase I of this research project led to the following 
statements as guidelines for a system of control and acceptance of aggregate gradations: 

1. The gradation of any given lot of aggregate must be controlled initially at the 
source. The sampling and testing can be done by the producer or by the State Highway 
Department. However, acceptance at the source is impractical because of the possibil­
ities of segregation during subsequent handling before the aggregate is used. The pro­
ducer should test each lot or shipment to determine conformity with specifications. 

2. The chances for variations in stockpile samples are so great that such samples 
are entirely undependable for control or acceptance purposes. 

3. Even though a lot of aggregate may be graded within specifications as it is loaded, 
segregation may occur during subsequent handling, and samples obtained from the lot as 
the material is used will fail to meet specifications. 

4. The State Highway Department wants and expects aggregate to meet gradation re­
quirements when it is used. Therefore, as-used samples of the aggregate are most 
pertinent to a realistic acceptance plan. 

From this background, tentative procedures for random sampling and tentative pro­
cedures for acceptance of gradations of aggregates were developed. The details are not 
given here because of revisions later. 

PHASE III-FIELD TESTING OF TENTATIVE PROCEDURES 

The tentative procedures for obtaining random as-used samples and the tentative 
method for determining acceptance of gradation test results were tested under regular 
field conditions to determine the applicability of these procedures to routine operations. 

The field work was planned to include various sizes and types of aggregate most 
commonly used. All samples were obtained by the same team of two men in order to 
remove the variable resulting from different operators. Samples were obtained as the 
aggregate was being used from loaded belts, where possible, or from the roadway. 
Sixty lots of aggregate were sampled on projects. Five random as-used samples were 
obtained from each lot. Twenty-three lots were replicated to develop data on the sources 
of variations in the test results. The size of the lot was considered as the quantity of 
aggregate used during the day on which the samples were obtained. The time or batch 
or station at which the samples were obtained was determined by random numbers. 

Analysis of Data 

Many of the results did not conform to the requirements of present specifications. 
The variations from specification limits were very large in some instances, and they 
indicate that some lots of material did not conform to specification requirements. 

Study of the test data compared with the tentative procedure for acceptance disclosed 
that the procedure was workable but somewhat complicated. The incidence of failure to 
conform with control limits was somewhat higher than the failures to conform to existing 
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specifications. The tentative tables of percentages for payment gave drastically reduced 
prices for payment in some instances. Thus, it became evident that revisions in the pro­
cedure were needed. 

The analysis of variances showed definite indications that variance resulting from 
testing is the major source of variation. The variance between batches and within 
batches is very large in a few instances, but the data indicate that these variations are 
random in nature and can be expected on that basis. The constant appearance of high 
values for testing variance indicates that a study to try to reduce testing variance is 
needed. 

Revised System 

Based on the foregoing analysis, sone details of the system were revised. The sys­
tem as revised specifies that a lot of aggregate will be considered for acceptance on 
the basis of the results from five random samples obtained from the lot as the aggre­
gate is being used. The quantity of aggregate that will constitute a lot will be the quan­
tity of aggregate used in 1 mile of 24-ft wide concrete pavement, surface treatment, or 
base course. For structures, the quantity of aggregate used in 100 cu yd of concrete 
or equivalent volume will constitute a lot. These assumptions would give a lot size of 
approximately 2,000 tons of each coarse aggregate for concrete pavement, 350 tons of 
coarse aggregate and 150 tons of fine aggregate for surface treatment, and 4,500 tons 
for macadam or stabilizer aggregate. 

The gradation results for the five random samples from the lot will be compared 
with standards-given control charts for which the engineer has previously established 
central values and standard deviations. Upper and lower control limits for the indi­
vidual samples will be determined by the formula X' ± 2.33cr, and for grouped data, 
average of five results, by the formula (N = 5) = x" ± 1.04a. 

The lot of aggregate will be considered for acceptance according to the following 
criteria: 

Case I-All results are within control limits. When, for all sieves, individual results 
and the average of the five results are within the respective tolerances of the upper and 
lower control limits, the lot will be accepted. 

Case II-Individual results are out of control. When, for a certain sieve, one or 
more individual results exceed the tolerances of the upper or lower control limit and 
U1e avei·a~e u.i l.he .iive resull.s is within the respective tolerances, the payment for the 
lot will be adjusted according to the following procedure : 

1. The percentage of excess for each individual deviation will be determined by the 
following formula: 

P ta f E X - (X' ± 2.33cr) • l00 ercen ge o xcess = -------

Where 

X = individual test result, 
X' = desired average, and 

cr = standard deviation. 

2.33a 

2. The percentage for payment for each deviation will be determined according to 
the following schedule: 

Percentage of Excess 

0 
0 to 15 

15 to 30 

Percentage for Payment 

100 
99.5 
99 

Percentage of Excess Percentage for Payment 

30 to 60 98 
60 to 100 95 

lOOa~o~r ~* 

*The engineer wi II direct whether to adjust at this figure and leave in place or remove and replace. 
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3. The payment for the lot will be the delivered price of the aggregate multiplied in 
series by the percentage for payment for each deviation. 

Case III-Individual results are within tolerances but the average of the five results 
is out of control. When, for a certain sieve, th~ individual results are within the toler­
ances of the upper and lower control limits but the average of the five results exceeds 
the tolerances of the upper and lower control limits for grouped data, the price for pay­
ment for the lot will be adjusted according to the following procedure: 

1. The percentage of excess will be determined by the formula: 

Percentage of Excess 

where 

X = average of five results, 
X' = desired average, and 

a = standard deviation. 

X (N = 5) - (x' ± 1.04a) • 100 
1.04a 

2. The percentage for paymant will be determined according to the following 
schedule: 

Percentage of Excess 

0 
0 to 15 

15 to 30 
30 to 60 
60 to 100 

100 ± 

Percentage for Payment 

100 
99 
98 
95 
90 
80* 

*The engineer wi II direct whether to adjust at this 
figure and leave in place or remove and replace. 

3. The payment price for the lot will be the delivered price of the aggregate multi­
plied by the percentage for payment. 

Case IV-Individual results and average of five results are out of control on one 
sieve. When, for a certain sieve, one or more individual results exceed the tolerances 
of the upper and lower control limits for individual results and the average of the five 
results also exceeds the tolerances for grouped data, the payment for the lot will be 
adjusted according to the following procedures: 

1. The percentage for payment for the deviations of individual results will be de­
termined by the method given for Case II. 

2. The percentage for payment for the average of the five results will be determined 
by the method given for Case III. 

3. The percentage for payment for the lot will be the smaller of the percentages for 
payment as determined in 1 and 2 immediately preceding. The payment price for the 
lot will be the delivered price of the aggregate multiplied by the percentage for payment. 

Case V-Individual results and/or average of five results exceed tolerances on two 
or more sieves. When, for two or more sieves of a gradation, the individual results or 
the average of the five results exceed the respective tolerances of the upper or lower 
control limits, the payment for the lot will be adjusted according to the following 
procedure: 

1. The payment price for the deviations on each sieve will be determined by the 
methods prescribed for Case II, III, or IV. 

2. The payment price for the lot will be the delivered price of the aggregate multi­
plied in series by the payment price for each sieve on which there are deviations. 
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Conclusions 

The test results for the samples obtained in Phase III were compared with present 
specifications and with the system as revised. Conclusions are as follows: 

1. Random as-used samples-The procedures for obtaining random samples of ag­
gregate as the material is being used are practical for routine operations. Usually, a 
technician and a helper are needed for this sampling. Because plant layouts and pro­
cedures are not standardized, the exact sampling procedure at a plant must be estab­
lished by an engineer who is familiar with the theoretical background of random sampling. 

The lot sizes for different aggregates as recommended herein are a compromise be­
tween the desire for accuracy, the cost of the material, and the cost of inspection. For 
concrete pavement and structures, the frequency of sampling is about the same as now 
practiced. For stabilizer and macadam aggregate, the frequency is much less than now 
practiced because gradation of this aggregate is not critical. For surface treatment, 
the frequency recommended is more than now practiced, but may be justified because 
gradation of this aggregate is critical to the quality of the construction. 

2. Present specifications-Conformity with present specifications varied from com­
plete conformity in a few lots to a complete failure in others. The incidence of failure 
to conform is considered very high-20 percent of the individual results exceed limits 
and 33 percent of the samples fail to meet these requirements. However, there is no 
background of test data on as-used random samples and more variation would be ex­
pected in random samples than in representative samples. Considering that all mate­
rial had been accepted, the data show that present control procedures do not ensure 
that the aggregates as used will conform to present gradation requirements. 

3. Acceptance criteria-The revised system for control and acceptance is developed 
around the assumption that the aggregates sampled in Phase I and Phase III did produce 
acceptable results in pavement and structure. The standard deviations shown in Table 
3 (Phase IV) were established from the test data on as-used samples. 

Even with standard deviations established from the test data, there were many devi­
ations outside of the control limits. These deviations are indications of large variations 
(nonuniformity) in the product, and show a need for effort to improve the uniformity. 

4. Price adjustment-Sixty lots were sampled in Phase m; eight of these could not 
be analyzed because of large variations from specifications. According to criteria, 
adjustment in price would be due on 40 lots. 

·the number ot these lots on Which adJustments would be made according to the re­
vised criteria is much larger than would be the case in actual practice. On a regular 
construction project when results of samples from a lot exceeded control limits, the 
contractor would be expected to make corrections so that succeeding lots would be ac­
ceptable. However, in this research work, the samples for each lot were obtained from 
the aggregate currently being used without regard to the results for a lot sampled pre­
viously. Therefore, no corrections were made. Typical of this difficulty were results 
on one project where 22 of the 24 samples contained excess fine material and on another 
where 19 of the 25 samples were deficient in fine material. 

Also, in specifications to utilize this system, requirements can be established so that 
fewer instances of adjustments in price will be needed. In order to conform to present 
practice, the desired averages for the several gradations were set initially at the mean 
of present specifications. By modifying these values, slightly in most cases, the inci­
dence of failure to conform to control limits can be greatly reduced. For example, for 
Aggregate No. 4 a change in the desired average for passing a 1-in. sieve from 95 to 
97 percent would eliminate deviation on this sieve in 7 of the 10 lots tested. Such data 
were considered in preparing the drafts of models for specifications (Phase IV). 

5. System for control and acceptance-The system for random sampling and control 
and acceptance of aggregate gradation as presented herein is practical. It will give 
much more accurate data on the gradation of the aggregate being used than the present 
method, which is based on samples from stockpiles. This system requires random 
samples obtained at a location as near as practical to where the aggregate is being 
used and where the gradation of the aggregate is the same as it is when the aggregate 
is incorporated into the work. This system provides a definite procedure for dealing 
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with lots of aggregate when test results do not conform to specification limits. The 
method of determining the adjustment in price is simple and easy to operate. The de­
tails of the system can be modified readily to fit new conditions and new materials with­
out altering the basic procedures. Lot size can be changed and standard deviations can 
be altered with additional experience. The schedules for percentages for payment 
should be modified if experience indicates that the present figures do not coincide with 
judgment as to the effect of the deviation on the severiceability of the finished product 

PHASE IV -SUGGESTED MODELS FOR SPECIFICATIONS 

Models for specifications to utilize the results of this research project in regular 
construction are included in the unabridged final report. These specifications are based 
on control and acceptance of gradation determined from test results on random samples 
obtained as the aggregate is used or placed in the work. Generally, the gradation require­
ments contain a desired average value !or each sieve size with tolerances or control 
limits fo r individual test results and for the average of the five results from a lot. The 
desired average is based on the mean of the present specifications. In a few instances, 
modifications have been made in order to define more exactly the gradation desired for 
a definite purpose or to eliminate a technical limit that would not improve the usefulness 
of the product. The i,o1eranc·es or coni,,rol limits are establiished by standard statistical 
formulas using values for variation (standard deviations) found in this research work. 
The desired average (x') and the standard deviations (a) used in preparing the suggested 
models of specifications for each aggregate are given in Table 3. 

The suggested specifications include a schedule for making an adjustmrent in the de ­
livered'price for a lot of aggregate when test results do not conform to the tolerance 
of the control limits. This schedule provides for an adjustment in the delivered price 

TABLE 3 

VALUES USED IN PREPARING MODELS OF SPECIF1CATIONS 

Sieve 
Size Ix· ~ Ix· a Ix· 0 [x· 0 Ix· 0 Ix· 0 Ix· a 

Ag:greg:ale Number 

IA 18 2A 4M 

2¼ in, 100 0. 50 100 0. 50 100 0, 50 
2 in. 97 3. 00 97 3. 00 100 0,50 97 3.00 
lYztn. 52 8. 00 97 3, 50 100 0, 50 JOO 0,50 JOO 0,50 
1 in. 52 8,00 7 5. 00 37 6. 50 67 8,00 85 8. 00 97 2. 00 95 2. 50 
~;, in. 7 4. 00 
%in. 20 6, 00 2 2, 00 35 11.00 47 11. 00 42 8,00 42 8. 00 
3/ain. 2 2,00 
No. 4 22 9, 00 22 9,00 
No, 8 1 2,00 I 2. 00 5 2. 00 

Aggregate Number 

4X 6M 9 9M 

11/a in. 100 0,50 
1 in. 95 4,00 JOO 0. 50 100 0. 50 100 0,50 100 0,50 
~14 in. 40 8,00 97 3. 00 95 3 ,00 95 3. 00 
½ in. 4 3. 50 42 8. 00 100 0, 50 100 0, 50 
%in. 17 6,00 37 8,00 37 8,00 90 5, 00 100 1.00 
No. 4 0 1,50 1 1, 00 35 6,00 55 7. 00 
No. 8 1 2,00 5 2,00 2 2. 00 
No. 16 0 1,00 
No. 100 0 1,00 0 1,00 

Aggregate Number 

20 21 22 23 24 

'12 in. 0 50 
%m. 0, 50 0.50 100 2,00 
No. 4 1,00 0,50 2,00 95 2,00 
No. 8 2,50 2,50 6.00 
No. 16 6.00 6.00 6,00 60 6. 00 
No. 30 4, 00 4.00 6,00 
No, 50 2,50 2. 50 2,50 
No. 100 1,00 1.00 1.00 0 I. 00 
No, 200 2 00 

Note: X' = desired overage, CJ= standard deviation. 
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TABLE 4 

TYPlCAL MODEL SPEC1F1CATION 
(Gradation Only) 

61B6 Agg1egales: Agg1egale No. 3 

Gractalion: Each lol of a~g-regale shall be israded to conform lo lhe requirements given hereafter The size of a lot will be the quantity r equired 
for 1 mile of pavement 24 H wide, or the quantily required Ior a project, whicheve r is s maller. Five random samples will be obtained Irom 
Pat· h lot as the ag-gre~ale is being us ed. The method of sampling wiH be established by 1hr e ngineer, 

Sieve 
Size 

l/2 ln. 

1 in. > rn. 
2 In. 

No. 4 

Desired 
Average 

100 
95 
40 

4 
0 

Percenlage by Weight Passing (control limits) 

Individual 
Res ults 

98 8 to 100 
85 7 to 100 
21 ,4 to 58, 6 

0 0 to 12 2 
O O to 3. 5 

Average of 
Five Results 

995tol00 
90. 8 to 100 
31. 7 to 48 J 

0, 0 to 7 6 
o_o to 1.6 

When test resulls exceed lhese control limits, the lol o( a~gregale may be accepted subject to an adjustment in the delivered price that will be 
delermined accordinl,!: to the following schedule : 

Sieve Perl'enlage by Weight Passing 

Size Individua l Results Average of Five Results 

111
2 in 98. 8 98 6 98.4 98 1 97.6 99, 5 99, 4 99 3 99, 2 99. 0 

100. 0 100. 0 
1 in 85. 7 84 ,3 82 9 80. 1 76. 4 90, 8 90, 2 89, 6 88, 4 86. 6 

100.0 100. 0 
¼in 21. 4 18, 6 15.8 10, 6 2,8 31 .7 30. 4 29,2 26, 7 23. 4 

58 .6 81. 4 64, 2 69 8 77.2 48 .3 49. 5 50,8 53, 3 56. 6 
L,'2 in. 0. 0 0. 0 

12. 2 13 , 4 14, 6 17, 1 20. 4 7 6 8, 1 8 7 9, 8 11, 2 
No. 4 0. 0 0, 0 

3. 5 ..Lll 4. 6 5 6 7.0 1 6 1 8 2. 1 ...hl.. _g 
Perce nt Excess --ir; -15+ -30+ Tc,:; :roo:;: "o"; ~ -30+ -60+ • 100+ 

Percentage 
(or Payment 100 99. 5 99 98 95 go• 100 99 98 95 90 so• 

•The engineer will direcl whether lo adjust at this figure and leave in place or remove and replace 

The percentage for payment will be determined for each deviation in individual res ults and in the average or five results from the lot. For 
each sieve size only the smaJler of the values lhus obtai ned will be applied in adjusting the price, The adjusted price for the lot will be the de­
livered price of the aggregate multiplied in series by the percentage for payment for each sieve size. 

TABLE 5 

EXAMPLES OF PRICE ADJUSTMENTS 

Sieve Size 
Sample No, 

1 in No. 4 

1. Test Resulls: Five random samples !rom lot No, 4; variations from control 
limits are underlined 

16 89. 9 50.6 
17 91.3 60.8 
18 88.5 m 
19 85.4 45. 3 
20 80. 8 48 1 

Average 5 resulls ~ 48 2 
Percentages for payment 

(Irom schedule in model 
for specification): 

Individual results 99. 5 
98 0 99 5 

Average 5 results 90 100 

Price adjustment: Assume delivered price $2.85 per ton 
Price for paymenl = $2. 85 'I 0. 90 >- 0.995 ~ 0. 90 , 0. 90 = $2. 07 

8. 5 1.5 
19 .8 5.3 
6.4 2.0 
11. 3 4.3 

6 5 TI 

!QJ ~ 

98 
95 99 
90 90 

2. Tes t Results: Five random samples !rom lot No. 5; va riations !rom control 
limits are underlined 

21Al 96.8 45.2 10. 0 l 3 
22Al 89.9 39.2 3, 6 0.5 
23Al 85.7 24.8 1. 5 04 
24Al 92. 8 20.4 1. 2 0.1 
25Al ~ IT! 0,8 0 2 

Average 5 results ~ 
P ercentages for payment 

~ 3, 4 0. 5 

(from schedule in model 
for specilication): 

Individual results ~D 99. 5 100 100 
Average 5 results 98 99 100 100 

Price adjustment: Assume delivered price $2.85 per ton 
Price for payment = $2. 85 ~ 0.98, 0.99 = $2. 76 



for the lot of aggregate on a percentage basis that decreases as the magnitude of the 
deviation increases. 
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Each suggested specification is complete within itself except that the engineer or 
someone familiar with the theoretical considerations involved should select the location 
from which the random samples will be drawn. The guiding principle for this selection 
is that the samples will be drawn at a place as near as possible to where the aggregate 
is used in the work, and where the gradation of the aggregate is the same as it is when 
the aggregate is incorporated into the work. For concrete aggregate, sampling from a 
stopped loaded belt between the storage and the weighing bins is preferred. For surface 
treatment aggregate, sampling with special trays placed on the roadway is expected. 
For macadam or stabilizer aggregate, the sampling will be done at a randomly selected 
point after the aggregate has been spread and processed. 

A typical model for a specification is given in Table 4. The method for determining 
the adjustment in price for actual test results is given in Table 5. 
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Statistical Study of the Compliance With 
Specification of Concrete Supplied for 
Highway Structures in the United Kingdom 
D. H. MATHEWS, Road Research Laboratory, Great Britain; and 
J. B. METCALF, Main Roads Department, Queensland, Australia 

A study has been made of the statistical implications of a 
United Kingdom specification for strength of concrete for high­
way structures and the quality of materials supplied to and ac­
cepted under the specification to see in what way the specifi­
cation might be improved. The distribution of results from 
strength tests is normal and the proportion of concrete defec­
tive at any specified strength may be estimated once the statis­
tical parameters of the distribution have been evaluated. The 
proportion defective provides a useful measure of equality that 
can be used to study the effect of particular specification re­
quirements on the quality of concrete supplied if the operating 
characteristic (OC) curve (relating the proportion defective and 
the probability of acceptance of that quality) is computed over 
a range of qualities. 

The conclusions reached from examination of the OC curve 
are compared with the results of a statistical examination of 
the actual quality of concrete supplied to 186 jobs where 8,400 
test results were obtained. Methods of improving specifications 
are briefly considered in the light of the risks to the producer 
of concrP.tP. and to thP. consumP.r, thP. ohjP.ct of any spP.cification 
being to provide a fair apportionment of the risks of rejection 
of "good" material and acceptance of "poor" material between 
producer and consumer. 

•SOME MEASURE of strength is used in most countries as an index of the quality of 
concrete. It is common practice to specify the strength required of concrete and to 
compare this with the actual strengths achieved as estimated by testing samples of the 
production. In the United Kingdom, for example, it has been the practice for many years 
to make test cubes from freshly mixed concrete and then, after curing for 28 days, to 
test these cubes in compression to provide information on the quality of the concrete 
before it was placed. The necessity of curing the test specimens means that the results 
are of little value in the control of the concrete production, which is best effected by 
other means, but such results are valuable to the purchaser or specifying authority who 
wishes to be assured that concrete of adequate quality has been produced. 

The simplest approach to specifications is to state a "minimum" strength below 
which no test result may fall, and indeed many such specifications are still in use. 
However, there has been an increasing recognition that, because of the variable nature 
of the results on which acceptance decisions are based, this is an unsatisfactory and 
inefficient method of specification. As a result, there has been a movement in specifi­
cations toward the concept of a "characteristic" strength below which not more than a 
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fixed and predetermined proportion of the test strengths should fall. This recognizes 
that concrete production, sampling, specimen making and curing, and testing are all 
variable procedures and will contribute to the overall variability of the final test results 
on which decisions are based. 

This variability can be taken into account in specifications relatively simply because 
measurements of concrete strength can be treated as being normally distributed (1, 2). 
Occasionally it is possible to show that a particular set of results is not distributed -
normally, but such distributions probably arise from nonrandom variations in the pro­
duction. Where it is known, for example, that changes in aggregate or in the design 
composition of the mixture have taken place, these can be taken into account during the 
statistical treatment, but some variations may occur unknown to or unrecorded by the 
producer. However, if the assumption of normality is not strained too far by treating 
results of a very long period of production as homogeneous or by placing undue emphasis 
on the frequency of occurrence of results in the extreme tails of the distribution, a sat­
isfactory practical basis for statistical treatment is available. 

A normal or Gaussian distribution may be defined completely in terms of a mean (u.) 
and a standard deviation (cr ). It follows that a specified or characteristic strength of 
concrete may be defined as 

L = µ. - kcr 

where k is a constant defining the proportion of the overall distribution falling below 
L, i.e., the proportion defective (p). In the practical writing of a specification, a value 
of cr is assumed and u is fixed by the design requirements. Thus, for a given "failure 
rate" denoted by k, a specified strength, L, may be calculated. However, when it comes 
to the judgment of compliance with this specified strength, decisions have to be based 
on estimates, m and s, of the true mean and of the standard deviation achieved. These 
estimates are derived from sampling the overall population of possible strengths and 
it is here that the uncertainty arises. Decisions are often required on relatively small 
numbers of results where the values of m ands may not be good estimates ofµ and cr. 

There are two general methods of approaching the judgment of compliance with speci­
fication; these methods have been discussed in relation to the composition of bituminous 
mixtures by Mathews and Hardman (3). In the cas e of str ength of conc r ete , test results 
may be classified (a) by attributes, Ce ., employing the numbers of test results that 
fal l s hort of the specified strength; or (b) by variables, i.e., employing the magnitudes 
of the test results to estimate the true mean strength and sometimes the variability to 
compare with a specification of these properties. The second method is normally used 
on small groups of measurements where the mean and the standard deviation (or some­
times the range) are computed and decisions are based on a comparison of mn - k' sn 
with the specified strength. This approach is efficient in the use of data but requires 
some computational effort. In general, the value of the constant k' should be different 
from the value of k used in design that applies only to the infinite distribution; the value 
required, k', is that applying to the actual group size, n. 

RISK IN SPECIFICATION 

The aim of any specification is to state clearly the minimum quality of material or 
work that is required. The method adopted for judging compliance should ensure that 
work of the specified minimum quality or better is accepted and work of a worse stan­
dard is rejected. Unfortunately, when decisions are based on sampling from the over­
all population of possible results, a clear-cut decision free from all risk of error is 
impossible. It is possible to be only reasonably sure. 

The decisions on compliance with specification must be fair to the producer, who re­
quires assurance that when he produces work of the specified quality it is likely to be 
accepted, and to the consumer, who requires reasonable assurance that his specifica­
tion is being met and that he is getting value for money. In neither case can the as­
surance be absolute, and therefore in any scheme based on sample measurements there 
are two risks to be recognized and assessed. There is a "producer's risk" that "good" 
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material may be rejected, which forms part of his overall commercial risk, and there 
is a "consumer's risk" that "bad" material may be accepted. The most important fac­
tor in determining these risks is the rate of sampling. Where the tests are few, the 
risks are high, especially for the consumer if in the design of the acceptance scheme 
the view is taken that the producer's risk should be fixed at a low level to minimize the 
risk of rejection of suitable material. This leads to the conclusion that the design of 
the acceptance scheme and the accompanying rate of sampling by the consumer should 
pay considerable attention to the criticality of the design requirements. At present 
little or no attention is paid to this point in specification. 

The risks involved can be seen more clearly by reference to an example. If it is 
specified that concrete be supplied with no more than 5 percent of the total production 
less than the specified strength, L, and then if decisions are taken on the basis that a 
single sample is tested and the material is accepted if the result is not less than the 
specified strength, there is a risk to the producer that on the average the material of 
the minimum specified quality will be rejected once in twenty times. On the other hand, 
if a production with a mean strength equal to the specified strength is offered (that is, 
material which is 50 percent defective), then there is an even chance that the single test 
will fall above the mean and the production will be accepted. In these circumstances, 
therefore, the consumer has a 50 percent risk of accepting a production that is 50 per­
cent defective. In this example there is a linear relationship between the true propor­
tion that is defective and the chance of acceptance of that quality. This is shown by the 
straight line in Figure 1; it is the simplest example of an operating characteristic (OC) 
curve. Such OC curves, which define the relationship between the defective level and 
probability of acceptance, can be derived for any type of acceptance scheme. 

The ideal form of the OC curve for an acceptance scheme would be such that all 
qualities of production better than the specified minimum would be accepted, and all 
worse qualities would be rejected all the time. This is impossible in practice and it 
is necessary to have a relationship where there is some producer's risk and a consumer 
sumer's risk, which may be very large indeed if decisions are based on small numbers 
of test results. 

OPERATING CHARACTERISTIC CURVE FOR STRENGTH OF 
CONCRETE SPECIFICATION 

The probability of acceptance with an attributes scheme is calculated relatively 
easily using the binomial expansion of (p + q)n where p is the true average proportion 

defective , (p + q) = 1, and n is the number 
of samples on which a decision is based. 
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Figure 1. Examples of some operating character­
istic (OC) curves. 

These calculations are described and typi­
cal results tabulated in most of the stan­
dard statistical texts. The calculations of 
the probability of acceptance for a variables 
scheme of the type "accept if mn - k' sn " 
L", where mn and snare the mean and 
standard deviation of a set of n results, 
presents rather more difficulty because the 
proportion defective is determined by two 
variables, mn and sn, one of which, mn, is 
distributed normally while the other, Sn, 
has a skew distribution, so that the mean 
estimate does not coincide with the popula­
tion standard deviation, a. This type of 
problem is also described in statistical 
texts, and Resnikoff and Lieberman (4) give 
tables that make possible the necessary 
estimates of probability of acceptance over 
a range of true qualities. 

The evaluation of the QC curve for the 
assessment of an acceptance scheme may 



best be shown by reference to an actual specification. A specification that has been 
widely used in the United Kingdom for structural concrete takes the following form: 

Consider the results of strength tests three at a time: if none of the three is 
less than the specified strength (L), accept; if any resu It is less than L, ca 1-
culate the mean (ma) and the range (r3) of the three results and then accept 
if both m3 is not less than L and r3 is not greater than one fifth of m3. 
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Clearly this specification was intended to allow some test results to fall below the 
specified strength and in such circumstances still classify the concrete as acceptable 
if the mean strength is at least equal to that specified and the concrete is not exces­
sively variable. The OC curve for the first criterion is shown in Figure 1, which also 
shows the OC curve for the second (double) criterion. This second criterion operates 
only on concrete that has not been accepted by the first criterion, and thus the overall 
probability of acceptance for the two criteria taken together is given by 

where P1 is the probability of acceptance by the first criterion and P2 the probability of 
acceptance of the same quality by the second criterion. The individual and overall 
probabilities are given in Table 1 for a concrete with a coefficient of variation of 10 
percent. Figure 2 shows the effect of the range requirement for concretes of the same 
true proportion defective produced under two different standards of control correspond­
ing to coefficients of variation of 10 and 15 percent. 

It will be seen from the OC curves that an output some 30 percent defective to the 
specified strength will be accepted 60 percent of the time in spite of the relatively com­
plex acceptance scheme. However, the producer needs to maintain the level of defectives 
below about 4 percent to have at least a 95 percent chance of the work being accepted. 
Thus, the net result of the application of the two criteria is to produce an OC curve that, 
over most of the range of possible qualities, provides little better protection to the con­
sumer than the single test criterion shown by the straight line in Figure 1. This seems 
to be a very poor return for the complexity of the scheme. 

DEFINITION OF ACCEPTABLE QUAI.JTY 

It is clear that no single parameter will adequately define the acceptable strength of 
concrete; the process of judging compliance on test samples must mean that a range of 
strengths will be accepted and therefore in writing a specification it is necassary to 

TABLE 1 

INDIVIDUAL AND COMBINED PROBABILITIES OF ACCEPTANCE 
(Coefficient of Variation 10 percent) 

Percent 
Probability of Acceptance Combined 

Defective Criterion 1 Criterion 2 
Criteria 

p P1 Pa P1 + (1 - P1) Pa 

0.0 100 67 100 
1.0 97 67 99 
2.5 93 67 97 
5.0 86 67 95 

10.0 73 66 91 
20.0 51 62 81 
25.0 43 58 76 
35.0 28 49 63 
50.0 13 33 42 
60.0 7 22 27 
70.0 3 13 16 
80.0 1 5 6 
90.0 1 
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Figure 2. Combined OC curves at two levels 
ofvariabilityforcriterion land criterion 2 taken 

together. 

define this range of strength. Ideally, this 
strength distribution should be so related 
to the distribution of stresses to which the 
concrete might be subjected in service that 
the risk of a low strength coinciding with a 
high stress would be negligible, but this is 
not yet possible. The alternatives there­
fore are either to set some arbitrary stan­
dard, as at present, or to examine what is 
economically possible in current practice 
and to accept this as a valid estimate of 
desirable quality. A specification may then 
be drafted to ensure acceptance of no worse 
quality than this, and to exert pressure for 
a change in the quality level where justified. 

The levels of strength attained in current 
practice in the United Kingdom were there­
fore investigated. The strength-test results 
for concrete supplied for a substantial num­
ber of highway structures built to the speci­
fication discussed previously were examined 
and the quality expressed in terms of the 
proportion defective estimated from the 
properties of a normal distribution. 

Two assumptions have been made. One assumption is that the proportion defective 
calculated from the test results is a reliable estimate for any particular lot of concrete. 
The errors associated with this assumption will be small except {a) where inhomogeneity 
occurs in the data (this has been detected in only very few cases where extremely long 
runs of production have been examined; in such cases, assignable causes of variation 
clearly exist but insufficient evidence is available to eliminate their effect on the popu­
lation parameters), and (b) where the samples have not been taken at random (for ex­
ample, where the engineer samples specially from what he believes to be poor concrete; 
in the present case, the error from this source was probably small). Two further minor 
sources of error occur when (c) concrete is rejected for reasons of workability (this 
tends to curtail the extremes of the distribution), and (d) low test results are discarded 
(because it is usual to find low results specially noted in site records, this is not likely 
to be a source of serious error). 

The second assumption is that, because the concrete has been accepted, the distri­
bution of strengths observed adequately describes the desirable level of quality. This 
introduces two sources of possible substantial error because {a) the data show that on 
a number of occasions where relatively low strength was specified, the concrete sup­
plied had high strength (presumably it was cheaper or more convenient on site to use 
a supply of concrete already available than to produce a relatively small amount of the 
specified grade); and {b) rejection of concrete solely on grounds of inadequate strength 
appears to be extremely rare (the data analyzed showed no instances of rejection al­
though it was clear that in some cases the level of strength was subsequently increased 
by a distinct amount when low test results had been obtained). 

In spite of the reservations arising from the foregoing assumptions, it is believed 
that the distribution of the level of defectives derived from the survey of current prac­
tice gives a valid estimate of the quality that is currently regarded as acceptable by 
engineers for highway structures. The distribution of quality obtained is shown in Fig­
ure 3. Comparison of Figures 2 and 3 indicates that the actual quality obtained in prac­
tice was somewhat better than the quality that could have been accepted under the speci­
fication; the average level of defectives is about 4 percent, and 90 percent of the work 
was less than 10 percent defective. The highest proportion of defectives was 30 percent. 
It has been found from an examination of the data from the 186 jobs, that neither the 
level of specified strength nor the method of production had any significant effect on 
the distribution of quality. 
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Two other measures of the strength 
distribution can be derived from the 
data: (a) the distribution of the ratio of 
the mean to the specified strength 
(m/ L), and (b) the distribution of the 
variability, expressed as the coeffi­
cient of variation (cr/i.i). These are 
shown in Figures 4 and 5. It is neces­
sary to make a distinction between 
low- and high-strength concrete be­
cause there is a practical limit to the 
strength attainable, and therefore for 
the high-strength concrete the ratio 
of mean to specified strength is 
smaller on the average. Furthermore, 
to achieve regular compliance with a 
high-strength criterion, it is neces­
sary to have good control, and there­
fore the coefficient of variation tends· 
to be small. However, the curves for 
the lower strength concretes indicate 
that the high average quality com­

mented on earlier was achieved in the main by working with an average strength well 
above that strictly necessary rather than by applying very strict site control. 

DISCUSSION AND CONCLUSIONS 

It is one thing to specify a desired strength of concrete; it is another to obtain reason­
able assurance for the consumer that the specified strength is attained and at the same 
time provide a reasonable assurance to the producer that good-quality material is not 
rejected. In the example cited in this paper, there is little apparent connection between the 
quality that is found in practice and the quality that the specification might be expected 
to give. 

With concrete in highway structures in Great Britain, the quality is such that, on an 
average job, 4 percent of the concrete is likely to be less than the specified strength ; 
one would expect that if producers just met the specification, the proportion defective 
should be somewhat higher. This situation would seem to result from two factors : one, 
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the exercise of judgment by engineers (out­
side the specification requirements), and the 
other, and probably more important, the de­
sire of producers to limit their risks severe­
ly because of the serious economic conse­
quences of rejection. On a consideration 
purely of production costs and selling prices, 
it might be concluded that the break-even 
point should be reached at about 80 percent 
probability of acceptance, which in the present 
example means a defective level of about 15 
percent. However, the penalties associated 
with rejection are likely in general to be con­
siderably greater than the production cost of 
the rejected material, and hence the contrac­
tor is unwilling to operate at a level of quality 
that gives him any significant risk. This sug­
gests that, if the level of quality fow1d in the 
survey is what is really required, the speci­
ficat ion s hould be recast to provide s uch a 
quality and not to rely on intangible factors. 

There is considerable scope for the ex-
amination of the risks to the consumer im­

plicit in specification requirements because these are frequently not appreciated. Even 
the quite complex requirements discussed in this paper do not provide adequate protec­
tion in a really critical situation. Indeed, no method of judgment based on only a very 
small number of tests can ever provide a really high degree of assurance. The testing 
requirements have always to be balanced against the economic consequences of undetect­
ed poor-quality material. The risks can be limited by the adoption of efficient criteria 
of judgment, such as the comparison of means of small groups of results-say, three or 
four at a time-with a limit set in relation to the specified strength, group size, and 
some fixed level of producer's risk. Even greater efficiency can be obtained if it is 
possible to use a "variables" scheme rather than an "attributes" scheme. For example, 
a criterion for ten successive groups of three test results is of the form 

where mso is the mean of the 30 results and rs is the average range of the ranges in the 
ten groups of three. This would be an efficient means of maintaining a distribution of 
quality similar to that described in Figure 3. The OC curve for this criterion is shown 
in Figure 6. 

The most important factor too often neglected in the implementation of compliance 
schemes is that the decisions must be consistent and consistently enforced. It is only 
in this way that the risks will be fairly apportioned between the producer and the con­
sumer. If the decisions are distorted in any way, such as by accepting, albeit reluctantly, 
material indicated as unsatisfactory or by rejecting material on insufficient grounds, 
then the inevitable consequence will be to distort the risks. 
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In-Service Degradation of Base Course Aggregates 
KARL H. DUNN, Research Engineer, Wisconsin Department of Transportation 

A limited field study was conducted to determine the amount of 
degradation that may occur in untreated aggregate base courses 
as a result of manipulation, compaction, and service exposure. 
The principal base aggregate types available in Wisconsin-hard 
and soft crushed dolomite and dolomitic and igneous gravels­
were included in the study. 

Assessment of degradation was based on changes in the av­
erage gradations of multiple samplings of test sections before 
manipulation (as-produced), after compaction, and after two 
and five years of service exposure. 

The test data indicate that the greatest amount of degrada­
tion of the aggregates occurred during manipulation and com­
paction, especially in the base courses placed in single lifts. 
The increase in the amount of clay-size particles was small 
(under 1.5 percent), and no change from the original "nonplastic" 
condition was experienced. No relationship was found between 
the magnitude of degradation and the type of physical properties 
of the aggregates. 

•NUMEROUS investigations of flexible pavement failures in Wisconsin during the period 
from 1957 to 1960 indicated that failure was partially caused by lack of adequate base 
support. Results of tests of the in:-place base materials showed many instances of ex­
cessive fines (material passing the No. 200 sieve) or excessive plasticity. Because 
tests on these same materials during construction did not give evidence of these exces­
sive values, it was believed that degradation or disintegration of the materials had oc­
curred after having been placed in service. 

An investigation of possible in-service degradation was therefore proposed and ac­
cepted for inclusion in Wisconsin's HPR program. The materials research unit initiated 
the investigation during the 1962 construction season. The projects were selected to 
include the principal types of aggregates available in Wisconsin. The investigation in­
cluded sampling of base course aggregate immediately after spreading, after compac -
tion, and after two and five years of service. The results of tests on samples obtained 
at these various intervals of service are tabulated and discussed in this report. 

REVIEW OF PREVIOUS WORK 

Available literature on the subject of aggregate degradation in relation to highway 
pavement material use was limited at the time this study was initiated. The informa­
tion that was available concerned laboratory studies of the degradation process (1) or 
general literature reviews of the subject preliminary to proposing further studies (2). 
There was almost no information published on in-service degradation of aggregates-ex­
cept in some regions where abundant local materials had shown excessive degradation 
(3 ). 
- The majority of degradation information was concerned with surface aggregates 

rather than base or subbase materials. This was probably because degradation was 
generally more prevalent on the surface where the abrasive forces act. Also, the con­
tact surface loads induced higher stresses than those at lower depths in the pavement 
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structure. Thus, most studies had been concerned with bituminous mixtures or surface 
treatment mixtures. 

The availability of literature was further restricted in that almost no information 
was available concerning degradation during construction, even though the fact that ag­
gregates did degrade had been recognized for many years. Although most highway 
agencies had noted some degradation of aggregates, investigations had been made only 
by those agencies experiencing severe problems with regard to degradation. The term 
"degradation" was generally associated with aggregate breakdown into finer sizes. Spe­
cific interpretations of how this action occurred varied. Certain areas (3, 4) had ob­
served breakdown caused by the action of water or what might be termed''hydraulic 
action". In those areas, plastic fines were produced as a result of basalt aggregates 
degrading to form montmorillonite clay minerals. More often, aggregate degradation 
was associated with "mechanical actions" such as those produced by abrasion and im­
pact resulting from handling, compaction, and service. These latter actions were the 
types that were believed to be the primary causes of degradation of certain Wisconsin 
aggregates. 

Measurements 

All aggregate materials are theoretically capable of degrading to a maximum density, 
provided that the acting forces and other contributing factors are of the required in­
tensity. Moavenzadeh and Goetz (1) concluded that the. pattern of degradation was es­
sentially a constant and could be m-easured or observed by gradation curves and sieve 
analysis data. 

The pattern of degradation is distinct from the magnitude of degradation. Fracture 
or degradation patterns are important in mining operations, whereas magnitude of deg­
radation is more applicable to engineering uses. An exact measure of the magnitude 
of degradation would be very difficult and probably not practical to achieve. However, 
Moavenzadeh and Goetz (1) found that the percent increase in surface area was a satis­
factory measure of degradation, provided that realistic surface area factors were used. 
The amount of P-200 material (material passing the.No. 200 sieve), as measured by a 
washed gradation, also was believed to be a simple and practical measure. 

If the possibility of plastic property changes exists in fines as a result of degradation, 
it may be necessary to combine several measures to present the overall results. A 
hydrometer analysis would indicate whether the P-200 fines were increasing in the silt 
or clay sizes. 

Affecting Factors 

Pertinent factors that were generally cited in the literature as controlling degradation 
were type of aggregate, maximum size and gradation of particles, aggregate shape, com­
pactive effort, subbase and/or subgrade influence, water, time, weathering, layer thick­
ness, and orientation of particles (2)·. In the case of base course aggregates, anotner 
factor would be the type of surface:- The relative effects of these factors would be dif­
ficult to evaluate in the laboratory and would require extensive and time-consuming 
field studies. This investigation was therefore limited to determining the amount of 
degradation of a base course aggregate, and studying the effect of origin and type of base 
course material on the amount of degradation and the change in plasticity resulting from 
handling, compacting, and service . 

PURPOSE AND SCOPE 

The basic objective of this study was to determine the amount of degradation, if any, 
of base course aggregates that may take place during construction and during subse­
quent service life in Wisconsin. The effect of origin and type of base course aggregate 
on the amount of degradation was also to be evaluated. 

The selection of projects for sampling was limited to flexible pavements consisting 
of hot-plant bituminous pavements placed on untreated crushed stone or on gravel base 
courses constructed during the 1962 construction season. At the time the study was 
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Test 
Section 

2 

TABLE I 

DESCRIPTION AND LOCATION OF TEST SECTIONS 

Type o{ Highway Location Type of Base Course Material 
lllUl Number of LIJU 

County Trunk Highway Racine County, Dolomitic gravel, two lifts 
(CTH-H) southeastern Wisconsin 

State Trunk Highway Racine County, Crushed dolomite, Niagara 
(STH-31) southeastern Wisconsin formation, three lUts 

County Trunk Highway Juneau County, Crushed dolomite, Prairie 
(CTH-G) central Wisconsin du Chien formation, single lift 

State Trunk Highway Barron County, Igneous gravel, two lifts 
(STH-48) northwestern Wisconsin 

County Trunk Highway Clark County, lgneoua gravel, single lift 
(CTH-Y) central Wisconsin 

7' 12' 7' 

3• Bituminou s 
,. .,. . ,. 

911 Dolomitic Gravel ( 2 U ft1) 

9 11 Granular Subbeae 

TEST SECTION 

I f I ' 

9" Granular Subba11 

TE ST SECTION 2 

11· 4 ' 

~ 2 11 
8 l1u minou 1 Sudoce 

TEST SECTION 3 

8' 

., 

9 11 Granu l ar Subbo1e or Stltc1 Embankmtftl 

TEST SECTION 4 

1211 Groriular Subbo1e 

TEST SECTION S 

Figure 1. Typical test sections. 
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initiated, the design criteria stipulated that base courses of flexible pavements be sta­
bilized if the anticipated loadings would exceed 50 heavy commercial vehicles per day. 
Also, the sodium sulfate soundness test was being inaugurated as a requirement for base 
course aggregates. The adopted specification limited the loss to a maximum of 18 per­
cent after five cycles of the test. Many aggregates from sources known to have pre­
viously produced aggregate bases with poor service performance were not meeting these 
requirements, so these aggregates could not be included in the study. As a result of 
these limitations, it was possible to include only five projects in the study. However, 
the aggregates used for these selected projects did include the principal types of base 
course aggregates available in Wisconsin. The locations and general descriptions of 
these projects are given in Table 1. A typical cross section for each of the five test 
sections is shown in Figure 1. 

Variability can be expected between gradations of individual samples obtained within 
close proximity. This variability is caused by variances such as chance, sampling, 
testing, and the inherent variability of the material itself. Consequently, numerous 
samples were obtained from a given unit of roadway and the average gradation of these 
samplings was considered the representative gradation of material within the unit. As­
sessment of degradation was based on changes in these average gradations after se­
lected intervals of time. Material sampling and testing variances were therefore con­
sidered to be essentially constant, and changes in average gradations were indicative 
of actual degradation. 

MATERIALS 

The types of aggregates included in this study were dolomitic gravel, crushed dolo­
mites from the Niagara and Prairie du Chien formations, and igneous gravels. Litho­
logical analyses of these materials are given in Table 2. 

PROCEDURES 

Field Sampling 

Sampling of the base course aggregates was accomplished withina24- by 1000-ft test 
section area on each project. An attempt was made to locate this section near the proj­
ect midpoint, between the source of aggregate and the most distant point of haul. The 
factor of amount and type of traffic during and after construction was therefore con­
sidered average for the individual project, but different from project to project. The 
restriction of sampling within a limited area also served to reduce possible variations 
caused by differences in exposure, weathering, and methods used for placing and com­
pacting the material . 

Test 
Section 

Type of 
Aggregate 

l,llt 

TABLE 2 

LITHOLOGIC DESCRIPTIONS 

Rock Types, Percentages by Weight 

Igneous Sedimentary Metamorphlc 

Basalt Diabase Granite Poryphyry Rhyolite Chert Siltstone Sandstone Dolomite Schist QuartziteC 

Dolimitic 
gravel 

Crushed 
dolomite, 
Niagara 
formation 

Top 
Bottom 

Top 
Middle 
Bottom 
Bottom 

Dolomite, Single 
Prairie du Chien 
formation 

Igneous 
gravel 

Igneous 
gravel 

Top 
Bottom 

41 
26 

Singieg 40 
31 

0 indicotes mhlute of basic and acidic igneous rocks, 
61ndicoles troc•- not over I percent. 

4 
16 

13 

clncludes q,va11z. 
dlncludes j01pcr. 

10 

10 

10 

Trb 

eMay include hg,0 sandstone. 
f1ncludes 5 perctnt weathered particle,. 

11 

Bl 
BO 

100 
100 
100 
90 

99+ 

9Replicate samples, 

19 
35e 

15 
20 
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A grid system of 3- by 5-ft rectangles was established within each test section area, 
resulting in a total of 1600 incremental areas from which sample locations could be 
randomly selected. One sample was obtained from each selected incremental area. 

During construction, 30 samples were obtained both before and after compaction at 
each project. This number of samples was considered sufficient to provide a reliable 
estimate of the true average gradation. Each sample weighed approximately 25 lb. 

Wisconsin specifications state, "The work shall, in general, proceed from the point 
on the project nearest the source of supply of the aggregate in order that the hauling 
equipment will travel over the previously placed material, and the hauling equipment 
shall be routed as uniformly as possible over all portions of the previously constructed 
courses or layers of the base course." In a project requiring two or more layers of 
base course, the material in each layer could be different within any specific area be­
cause of differences in traffic exposure and possible changes of source of aggregate 
within the pit or quarry during the time lapse between placement of each layer . Con­
sequently, each layer (lift) was sampled as a separate entity. 

Sampling of the loose material prior to compaction consisted of locating the proper 
grid sampling point by random selection, and obtaining approximately 25 lb of material 
by use of a square, flat-bottomed shovel. To control variation caused by sampling, 
care was taken that no material was lost from the shovel during sampling. Generally, 
these samples were obtained immediately after deposition from the trucks, but in some 
instances a motor grader had made an initial pass to spread the material. 

Samples of the compacted material were generally obtained within a day after com­
pletion of compaction; however, weekends or inclement weather occasionally delayed 
sampling for several days. Traffic during these periods of delay was relatively light 
and not regarded as producing a significant increase in degradation beyond that produced 
by compaction. 

An area of approximately 8 by 8 in. of the compacted material was removed as an 
individual sample. The material within this area was loosened by a pick or a long chisel 
formed from a ¾-in. reinforcing bar. Use of the pick and chisel were kept to a mini­
mum to avoid possible degradation. A square-end trowel was used to remove the loos­
ened material from the sample area. Material was removed to a depth about 1 in. less 
than the thickness of a compacted lift. This volume of compacted material yielded the 
desired sample weight. 

The void remaining after sampling had vertical sidewalls and a flat bottom. The ob­
~P.divP. of thi R R::impling pror.P.n11rP. w::iR to l:,1> i;:11r1> that all m!'l.te.rial wa~ .rem0Yed, Ln.d11d­
ing all fines. 

At least three 50-lb samples were obtained at each pit or quarry for use in determin­
ing the physical properties of the aggregates. These samples were obtained at the same 
time as the material was being placed within a respective test site area. This sampling 
was repeated for each individual layer of base course aggregate placed on a project. 

Preliminary review of test results for the original sampling indicated that equivalent 
reliability of results could be obtained with fewer but larger samples. Because in­
service sampling required removal of portions of the pavement surface, it was desirable 
to reduce the number of such samples. Consequently, only 12 samples of 75 lb each 
were obtained within a given test area after two and five years of service. Sample areas 
were randomly selected essentially in the same manner as previously described, except 
that no individual grid area previously sampled was resampled, and the selected area 
corresponded to either the outside or inside wheelpaths. Sampling was limited to the 
wheelpaths because degradation was expected to be prevalent within these areas of the 
bases. 

The general sequence of sampling after two and five years was as follows: 

1. Remove surface with air hammer; 
2. Remove ½ to 1 in. of top of base material leaving a level surface (to ensure that 

no asphaltic material was included in the sample because this material would hinder 
the sieving operations); 

3. Loosen material within an approximate 2- to 3-ft square area and 2 to 4 in. deep 
for sample of top lift (keeping use of the pick or chisel to a minimum to avoid excessive 
disturbance of the material); 



63 

4. Remove all material from the sampling area and place in a sample bag; and 
5. If two lifts were to be sampled, discard about 1 to 2 in. of the material to be sure 

that the second sample would be from the proper thickness of compacted material. 

Laboratory Testing 

A special technique of conducting wash gradings was used to ensure that all fines in 
the samples were accounted for within the proper sieve size fraction. This sequence 
involved several washings of the material and repeating certain steps if the results for 
two samples were not in close agreement. 

At least three hydrometer analyses were conducted for each series of wash grada­
tions used to establish the average gradation of an individual lift. Results of these in­
dividual hydrometer analyses were averaged to determine the percentages of silt and 
clay present in each respective lift. Atterberg limits testing was also conducted to 
determine the plasticity of the fines. These hydrometer and plasticity tests were con­
ducted in accordance with applicable AASHO standard test procedures. 

METHODS OF ANALYSIS 

Average gradation results were separated and arranged into particle-size groupings 
to obtain comparisons of the changes in the distributions of the particle sizes produced 
by construction and service. These comparisons allowed an evaluation of the patterns 
of degradation for the aggregates. 

It was pointed out previously that a comparison of gradations may show a pattern of deg­
radation, but an evaluation of the magnitude of degradation requires some type of nu­
merical measure. Two numerical measures were adopted for this study as follows: (a) per -
cent of material passing the No. 200 sieve (referred to as P-200), and (b) surface area. 

The surface area values used in this study involved the use of special conversion factors 
that were based on the assumptions that all material passing the No. 4 sieve was spherical 
and that the material retained was one-third cubes and two-thirds parallelepipeds with 
sides of 1: 2: 4 proportions, as described in a report by Moavenzadeh and Goetz (1). 

Values used for computing surface areas were obtained from average particle-size 
accumulation curves because only selected sieve sizes were used to establish the aver­
age gradations. The P-200 material values were taken directly from the average gra­
dations. The hydrometer and plasticity test results were used to determine if changes 
in the composition of fines took place and if these changes produced plasticity. 

TEST RESULTS 

Results of tests conducted on samples of material obtained at the site of production 
are summarized in Table 3. These data provide for comparison of the physical prop­
erties of the aggregates. 

TABLE 3 

SUMMARY OF PHYSICAL PROPERTIES" 

Property 

Top Bottom Top 

Bulk specific gravityb 2. 68 2. 68 2 , 69 

Absorptionb I. 57 I. 67 I. 04 

Percent wear, 100 
revolutionsc 12 71 

Percent wear, 500 
revolutionsC 291 29 271 

Soundnessd 7. 1[ 4. 6 0, 7[ 

Plasticity indexe N.P. N . P. N . P . 

0 Somples obtained either al plant, pil, or sloe'li: pilO", 
6Specific gravity and absorption of coarse 091)' e~ to, AASHO T 85. 
Clos Angeles abrasion of coarse aggregate, AASHO T 96, 

.2 

Center 

2. 70 

1, 00 

sc 

291 

I. 2[ 

N , P , 

Test Section 

Bottom Single Top Bottom 

2. 68 2. 64 2. 72 2. 70 

I. 18 2. 08 1.17 I. 17 

71 91 61 51 

301 401 231 20[ 

5. o1 6. 61 3, 21 2. or 

N.P. N. P . N. P . N.P. 

dsoundness of aggregate, AASHO T 104-57, 
•AASHO T 89, T 90, T 91. 
fAveroge of two tesls, 

9Average of four tests. 

Single 

2.71[ 

I. 50[ 

61 

231 

5. lg 

N . P. 
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Sieve Size 

1 in. to 1,/4 in. 
¾in.to%1n. 
'/2 in. to % in. 
3/e in. to No . 4 
No. 4 to No , 10 
No. 10 to No. 40 
No. 40 to No. 200 
No. 200 

1 in. to'/, in . 
¾in . to1f.tin. 
/i21n a to3/e1n. 
1/, In. to No . 4 
No. 4 to No . 10 
No. 10 to No . 40 
No. 40 lo No. 200 
No. 200 

1 in. to¾ in . 
½ 1n. to 1/1 in. 
/,2 in. to'/, in . 
1/, In. to No. 4 
No. 4 to No . 10 
No. 10 to No. 40 
No. 40 to No. 200 
No. 200 

1 in. to¾ in. 3/4 in. to ½ in . 
½ in . to 3

/ 1 in. 
3
/ 1 in . to No . 4 
No. 4 to No. 10 
No. 10 to No. 40 
No. 40 to No. 200 
No. 200 

TABLE 4 

AVERAGE GRADATIONS, PERCENT BETWEEN SIEVES 

Test Section I-Dolomitic Gravel 

Sampled During 
Construa tlona 

Original Compacted 

Top Lill 

5 5 
15 16 
9 8 

14 15 
13 12 
21 22 

16.1 14. 4 
6. 9 7. 6 

2 Yearsb 

4 
14 

9 
14 
13 
21 

16. 8 
8. 2 

5 Yearsb 

5 
14 

8 
15 
12 
21 

17. 0 
B.O 

Sampled During 
Constructiona 2 Yearsb 

Original Compacted 

Bottom Lift 

5 4 4 
15 15 13 
9 8 9 

15 15 14 
13 13 14 
20 20 21 

16. 9 17. 5 17. 9 
6.1 7. 5 7. I 

Test Section 2-Crushed Dolomite {Niagara) 

Sampled During Constructiona 

Original Compacted Original Compacted 

Top Lift Center LUt 

5 4 5 4 
21 17 20 18 
15 13 13 12 
23 22 20 19 
12 14 12 14 
10 13 12 14 

4. 5 5. 4 6. 4 6. 3 
9. 5 II. 6 11 . 6 12. 7 

Test Section 3-Dolomite (Prarie du Chien) 

Sampled During 
Constructlona 2 Yearsb 5 Yearsb 

Original Compacted 

Single Lill 

8 4 4 4 
23 19 16 18 
14 12 12 12 
21 21 21 22 
12 13 14 14 
8 9 11 10 

7 . 9 10 . 3 10 . 8 9. 3 
8. 1 II . 7 II . 2 10. 7 

Original Compacted 

Bottom Lift 

6 
24 
13 
18 
12 
II 

6. 1 
9, 9 

5 
22 
13 
19 
13 
12 

6. 2 
9. 8 

Test Section 5-lgneous Gravel 

Sampled During 
Constructlona 2 Yearsb 

Original Compacted 

Single Lilt 

5 3 4 
16 13 14 
10 9 9 
14 13 14 
10 11 10 
25 27 25 

14. 3 15. 7 15. 2 
5. 7 8. 3 7. 8 

Test Section 4-TvnP.nui;i ~r::.VF~l 

Sampled During Sampled During 
Constn1ctlona 2 Yearsb 5 Yeareb Conitnactiona 2 Yearsb 

Original Compacted Original Compacted 

Top Lill Bottom Lift 

7 8 7 6 6 6 6 
18 19 18 17 17 18 17 
10 9 II 10 9 9 10 
15 16 15 15 14 15 14 
12 11 11 10 11 10 11 
21 20 19 22 22 22 21 

10. 8 10. 3 11. 5 12 . 0 14. 2 13. 2 13. 3 
6.2 6. 7 7. 5 8. 0 6. 8 6. 8 7. 7 

0 Averoge of 30 sompl.s, 25 lb each: Original, iomp/ad bafora- ~mpaction; compcu;ted, sampled aher compaetion. 
bAverage of 12 samples, 75 lb each: $copied oher 2 ond 5 ye<ln of service, 

5 Yearsb 

4 
13 
8 

15 
13 
21 

16. 4 
7. 6 

5 Yeareb 

4 
16 

9 
14 
10 
24 

14. 8 
6.2 

5 Yearsb 

7 
17 

9 
15 
10 
21 

13. 5 
7. 5 

The thicknesses of bituminous concrete placed on the base courses varied from 2 to 
3 in. for test sections 1, 3, 4, and 5. An additional 5 in. of bituminous base course was 
placed in test section 2, so that the total thickness of cover over this base course was 8 
in. It was considered impractical to remove 8 in. of pavement to sample this base 
course; consequently, no sampling of test section 2 was attempted after placement of the 
bituminous base and surface courses. Evaluation of degradation of the crushed dolomite, 
Niagara formation, was therefore limited to that produced by compaction during con­
struction. 

Average gradations for each lift of each test section are presented in Table 4 on a 
percent between-sieves basis, which provides for interpretation of changes in gradation. 



Particle 
Size and 

Description 

Coarse aggregate 
No. 10 to 3 In. 
Coarse sand 
No. 40 to No. 10 
Fine sand 
No. 200 to No. 40 
Slit 
0. 005 mm to No. 200 
Clay 
< 0.005mm 
Plastic! ty Index 

Coarse aggregate 
No. 10 to 3 In. 
Coarse sand 
No. 40 to No. 10 
Fine sand 
No. 200 to No. 40 
Slit 
0. 005 mm to No. 200 
Clay 
< 0.005 mm 
Plasticity Index 

Coarse aggregate 
No. 10 to 3 In. 
Coarse sand 
No. 40 to No. 10 
Fine sand 
No. 200 to No. 40 
Slit 
0. 005 mm to No. 200 
Clay 
<0.005 mm 
Plasticity Index 

Coarse aggregate 
No. 10 to 3 In. 
Coarse sand 
No. 40 to No. 10 
Fine sand 
No. 200 to No. 40 
Silt 
0. 005 mm to No. 200 
Clay 
<0.005 mm 
Plasticity Index 

TABLE 5 

PARTICLE SIZE DISTRIBUTION, PERCENT OF TOTAL MATERIAL 

Test Section 1-Dolomitic Gravel 

Sampled During Sampled During 
Constructiona 2 Yearsb 5 Yearsb Constnictiona 2 Yearsb 

Original Compacted Original Compacted 

Top Lift Bottom LIit 

56 56 54 54 57 55 54 

21 22 21 21 20 20 21 

16.1 14. 4 16.8 17. 0 16. 9 17. 5 17. 9 

3. 7 5. 0 5.1 5.1 4.0 4. 5 4. 5 

3. 2 2. 6 3.1 2. 9 2.1 3. 0 2. 6 
N.P. N.P. NP. N.P. N.P. N.P. 

Test Section 2-Crushed Dolomite (Niagara) 

Sampled During Constructlona 

Original Compacted 

Top Lift 

76 70 

10 13 

4. 5 5. 4 

7.1 7. 9 

2. 4 3. 7 
N.P. N.P. 

Original Compacted 

Center Lift 

70 

12 

6. 4 

8. 7 

2. 9 
N.P. 

67 

14 

6. 3 

9.1 

3. 6 
N.P. 

Test Section 3-Dolomite (Prairie du Chien) 

Sampled During 
Constructlona 2 Yearsb 5 Yearsb 

Original Compacted 

Single Lift 

76 69 67 70 

9 11 10 

7. 9 10. 3 IO. 8 9. 3 

6.1 8. 6 8. 9 8. 5 

2. 0 3.1 2. 3 2. 2 
N.P. N.P. N.P. N.P . 

Original Compacted 

Bottom Lill 

73 

11 

6.1 

7.1 

2. 8 
N.P. 

72 

12 

6. 2 

6. 8 

3. 0 
N.P. 

Teat Section 5-lgneous Gravel 

Sampled During 
Constructiona 

Original Compacted 

2 Yearsb 

Single LIit 

55 49 52 

25 27 26 

14. 3 15. 7 15. 2 

3. 7 5. 2 5. 3 

2. 0 3.1 2. 5 
N.P. N.P. N.P . 

Test Section 4-Igneoue Gravel 

Sampled During 
Constructiona 

Original Compacted 

Top Lilt 

62 63 

21 20 

10.8 10. 3 

4. 2 4. 7 

2.0 2.0 
N.P. N.P. 

2 Yearsb 5 Yeareb 

62 58 

19 22 

11. 5 12. 0 

4. 7 5. 4 

2. 8 2. 6 
N.P. N. P . 

Sampled During 
Constructlona 

Original Compacted 

2 Yearsb 

Bottom Lift 

57 58 58 

22 22 21 

14. 2 13. 2 13. 3 

4.4 4.0 5. 3 

2. 4 2. 8 2. 4 
N.P. N.P. N.P. 

aAverage af 30 samples, 25 lb each: O rlgfoal, sampled before compaction; compacted, !amp led after compaction, 
bAverage of 12 samples, 75 lb each: So.r,,pled after 2 or,d 5 years of !ervice, 
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5 Yearsb 

53 

21 

18. 4 

4. 6 

3.0 
N.P . 

5 Yearsb 

53 

24 

14. 8 

5. 4 

2. 8 
N.P. 

5 Yearsb 

58 

21 

13. 5 

4. 7 

2. 8 
N.P. 
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TABLE 6 

MEASURES OF DEGRADATION, TEST SECTIONS 1, 3, 4, AND 5 

Sampled During Constructiona 
Five Yearsb Method Two Yearsb 

of 
Test Compacted 

Analysis 
Section Original Result Percent 

Result Percent 
Percent Changec ChangeC Result 
Changec 

Test Sections 3 and 5-Single Lift 

P-200 (percent) 3 8, 1 11. 7 +44 11. 2 +38 10, 7 +32 
s 5. 7 8, 3 +46 7. 8 +37 8. 2 +44 

Surface area 3 64 90 +40 87 +36 82 +28 
(sq cm/gm) s 56 74 +32 71 +27 72 +28 

Test Sections 1 and 4-Top Lift 

P-200 (percent) I 6. 9 7. 6 +10 8. 2 +19 8. 0 +16 

" 6.2 6. 7 ' 8 7. 5 +21 8.0 +29 

Surface area I 68 71 + 4 77 +13 76 +12 
(sq cm/gm) •1 56 58 + 4 64 +14 67 +20 

Test Sections 1 and 4-Bottom Lift 

P-200 (percent) 6.1 7. 5 +23 7.1 +16 7. 6 +25 
6. 8 6. 8 0 7. 7 +13 7. 5 +10 

Surface area 66 74 +12 71 + 8 73 +11 
(sq cm/gm) 63 65 + 3 68 a 8 66 + 5 

0 Based on 30 samples, 25 lb each O,lolnal, sampled before compaction; compacted, sampled after compaction, 
beased on 12 samples, 75 lb each Sampled ofter 2 and 5 yeor.5 service. 
cPercent change from original valve: +- = percent increase; - = percent decrease. 

Average gradations for samples obtained before compaction, aiter compaction, and after 
two and five years of service, are referred to as original, compacted, two-year, and 
five-year gradations respectively. 

Particle sizes are regrouped into soil texture classifications in Table 5. The values 
listed in Table 5 for the coarse aggregate, coarse sand, and fine sand are based on the 
average values listed in Table 4, and the values for the silt and clay are based on hy­
drometer tests conducted on three representative samples for each condition. 

Values of P-200 and surface area are given in Table 6 for test sections 1, 3, 4, and 
5. These results are grouped according to similarity of construction, that is, number 
nf 11"11'?0.')'IC" .,..nrn,;~orl ll. a r,, rt, 11c:, A 4-nC"f ,.,,...,..,+-;,.,,...., ') •n T..,,,... .... ,.,......,.....,..1,...,.::a ,..., -1 ..... ,;J.,.,,,..:;'""..,. ............... ~_,, .. .. ,.. '-.:: .-. - ~L. ... 
""'.._ ..__J ...,.._..., • ...,"1...._...,.., .._._., .._ .._._._-.-..,.._, ...... ...., .. ._,..._,.._,'-.I.....,.&.& .,. n U.~ 1,:JC,'-.&.&.&.tJ.L'-'\.A. VI.LJ..J \,U • .&.&. .&..&.LE, VVJ..&i,;:n,.&. \A.'-'1,,J.VJ.J.' L,JJ.C 

P-200 and surface area data are given separately in Table 7. 

TABLE 7 

MEASURES OF DEGRADATION, TEST SECTION 2 

Sampled During Constructiona 

Method o! Analysis Compacted 

Original 
Percent Result 
Changeb 

Top Lift 

P-200 (percent) 9, 5 11. 6 
surface area (sq cm/ gm) 67 82 

Center Lift 

P-200 (percent) 11. 6 12. 7 
surface area (sq cm/gm) 83 91 

Bottom Lift 

P-200 (percent) 9. 9 9. 8 
surface area (sq cm/gm) 72 73 

0No sampling subsequenl lo construction , Based on 30 samples, 25 lb each: 
O dgl nal, 1ampled before compaction; compacted, 1-0tNpled ofter comroc tlon. 

bpc,conl changa from original value: + = percent ir'lt:tO<lse; - = decfQQUI . 

+22 
+22 

+ 9 
+10 

- l 
• I 

DISCUSSION OF RESULTS 

Changes in the Distribution 
of Particle Sizes 

Changes in the distribution of particle 
sizes with time (Table 5) generally oc­
curred as a reduction of the coarse ag­
gregate size and an increase in the fine 
sand and silt sizes for each test section. 
The magnitude of these changes varied 
between test sections and between lifts 
of the same test section. For example, 
compaction of the bottom lift of test sec­
tion 2 produced very little change in the 
distribution of the particle sizes; com­
paction of the middle lift resulted in a 
decrease of the coarse aggregate size 
and small increses in the coarse sand 
silt and clay sizes; and compaction of 
the top lift resulted in a greater decrease 



in the coarse aggregate size and more pronounced increases in the coarse sand, fine 
sand, silt, and clay sizes. 
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The pattern of change in the particle size distributions for the top lifts of test sec­
tions 1 and 4 was quite similar. There was relatively no change in the amounts of 
coarse aggregate or coarse sand either after compaction or after two and five years of 
service. The amounts of fine sand increased slightly after two and five years, and the 
amounts of silt particles increased after compaction, but remained about the same after 
that. There was no important change in the clay content at any time. 

There was some dissimilarity of changes in the particle size distributions of the bot­
tom lifts of test sections 1 and 4. These dissimilarities occurred for the coarse ag­
gregate and fine sand sizes. The amounts of coarse aggregate continually decreased 
with each subsequent sampling for test section 1, but the amount remained almost un­
changed for test section 4. There was a slight increase in the amount of fine sand with 
each subsequent sampling of test section 1, compared to a 1 percent decrease after 
compaction for test section 4, with no subsequent change after two and five years. The 
amounts for the coarse sand, silt, and clay sizes varied somewhat for the two test sec­
tions, but there were no important changes in the amounts between the subsequent 
samplings. 

The trends of change in the distribution of particle sizes for the single lifts of test 
sections 3 and 5 were similar to each other. There was an overall decrease in the 
amounts of coarse aggregate during the five years, relatively no change in the coarse 
sand sizes, overall gains in the amounts of fine sand and silt, and a small overall in­
crease in the amount of clay. 

The results show that the amounts of clay-sized particles were greatest after com­
paction for test sections 3 and 5, with lesser amounts for the subsequent two and five 
years. Although variability in the results was expected, this pattern of change was con­
sidered unusual. However, review of the field notes showed that there were delays of 
several days between the completion of compaction of these two sections and the after­
compaction sampling, whereas there were no delays of sampling for the top lifts of test 
sections 1 and 4. Although the traffic during the short period of delay was minimal for 
test sections 3 and 5, it is possible that enough fine dust was generated and collected on 
the surface of the base course to produce results 0.5 to 0.9 percent higher for the com­
pacted samples. The s ubsequent two- and five-year samples would not have contained 
this surface dust because the top ½in.of surface of the base was removed before sam ­
pling so that the sample would not contain asphaltic material that would hinder sieving 
operations. As will be shown later, the small differences involved had no measurable 
influence on the interpretation of whether actual degradation occurred. 

Perhaps the most important observations to be made from the changes in particle 
size distributions is that increases in clay-sized particles never exceeded 1.5 percent, 
and that the fines were never found to be plastic. 

Magnitudes of Degradation 

As mentioned previously, the pattern of degradation can be established from grada­
tion curves and changes in the amounts of the various-sized particles, but the magnitude 
of degradation is best established from changes in single values, such as P-200 and 
surface area values. In addition, the percentage of change in these values allows a con­
venient means to assess the magnitude of change in these degradation values caused by 
compaction and subsequent service. It is evident from a comparison of percentage of 
change values in Table 6 that more degradation occurred in the single lifts of test sec­
tions 3 and 5 than in the top lifts of test sections 1 and 4 after five years of service. 
Also, it appears that compaction of the bottom lifts of test sections 1 and 4 produced 
some degradation, but that subsequent service did not produce much additional degrada­
tion. 

Although the percentages of change provide a good comparison of the overall magni­
tude of degradation, they do not provide a convenient assessment of the pattern or trend 
of change in these values from one sampling period to the next. A better comparison 
was achieved by plotting each of the surface area and P-200 values in bar graph form. 
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Figure 2, Measures of degradation. 

These graphs (Fig. 2) show in general that (a) a small but gradual increase in the values 
took place during the five-year sampling period for the top lifts of test sections 1 and 4; 
(b) these values increased slightly because of compaction of the bottom lifts of test sec­
tions 1 and 4, but no further changes occurred; and (c) preponderant changes occurred 
because of compaction of the single lifts of test sections 3 and 5, but subsequent service 
produced no important additional changes. The possible reason for the slightly higher 
values of the compacted samples of test sections 3 and 5 was explained previously in the 
cuscuss1on oi paruc1e size aistributions. 

Although the degradation measures and the percentages of change in these measures 
indicated that degradation did occur, many of the changes were small and there were 
decreases as well as increases in values from one sampling period to the next. It was 
therefore believed that a statistical analysis that would compare one value to another 
and decide if these values differed statistically would provide a good guideline for as­
sessment of degradation. 

Statistical Analyses 

Basically, the statistical analyses compared one average value to another and, de­
pending on the variation among the individual results used to arrive at the average val­
ues, determined if the average values were statistically different. Only the percent­
passing values for the No. 40 and No. 200 sieves were used, because the finer-sized 
material had the most influence on the magnitude of the P-200 and surface area values 
used for evaluation of degradation. 

The ba sis of the comparison (5) was to determine whether the difference of the aver ­
ages (XA - XB) was greater or less than a stati stic (µ.). Tp.e value ofµ. was dependent 
on the variability of the obser vations . If the difference was greater than the statistic 
(XA - XB > µ.), it was concluded that the averages being compared were different; other­
wise, there was no reason to conclude they differed. As stated in Table 8 a "Yes" re­
sult indicates there is reason to conclude that the two average values being compared 
are different and, conversely, a "No" results means there is no reason to conclude that 
there is a difference. 



TABLE 8 

STATIBTICAL COMPARISONS OF AVERAGE GRADATIONS-RESULTS OF THE ANALYSES 

Comparison Sieve Size, Test Section 1 Teet Section 4 Test Section 3 Test Section 5 

Between Percent 
Yes Gradations Passing Yes Yea 

XA-XB µ or XA- XB µ or XA-ll.B µ or XA-XB µ 
No• No• No" 

Top Lifts 

Original vs No. 40 0 . 6 I. 6 No 0. 7 I. 2 No 0, I I. 4 Yea 4. 5 I. 6 
compacted No. 200 o. 5 0. 8 No 0. 5 0. 5 No 3. 6 0. 7 Yea 2. 6 0. 8 

Bottom Lifts 

Original vs No. 40 2. I I. 2 Yes 0. 2 I. 3 No 
compacted No. 200 1.4 0. 6 Yea o. 0 0.6 No 

Top Lifts 

Compacted vs No. 40 2. 6 2. 5 Yea I. 7 I. 5 Yea 0. 4 4. 2 No 1. 6 2. 3 
2 years No. 200 0. 6 I. 3 No 0. 8 o. 8 No o. 5 1.0 No 0. ~ I.I 

Bottom Lifts 

Compacted vs No. 40 0. 3 I. 5 No 0. 7 1. 3 No 
2 years No. 200 0.4 0. 6 No 0. 9 0. 9 No 

Top Lifts 

2 years vs No. 40 0. 0 3.1 No 1.0 2. 3 No 2.0 2. 6 No o.o 2. 6 
5 years No. 200 0. 0 I. 5 No 0. 5 0. 9 No o. 5 I. 3 No 0. 4 LS 

Bottom Lifts 

2 years vs No. 40 1. 0 2. 9 No 0. 2 1. 2 No 
5 years No. 200 0. 3 0. 8 No 0. 2 0. 8 No 

Top Lifts 

Compacted vs No. 40 2. 6 2. 3 Yes 2. 7 2.1 Yes l. 6 2. 2 No I. 3 1. 9 
5 years No. 200 0 . 4 I. 2 No I. 3 0. 7 Yes I , 0 I. .I No O.'l I . I 

Bottom Lifts 

Compacted vs No , 40 1. 3 2. a No o. 7 I. 3 No 
5 years No. 200 0. 3 0. 0 No 0. 7 0. 6 Yea 

°Yes-conclude there is o difference; No-conclude there is no difference. 

The results of the analyses show that the compacted average P-40 and P-200 values 
differed from the original average values for test sections 3 and 5, but that subsequent 
average values did not differ from each other or the compacted values. These results 
were therefore interpreted as indicating that degradation did occur in the single lifts of 
test sections 3 and 5 between placement and compaction, but that no subsequent signifi­
cant degradation occurred during the five years of service. 

Yea 
or 

No" 

Yea 
Yea 

No 
No 

No 
No 

No 
No 

In contrast, the results for the top lifts of test sections 1 and 4 show only one instance 
where both the P-40 and P-200 values were statistically different. This was the com­
parison between the compacted and five-year values for the top lift of test section 4. 
These results were interpreted as indicating that no significant degradation occurred in 
the top lift of test section 1, but that gradual degradation took place in the top lift of test 
section 4 so that after five years of service a small but measurable amount of degrada­
tion had occurred. 

Results for the bottom lifts of test sections 1 and 4 show that only the average origi­
nal and compacted values of test section 1 differed. Consequently, compaction of the 
bottom lift of test section 1 produced some degradation, but subsequent service did not. 
No degradation occurred at any time within the bottom lift of test section 4. 

It would appear from the evaluation of magnitude of degradation and the statistical 
comparisons that degradation of the aggregates in the five test sections occurred pri­
marily because of breakage of the aggregate during compaction operations. The effect 
of wear during subsequent service was minimal. These data also show that the original 
gradation did not have a definite influence on the amount of degradation, as reported by 
other investigators (1). This is illustrated by a comparison between the igneous aggre­
gates of test sections 4 and 5. The original gradations for the top and bottom lifts of 
test section 4 were almost the same as for the single lift of test section 5, but almost no 
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degradation occurred in either lift of test section 4 caused by compaction, compared to 
a 32 percent increase of degradation in test section 5 (Table 6). 

Effect of Type of Aggregate 

Evaluation of the limited results obtained from this study did not indicate definite 
relationships between the types of aggregate and degradation. For example, the perfor­
mances of similar igneous gravels in test sections 4 and 5 were quite opposite; com­
paction operations produced measurable degradation of the igneous gravel in test section 
5, but subsequent service did not produce additional degradation. In contrast, compac­
tion operations had no measurable influence on either lift of igneous gravel in test sec­
tion 4, but the five years of service eventually produced some increase of fines in the 
top lift. Similar opposition of performances occurred for the dolomitic materials in 
test sections 1 and 3. 

The limited results indicate that the thickness of the base course might have an in­
fluence on resultant degradation. The performance of the single lifts of test sections 3 
and 5, compared respectively to the double lifts of the similar types of aggregate in test 
sections 1 and 4, shows that a greater degree of degradation occurred in the single lifts, 
and that compaction during construction produced this degradation. 

No significant relationships could be identified between physical properties, such as 
soundness and wear, and the amount or occurrence of degradation. The field sampling 
crew did not report any evidence of yielding base courses during the five-year sampling 
operations. Consequently, the service performance of the selected base courses was 
considered satisfactory for the duration of the study. 

OBSERVATIONS AND CONCLUSIONS 

The following observations and conclusions appear justified from an evaluation of the 
test data obtained for the base aggregates incorporated in this study: 

1. The relatively low percentages of clay-size particles in the as-produced base 
aggregates (less than 3.5 percent) were only slightly increased (less than 1.5 percent) 
by manipulation, compaction, or five years of service exposure. 

2. Neither manipulation nor service exposure generated fines that changed the non­
plastic nature of the as-produced aggregates. 

3. Changes in the particle size distributions of the aggregates generally resulted in 
a reduction in the coarse aggregate sizes and an increase in the fine sand and silt sizes. 

4. The greatest amount of degradation occurred during manipulation and compaction, 
and was greater for materials placed in single lifts than in multiple lifts. Five years 
of service exposure did not increase degradation significantly. 

5. The primary cause of degradation appears to be breakage during manipulation 
and compaction rather than attrition during service exposure. 

6. No relationship was indicated between magnitude of degradation and aggregate 
type or physical properties. 
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