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Foreword 
Highway officials and planners, as well as others involved in 
the transportation planning process, will find the papers in this 
RECORD of interest. 

In the first paper, Lund proposes a means of estimating ur
ban travel in order to reduce the time and cost of local trans
portation planning studies. The model used is a modification of 
a gravity model developed by Tanner of the British Road Re
search Laboratory, which generates and distributes trips in one 
operation and which has not been used for a transportation study 
in this coWltry. The author concludes that his proposal does in 
fact offer simplicity and economy of application , together with 
ease and economy of data collection. 

Kassoff and Deutschman made a critical evaluation of the 
consequences associated with alternate approaches to the trip
generation process. Their resea1·ch deals with two areas of 
interest: (a) the use of aggregated data to examine the perfor
mance of relationships based on aggregate totals as opposed to 
aggregate rates, and (b) the use of disaggregated data vs agg1·e
gated data. They conclude that the trip-generation equations 
derived from disaggregated data show the most promise of a.l'
riving at relationships that reflect the true nature of eorrela
tion between a set of independent variables and travel behavior. 

McCarthy offers a report of his examination of the validity 
of the major assumptions underlying the methodology of multiple
regression trip- generation analysis based on data aggregated 
to the zonal average. His findings imply that zonal averages 
are not truly representative of the individual household traits 
and refute the validity of the commonly accepted assumption of 
zonal homogeneity. 

The fourth paper discusses the calibration of transit net
works in medium-size urban areas. Hartgen shows that a 
transit network of average complexity can be calibrated in two 
to three assignments, given, of course, previous agreement of 
network bus speeds with reported system speeds. 

Spielberg p1·oposes a diversion-cm·ve modal-split model to 
convert person trips to vehicle trips on a highway network. 
Curves relating person trips to several variables were de
veloped , and the model was tested. The author concludes that 
this type of model is well suited to prediction of vehicle usage. 

The last paper, by Mccann and Maring, describes a license 
plate survey method of obtaining travel characteriStics of mo
torists. By testing the method in an actual origin and destina
tion survey, the authors identified some limitations, but also 
decided that the method is feasible. 



Contents 
A SIMPLIFIED TRIP-DISTRIBUTION MODEL 

FOR THE ESTIMATION OF URBAN TRAVEL 

John W. Lund . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

TRIP GENERATION: A CRITICAL APPRAISAL 
I 

Harold Kassoff and Harold D. Deutschman . . . . . . . . . . . . . . . . . . . . . . 15 

MULTIPLE-REGRESSION ANALYSIS OF 
HOUSEHOLD TRIP GENERATION-A CRITIQUE 

Gerald M. McCarthy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31 

CALIBRATION OF TRANSIT 
NETWORKS IN MEDIUM-SIZED URBAN AREAS 

David T. Hartgen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44 

AUTOMOBILE OCCUPANCY 
PROJECTIONS USING A MODAL-SPLIT MODEL 

Franklin Spielberg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 

LICENSE PLATE TRAFFIC SURVEY 

Howard Mccann and Gary Maring . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68 



A Simplified Trip-Distribution Model for the 
Estimation of Urban Travel 
JOHN W. LUND, Oregon Technical Institute 

A means of estimating urban travel is proposed to reduce the time and 
cost of local transportationplanningstudies . A trip-distribution model, 
which is a modification of a gravity model developed by J. C. Tanner 
of the British Road Research Laboratory, is studied. The principal 
variables in this model are a measure of the activity within each zone 
of the study area and a measure of the resistance to travel between each 
pair of zones. A combination of resident population and employment is 
used for the activity measurement, and both straight-line distance and 
minimum off-peak driving time is used for the resistance measurement . 
Several different forms of the model are investigated including a uni
form resistance function, ring variations of the parameters, and the 
addition of terminal time to the resistance measurement. 

Origin-destination data are used from a 1962 survey in Pueblo, Col
orado (population 108, 243). The ability of the model to simulate the 
actual travel patterns is based on root-mean-square error analysis. 
The minimum root-mean-square error gave the best estimates of the 
origin-destination data as substantiated by screen-line crossing counts, 
trip-length frequency distribution, and percentage of root-mean-square 
error. In all cases, the use of travel resistance based on straight-line 
distance gave better results than the use of minimum driving time. 
This was because of land use characteristics of the urban area, such 
as very centralized shopping, business, and work centers within the 
study area. 

•THE METHOD proposed in this i·eport is an attempt to offer a simplified method of 
making frequent forecasts of urban travel demands so that portions of this process can 
be performed with a minimum of data collection and trained personnel. The model 
presented is a modification of a gravity model developed by J. C. Tanner of the British 
Road Research Laboratory (1) that generates and distributes trips in one operation, a 
model not yet used for a transportation study in this country. The principal variables 
in this model are a measure of the activity within each zone in the study area and a 
measure of the resistance to travel between each pair of zones. The simplified socio
economic measure of activity used is a combination of re-sident population and employ
ment, because these are the maintrip-generation and attraction characteristics in an 
urban area. The measure of resistance used is both straight-line distance and actual 
driving time as determined from a minimum-path calculation. Various combinations 
of activity and resistance are tested against origin-destination data and two screen-line 
crossings to determine the best simulation of the origin-destination data. 

This report uses data from Pueblo, Colorado (study area population of 108,243), and 
considers only the internal traffic and vehicle trips rather than person trips. The 
method in this study does not consider trip purpose, transit trips, and intra.zonal trips 
because they could be included with the use of additional info1·mation. The purposes of 
this report are simplification and an appraisal of the effects of the basic parameters . 
The inclusion of too many details would hinder this purpose. 

Paper sponsored by Committee on Origin and Destination. 
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STUDY AREA CHARACTERISTICS 

The Colorado Department of Highways in cooperation with the U.S. Bureau of Public 
Roads and the Pueblo City -County Planning Commission began a transportation study of 
metropolitan Pueblo, Colorado, in 1962. The s tudy is referr ed to as the Pueblo Area. 
Transportation Study or, more commonly, PATS. The origin-destination data and 
dwelling unit statistics obtained in tbe study are used as the basis for this report. 

The study area, which includes most of Pueblo County, encompasses appr oximately 
127.4 square miles. The area was initially divided into 536 zones, following the bound
aries of census tracts developed in the 1960 Censuses of Population and Housing. The 
536 zones were then combined into 200 traffic districts, and finally these were combined 
into 57 analysis districts. The latter districts do not follow the census tracts in all 
cases. The analysis districts (referred to as AD's), which are the basis of study for 
this report, range in size from approximately 0.13 to 13.2 square miles. The study 
area is shown in Figure 1, and the analysis districts are sho\Vn in Figure 2. 

The PATS survey began in 1962, and data were gathered by home-interview question
naires. A minimum of 12% percent of the dwellings in each of the 536 zones were sam
pled, and in some zones the sample was as high as 100 percent. The average 
sample was approximately 13 percent. The data were then expanded and compared with 
the number of work trips and ground counts taken at two screen-line crossings. Based 
on these comparisons, the origin-destination data were adjusted to agree with the ground 
counts. The two screen-line counts were made at the Fountain Creek and the Arkansas 
River screen lines shown in Figure 2. Only internal trips were considered; external 
trips were excluded based on a p1·evious study. Based on a 24-hour count, the origin
destination data were 82.2 percent of the ground count for the Fowitain Creek screen 
line and 83.8 percent for the Arkansas River screen line. This error is close to that 
experienced by other transportation studies (2). 

The origin-destination (0-D) data are based on average weekday traffic (AWDT), 
which is 6 percent higher than average daily traffic (ADT ), giving a more conservative 
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Figure 1. Location of the Pueblo Area Transportation Study area. 
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travel pattern for planning purposes. The AWDT results are used in this report. A 
summary of the analysis district characteristics is given in Table 1. 

TANNER MODEL 

Tanner proposes the following model: 

where 

m P· P· e (-Bdij) 
1 J 

tij = -------
(dij t 

tij =the number of trips per day between the zones i and j; 
m =a constant; 
B =a constant; 

Pi =the population, or other measures of activity of zone i; 

(1) 

dij =the distance between the zones, or the ti{.:ie ~r cost of traveling between them; 
Ci =a constant, being defined by Ci = :EPk e -Bdik) dik/(dikf 

[if x = 1, Ci = tpk e (-Bdik)} 

k 

x =distance exponent; and 
e = 2.718. 

If P equals population, m then becomes the total travel per person per day. Thus, 
while other gravity-type models are based on the total number of trips generated in 
each zone, the Tanner model is based on the total travel for all residents of each zone. 
Tanner also takes into account the total surrounding urban area by the expression in 
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TABLE 1 

ANALYSIS DISTRICT CHARACTERISTICS 

Analysis 
Distance Resident Employment Area 

Residential 
From CBD Population Density 

District (miles)a (persons)b 
(persons)c (acres) (person/acre)d 

1 0.00 1,102 4,588 214.7 5.12 
2 1.89 87 236 604.8 0.14 
3 3.16 0 0 436.8 0.00 
4 1,91 6,979 382 1,396.8 5.00 
5 2.89 1,511 12 241.6 6.25 
6 1.47 10,275 726 1,348.8 7 .62 
7 0.92 921 263 537.6 1.71 
8 1.28 5,450 198 724.8 7 .52 
9 2.72 291 66 1,088.0 0.27 

10 3.64 1,134 60 2,110.4 0.54 
11 4.61 395 0 116.8 3.38 
12 2.73 683 167 777 .6 0.88 
13 2.39 1,819 55 344.0 5.28 
14 2.72 53 7 ,137 1,020.8 0.05 
15 1.80 2,020 284 236.8 8,56 
16 1.51 6,587 458 459.2 14.35 
17 2.29 4,748 1,162 352.0 13.49 
18 3.27 5,672 178 985.6 5.75 
19 2.86 0 0 198.4 0.00 
20 2.64 5,043 143 396.8 12.72 
21 1.87 6,078 434 472.0 12.87 
22 2.13 40 276 100.8 0.40 
23 3.62 9,317 376 1,068.8 8.72 
24 4.49 134 27 339.2 0.40 
25 2.60 4,143 248 612.8 6.78 
26 3.33 1,377 28 336.0 4.10 
27 3.29 602 11 178.2 3.38 
28 2.53 22 42 321.4 0,07 
29 2.03 63 40 204.0 0.31 
30 1.60 4,248 398 512.0 8.30 
31 1.09 2,892 100 280.0 10.32 
32 0.66 349 70 267.2 1.31 
33 0.90 7,009 2,237 847 .2 8.26 
34 2.08 5,807 254 1,100.8 5.36 
35 1.18 152 2,810 307.2 0.49 
36 1.87 3,968 49 576.0 6.89 
37 3.38 78 4 622.4 0.12 
38 3.70 126 0 345.6 0.36 
39 3.75 46 0 1,950.4 0.02 
40 3.19 0 0 1,889.6 0.00 
41 3.71 85 0 5,404.8 0.02 
42 7 .15 0 0 5 ,240.0 0.00 
43 6.23 84 699 4,056.0 0.02 
44 5.85 688 225 2,256.0 0.31 
45 6.79 99 0 625.6 0.16 
46 5.04 96 0 867 .2 0.11 
47 5.51 2,071 54 4,142.4 0.50 
48 4.55 220 135 8,441.6 0.03 
49 5.57 0 14 4,868.8 0.00 
50 4.?.8 133 12 4,673.6 0.03 
51 3.67 539 5 859.2 0.63 
52 2.62 291 16 1,230.4 0.24 
53 3.37 418 0 7 ,441.6 0.06 
54 5.33 224 0 2,968.0 0.08 
55 4.13 133 75 1,979.2 0,07 
56 0.65 952 2,517 438.1 2.17 
57 1.20 894 368 85.6 10.48 

0
Stroight-line distanc~ be:rwncn centroids (based on population), 

boetermined from otl g in .. dcn tlnotion survey. 
coetermined for April 1963 by district of job location . 
dResident population divided hy total area. 

the brackets, which provides a measure of competing travel opportunity surrounding 
each zone. Th~ Ut:tails uf tLc Ta.iuJ.&r dG:riv·~tic:-:. ~:::-~ p~eeented else'.l!.h~re (1 ): 

The assumption used in this report as applied to Eq. 1 is that tij represents one-way 
trips from zones i to j. This departure from the Tanner model was necessary for the 
use of ring variations as discussed subsequently. Making this assumption for the other 
variations, summarized at the end of this section, only changes the value of m by a 
half. 
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The population or activity measurement that is used in this report is a summation 
of resident.population and employment in the form of 

where 

Pi =activity of zone i, 
Ri = resident population of zone i, 
Ei = employment in zone i, and 

kr, ke =population coefficients to be determined. 

Linear Regression Equation Solution 

(2) 

The process of determining the best solution of the Tanner model requires a deter
mination of the coefficients m and B of Eq. 1. This requires that resistance, dij, and 
activities, Pi and Pj, be measured, and kr and ke of Eq. 2 and the distance exponent, 
x, be assumed. 

Choosing a value of B, we can determine the corresponding value of m because m is 
a constant for a particular value of B. As a measure of fit, a least squares calculation 
is made for each determination of B and m, called the root-mean-square error or RMS. 
Thus by assigning a value to B and calculating m, we can calculate the root-mean-square 
error, RMS. If values of B are chosen over the appropriate interval, then the value of 
RMS will reach a minimum point. This minimum point would then be the optimum value 
for Band min the Tanner model based on the assumptions stated earlier. This opti
mum point can also be determined for various values of x, the resistance exponent, and 
for kr and ke, the population coefficients. In all variations studied, the total number 
of internal trips (excluding intrazonal trips) was held to 382, 800 as determined by the 
0-D study. 

TANNER MODEL VARIATIONS 

Uniform Resistance Function 

Four different variations of the resistance function were investigated using a uniform 
resistance to travel over the entire study area. The uniform resistance to travel means 
that a unit of distance (or time) has the same impeding effect on travel at any point in 
the study area. The uniform resistance to travel is obviously the simplest and easiest 
model to consider, especially in the case of a straight-line distance between zones. No 
terminal times or barrier penalties were considered in these cases. 

Straight-Line Distance-The first case studied was that of straight -line distances, 
where distances were measured between centroids of the analysisdistricts inmiles. The 
locations of the centroids were based on resident population when there were no employ
ment centers. Various combinations of values for kr and ke were chosen so that the 
ratio of ke to kr varies from 0.5 to 3, with x set equal to 1. Values of B used were 
from +0.40 to -0.40 at increments of 0.05. The results of the least squares analysis 
are shown in Figure 3. These graphs indicate that the root-mean-square (RMS) reaches 
a minimum value. 

The Arkansas River and Fountain Creek screen-line-crossing values were calculated 
along with the RMS, and the difference between the calculated and the surveyed trip vol
umes are plotted on the graphs. In all cases the Arkansas River screen-line zero
error point is closest to the minimum RMS value. Except for ke/kr equal to 3, the 
difference between the screen-line zero-error point and the RMS minimum value is 
relatively small. The Fountain Creek screen-line zero-error point is associated with 
large positive values of B and is farther away from the RMS minimum point. An in
teresting point is that as ke/kr increases, the zero-error points of the two screen lines 
move toward each other, with the Fountain Creek screen-line zero-error point moving 
at greater increments. The RMS curves in these four graphs are relatively flat, thus 
the change in RMS by slightly increasing or decreasing B is small. Thus, use of either 
the Arkansas River screen-line zero-error point for B or the minimum RMS point for 
B would not seriously affect the accuracy of the Tanner model. 
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Figure 3. Least squares analysis using straight-line distance. 

The various values of ke/kr were compared to the minimum RMS and these are 
plotted in Figure 4. The value of m varied from 1.8 to 3.0 miles. The minimum value 
of the RMS appears to be somewhere between values of 1 and 2 for ke/kr, and closer to 
2. A similar investigation was performed for x = 2 in the Tanner Model. The results 
are also illustrated in Figure 4. 

Minimum Driving Time-The next logical variation to investigate was the use of 
driving times between analysis districts. These driving times were obtained from 
minimum-path times or trees. 

A street map with average off-peak driving speeds was available from the Colorado 
Department of Highways. Based on this map, the principal street system was deter
min~U uttiu~ 100 11uU.~o d.iid co1w.ectillg all vf the 57 r:.nc.l7::::iz dist!"i~t ~e!!tr0id2 ~ Th'? 
driving time of each link was calculated and the minimum path and driving time between 
each analysis district centroid was determined, based on minimum-path tree solutions. 
This minimum driving time without terminal times was then used for the travel resis
tance in the least squares analysis. 

The results of the least squares analysis using these minimum driving times for re
sistance gives curves that are more concave in shape, when compared to the straight-
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line distance curves, and the location of their minimum points are very sensitive to 
changes in B. The two screen-line-crossing error curves are in the same relative lo
cation but are steeper, indicating tJmt they are also more sensitive to changes in B. 
Figure 4 presents a plot of the minimum RMS for values of ke/kr that can be compared 
with the curves for straight-line distances. The value of m varied from 5.4 to 9.7 
minutes. In this case, the best fit appea1·s to be fo1· a value of ke/kr = 1. The use of 
x = 2 was also investigated, and the results are shown in Figure 4. 

Variations of B and m at Ring Intervals From the CBD 

A more detailed analysis of the results of the uniform resistance function reveals 
some interesting trends. If the total trips generated for each analysis district are aver
aged at 1-mile intervals (rings) from the CBD, the results are shown in Figure 5 for 
the two best solutions of the RMS for straight-line distance and the best for minimum 
driving time. It is evident from Figure 5 that there are pronounced differences in the 
distance ranges of 0 to 1 mile, 1 to 3 miles, and over 3 miles from the CBD. The only 
question is whether or not the 2- to 3-mile ring should be included with the over 3-mile 
ring. However, because the over 3-mile ring is prevailingly negative or near zero and 
the 2- to 3-mile ring is positive, it is best grouped with the 1- to 2-mile ring. 

A further study of the results of the uniform resistance function was made to deter
mine if there were any unusual variations in trip generation or distribution by sectors 
from the CBD. The percentage of error in trips generated for each AD was plotted on 
a map of the study area. The trend that appeared significant was that of ring variations. 
In the case of ke/kr = 2 for straight-line distance, of a total of 36 AD' s with positive 
errors, 33 of these fell in the 1- to 3-mile ring, only one (AD 7) in the 0- to 1-mile ring, 
and two (AD's 38 and 48)in the over 3-mile ring. Similar results were also observed 
for the best RMS fit using minimum driving time (ke/kr = 1, and x = 1). In this case, 
16 of 27 AD's with positive errors fell in the 1- to 3-mile ring and only 1 in the 0- to 
1-mile ring. This, then, appears to verify the ring distribution of errors illustrated 
in Figure 5. No significant geographic distribution of errors was apparent. 

Comparison of the trip-generation error to distance from the CBD indicated that the 
use of this relationship could probably improve the fit (or minimum RMS) of the Tanner 
model. This requires the use of different B and m values for each of the rings with dis
tances of 0 to 1 mile, 1 to 3 miles, and over 3 miles from the CBD. 
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Again, the root-mean- square 
error analysis (RMS) as described 
in the previous section was used 
to analyze the trips generated in 
an AD for the minimum RMS by 
rings at distances of 0 to 1, 1 to 
3, and over 3 miles from the 

Straight-Line Distance (ke/krc l, x ~ l) CBD. Trips terminating in an 
AD were given the Band m val
ues from the ring of origin. 

Straight-Line Distance-The 
results of the straight- line dis
tance resistance function are 
given in Figure 6. This includes 
straight-line distance and straight
line distance squared, or x = 1 
and x = 2 as used in Eq. 1. In 

Straight-Line Distance (ke/kr= z, x = l) both straight-line distance Cases, 

Minimum driving time (ke/krc l, x = l) 

2 J 4 5 6 8 

DISTANCE FROM CBD IN MILES 

the minimum point was closest 
to ke/kr = 1, with the value of 
x = 1 giving the best fit. The per
centage of root-mean-square 
error (%RMS) was smallest for 
the CBD ring and largest for the 
outlying rings. 

Minimum Driving Time-Using 
minimum driving time revealed 
a trend similar to that of the 
straight-line distance cases. In 
this in.stance the RMS and iRMS 
were somewhat larger. The re

Figure 5. Average algebraic error in trips generated by enalysiB districts for the 
uniform resistance function. 

sults of the minimum driving 
time analysis, shown in Figure 
6, indicate a similar shape but 
poorer fit compared with the 
straight-line distance case. 

Comparing the results of the 
minimum RMS values for ring 

variations and those for the uniform resistance function revealed that the former im -
proved the minimum RMS fit for all variations. The minimum point for each curve was 
improved by an RMS of about 20 trips, or approximately 9 percent, and the minimum 
point for best case of the two variations changed from an RMS value of 208 to 189. 

In this method of analysis by ring,s, the screen-line-crossing errors could not be im
mediately observed because there were too many variables involved. Only after the 
min.imum RMS value for each ring was determined, separately and then combined, could 
the screen-line-crossing errors be calculated for that particular solution. Calculating 
the screen-line-crossing errors for the minimum RMS for straight-line distance and 
minimum driving time (ke/kr = 1, and x = 1) gave the following results: For the Fountain 
Creek screen-line crossing, the error was 13.7 percent and 29.3 percent respectively; 
and for lhe Arkansas River screen-line crossing, the error was -0.4 percent and 13.0 
percent respectively. This trend of small Arkansas River screen-line error and large 
Fountain Creek screen-line error is similar to that found in the uniform resistance 
function investigation. 

Terminal Times 

In many studies, spatial separation between zones appears to be better approximated 
by travel time than by driving time. Travel time is the sum of the driving time plus 
terminal times within the zone of origin and destination. 
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The determination of actual terminal times has been difficult, and various approxima
tions are used such as the terminal time of each zone as determined by the land use 
characteristics of the zone, or as a function of the distance from the CBD. In one study 
for a small urban area (4), a terminal time of 5 minutes was used for the CBD, 1 minute 
for residential zones, and intermediate values for other zones. In the Washington, D.C., 
study for 1948 and 1955 (9), the estimated terminal times varied from 6 minutes within 
the central por tion of the region to 3 minutes in the outlying surburban residential areas . 

There are, of course, many possible combinations of terminal times, resistance mea
surements, and ring variations that might be investigated. Because it was not practical 
to study all possible combinations, seve.ral of the more significant ones were examined, 
based on the results observed in the first part of this report. A summary of these vari
ations is briefly outlined as follows: 

1. Straight-line distance-(a) uniform terminal time, expressed in miles, with up to 
1.0-mile terminal time studied; (b) ring variations of terminal time of 0.8 mile for the 
central ring, 0.5 mile for the intermediate ring, and 0.2 mile for the outlying areas; (c) 
ring variations of m and Bin the Tanner equation with constant terminal time of 0.3 
mile added to each trip end; and (d) r ing variations of m, B, and ter minal time using 
the values listed in l(b). These cases are shown in Figure 7. 

2 . Minimum driving time-fa) uniform terminal time with up to 5.0 minutes added 
to each end of a trip studied; (b) ring variations of terminal time of 6 minutes for the 
central ring, 4 minutes for the intermediate ring, and 2 minutes for the outlying area; 
(c) ring variations of m and B in the Tanner equation with constant terminal time of 
2.5 minutes added to each trip end; and (d) ring variations of m, B, and terminal time 
using the values listed in 2(b). These cases are shown in Figure 8. 
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DISCUSSION OF RESULTS 

The most unusual finding from the entire study was concerned with the measurement 
of the resistance parameter used in the Tanner model. This finding is best shown in 
Figure 9 where, in every case, the straight-line distance form of the resistance mea
surement gives a better fit (in terms of minimizing the RMS) to the origin-destination 
data than does the minimum driving time form. This finding was observed without ex
ception throughout the study. In almost all references and transportation study reports 
(except possibly those of the Detroit Area Transportation Stud,y), minimum driving time 
or minimum driving time with terminal time is cited as the best indicator of a driver's 
appraisal of travel .resistance. The logic of this ai·gument is obvious and, in most cases, 
correct. If other factors remain constant, the attraction for ti·avel decreases as resis
tance to travel between two points increases (decreased driving speed). The trip pro
duction is then satisfied by other destinations where the resistance to travel is less (or 
the opportunity for trip termination is greater). This is especially true for a densely 
developed downtown area where congestion is common. Outlying shopping centers in 
medium and large cities, where CBD congestion is the rule, attract a considerable part 
of the daily volume of shopping trips . 

Straight-line distance measurements, on the other hand, do not consider congestion, 
barriers, or variations in the case of travel throughout an urban area. This decrease 
in CBD-oriented travel associated with increase in congestion has been observed in 
many cities, and has best been accounted for by using actual travel time for the resis
tance measurement (3). 

Pueblo is no exception to problems of congestion and low driving speeds in the down
town area. In addition, several major barriers exist near the CBD, among which are 
Fountain Creek, the Arkansas River, and the railroad lines. There is also a heavy in
dustrial area in the south-central portion of tbe study area. All of these factors point 
toward the use of minimum driving time or total travel time. 

However, looking at the study area characteristics in more detail gives a better in
sight into the reason for the better results occurring with the use of straight-line dis
tance as the resistance measurement. First, there are only three major shopping areas 
in the Pueblo area, one in the southwest corner of AD 4, one at the intersection of AD's 
20, 22, 23, and 25, and one at the west end of AD 1. The two shopping areas outside 
the CBD (AD 1) offer mainly food and variety store sel'Vices . Any major shopping or 
business requirements have to be satisfied by the downtown area; thus, most residents 
of the area do their shopping in the CBD. Second, transit service was almost nonexis
tent in 1962, accommodating 3, 500 person trips with an average of 8 persons per bus; 
bus trips represented approximately 0.1 percent of the total vehicle trips. Another 
major factor is that approximately 25 percent of the available jobs in the study area are 
accounted for by the steel mills located in AD 14. Another 30 percent of the jobs are 
located within 1 mile of the CBD. Because a great majority of trips by urban residents 
are made between home and work, business, or shops, these two areas, AD 1 and AD 
14, together with the adjacent business and industrial areas (AD's 32, 56, 57, and the 
south portion of 33), account for over a fourth of the trips in the study area. 

Thus, trips to these areas are not governed as much by accessibility as by necessity. 
Resistance to travel is not very meaningful in this case, especially minimum driving 
time that tends to reduce the number of trips to these high-density areas because of low 
driving speeds and barriers. 

It is concluded, therefore, that straight-line distance is a better estimator of resis
tance to travel in the study area because of the high number of one-location facilities 
for shopping and business, which probably conditions drivers to think in terms of 
straight-lin.e distance and not driving time. This conclusion is felt to apply only to the 
Pueblo study area and is not necessarily valid for other urban areas. 

It was found that the minimum RMS in all of the examples investigated was between 
a ke/kr value of 1 and 2, indicating a greater emphasis on employment as a determinant 
of travel demand. The greater weight given to employment more than likely gave a 
better estimate of work- or business-oriented trips, as mentioned earlier. Because 
approximately 40 percent of all person trips and 60 percent of all home-based person 
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Figure 9. Summary of rCBUlta from least squares analysis applied to the Tanner trip-distribution model. 

trips in an urban area are for the purpose of business, shopping, or work (4), the 
greater weight given to employment is reasonable (5). However, the emphasis on em
ployment increases at the expense of accuracy for other trip purposes such as social
recreational and school. Thus, t)1ere is an optimum balance between the employment 
factor and the resident-population factor. 

A summary of all the variations investigated is shown in Figure 9. In each pair of 
bar graphs, the top one is the straight-line distance function and the lower one is the 
minimum travel time function. The best fit is indicated by the shortest bar. 

The ~S is plotted in Figure 10 for the best fit of the uniform resistance function 
for straight-line distance, minimum driving time, and ring variations of B and m 
(straigil.i: -i.i.t1~ Ui::sla.i1c.:. f'uii.Ctivu} . Th:; dct:t :::f 1N~~!!i!'.gt0!'., n. r. ., gathered in 1955 are 
plotted for comparison (9). The Tanner model results are based on individual inter
zonal trip interchanges, whereas the Washington, D. C ., data are based on assignment 
to a spider network, and the sample rate lines (3 percent and 13 percent) are based on 
accumulated trip-trace intersections in %-mile sections of a grid system superimposed 
over the survey area @). Thus the Tanner model results are somewhat more stringent 
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because there was no chance for geographic or socioeconomic bias to be "averaged out." 
Use of the spider-networ.k volumes allows positive and negative errors, in trips assigned 
to a specific link, to cancel each other. · 

CONCLUSIONS 

The main purpose of this study was to develop a method for analyzing urban travel 
patterns that offered simplicity and economy of application together with ease and econ
omy of data collection. Both of the above requirements are felt to be satisfied by using 
the Tanner model. The use of straight-line distance between centroids for travel re
sistance, and resident and employment population for the activity measurement, meets 
the requirements of ease and economy of data collection. Population is one of the easi
est urban characteristics to collect as was proven in the study of another urban area. 

The use of the straight-line distance form of the Tanner model, with slight variation 
in the coefficients obtained for Pueblo, produced favorable results for Boulder, Colorado 
(population 60,000). No ori~in-destination data were available, thus the results were 
checked by several screen lines. The data for the Boulder study were collected in one 
day, and the program was calculated and adjusted in less than two days. 

The method described in this 2·eport is not as detailed as many of those developed 
and used in major transportation studies. However, it is not intended to replace these 
methods, but instead to supplement major studies and to be used as a planning tool for 
smaller urban areas. This procedure would he especially valuable for analyzing alter
nate forecasts of development and growth of urban areas. The use of population is es
pecially valuable because population growth and change can be predicted with a greater 
degree of reliability and ease than most other urban characteristics. The Tanner model 
was used for estimating present travel in this report; however, this does not preclude 
its use for predicting future travel. The method lends itself to forecasting with the use 
of future population projections. 

The main problem encountered in this study was the unusual travel characteristics 
dictated by the concentration of shopping, business, and work areas in Pueblo. This 
unfortunately makes the results somewhat difficult to apply to other urban areas that 
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have highly decentralized commercial areas, because the effect of this on the Tanner 
parameters is not completely understood. 

The form of the Tanner model that gave the best results was with the use of straight
line distance for the resistance function. However, the use of minimum travel times 
should be investigated for other areas because it may give as good or better results. 
The use of ring variations instead of the uniform function is questioned because of lack 
of simplicity and other p roblems . 

Several items of inte r est were brought out as the study developed, which could offer 
topics for further research. 

1. The application of the Tanner model to U.S. Census data, as information on res
ident and employment population by place of work becomes available in the 1970 census 
program (6, 7). 

2. The-adaptation of the Tanner model to intrazonal trip distribution or to specific 
subareas such as the CBD, industrial parks, and university districts, along with varia
tions in ke / kr values. 

3. The use of the Tanner model with resident and employment population for peak
hour trip estimation. Indications are that this method would give good estimates be
cause approximately 80 percent of urban travel during this time is between home and 
work (8). 

4. The use of different ke / kr values for rings within the study area or for major 
traffic generators such as the CBD, industrial parks, and university districts. 
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Trip Generation: A Critical Appraisal 
HAROLD KASSOFF, U.S. Bureau of Public Roads; and 
HAROLD D. DEUTSCHMAN, Tri-State Transportation Commission 

This paper is directed toward a critical evaluation of the con
sequences associated with alternate approaches to the trip
generation process. The first part of the research examines 
the use of aggregated data and the performance of relationships 
based on aggregate totals (such as trips per zone) as opposed 
to the use of aggl·egate rates (such as trips per household per 
zone). The second part concentrates on the implications of 
using disaggregated data (data not combined and averaged ac
cording to predefined areal units) vs aggregated data. Both 
analyses were performed on the same data base and employed 
the same set of variables. The analysis tool of multiple linear 
regression was applied to both phases of the research utilizing 
two independent sets of data, one for calibrating or fitting the 
data, and the other for testing the results. 

The results indicate that the aggregate total equation has a 
slight statistical advantage, but the rate equation offers more 
flexibility and efficiency in analyzing the data, because it is not 
tied to the data scheme to which it was developed. In statisti
cal tests to measure and evaluate on a common basis the dis -
aggregate trip-generation procedures vs the aggregate pro
cedures, the disaggregate equations produced slightly better 
results and are the recommended procedure. 

•ONE of the distinctive featu1·es of current transportation planning is the explicit recog
nition given to the relationship between travel behavior and the physical, social, and 
economic state of urban environment. Dm·ing the past decade, a considerable effort 
has been made by tl·ansportation planners to develop analytical tools that can couch 
these basic relatimiships into a quantifiable framework for use in forecasting future 
travel demands. This has led to the emergence of a set of procedures, under the gen
eral heading of trip generation, that can translate information conceming land use, pop
ulation characteristics, and economic conditions into expressions of travel potential. 
This paper is directed toward a critical evaluation of the consequences associated with 
alternate approaches to the trip-generation process. 

The bulk of the research effort to date in the area of trip-generation analysis has 
been oriented toward establishing a set of factors that can be related to trip-making 
and used in developing travel forecasts. The results have been fruitful in the sense 
that the basic determinants of urban travel behavior have been fairly well identified 
and documented, and their use by operational studies in producing forecasts has become 
more or less standard practice. Less of an effort has been made in developing and re
fining the specific techniques that have been employed in relating travel behavior to the 
Wlderlying causal factors. The purpose of this paper is to apply a particular analytical 
tool, multiple linear regression, in a number of alternate ways, and to evaluate the re
sults in terms of the applicability of each approach to the trip-generation process. 
Specifically, the paper deals with two areas of interest to the analyst engaged in pre-
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paring travel forecasts. The first part examines the use of aggregated data and the 
performance of relationships based on aggregate totals (such as trips per zone) as 
opposed to the use of aggregate rates (such as trips per household per zone). The 
second part deals with the implications of using aggregated data vs data that have not 
been combined and averaged according to predefined areal units . Both analyses were 
performed on the same data base and employed the same set of variables. 

STUDY APPROACH 

The trip-generation process may be viewed in te1·ms of two distinct steps. The 
first involves the generation of a set of trips on a small-area basis, based on the char
acteristics of the population of the area Wlder study, with an assignment of a portion of 
the trips to residential areas. This phase is frequently referred to as residential-trip 
generation. The second, nonresidential-trip generation, involves the allocation of the 
nonhome trip ends to nonresidential activities throughout the a1·ea. The same general 
tool of multiple regression is applicable to both phases. Because this research is con
cerned only with evaluating alternate techniques, it was decided to deal with residential 
tvip generation alone because this phase is generally characterized by· relationships 
that are more accurate and more stable. 

The term trips, as used in this paper, refers to unlinked person trips generated by 
residents (over 5 years of age) of the particular analysis unit under consideration. 
Walking trips are not included. (Publications of the Bureau of Public Roads on gravity 
models contain a discussion of the trip linking.) 

Perbaps the most critical constraint that must be placed on a research effort aimed 
at evaluating a number of analytical techniques is that all factors having some bearing 
on the results of the analysis must be carefully controlled. This means that only the 
specific items to be tested may be permitted to vary within the overall analysis. To 
ensure th.at these conditions were met, the research was conducted on a single data 
set, employed a single set of variables, and performed evaluations at Wliform levels 
of data aggregation. 

Data Source 

The source of data for this study was the home-interview survey conducted by the 
Tri-state Transportation Commission in 1963 and 1964 over a 22-coWlty region en
compassing the New York City metropolitan area. A one percent sample of households 
produced travel data and socioeconomic characteristics for over 50,000 households 
within the Tri-state cotdon area. The 3,600 square-mile area had a population of over 
16 million persons in 1963. (It should be noted that none of the techniques discussed 
in this paper reflects the trip-generation process developed by the Tri-state staff. At 
Tri-state, an advanced traffic-assignment technique, called the direct traffic estima
tion method, requu·ed trip-destination estimates at a much finer areal level than that 
dealt with in this paper.) 

Selection of Variables 

The selection of variables to be used in the analysis represented a significant initial 
step in the research. The choice was subject to the following criteria: 

1. Variables should be highly correlated with trip-making in a statistical sense. 
2. Variables should have a strong logical relationship with trip-making in a causal 

sense. 
3. Variables should generally not be difficult to forecast. 
4. Variables should have been commonly usect by operationai stuciie:s in i.rip

generation analysis. 
5. Variables should be limited in number so that the analysis is not distorted with 

a multitude of interrelated factors. 
6. Variables must be compatible with all of the techniques to be tested. 
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TABLE 1 

SIMPLE CORRELATION OF VARIABLES 

Variable 
Variable 

2 7 a 
1. Trips 0.867 0.770 0.705 0.839 0,901 0.873 0.800 
2. Persons (over 5 years old) 0.786 0.925 0.97 1 0.686 0.898 0. 971 
3. White-collar labor force 0.547 0.885 0.629 0.946 0.88 5 
4. Blue-collar labor force 0.875 o. 512 0.713 0.891 
5. Labor force 0.650 0.946 0.992 
6. Automobiles 0.743 0.593 
7. Income 0.919 
8. Households 

Note: Variables represent zonal totals . 

The sixth criterion eliminates from consideration a number of variables that have 
been used frequently in trip-generation analysis, A variable such as net residential 
density, for example, is usually a good measure of trip rates, but it is not applicable 
in forecasting aggregated totals because it does not reflect size differentials among 
areal units. A preliminary list of variables was compiled and a simple correlation 
analysis was performed to evaluate the variables in terms of the first criterion. This 
was accomplished at the zonal level, and the results are given in Table 1. 

The variables most highly correlated with trip-making were total persons (those 
persons over 5 years of age), labor force, automobiles, and total income. Of these, in
come was eliminated because it is a difficult variable to forecast, particularly on a 
small-area basis, and labor force was dropped because it, too, is frequently not readily 
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available for the forecast year and because it is more specifically oriented to work-trip 
generation. Persons and automobiles were judged to be the best in terms of the estab
lished criteria outlined previously and were adopted for use in this study. A graphic 
representation of the relationship between these two variables and trip-making is shown 
in Figures 1 and 2. 

Three levels of data aggregation were considered in this research. The Tri-state 
cordon area was divided into 158 districts, and these were further subdivided into 567 
zones . Evaluations were performed using hoth districts and zones as the basic units 
of analysis; the third level consisted of individual households as points of observation. 
In all instances where comparisons were made, the relationships were scaled to the 
same level of aggregation with statistical indicators appropriately adjusted. 

The study was limited by the availability of a single cross section of data. Because 
the basic goal of the research was to evaluate a set of forecasting techniques, the ideal 
input would naturally consist of two sets of comparable data for the same area reflect 
ing different points in time. Such information Wl,fortunately was not available . (These 
data will become more easily obtainable in the near future as many transportation 
studies complete updates of their surveys as part of the continuing planning process.) 
It was, however, considered essential to the study that the data on which the different 
methods were tested be independent of the data to which they were calibrated. Thus , 
lacking a temporal separation, we devised a geographical separation. This was done 
by separating the data, aggregated to the largest areal unit used in the study, into two 
discrete sets, each representative of the cordon-area environment. The relationships 
were developed on observed data contained in 85 of the 158 districts (referred to as 
cross section A), and were applied for the purposes of comparative evaluation to data 
from the 73 remaining districts (called cross section B). This means, for example, 
that on the zonal level only zones contained in the districts defining cross section A 
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were used to develop the zonal relationships. These relationships were then applied, 
for purpose of evaluation, to the zones in cross section B. Figure 3 illustrates the 
spatial distribution of the two data sections. 

AGGREGATE TOTALS VS AGGREGATE RATES 

In the course of performing trip-generation analysis, one must decide whether to 
deal with data in terms of aggregate totals or aggregate rates. (An example of an ag
gregate total is trips per zone or automobiles per zone, whereas an aggregate rate is 
average trips per household per zone, average trips per acre per zone, or average 
automobiles per household per zone.) There have been some studies that have mixed 
totals and rates within the same relationship, but such a p1·actice is without a logical 
basis because aggregate totals are a fwiction of the magnitude of the unit of aggrega
tion, and rate variables are independent of size. 

As an illustration of the misuse of rate variables in aggrepte-total relationships, 
consider two zones, one twice the size of the other, in terms of trips generated. If 
both zones bad identical automobile ownership rates, expressed in terms of automo
biles per household, and this variable were used in an aggregate-total equation, the 
contribution of this variable in terms of predicted total trips per zone would be the 
same for each of the two zones, even though the actual volume of trips gene1·ated by 
one might be twice as large as the other. 

,r------·-·i 
I 

-·-1 

CROSS SECTION A (85 DIST.) 

CROSS SECTION B (73 DIST.) 

CORDON LINE 
Figure 3. Spatial distribution of the two data sections. 
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TABLE 2 

COMPARISON OF AGGREGATE-RATE AND AGGREGATE-TOTAL TRIP-GENERATION EQUATIONS 

Analysis 
No. of Dependent Independent Variables 

Consiant/ 
standord 

Obser- Variable Equation rror/ R' 
Unit vl!llons y X1 x, M.ean 

Menn 

Zone 305 Trips Automobiles Persons per y = 4.343X1 0.001 0.181 0.930 
per zune per zone zone +0.758X, 

- 66 

Avg. trips Avg. automobiles Avg. person y = 3.458X1 0.418 0.209 0.714 
per household per household per household +2.054X2 

per zone per zone per zone -2.94 

The objective of this section of the study is to compai·e the two tecluliques in te1·ms 
of their suitability to trip-generation analyses. This part of the research proceeded 
along the following lines: 

1. The data were compiled on a zonal basis in the form of aggregate totals and ag
gregate rates . 

2. The data were divided into the two spatially independent sets mentioned pre
viously, cross section A and cross section B. 

3. Regression on equations were derived (using the BIO-MED 02R stepwise re
gression p1·ogram) for both the zonal aggregate totals 

trips per zone = f (persons per zone and households per zone) 

and the zonal aggregate rates 

trips per household per zone = f (persons per household per zone and 
automobiles per household per zone). 

These equations were developed using the data in cross section A. 
4. The equations were applied to the zonal data regarding persons and automobiles 

from cross section B. 
5. The relationships were evaluated in terms of how well they reproduced the zonal 

trip data from cross section B. 
6. Several equation statistics were compared on a common basis. 

The equations that were developed from applying each of the two methods ai·e given 
with their associated statistics in Table 2. The most outstanding difference between 
the two equations is in the relative size of the constants. Although both are negative 
in sign, the aggregate-total constant is virtually insignificant, rep1·esenting one-tenth 
of one percent o.f the mean trips per zone. The constant in the rate equation, however, 
is almost 42 percent of the mean household trip rate. In general, r elatively large con
stants reduce the sensitivity of the expression to the variables that are supposed to 
reflect a causal relationship. In the case of large negative constants, the situation is 
aggravated by introducing the possibility of generating negative trip values for a zone 
witl1 few persons or automobiles. 

It is important to note that in the statistical measures that are given in Table 2, 
the coefficients of determination Ra and the standard errors of the estimates, divided 

by the mean of the dependent variable, 
are not strictly comparable between 

TABLE 3 

ADJUSTED STATISTICS FOR EQUATIONS IN TABLE 2 

Equation R' Standard Error/ 
Mean 

Aggregate total 0.929 0. 187 

Aggregate rate 0.888 0. 234 

the two equations. This is simply be
cauB~ uf the diff~r~uc~a i.~ th~ fc~mu-
lation of the variables constituting the 
relationships. To perform an indepen
dent evaluation on an equivalent basis, 
both equations were applied to the data 
set from cross sectionB, and the solu
tion of the rate equation for each zone 
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Figure 4. Comparison of observed vs predicted zonal trips generated by residents for zonal aggregate regression. 

was multiplied by the number of households in the zone to yield zone totals, which were 
then comparable to the results obtained from the aggregate-total equation. The appli
cation of the rate equation in such a manner duplicates the process that would be fol
lowed in deriving actual forecasts from such an expression. Adjusted values of R2 and 
standard errors were then computed, and the results are given in Table 3. -

The rate equation, which explained only 71 percent of the variation in the data from 
which it was derived, accounts for 89 percent of the variation when used to estimate 
zonal totals from an independent data set. These adjusted statistics seem to indicate 
that the aggregate-total equation has a small advantage over the aggregate-rate equa
tion. This is further evidenced by two additional analyses that were performed. 

Figures 4 and 5 are plots of the total zonal trips derived from the home-interview 
survey vs those calculated from each of the two equations. Once again, the slight ad
vantage of the aggregate-total equation is evidenced by a little less scatter about the 
45 deg line in comparison to the results from the rate equation. 

Finally, a root-mean-square (RMS) error .analysis was performed by stratifying the 
zones in cross section B into 9 different size groups according to the volume of trips 
generated by residents. The root-mean-square error is a useful expression of the 
magnitude of differences between an array of estimated values and an array of actual 
values. For each predefined range of values, the RMS error is computed as follows: 

RMS 

N 
L (Yi - Yi)a 
i=l 

N 
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where 

Yi = estimated value, 
Yi = actual value, and 
N =number of observations in the range. 

Percentage of RMS enor is simply the RMS error for a specific range divided by the 
mean value for that range (multiplied by 100). 

The results, as shown in Figure 6, again reinforce the previous analyses that indi
cated that the aggregate-total equation is slightly superior. However, it does appear 
that the differences between the two equations, in te1·ms of estimated zonal trips, be
come less marked at the upper volume range of trips. 

The critical question arises as to which technique, aggregate total or aggregate rate, 
represents the better approach in trip generation. It should first be noted that only one 
type of rate was exami11ed in this study. Rates such as trips per employee, trips per 
acre, frips per square foot, and the like are frequently used quite successfully in non
residential trip-generation analyses, but were not treated here. The comparison per
formed in this study of trips per household per zone vs trips per zone generated by 
residents indicates that the latter yields somewhat better results in terms of reproduc
ing base-year data. The argument might be raised that the aggregate-total equation was 
favored because the comparisons were made on an aggregate-total basis; but this pro
cedure, in fact, reflects the way in which these relation.ships are actually applied. The 
requirements placed on the trip-generation process, in terms of the phases to follow, 
a:re such that aggregated totals are the required output. (The trip-distribution and 
traffic-assignment process which follow the generation of trips, require data that are 
aggregate totals related to some areal unit.) 
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The primary advantage of dealing with rates rather than totals is the flexibility that 
is provided in terms of areal units of analysis. A rate relationship is not strictly tied 
to any particular geographic system of data aggregation, but an aggregate-total expres
sion, primarily because of the equation constant, is tied to the zonal scheme on which 
it was developed, or to one that is extremely similar in terms of size and composition. 
Thus, if a zoning scheme is altered for some reason, of if forecasts are made for areal 
units that are dissimilar from those on which the equations were developed, the 
aggregate-rate approach must be considered. 

Another practical advantage of dealing with rates is the convenience provided in 
working with numerical values that have an immediately recognizable meaning. For 
example, a median family income of $15,000 for a particular area is more descriptive 
of the characteristics of the residents than an aggregate income of $15 million. 

In this analysis, both techniques dealt with aggregated data. Although the rate ap
proach eliminated the effect of the areal aggregation configuration, the equation was 
developed using the same number of observations as the aggregate-total relationship. 
The use of rates, as described, sometimes lends the misleading notion that the analysis 
is being performed at a lesser degree of data aggregation. The implications of working 
at varying levels of aggregation are discussed in the next section. 

THE EFFECTS OF DATA AGGREGATION IN TRIP GENERATION 

Questions associated with the problems of data aggregation assume importance in 
the trip-generation phase of the transportation planning process. Almost without ex
ception, the specified output of the trip-generation process is data that are aggregated 
to some areal unit. This is necessitated by the requirements of the trip-distribution 
and traffic-assignment techniques currently in use. There is little evidence to suggest 
that this condition will change in the near future. In addition, the inputs to trip-generation 
forecasts are generally aggregated data. Thus, the only real opportunity to work with 
disaggregated data is provided during the analysis stage, when the tools are being de
veloped, because the survey data are usually available in an uncombined state. 

The natural question that arises is if, during the forecasting process , both input and 
output are in an aggregated state, What is the real payoff in developing the tools on 
disaggregated data? Perhaps the following brief example can serve as a useful indica
tion of the differences in results that can be obtained from an analysis based on uncom
bined data and one that uses the same data in a combined or aggregated state. 
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TABLE 4 

INCOME AND TRIPS PER HOUSEHOLD PER ZONE 

(Hypothetical Case) 

Zone 1 Zone 2 Zone 3 Zone 4 

Household Income Income Income Income 
(thousands) Trips (thousands) Trips (thousands) Trips (thousands) Trips 

1 $5.5 4.0 $ 1.0 4.0 $4.0 6.0 $1.0 3.0 
2 3.0 2.0 4.0 4.0 8.0 6.0 2.0 0,0 
3 2.8 2.0 10.0 7.0 4.0 2.0 
4 4.0 3.0 2.0 5.0 
5 ___!J! 5.0 

Average $3.8 3.5 $ 5.0 5.0 $6.0 6.0 $2.3 1.7 

Let us assume a hypothetical case in which we wish to predict average daily trips 
on the basis of household income. We have four analysis zones, and we are trying to 
develop a tool to use in forecasting trips per household for these zones at some point 
in the future such that agg1·egate totals may ultimately be derived. Our input data are 
arrauged in matrix form (Table 4). 

Figure 7 shows the difference in the types of relationships that can be derived from 
the same data at varying levels of aggregation. If we accept the uncombined data as the 
best representation of the relationships between income and trips, it is clear, by the 
difference between the two lines, that by aggregating the data into a small number of 
classes we introduce a certain amount of bias. 

The most significant consequence of aggregation is the loss of variation in the data 
that remains to be explained among the combined units of analysis. Naturally, this 
condition becomes more severe as the number of units into which the data are aggre
gated is diminished. In the hypothetical example, the total vaJ.'iation of trips per house
hold in the basic data can be expressed as the sum of the squares of the deviation of 
each point from the overall mean trips per household. As given in Table 5, this number 
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Figure 7. Relationships that may be derived from the same data at varying levels of aggregation (hypothetical case). 
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TABLE 5 

VARIATION WITHIN DATA AT DISAGGREGATED AND AGGREGATED LEVELS 

(Hypothe tical Case) 

Tota l Trips per Household Average Trips per Zone 
Zone Household 

Th (Th - T h)' Tz (Tz - Tz)' 

~ 0 3. 50 0.30 
2 5 1 
3 2 4 
4 3 1 

2 1 4 0 5.00 0.91 
2 4 0 
3 ? 9 
4 5 1 
5 5 1 

6 4 6.00 3.82 
6 4 

4 1 a 1 l.?O 5. 55 
2 0 16 

_.1_ l 4 
Tota l 14 6 46 16.2 0 10.58 
Mean 4 4. 05 

turns out to be 46. The variation in the aggregated data in terms of sum of squares is 
10.58. Over 75 percent of the variation in the original data is hidden within the four
zonal classification with only a relatively small fraction left to be explained between 
the zones. 

Thus, the line placed through the aggregated zonal data, while expla'inlng a high per
centage of the zonal variation, explains relatively little of the total variation. This be
comes less of a problem as the homogeneity of the data within each class increases. 
For example , if each of the households generated 3.5 trips in zone 1 (this assumes that 
fractional trips are a possibility), 5.0 trips in zone 2, 6.0 trips in zone 3, and 1. 7 trips 
in zone 4, the1·e would be no variation in trip-making rates within each zone, and all of 
the variation would be between zones. In such a case, the zone average would be an 
exact reflection of the intrazonal data. In a study of this type, however, the data within 
aggregate units are generally quite heterogeneous, as they are for this example. 

The problem of relative-size differentials is also an important factor to consider. 
If, as is generally the case in an analysis of this type, each aggregated unit is given the 
same weight in the analysis, the results will tend to be biased as long as there are dif
ferences in the number of observations within the units. In our example, zone 3 car
ries the same weight as zone 1 in an aggregated relationship. Thus, each observation 
in zone 3 has twice as much influence as each has in zone 1. The results are again 
shown in Figure 7 where the slopes of the two lines differ sharply. 

The problem arises as to which of the two relationships would be best suited in fore
castmg trips per household for these same zones. If it were known that there would be 
no relative changes in the travel and income characteristics of the households within 
each zone and that the relative size of the zones in terms of number of households would 
remain constant, the aggregated relationship could well be employed. Butsuchsituations 
are rarely the case. Given that changes with time are possible, it must be assumed 
that they will be more accurately reflected by the curve through the uncombined data, 
because these data are a better reflection of the true relationship between the two 
variables. There is no masking of variability resulting from the effect of averaging 
and no unequal weighting effect that is inherent by characteristic of averaged data. 

Most trip-generation studies do not develop their tools on a disaggregated basis, 
but rely instead on the validity of the assumption that the relationships developed, using 
only a small fraction of the variation within a clata set, are sufficiently representative 
of the actual relationship. The following analysis seeks to evaluate the consequences 
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of such an assumption by evaluating trip-generation regression equations developed at 
three levels of data aggregation. The analysis proceeded in the following manner: 

1. Data relating to household trips, persons over five years of age per household, 
and automobiles per household were developed at the district, zonal, and household 
levels. 

2. The data were separated into the two discrete sets described previously, cross 
section A and cross section B. 

3. Equations were developed from the data in cross section A at each level of ag
gregation, i.e., the district rate, 

Trips per household per district = I (persons per household per district and 
automobiles per household per dish·ict) 

the zonal rate, 

Trips per household per zone = f (persons per household per zone and 
automobiles per household per zone) 

and the household rate. 

Trips per household = f (persons per household and automobiles per household) 

4. The equations were applied to the data concerning persons and automobiles from 
cross section B. 

5. Compa1·isons were made between the actual observed trip rates and those fore
cast from each of the three relationships. 

6. Various statistical evaluations were made. 

One need not enter into a discussion of the regression analysis in order to view the 
effects of data aggregation. Some of the biases that were discussed in the previous 
hypothetical example can be demonstrated by examining the distribution of values for 
one variable at the different aggregate levels. This was done for the trips-per
household variable, and the results, which are of interest, are given in Table 6. 

It is immediately apparent that estimates of the mean number of trips per household 
in the Tri-state study area differ significantly depending on the level of aggregation 
being used. The best estimate is naturally reflected by the raw, Wlcombined data, and 
turns out to be 5.87. The mean trip rates developed at the zonal and district level are 
20 and 16 percent highe1· respectively. Although this is readily explainable, it is an 
excellent example of the possible errors introduced by data aggregation. (The higher 
mean trip rates are a result of the disproportionate weighting effect in the Tri-State 
area, discussed earlier, whe1·e almost half the total population is concentrated in a very 
small percent of the total area, i.e., New York City. Because the New York City trip 
rate is low and the New York City zones and districts are relatively few, the trip rates 
calculated on the basis of zonal and district averages are high.) 

A look at the standard deviation of the person fa.'ip rates dramatically illustrates the 
sharp reduction in the variation within the data that resulted from averaging on the 

basis of zones and districts. 
Although on the household level 

TABLE 6 approximately two-thirds of the 
MEANS AND STANDARD DEVlATIONS OF TRIPS PER HOUSEHOLD observations were contained 

FROM CROSS SECTION A AT VARYING LEVELS OF AGGREGATION within a range defined by rough-

Analysis Unit 

Household 

Zone 

District 

.. ·-~- ,,., .. ~~ ... u .......... u ....... .t'..., 

per Household 

5.87 

7.03 

6.81 

Deviation 

6.04 

2.7 4 

2.34 

M~on Sbntfarrl ly ±100 percent Of the mean, two-
Dev!ation fo.ircis oi Wll::l :wu"11 vtserva.tiu;.;.s 

1.03 

0.39 

0.34 

were clustered within only ±39 
percent of the mean value, and 
at the district level they were 
within 34 percent. 
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TABLE 7 

COMPARISON OF RATE EQUATIONS DEVELOPED AT THREE LEVELS OF AGGREGATION 

Analysis No. of Dependent Independent Variables 
Constant/ Standard 

Obser- Variable 
Unit vations y X1 

Household 5,032 Trips per Automobiles 
household per household 

Zone 305 Avg. trips Avg. automobiles 
per household per household 
per zone per zone 

District 85 Avg. trips Avg. automobiles 
per household per household 
per district per district 

TABLE 8 

ADJUSTED STATISTICS FOR EQUATIONS IN TABLE 7 

Equation Error/ R' 
x, Mean Mean 

Persons per y; 3.169X1 0. 041 0.856 0.309 
household +l.064X2 

+O. 242 

Avg. persons y; 3. 458X1 o. 418 0.209 0. 714 
per household +2.054X, 
per zone -2. 94 

Avg. persons y; 4.151X1 0.389 0.139 0.841 
per household +1. 733X, 
per district -2. 65 

The three regression equations that 
were developed from the data in cross 
section A are given in Table 7. All are 

Equation R' Standard Error/ rate relationships necessitated by the 
_ _ _______ _ ___ ___ M_e_an__ fact that the household equation can only 
Household 0.894 

Zonal aggregate rate 0.888 

District aggregate rate 0.888 

0.229 

0.234 

0.235 

be a rate relationship. The zonal equa
tion is the identical aggregate-rate ex
pression used in the preceding section 
of the paper. The standard errors and 
coefficients of determination given in 
Table 7 are not comparable, but only re
flect how well the equations fit the data 

from which they were derived. The R2 for the household equation seems quite low un
til it is realized that this equation explained 31 percent of all the variation within the 
original data, while, for example, the district equation explained 84 percent of a rela
tively small fraction of the variation within data. 

The equations were applied to the data from cross section B at the zonal level to 
achieve an equivalent basis for an independent evaluation. The explanation offered 
earlier in th'3 paper for using zonal totals as a basis of comparison is repeated here: 
It is this quantity that, with little exception, is required as an end product of trip
generation studies. The equation statistics were adjusted, as given in Table 8, pro
ducing very interesting results. The district and zonal rate equations performed 
almost identically in terms of both the percentage of the variation in the zonal data, 
which was explained, and the relative amount of dispersion of the data about the re
gression line (standard error), but the household equation represented a slight improve
ment over each of these. 

Root-mean-square errors were calculated for several trip-generation volume groups 
for each equation. The results are shown in Figure 8 , with the RMS error expressed 
as a percentage of the mean of the volume group. The household equation does signifi
cantly better than either the zonal or the district aggregate equations in the lower trip 
volume ranges , and slightly better in the uppermost range where the average number 
of trips generated is approximately 120,000. In the range between 60,000 and 120,000 
trips, the zonal and district equations are somewhat better in reproducing the observed 
zonal totals in cross section B. 

Another view of the effect of data aggregation is provided by examining the coeffi
cients of the variables in the regression. To do this required the derivation of stan
dardized regression coefficients , called beta coefficients, so that the true relative con
tribution of each variable in the equation could be revealed. A beta coefficient is com
puted as follows: 

SXi 
Sy 
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where 

Bi = beta coefficient, 
bi = regression coefficient for the i th independent variable, 

Sxi = standard deviation of the distribution of the i th independent variable, and 
Sy =standard deviation of the distribution of the dependent variable. 

The meaning of the beta coefficient can be best explained by referring to the results 
of the analysis given in Table 9. In the equation developed at the household level, for 
example, a change of one standard deviation in automobiles per household would result 
in a corresponding change in trips per household of 0.398 of a standard deviation. 

The interesting point to be made here is that the effect of intercorrelation among 
the independent variables changes at different levels of aggregation. One of the in
herent assumptions in regression analysis is that the independent variables are not 
mutually correlated. When this condition is met, the regr ession coefficients of each 
variable are accurate reflections of the effect on the dependent variable of a unit change 
in the independent variable. Where there is a high degree of inte1·correlation among 
independent variables , the effect of each variable is not clearly defined by the coeffi
cients . This phenomenon is reflected by the entries in Table 9 that demonstrate (a) 
that the problem of intercorrelation becomes more sever e at higher levels of aggre -
gation, and (b) that, as a result, the impor tance to the equations of automobiles per 
household r elative to persons per household, as r eflected by the s tandardized beta co
efficients, tends to become more highly aggregated. 
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Figure 8 . Root-mean -square error vs trip volume for dwelling unit analyse~ and for aggregate rate analyses. 

Aggregation 

Household 

Zone 

District 

TABLE 9 

EFFECT OF DATA AGGREGATION ON THE RELATIVE CONTRIBUTION 
OF THE INDEPENDENT VARIABLES 

Beta Coefficients 

Automobiles per Household 
BA 

0.398 

0. 577 

0.727 

Persons per Household 
Bp 

0.285 

0.346 

0.240 

Correlation Between 

Persons per Household 

1.40 0.307 

1.67 0. 646 

3. 03 0.738 
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TABLE 10 

ACTUAL TRIP RATES PER HOUSEHOLD 

Automobiles 
Persons per Household 

per Household 2 5+ 

0 1.23 2.54 3.74 4.35 5.01 

2.92 4.98 6.99 7.88 10.23 

2 4.25 6.93 10.39 12.46 14.67 

3+ 3.00 5.67 10. 73 13. 48 15.25 

TABLE 11 

PREDICTED TRIP RATES PER HOUSEHOLD FROM EQUATIONS 
DEVELOPED AT DIFFERENT LEVELS OF AGGREGATION 

Level of 
Automobiles Persons per Household 

Aggregation 
per 

4 5 Household 

Household 0 1.31 2.37 3. 43 4.50 5.56 
(+6. 50) (-6.70) (-8.90) (+3.40) (-2.50) 

4.48 5.54 6.60 7.67 8.73 
(+53.40) (-11.20) (-5.60) (-2.70) (-13.30) 

7. 64 8.71 9.77 10.84 11.90 
(+79.80) ( +25. 70) (-6.00) (-13.00) (-13 .30) 

Zone 0 I. 76 3.81 5.87 7.92 9.98 
(+43.10) (+33.30) (+57.00) (+82.10) (+75.10) 

5.22 7.27 9.33 11.38 13.43 
(+78.80) (+4.60) (+33. 50) (+44.40) (+27 .60) 

8.68 10. 73 12. 78 14.84 16.89 
(+104.20) (+54.80) (+23. 00) (+19.10) (+23.00) 

District 0 1.47 3.20 4.93 6.67 8.40 
(+19.50) (+26. 00) (+31.80) (+53.30) (+47 . 40) 

5.62 7.35 9. 09 10.82 12. 55 
(+92. 50) (+47.60) (+30.00) (+18. 70) (+9.50) 

2 9.77 11.50 13.24 14.97 16.70 
(+129. 90) (+65. 90) (+27.40) (+20.10) (+21.60) 

Note: Percentage of errors are in parentheses. 

The equations were tested in terms of their ability to reproduce actual are.a-wide 
trip rates for various household types. The households in the study area were cross
classified according to the number of automobiles available and the number of persons 
per household. The area-wide average trip rates are given in Table 10 for each com
bination. Each of the three equations was then applied to each combination of automo
biles and persons per household. The results, given in Table 11, clearly indicate the 
superiority of the household equation in predicting trip rates for data independent of 
areal aggregate units . 

SUMMARY AND CONCLUSIONS 

Two aspects of trip-generation analyses were studied in this resea1·ch. The first 
dealt with the comparison between aggregate rates and aggregate totals, and the second 
with the comparison of agg1·egate and disaggregate trip-generation procedures. 

In a comparison of (aggregate) l'ates vs totals, the results were calibrated and 
tested by using two data sets, in an effort to avoid the typical bias of evaluation caused 
by the use of a common data base. In addition, because rates and totals could not be 
directly compared, the results were standardized to a common basis for evaluation. A 
comparison of the two techniques produced evidence that the aggregate total equation 
has a slight statistical advantage over the aggregate-rate equation by virtue of such 
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tests as standard error of estimate, coefficient of determination, and the root-mean
square enor. More significantly, however, the rate equation offers more flexibility 
and efficiency in analyzing tl1e data, because it is not tied to the data scheme to which 
it was developed. It is recommended that aggregate l·ates be employed rather than ag
gregate totals because of this flexibility feature, for it is not wmsual for analyses to 
be made on zonal schemes that are somewhat different from the one in which the equa
tions were developed; and, more significantly, the zonal system for forecasting pro
cedures may be quite different from the one utilized for equation calibration. 

In the study of data aggregation, the research was directed at this primary question: 
Should aggregated data be utilized in trip-generation techniques or should households 
be treated as disaggregated units? It was noted that studies of trip generation often 
use aggregated data because it is assumed that the average zonal figures reflect the 
cha1·acteristics of the (composite) individual constituents of the zone. In many instances, 
however, the aggregated data mask the true variability of the data and do not represent 
the actual meaning of the data. On the other hand, disaggregate data limit the number 
and type of variables that may be employed and eliminate areal descriptions such as 
residential density (persons per square mile) and median hpusehold income. In addi
tion, many of the data outputs are required on an aggregate zonal basis for trip
assignment purposes such that the disaggregate forecasts would have to be summed 
to yield meaningful results. 

Statistical techniques were employed to measure and evaluate on a common basis 
the aggregate trip-generation procedures vs the disaggregate procedures. The dis -
aggregate equations produced slightly better results than either of the agg1·egate equa
tions (zones and districts) as evaluated by the standard error of estimate and the 
correlation coefficient. The most significant differences were found in testing the pro
cedures for their capability for reproducing area-wide trip rates by household type. 
The household (disaggregate) equation produced a much lower magnitude of error when 
compared to the aggregate procedures. It is recommended that household disaggregate 
equations be utilized in trip-generation analyses, especially when pro:i..'Y (disaggregate) 
variables may be derived for areal descriptions. Disaggregate equations have a more 
logical basis for producing trip-generation results; they represent the true correla
tion and variability between the variables and they also seem to produce slightly better 
results in synthesizing trip-generation characteristics than do aggregate equations. 

The authors have studied the most commonly used trip-generation procedures, those 
utilizing multiple linear regression equations. The procedures have been viewed on a 
common basis for the logic and efficiency of synthesizing trip-generation results. 
Recommendations are inade for (a) the use of agg1·egate rates as opposed to aggregate 
totals when aggregate data must be used and (b) the use of disagreggate household data 
as opposed to aggregate zonal or district data. For a total evaluation o! trip-generation 
procedures, the procedures must be measured for efficiency of synthesizing present
day 1·esults as well as for relative stability over time. As data sou1·ces become avail
able over two points in time, it is recommended that all of the suggested methods of 
trip generation be reevaluated and studied on a common basis utilizing the statistical 
measures suggested in this research paper. 



Multiple-Regression Analysis of Household 
Trip Generation-A Critique 
GERALD M. McCARTHY, Rhode Island Statewide Comprehensive Transportation and 

Land Use Planning Program 

Multiple-regression analysis of trip generation based on data 
aggregated to the zonal-average level is discussed with respect 
to its descriptive and predictive accuracy. The validity of the 
major assumptions underlying this methodology is examined. 
Certain statistical characteristics of the zone sampling distri
butions are examined in order to determine (a) the accuracy 
and reliability of the mean as a representative measure of the 
individual household trip-generation rates and socioeconomic 
characteristics and (b) the relative homogeneity of analysis 
zones with respect to household trip-generation rates and socio
economic characteristics. Sources of variation in household 
trip-generation rates and socioeconomic characteristics are 
analyzed to evaluate the effect of data aggregation on the ex
planative ability of trip-generation equations. 

The zone-sampling distributions exhibited a considerable 
degree of dispersion and skewness, rather than normality, im
plying that zonal averages are not truly representative of the 
individual household traits. The majority of the residential 
zones were relatively heterogeneous with respect to household 
trip-generation rates and socioeconomic characteristics. This 
finding refutes the validity of the commonly accepted assump
tion of zonal homogeneity. The aggregation of individual house
hold trip-generation rates to zonal averages left only a small 
percentage of variation for use in fitting the regression equa
tion, thereby reducing the explanative ability of the resulting 
equation. When multiple-regression analysis preceded aggre
gation of the data, the resulting trip-generation equation ex
plained a greater percentage of the total variation in the de
pendent variable without sacrificing any significant degree of 
accuracy in describing existing data. 

•TIIE PRESENT STATE of transportation planning technology is characterized by rel
atively sophisticated statistical techniques. The rapid refinement in transportation 
planning technology, from its initial rule-of-thumb approach to its present state, can 
be attributed largely to the impetus provided by increasing travel desires and the re
sulting financial involvement of the federal government in the nation's transportation 
problems. 

The present transportation planning process consists of four integrated steps: (a) 
inventories, (p) analysis of existing conditions and calibration of forecasting techniques, 
(c) forecast, and (d) systems analysis. The calibration of forecasting techniques in
volves the development of trip-generation and trip-distribution models. Because the 
accuracy of the results of the trip-distribution models is contingent on the development 
of accurate trip-generation information, it is not surprising that increased attention is 
being given to the trip-generation phase of transportation planning. 

Paper sponsored by Committee on Origin and Destination. 
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One limitation that has plagued household trip-generation methodology for some 
time is the inability of trip-generation equations developed for one city to duplicate ac 
curately the zonal trip-generation data from another city. This limitation is one of 
the primary reasons for the need to conduct rather extensive and costly origin -destination 
surveys in each city or area for which future travel patterns are to be forecast. This 
lack of general applicability of household trip-generation equations is thought to be a 
result of the peculiarities of the different study areas, but sufficient research has not 
been focused on the present household trip-generation equation methodology to rule out 
the possibility of some basic fallacies in the statistical logic of the methodology. 

The ease with which trip-generation equations can be developed using "canned" 
multiple -regression programs has resulted in widespread use of this technique. Too 
often, however, insufficient consideration has been given to the statistical characteris
tics of the zonal data being used in the multiple-regression analysis. As early as 1950, 
Robinson (3) pointed out the incorrectness of attempting to explain the behavior of in
dividuals based on ecological cor relations. Robinson distinguishes ecological correla
tions from individual correlations by defining an individual correlation as one in which 
the statistical object is indivisible, and an ecological correlation as one in which the 
statistical object is a group. 

In developing household trip-generation equations from zonal averages, ecological 
correlations are being used to explain the trip-making behavior of individual house
holds. Unfortunately, the incorrectness of such a procedure can be disguised in the 
results of the multiple-regression equation because of ecological fallacies resulting 
from the use of aggregated data; the equation will appear to describe rather accurately 
the existing zonal trip-generation data. However, descriptiveness is only one criterion 
of model-building. Sound statistical 1'easoning is also necessary if the resulting model 
or equation is to be truly predictive. 

The hypothesis of this discussion is that the use of zonally aggregated data, such as 
the zonal mean, in the development of household trip-generation equations is statisti
cally incorrect and results in a deceptively large degree of association between the in
dependent and dependent variables in the multiple-regression equation. Furthermore, 
zonal aggregation obscures the true relationships between household trip-generation 
rates and household socioeconomic characteristics making it difficult, if not impossi
ble, to develop general trip-generation equations-those that would be applicable to more 
than one study area. 

The preceding hypothesis was tested by using household trip-generation and socio
economic data from an origin-destination survey conducted in Raleigh, North Carolina, 
to examine the statistical characteristics of the zone samples. This, in turn, led to 
conclusions regarding (a) the accuracy of the zonal mean as a measure of household 
trip-generation rates and socioeconomic characteristics, (b) the reliability of the zone 
sample mean as an estimate of the zone population mean, and (c) the homogeneity of 
the zones as accepted by present trip-generation methodology. 

An analysis of variance of household trip-generation rates and certain socioeconomic 
characteristics enabled the identification of the major sources of variance in the in
dependent and dependent variables used in the multiple-regression trip-generation 
equation-a matter of considerable significance in the justification of the use of zonal 
averages in multiple-regression trip-generation equations. 

The calculation of simple correlation matrices, for household trip-generation rates 
and selected socioeconomic characteristics based on both zonal averages and individual 
household data, enabled a determination of the degree to which the use of zonal averages 
obscures the true relaliunship between household trip-generation rates and household 
socioeconomic characteristics. 

Finally, the development of multiple-regression trip-generation equations, from 
zonally aggregated data and also from individual household data, enabled a comparison 
of the accuracy of the resulting equations in explaining the variations in the dependent 
variable and also the accuracy of the equations to duplicate existing zonal trip-generation 
data. Furthermore, an analysis of the equations enabled certain tentative conclusions 
to be made regarding the predictive ability of the equations and also their probable gen -
eral applicability. 
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DATA COLLECTION 

The trip-generation data used in this study were obtained from the home-interview 
survey of the Raleigh Urban Area Thoroughfare Study conducted by Harland Bartholomew 
and Associates for the North Carolina State Highway Commission in cooperation with 
the U.S. Bureau of Public Roads. The home-interview survey covered a one-in-eight 
dwelling-unit sample of the entire urban area and was conducted in accordance with 
procedures recommended by the Bureau of Public Roads. The area within the external 
cordon line was subdivided into approximately 300 traffic analysis subzones, of which 
184 were residential zones. 

ACCURACY OF THE ZONAL MEAN 

The underlying assumption justifying the use of the zonal mean in household trip
generation analysis is that it is reasonably representative of the trip-making and socio
economic characteristics of individual households within the zone. This assumption of 
representativeness implies that the mean is the value around which the zone-sample 
distribution is centered, further implying normality of the distribution. In addition to 
the requirement of centrality of the mean is the requirement that the individual house
holds should be reasonably homogeneous in order for the mean to be truly representa
tive of the zonal data. Janes (8) recognized the importance of homogeneity with respect 
to household traits if zonal averages were to be correlated with volumes of traffic gen
eration. He agreed that zonal averages would not be representative of the whole set of 
households if the zones were not homogeneous with respect to the household traits mea -
sured by those zonal averages. 

The validity of these assumptions, with regard to household home-based trip-generation 
rates and selected socioeconomic characteristics, was investigated by examining cer
tain descriptive statistical characteristics of the zone sampling distributions. The Bu
reau of Public Roads (10) pointed out that such investigations had long been overlooked 
in trip-generation research. 

Zonal Household Trip-Generation Rates 

For the examination of the statistical characteristics of the zone sampling distribu -
tions, 29 zones were initially selected at random from the 184 residential origin
destination zones included in the original home-interview survey. (For the purpose of 
simplicity, the term zone is used instead of subzone throughout this study. In the orig
inal origin-destination survey, the subzone was used to describe a further subdivision 
of an origin-destination survey zone.) Descriptive statistics, including the mean and 
standard deviation, were calculated from the data for each of the 29 zones. The sam -
pling distributions for total home -based trips per household were plotted in the form 
of a frequency histogram for 6 of the 29 randomly selected zones. One zone was se
lected from each of the 6 study area sectors. (In the origin-destination survey, the 
Raleigh urban area was divided into six geographical sectors, which were further sub
divided into districts and subzones.) 

An analysis of these frequency histograms, two of which are shown in Figure 1, in
dicated two statistical characteristics of zone sample distributions that have a signif
icant bearing on the validity of the assumption of representativeness of zonal averages. 
The shape of the histograms indicates that the zone sampling distributions are skewed 
rather than normal, and that the spread or dispersion of the distribution along the x
axis implies a certain degree of nonhomogeneity within the zones. 

A determination was made of the degree to which the zonal average was the central 
value around which the zonal data were grouped by comparing the mean with the median 
value of the distribution. If the zonal data were truly centered around the mean, there 
would be no significant difference between the mean and the median. 

Table 1 gives the degree to which the zonal average is a central value around which 
are grouped total home-based trip-generation rates for individual households within a 
particular zone. These data provide a basis for questioning the value of the zonal aver
age as a measure of the central location of the individual household, total home-based 
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TABLE 1 

ZONAL AVERAGE DEVIATION FROM C ENT RAL VALUE 
OF INDIVIDUAL HOUSEHOLD TOTAL HOME-BASED 

TRIP-GENERATION RATES 

Household Household 

Median 
With Total With Total 

Zone Value, x Home-Based Home -Based 
No. Trip-Gener~ion Trip-Gencr~ion x,. Rate s " X Rates ~ X 

(percent) (percent) 

1110 5.8 7.9 65.5 34.5 
2162 6.8 7 ,3 56.0 44.0 
3620 4.6 5.7 66.0 34.0 
4240 6.6 8.1 57 .0 43.0 
5041 5.6 7 .3 65.0 35.0 
6052 4 .9 6.0 63.0 37 .o 

trip-generation rates. This , in turn, 
raises doubt as to the zonal average's 
representativeness of individual house
hold data. 

Zonal Household Socioeconomic 
Characteristics 

The statistical characteristics of the 
zonal sampling distribution of automobile 
ownership and family size per household 
were calculated, and the sampling distri 
butions for household automobile owner -
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TABLE 2 

WNAL AVERAGE DEVIATION FROM CENTRAL VALUE 
OF INDNIDUAL HOUSEHOLD CHARACTERISTICS OF 

AUTOMOBILE OWNERSHIP 

Household Household 

Zone Median With With 
Value, x Automobile Automobile 

No. x,. Ownership s X Ownership > X 
(percent) (percent) 

1110 1.1 1.7 73.0 27.0 
2162 1.4 1.7 74.0 26.0 
3620 0.4 0.7 75.0 25.0 
4240 0.9 1.5 67.0 33 .0 
5041 0.7 1.3 78.0 22.0 
6052 O.B 1.3 73.0 27.0 
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TABLE 3 

ZONAL AVERAGE DEVIATION FROM CENTRAL VALUE 
OF INDNIDUAL HOUSEHOLD CHARACTERISTICS OF 

FAMILY SIZE 

Median Household With Household With 
Zone 

Value, x Familt_ Famil)'.__ 
No. Sizes X Size> X x,. (percent) (percent) 

1110 3.1 3.9 69.0 31.0 
2162 3.2 3.5 64.0 36.0 
3620 2.8 3.3 68.0 32.0 
4240 2.3 2.9 65.0 35.0 
5041 2.2 2.8 68.0 32.0 
6052 3.9 4.4 68.0 32.0 

ship and family size were plotted in the form of frequency histograms for 6 of the 
initial 29 randomly selected zones. 

Histograms for two of the zones, shown in Figures 2 and 3, exhibit some degree of 
skewness rather than normality as did the finding with respect to the trip-generation 
rate sampling distribution. However, the spread or dispersion of the distributions along 
the x-axis is not as large for the household characteristics of family size and automo
bile ownership as it was for household total home-based trip-generation rates, implying 
that zones may be more homogeneous with respect to automobile ownership and family 
size than they are with respect to total home-based trip-generation rates. 

Tables 2 and 3 give the degree to which the zonal average deviates from the central 
value around which are grouped the individual household characteristics of automobile 
ownership and family size. These data indicate that the zonal averages for household 
automobile ownership and family size deviate to some degree from the central location 
of the zonal data, thus providing a basis for questioning the validity of the assumption 
of the representativeness of the zonal average. 

THE RATIONALE OF AGGREGATION 

The basic reason for aggregating origin-destination survey data in trip-generation 
methodology is that " ... enough behavior must be aggregated to have statistically stable 
data and to discern consistent group travel behavior patterns" (10, p. 55). The same 
study indicates that, although the individual is, in essence, the basic trip-making unit, 
the magnitude of the unexplained variation that exists in the individual's travel behavior 
makes trip-generation analysis impractical at this level. Thus, by aggregating travel 
behavior to the household level, the Bureau of Public Roads (10) concluded that there 
is an increase in the statistical stability of data results. However, trip-generation 
methodology has for some time utilized the origin -destination survey zone as the level 
of aggregation from which trip-generation equations are developed. 

The basic hypothesis of the present study is that the use of zonally aggregated house
hold data results in the development of inaccurate predictive trip-generation equations. 
The findings of Robinson (3) imply that such inaccuracies are attributable to the use of 
aggregated data from analysis areas that have a consider able degree of nonhomogeneity. 
Janes states more specifically the chru:acteristics of the basic data that contribute 
to inaccuracies in the trip-generation equations developed by multiple-regression tech
niques (8, p. 14): "Two conditions which may increase the possibility of ecological 
fallacy concern (l)the heterogeneity of the ecological units, in this case the survey 
zones, and (2) the source of variance in the dependent variables in the ecological cor
relation." 

Therefore, this section of the discussion will examine, in greater detail, the implica
tions of zonal aggregation with respect to zonal homogeneity and the sources of variation 
in the variables used in the trip-generation equation. 
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Zonal Homogeneity 

The primary basis for utilizing zonally aggregated data has been the assumption that 
geographical proximity results in similarity of households with respect to trip-making 
and socioeconomic characteristics. The validity of this assumption is examined in the 
following. 

Household Trip-Generation Rates-The degree to which the data in any particular 
zone are more or less heterogeneous than the data of the total area, from which that 
particular zone was formed, can be considered as a measure of the relative homogeneity 
of the zone. This relative homogeneity can be measured by comparing the zonal sample 
standard deviation to the total area sample standard deviation. This ratio, a measure 
of the relative zonal homogeneity, will be referred to hereafter as the relative zonal 
homogeneity index (RZHI). Cumulative frequencies of the RZHI for the household trip
generation rates were tabulated 

The conclusion to be drawn from an RZHI of 1. 00 is that the particular zone is no 
more homogeneous, with respect to the household trait whose zone sampling distribu
tion standard deviation was calculated, than the entire study area. However, because 
we are, in effect, making conclusions about the homogeneity of the zone population while 
measuring the homogeneity of the zone sample, the sampling variation in the standard 
deviation must be taken into account. 

The sampling variation in the zone sample standard deviation was taken into account 
by determining, for each of the household trip-generation rate stratifications, a critical 
value of the RZHI. By definition, this critical value is such that any zone having a 
RZHI that is equal or greater in value will be considered to be significantly hetero
geneous in regard to the household trait whose sampling distribution standard deviation 
is being considered The mathematical logic on which this critical value is based is 
given in the Appendix. 

Table 4 gives the critical relative zonal homogeneity index (CRZHI) calculated for 
each of the household trip-generation rate stratifications. Table 4 also gives the sum
maries of the results of applying these· critical values to the tabulated cumulative fre
quencies for the household trip-generation rate RZHI's. 

Based on the summary of the zonal homogeneity analysis given in Table 4, it can be 
concluded that a large enough number of zones show a significant degree of nonhomoge
neity, and refute the assumption of zonal homogeneity, at least with respect to house
hold trip-generation rates. 

Household Socioeconomic Characteristics-Cumulative frequencies of the ratios of 
zone sample standard deviations to total study area sample standard deviations with 
respect to household socioeconomic characteristics were also tabulated. Based on the 
summary of the analysis of zonal homogeneity, as given in Table 5, it can be concluded 
that a large enough number of zones show a significant degree of heterogeneity to refute 
the assumption of zonal homogeneity, with respect to household socioeconomic char
acteristics. 

Although the results of this analysis of zonal homogeneity, with respect to household 
socioeconomic characteristics, support the findings of a similar, but somewhat more 

TABLE 4 

CRITICAL RELATIVE ZONAL HOMOGENEITY INDEXES 
AND SUMMARY OF ZONAL HOMOGENEITY ANALYSIS 

FOR HOUSEHOLD TRIP-GENERATION RATES 

Trip-Generation Rate 
Zones Having 

CRZHI RZHI ~ CRZHI 
stratification (percent) 

Total home-based 0.749 63.0 
Total automobile-driver 

.... __ ,. L..,.,..,..,-1 ~ . '?"!~ ~~ .? uv.i.u . ..,-..,...,~..,...,. 

Automobile-driver 
home-based work 0.731 58.6 

Total home-based work 0.749 75.8 

Note: CRZHI =critical relative zonal homogeneity index; and RZHI =relative zonal 
homogeneity index, 

TABLE 5 

CRITICAL RELATIVE ZONAL HOMOGENEITY INDEXES 
AND SUMMARY OF ZONAL HOMOGENEITY ANALYSIS 
FOR HOUSEHOLD SOCIOECONOMIC CHARACTERISTICS 

Socioeconomic 
Characteristics 

Automobile ownership 
Family size 
No. of persons aged 5 and 

over 
Income level 

CRZHI 

0.755 
0.755 

0.754 
0.754 

Zones Having 
RZHI ~CRZHI 

(percent) 

55.4 
72.9 

68.9 
41.4 



TABLE 6 

SUMMARY OF THE ANALYSIS OF VARIANCE FOR TOTAL HOME-BASED 
TRIPS PER HOUSEHOLD 

Level of 
No . of 

Analysis TSS wss Percent TSS BSS Percent TSS 
Aggregation Areas 

Section 6 118,047 115, 505 97.84 2,541 2.16 

District 19 118,047 111, 782 94.69 6,264 5.31 

Zone 184 118,047 103, 579 87.74 14,468 12.26 

Household 4,159 118,047 0 o.oo 118,047 100.00 

Note: TSS = Lot.a.I sum of squares (totaJ varialion); WSS = within 11um of aquare11 (lhal portion or total variation existing within Lhe 

1 analysia area); and BSS = between sum of squares (that portion of total varialion existing between analysis areas). 
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limited, analysis reported by Fleet and Robertson ('.!), they are in direct disag1·eement 
with the findings reported by Janes (!!). Fleet and Robertson reported the results of 
their analysis of the frequency distribution of the homogeneity index for automobile 
ownership only. Furthermore, tbey did not establish a critical value for the homoge
neity index. Using a Gutman-type scale analysis procedure, Janes, on the other hand, 
concluded that the zones in the Champaign-Urbana, Illinois, study area were homoge
neous with respect to occupation, make of automobile, and value of structure-socio
economic variables that he considered to be pertinent in the relationship between house
hold trip generation and household socioeconomic characteristics. 

Sources of Variation 
Because the multiple-regression analysis technique utilizes the variation between 

observations in developing the estimating equation, the amount of this between variation 
that is explajned by the resulting multiple-regression equation is a measure of the 
predictive ability or reliability of the equation. 

Household Trip-Generation Rates-The sources and amount of variation that are 
available at each level of aggregation were determined for utilization in the multiple
regression analysis. To do so, the total variation in total home-based trip-generation 
rates was analyzed using a one-way analysis of variance. This statistical technique 
separates or partitions the total variation associated with a variable, such as total 
home-based trip-generation rate, family size, or automobile ownership, into its com
ponent parts. Its pertinent components are the variation within analysis areas (levels 
of aggregation) and the variation between analysis areas. 

The calculations for the analysis of variance were carried out on the Triangle Uni
versity Computing Center's IBM 360 Model 75 computer using the TSAR system. TSAR 
(Tele-Storage-And-Retrieval) is a computer-oriented system developed and maintained 
by Duke University for storing, retrieving, processing, and analyzing data. 

The results of the analysis of variance given in Table 6 indicate that, when zonally 
aggregated total home-based trip-generation rates are used in the multiple-regression 
trip-generation analysis, only 12.26 percent of the total variation in total home-based 
trip-generation rates is utilized A further analysis of Table 6 shows that as the level 
of aggregation increases, the between sum of squares, expressed as a percentage of the 
total variation in total home-based trip-generation rates, decreases. (The between sum 
of squares is the variation in total home-based trip-generation rates between analysis 
areas.) 

The significance of these findings is of particular importance with respect to the 
predictive ability of the trip-generation equations developed from zonally a.ggregated 
trip-generation data. It is reasonable to assume that as the percentage of the total 
variation utilized in the development of the trip-generation equation decreases, the 
predictive ability of the trip generation will decrease. 

Household Socioeconomic Characteristics-An analysis of variance performed on 
household family-size and automobile-ownership data resulted in the summaries given 
in Tables 7 and 8. Although the analysis of variance summaries given in Tables 7 and 
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TABLE 7 

SUMMARY OF THE ANALYSIS OF VARIANCE FOR HOUSEHOLD FAMILY SIZE 

Level of No. of 

Aggregation Analysis TSS wss Percent TSS BSS Percent TSS 
Areas 

Section 6 11,423 11,055 96.78 367 3.22 
District 19 11,423 10,449 91.47 974 8.53 
Zone 184 11,423 0,908 78.69 2,434 21.31 
Household 4,352 11,423 0 0.00 11,423 100.00 

TABLE 8 

SUMMARY OF THE ANALYSIS OF VARIANCE FOR 
HOUSEHOLD AUTOMOBILE OWNERSHIP 

Level of No. of 

Aggregation Analysis TSS WSS Percent TSS BSS Percent TSS 
Areas 

Section 6 3,004 2,705 90.04 299 9.96 
District 19 3,004 2,413 80.33 590 19.67 
Zone 184 3,004 2,007 66.80 997 33.20 
Household 4,352 3,004 0 o.oo 3,004 100.00 

8 indicate that from 70 to 170 percent more of the total variation in the household char
acteristies of family size and automobile ownership is utilized in multiple-regression 
trip-generation analysis, there still remains a large percentage of the total variation 
that is not utilized in the multiple-regression analysis. This occurs when zonally ag
gregated, household family-size and automobile-ownership data are used, ratbe than 
when zonally aggregated, total home-based trip-generation rate data are used. The 
preceding findings, in addition to providing further evidence against the validity of the 
asswnption of zonal homogeneity, imply that relationships or correlations developed 
between variables representing aggregated data will be inaccurate, because there is a 
considerably larger portion of variation within zones than between zones. 

ECOLOGICAL FALLACIES RESULTING FROM 
THE USE OF AGGREGATED DATA 

Household Trip-Generation Relationships 

A determination was made of the effect that aggregating the home-interview sw·vey 
data to the zonal average has on the relationships between certain household charac
teristics and total home-based trip-generation rates. This was done by determining 
the coefficients of correlation for individual household data and for data aggregated to 
the zonal-average level. The correlation coefficients for these two levels of aggrega
tion are given in Tables 9 and 10. Table 11 summarizes these and other changes in 

TABLE 9 

ZONAL AVERAGE HOUSEHOLD DATA-HOUSEHOLD TRAIT CORRELATION MATRIX 

Household Trait 

Income level 
Automobile ownership 
Family size 
No. of persons aged 5 

and over 

Automobile 
011.'!!~!'~Mr 

0.8014 

Family 
~i!7.P. 

0.0736 
0.1390 

No . of Persons 
A!:"ed 5 and Over 

0.0672 
0.1266 
0.9374 

Home-Based Trips 
per Household 

0.6154 
0.6476 
0.4534 

0.4805 



TABLE 10 

INDIVIDUAL HOUSEHOLD DATA-HOUSEHOLD TRAIT CORRELATION MATRIX 

Household Trait 

Income level 
Automobile ownership 
Family size 
No. of persons aged 5 

and over 

Automobile 
Ownership 

0.5796 

Family 
Size 

0.1930 
0.2208 

TABLE 11 

No . of Persons 
Aged 5 and Over 

0.2012 
0.2375 
0.9072 

Home-Based Trips 
per Household 

0.3800 
0.4189 
0.4649 

0.5197 

PERCENTAGE OF CHANGE IN HOUSEHOLD TRAIT CORRELATIONS WHEN INDIVIDUAL 
HOUSEHOLD DATA ARE AGGREGATED TO THE ZONAL AVERAGE LEVEL 

Household Trait 

Income level 
Automobile ownership 
Family size 
No. of persons aged 5 

and over 

Automobile 
Ownership 
(percent) 

+38.2 

Family 
Size 

(percent) 

-61.8 
-37.0 

No. of Persons 
Aged 5 and Over 

(percent) 

-66.6 
-46.7 
+ 3.3 

Home-Based Trips 
per Household 

(percent) 

+61.9 
+54.l 
- 2.6 

- 7 .5 
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household trait relationships resulting from the use of household data aggregated to the 
zonal-average level. These changes in correlation given in Table 11 emphasize the 
clouding effect that aggregation has on basic relationships between household travel and 
certain household socioeconomic characteristics as pointed out by Fleet and Robertson 
(7 ). The significance of these changes in basic relationships is that they have implica
tions with respect to the validity and reliability of trip-generation equations developed 
from aggregated data. 

Household Trip-Generation Equations 

It has been shown that the relationships between certain household traits change 
when aggregated data rather than individual household data are used to develop the rela -
tionships. It is reasonable, therefore, to expect the trip-generation equations devel -
oped from aggregated data to exhibit some differences from those developed from in
dividual household data. Table 12 gives the trip-generation equations developed from 
both individual household data and zonal average data. 

Based on the coefficient of determination and the standard error of estimate (two 
standard statistical measures for evaluating multiple-regression equations), the trip-

Level of 
Aggregation 

Household 

Zonal average 

TABLE 12 

COMPARISON OF BASIC TRIP-GENERATION EQUATIONS DEVELOPED FROM 
NONAGGREGATED VS AGGREGATED DATA 

Trip-Generation Equation No . of R2 Sy.x Observations 

Home-basedtripsperhousehold; (-1.0889 + 0.6394IL 
+ l.8328PFO 
+ l.4401AO 
- 0.1774FS) 4,158 0.38 4.18 

Home-based trips per household ; (-1.4169 + 0.7485IL 
+ l.6482PFO 
+ l.6849AO 
- 0.1846FS) 184 0 .61 l.38 

y Percent 
Sy .x 

7.49 55.81 

7 .43 17 .23 

Note: R2 = coc:(Cicient of detetroln•tkJl'!l j Sy.x • .ilJ1J1d11rd error of C'tlimalc; Y =mean of Ilic drpi!!nd1mt variable; l"'rco•nl Sy.it= pcrccnlagc of stan<lunJ error oi Lht ""timalc or Sy 0JY; 
CL= houtc"hold income 11'..n:I; rro = numhrro·r pcrscms lri,l.(ld 5 anJ over; AO= househofd IU1omobilc ownership; on<l FS = household family .i:cc. 
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TABLE 13 

COMPARISON OF ADJUSTED BASIC TRIP-GENERATION EQUATIONS 

Level of 
Trip-Generation Equation y Percent 

Aggregation RMSE 
RMSE 

Household Home-based trips per household/zone = N(-1.0889 + 0.6394IL + 1.8328PFO 
+ 1.4401AO) 168.28 30.82 18.31 

Zonal average Home-based trips per household/zone = N(-1.4169 + 0.7485IL + 1.6482PFO 
+ 1.6849AO) 168.28 27.94 16.61 

Note: RMSE = mol·mellll-squlll'e error; percent RMSE =percentage or root-mean-square error or RMSE/Y; and Y =mean of the drpcndent variable {lolal home-based trips per zone) . 

generation equation developed from zonal averages appears to be superior to the equa
tion developed from the individual household data. However, this is not the case. 

The analysis of the amount of variation that existed in household total home-based 
trip-generation rates (see Sources of Variance, p. 75) revealed that the within-zone 
variation accounted for approximately 87. 7 percent of the total 'variation whereas the 
between-zone variation accounted for only 12.3 percent of the total variation when the 
household total home-based trip-generation data were aggregated to the zonal level. 
Theref.ore, when the coefficient of determination is adjusted to reflect the total amount 
of variation in total home-based trips per household that exists at the zonal-average 
level of aggregation, the value of R ckops to 7. 5 percent (0. 61 x 0.123 ). 

It is evident; therefore, that the use of aggregated data has resulted in a deceptively 
high value for R2

• A similar conclusion was reached by Fleet and Robertson (7) with 
respect to zonal home-based work-trip-generation equations developed from aggregated 
data. 

Because R2
, the coefficient of determination, measures the percentage of total varia

tion in a dependent variable that is explained or accounted for by the combination of the 
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independent variables included in the equation, the higher the value of R2
, the greater 

will be the reliability of the association or relationship between the dependent and in
dependent variables. Therefore, the inherent danger in such a deceptively high value 
of R2 is that the trip-generation analyst could be deceived into thinking that the equation 
had a high degree of reliability with respect to the trip-generation relationship de
scribed, when in fact it did not. 

Furthermore, there appears to be a considerable difference between the two equa
tions in the percentages of the standard errors of the mean. However, an analysis of 
the results of estimates of the unexpanded home-interview trip data obtained from the 
two equations (as given in Table 13 and shown in Figs. 4 and 5) indicates that, in fact, 
the descriptive accuracy of the trip-generation equation developed from the nonaggre
gated data is as acceptable as that of the equation developed from the aggregated data. 
In fact, if family size were included in the equation (it could be argued that its F-value, 
3.34, is not sufficiently less than the critical F-value, 3.84, to justify its exclusion) de
veloped from the nonaggregated data, this equation would then provide a more accurate 
estimate of the unexpanded home -interview survey trip data than the equation developed 
from the data aggregated to the zonal-average level. 

Family size was found to be more significant in the trip-generation equation devel -
oped from unaggregated data because of the fact that the correlation between family 
size and the number of persons five years old or older increased when the data were 
aggregated to the zonal-average level, thus disguising any distinction that might exist 
between those two variables. 

The increase in correlation between family size and number of persons five years 
old or older caused by data aggregation resulted in a sufficient decrease in the signif
icance of the variable (family size) in the trip-generation equation. The greater sig
nificance of family size in the trip-generation equation developed from nonaggregated 
data is indicated by its F-value of 3.39 as compared with its F-value of 0.21 in the 
zonal-average trip-generation equation. 

These effects of the use of aggregated data on trip-generation equations, namely, the 
change in the basic trip-generation relationships, the reduction in the coefficient of 
determination, and the decrease in significance of certain variables resulting in their 
exclusion from the equation, raise doubts as to the predictive ability of trip-generation 
equations developed from zonally aggregated data. That these same effects may also 
be one of the major reasons for the failure of trip-generation equations to exhibit ap
plicability in more than one city was first implied by Fleet, Stowers, and Swerdloff(~, p. 23). 

SUMMARY 

This study examined the validity of three major assumptions on which present 
multiple-regression trip-generation analysis methodology is based The assumptions 
are as follows: (a) that the zone sample mean is an accurate representation of the traits 
of all the individual households in the zone, and the sample mean is a reliable estimate 
of the zone population mean; (b) that origin-destination survey zones are homogeneous 
with respect to household traits pertinent to trip-generation relationships; and (c) that 
valid trip-generation relationships and reliable household trip-generation equations can 
be developed from household trait data aggregated to the zonal -average level. 

The zone sample mean is not representative of all of the households in the zone for 
the following reasons: 

1. Zone sampling distributions are skewed rather than normal indicating the zone 
sample mean is not the central value around which the individual households are grouped. 

2. There is a considerable amount of dispersion or heterogeneity within zones with 
respect to household traits that are pertinent to household trip-generation equations. 
The median value may be more representative of the zone sample distributions for 
those household traits whose zone sampling distributions show a high degree of disper
sion, such as the household trip-generation distributions. 

The sample means for socioeconomic household characteristics provide a more ac
curate estimate of their corresponding zone population means than do the zone sample 
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means for household trip-generation rates. However, stratification of household trip
generation rat~s increases the accuracy of the zone sample mean as an estimate of the 
zone population mean. 

The heterogeneity of a considerable portion of the home-interview zones, as meas
ured by the ratio of the standard deviation of the zone sampling distribution to that of 
the total study area sample distribution, is large enough to refute the validity of the 
assumption of zonal homogeneity commonly accepted in multiple-regression trip
generation analysis. 

Aggregation of data to the zonal average level causes a major percentage to the total 
variation in individual household automobile ownership, family size, and total home
based trip-generation r ates to be lost in the aggregation. Correlations between house
hold socioeconomic characteristics and total home-based trip-generation rates devel
oped from individual household data aggregated to the zonal average level differ con
siderably from those developed from nonaggregated individual household data. 

The coefficient of determination for the total home-based tri_(l-generation equation 
developed from zonally aggregated data is deceptively high because the data utilized in 
developing the basic trip-generation equation contain only 12.3 percent of the total vari
ation existing in the individual household total home-based trip-generation rate data. 
Therefore trip-generation equations developed from individual household data aggre
gated to zonal averages will be based on invalid trip-generation relationships and, al
though they provide a reasonably accurate description of existing trip-generation rates, 
their predictive reliability is questionable because the amount of variation in the de
pendent variable that they explain is unreliably low. 

Present multiple-regression, household trip-generation methodology should be mod
ified so that multiple-regression analysis precedes aggregation of individual household 
data rather than the aggregation of data preceding multiple-regression analysis. 

RECOMMENDATIONS FOR FURTHER STUDY 

The present study points out some refinements in existing househoid trip-generation 
analysis methodology that can be expected to result in more reliable trip-generation 
equations with respect to their predictive ability and generality of application. How
ever, this is considered to be only a first step toward the development of a methodology 
for developing household trip-generation equations that can be applied with a reasonable 
degree of accuracy to more than one study area. 

Additional research should be carried out with respect to the assumption of linearity 
between dependent and independent variables in the multiple-regression trip-generation 
equation, and the use of the dummy variable technique should be investigated. The 
dummy variable technique for multiple-regression analysis was first explained by Suits 
(9) but has had surprisingly little utilization in trip-generation analysis. Therefore, 
additional household trip-generation research needs to be carried out utilizing this new 
technique. 
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Appendix 
TYPICAL DERIVATION OF CRITICAL RELATIVE ZONAL 

HOMOGENEITY INDEX 

With respect to zonal sample distribution of total home-based trips per household, 
because 

where 

s 1 = sample standard deviation for the total area sample (184 zones), 
s 2 = sample standard deviation for the zone being analyzed, 

df1 = degrees of freedom for the total area sample= 4,159 - 1 = 4,158, and 
df2 = degrees of freedom for the sample from the zone being analyzed = (4,159/ 

184) - 1 = 22. 

If 

where 

s2 
F = .2. ~ 1. 783, then S1 ~ 82 s~ 

81 = population standard deviation for the total are population (184 zones) and 
82 = population standard deviation for the zone being analyzed. 

But if 

Therefore, if 

Therefore, if 

or if 

Therefore, for ratios of 

F < 1. 783, then 81 ~ S2 

~ < 1.335 
S2 

5.3238 
s2 ~ 1. 335 = 3.9912, then S1 :} S2 

S2 > 3.9912 - 0 
S1 - 5.3283 - . 749 

S1 is not significantly greater than 82• 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

Also calculated in this manner are the critical relative zonal homogeneity indexes 
with respect to automobile-driver home-based trips per household, total home-based 
work trips per household, household family size, household automobile ownership, house
hold income level, and number of persons five years old or older per household. 



Calibration of Transit Networks 
Medium-Sized Urban Areas 

• 
Ill 

DAVID T. HARTGEN, Planning Division, New York State Department of Transportation 

•AN EFFECTIVE transportation plan for an urban area should promote complementary 
and not competitive uses of each travel mode. Therefore, the planning of transit fa
cilities should include a careful analysis of the interaction of the transit network with 
other modes. The first step in this planning is to inventory and code the existing fa
cilities and the characteristics of the travel on them. The elements of the transporta
tion networks can then be represented within the computer as can also the flow of travel 
over them. Because the inventoried network represented in the computer must function 
as nearly like the real network as possible, it must be carefully checked and calibrated 
so that it can be used with confidence in planning future networks. 

Network calibration is the process wherein the network simulated from inventory 
data is revised by a logical procedure so that travel routed over it by the computer is 
characteristically similar to that observed on the actual network. Although both are 
important, the process of calibrating the network can be distinguished from that of 
checking the network. The purpose of the latter is to ensure the accuracy of the data 
that describe the network's physical characteristics. The calibration process ensures 
that there is a comparable relationship between the network and travel as it actually 
exists and as it is simulated in the computer. Network checking is, therefore, a pre
liminary requisite to network calibration. 

Network calibration is important in transportation planning for several reasons. 
First, it ensures that the existing operating characteristics of each mode are accurately 
described. This is important in planning a future system, a major portion of which 
will normally be composed of the existing one. Second, the estimation of future travel 
via each mode considers the relative level of service afforded by each mode, which is 
closely related to network speeds and operating characteristics. 

Finally, operational problems involving network components, such as street seg
ments, intersections, or transit routes, are more easily studied within the adjacent 
network structure than as isolated pieces. A calibrated network permits the study of 
the operation of different components of the existing system in relationship to the whole. 
In this way it supplements the inventoried data on components because the inventory 
does not supply data on component interaction. It also serves as a check on the reason
ableness of component characteristics, particularly in response to travel patterns. 

In the analysis of transit networks, a calibrated base network has other essential 
uses. The effect of changes in scheduling, routing, and fares on transit ridership is 
closely related to the differences in level of service on different portions of the exist
ing network. It is extremely difficult, if not impossible, to manipulate real networks 
in a trial-and-error manner in order to observe the effects of improvements to that net
work. Simulated networks, properly calibrated, can be used to observe such effects 
prior to their implementation. Also, improvement of inefficient transit operation is 
often facilitated by study of the existing network that, if calibrated, will contain those 
inefficiences at approximately the correct scale of importance. 

This paper documents a method for preparing calibrated transit networks, using net
work inventory data and travel pa.tterni:; oh!'lPrvPn in !'lPvpr~l npf'ltHtl:' New Y0rk eities. 

Paper sponsored by Committee on Origin and Destination. 
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The first step in the preparation of the calibrated transit network is an inventory of 
the existing routes. Information on the level of transit service is collected for each 
route segment. This normally includes scheduled peak and off-peak headway, number 
of daily buses in each direction, speed, fare, route locations, transfer points, and 
points of route turnbacks or branches. 

The transit network is described by series of links defined by two nodes. The node 
number is composed of eight digits-the first three indicate the route number, the last 
five, the zone number and node number within that zone. For example the link 

320 115 02-320 115 03 

indicates route number 320, going from zone 115, node 02, to zone 115, node 03 (1). 
Additional information about the link is then coded as shown in Figure 1. Normalfy, 
the values of free time (travel time in hours) and rounded link length would be calculated 
from other coded data. 

There are three major types of links in the transit network. 

1. Mainline links (coded 1 or 2 in column 27 of the form shown in Figure 1) are the 
portions of the network over which buses actually travel; they are usually two-way. 
Depending on its operating characteristics, a mainline link may represent any one of a 
number of transit modes (local bus, express bus, or rail rapid transit.) 

2. Access links (coded 3 or 5 in column 27) represent the paths of access from 
mainline links to zone centroids or loading nodes. 
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3. Transfer links (coded 4 in column 27) provided for movement from one mainline 
route to another, usually over a very short distance. 

Other link types are available for special uses or composite network analysis. All 
links are coded as one- or two-way. There are no turn prohibitors, travel on the net
work being controlled by the coding itself. 

Figure 1 is the numerical description of the simple network shown in Figure 2. Fig
ure 2 shows typical bus routes for a residential neighborhood, similar to maps pre
pared by the transit company; it also shows these links transformed into a series of 
coded links. Access is provided to those zones adjacent to each route, and transfers 
between routes at points of divergence are provided. Finally, information taken from 
schedules on bus speed, headway, and travel time for each route is posted on this map. 
Information is then entered on the coding form for keypunching. 

TRANSIT NETWORK CALIBRATION 

Network Characteristics and Variables 

Calibration ensures that the coded transit network responds to travel in a manner 
similar to that of the actual transit network. Therefore, the variables, whose values 
describe the coded network, should be as independent of each other as possible; that 
is, each one should be a measurement of a different characteristic of the operation of 
the network. These characteristics of the network are its spatial extent, its temporal 
extent, the speed at which it operates, and travel patterns. 

The spatial extent of a transit network is the coverage it provides to an area. One 
measure of this is the number of route-miles operated per square mile of area. This 
measure determines to a large extent how easily those persons in a given area can 
reach transit routes. For instance, the influence of a transit route extends to about 
one-half mile on either side, while the average user walks between 500 and 700 feet to 
board a transit vehicle ~). 

Routes with very poor services should not be included in the coded network. The 
guide is whether or not the route contributes significantly to transit operation, partic-

Actual Schematic 

--.... ... 1~h1• Ll11 .. 

- - -· AcmM Ll11 .. 0 _L .. 

Figure 2. Portion of 1966 Syracuse transit network. 
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ularly during the peak hour. If it does, then it should be included. Studies in several 
cities in upstate New York indicate that a reasonable lower limit is a route having one 
bus during peak hour and four buses during the day in each direction. 

The temporal or frequency-of-service aspect of a transit network can be measured 
by the average time a transit user spends wafting for a vehicle once he arrives at the 
bus stop or station. Also included is the waiting time at transfer points, which may be 
approximated by the number of transfers occurring over a given period. 

The operation of the transit network is measured by travel speed once the transit 
rider has boarded the vehicle. The operating speed of the vehicle itself is unaffected 
by network coverage or by frequency of transit service. Door-to-door speed, on the 
other hand, is affected by these variables, and it is difficult to isolate their effect on 
overall network speed. Therefore, because it is a more independent measure, vehicle 
operating speed is used instead of door-to-door speed. 

Travel pattern refers to the routing of trips over the network; it is based on trip 
length or trip duration. If the coded network responds to travel in a reasonable manner, 
travel distances and travel times should be similar to those on the actual network. 

Measures of Network Operation 

The process of calibration involves the comparison of estimates of transit network 
operation with known values, and subsequent revisions to improve agreement between 
the two. This comparison can be done by assigning known transit trip interchanges 
determined from the home-interview survey to the transit network, and observing the 
travel pattern. The parameters observed should measure a variety of aspects of sys
tem operation. Table 1 lists the most commonly used control values (in order of rela-

TABLE 1 

SOURCES OF VALUES OF VARIABLES USED IN TRANSIT 
NETWORK CAIJBRATION 

Source of Source of 
Variable Control Estimated 

Value Value 

Operating Company records Transit 
speeda network 

summaries 

Route-miles Company records Transit 
per square network 
mile a summaries 

Distribution Home interview Assignment 
of travel timea 

Distribution Home interview Assignment 
of travel 
distancea 

Person-hours 
of travelb 

Home interview Assignment 

Person-miles 
of travelb 

Home interview Assignment 

Aver~e trip Home interview Assignment 
time 

Ave'ragc trip 
l cngthb 

Home interview Assignment 

Door-to-door Home interview Assignment 
speedb 

Transfersa Company records Assignment 

Screenllne Survey Assignment 
countsa 

~Votiobles that GI C Independent or each o rhcr. 
Variables thot depend on the vatue-1 of other variables. 

cUJing chi-sqvoro or Kolmogoro-..i-Smirnov tests. 

Aspect of 
Network 

Measured 

Speed 

Coverage 

Trip 
duration 

Trip 
distance 

Frequency 

Coverage 

Trip 
duration 

Trip 
distance 

Speed, 
coverage, 
frequency 

Percent 
Error Allowable 
Between Control 
and Estimated 

Values 

10 

Similar to 
control at 
0. 05 levelc 

Similar to 
control at 
0.05 levelc 

10 

10 

10 

Frequency 15 

Trip 20 
pattern 
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tive importance) and the allowable tolerance between these and the estimated values in 
the calibration process. The speed and coverage of the mainline portion of the network, 
as measured by operating speed and route-miles per square mile, can be calibrated 
before any attempts are made to simulate travel patterns. 

Generally, estimates of transit travel time are more accurate than those of travel 
distance. This is because trip length is usually calculated from knowledge of the zone
to-zone airline distance using an over-the-road conversion factor, both of which may 
contain considerable error, especially for trips less than two miles in length. On the 
other hand, aggregate estimates of travel time are not affected by such variations. 
Therefore, a maximum error of 10 percent is allowed for variables involving trip 
length, but errors of less than 5 percent are required for variables involving time. 
These errors may seem unreasonably restrictive, but close agreement in the calibra
tion of the existing network will increase confidence in travel-time trees and other 
network-derived data used in analysis of future travel patterns. 

Because the number of transfers and screen-line volumes actually counted may vary 
considerably by day, less accuracy should be required when comparing their estimated 
and control values. Maximum errors of 15 and 20 percent respectively are recom
mended. Another useful check is passenger volumes at scattered locations on screen 
lines. 

The similarity of the distributions of travel time and distance may be conveniently 
compared with a conventional chi-square of Kolmogorov-Smirnov test. A level of sig
nificance of 0.05 or 0.10 should be used. 

Calibration Process 

The method by which the estimated values are compared with control values is 
schematically shown in Figure 3. Its five basic steps are as follows: 

1. Information on transit operation, obtained from company records, includes 
schedules and route layouts, coverage and bus speeds by route, transfer volumes, and 
screen-line counts. 

2. The transit network is coded from data on scheduled speeds and routing supplied 
by the company. Network operation variables are derived from company records, and 
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travel data are obtained from the home-interview file. These provide control values 
against which the network operation can be measured. 

3. The actual network operation is simulated by assigning known transit trip inter
changes over the coded network. Estimated values of network variables are obtained 
from this assignment. 

4. The operation of the simulated network is then compared with that of the actual 
network. 

5. Revisions are made to the simulated network if its operation varies beyond the 
allowable limits with that of the actual network. 

Revising the network, of course, implies that one is satisfied with the reliability of 
control values. In some cases, however, a revision of the controls, not the network, 
may be justified. This is particularly true in the early phases of calibration, when 
the collection of source data may not be complete. For instance, if operating speeds 
over a given portion of route are unavailable and the analyst elects to represent that 
portion as a function of surrounding portions, he may wish to revise the control speed 
based on observations of network operation through that segment. 

When used in calibrating a network in a specific urban area, this process, simply 
described here, must, of course, be expanded and warped to fit the particular require
ments of that area. Certain portions of source data may be unreliable or lacking al
together, or coding procedures may not permit detailed descriptions of the transit net
work. On the other hand, special surveys may provide information deemed reliable 
enough to develop estimates of control values. An on-bus survey, for instance, can 
yield considerably more data on transit usage than a conventional home-interview sur
vey. These factors should be considered when preparing estimates of system operation. 

An Example 

Figure 4 shows the calibration process used in the transportation study for the 
Capital District, the area that includes the New York cities of Albany, Schenectady, 
and Troy. (The numbers in the lower right corner of the boxes in Figure 4 are used 
to key these steps to the discussion that follows in which similar numbers appear in 
parentheses.) The analysis of transit in this region is complicated by the fact that each 
of the three urb~1 centers is served by a different transit company. Although there is 
a limited amount of intercity service, the vast portion of the transit service is within 
city limits. All three companies serve about 70,000 daily riders. 

The calibration procedure used in this region is influenced to some extent by these 
considerations. Because most travel is intracity, the transit network in each urban 
center is only slightly influenced by the other two networks and may be treated sepa
rately. For this arrangement, it seemed reasonable to calibrate each network by city
first, the mainline portion, then access portions, and finally transfer portions. 

Data obtained from the three transit companies included schedules, frequency of 
service, and operating speeds for each route. From these, all routes having at least 
one bus during the peak hours and four daily buses (each way) were coded as part of 
the transit network. This accounted for about 75 percent of the total reported route
miles of operation. Visual checks with the real system (1) indicated that additions to 
the transit network were required, which necessitated reducing the lower limit of route 
service to one peak-hour bus and two daily buses. 

Addition of these routes (2) resulted in the network shown in Figure 5. This net
work contains about 90 percent of the total route-miles of operation reported by the 
companies. The control estimate of total route-miles, in this case, was unchanged 
although additions were made to the network. Alternatively, one might have eliminated 
that portion of the total route-miles that had very infrequent service and, thus, altered 
the control value. This course of action would be justified when dealing with very ex
tensive networks in which only a very small portion of routes provide poor service. 

Next, data on average bus-miles and bus-hours were developed from the coded tran
sit network (3) and compared with published company statistics. From these figures 
estimates of average system-wide bus operating speeds were prepared. The results 
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Figure 4. Calibration procedure for the Capital District transit network. 
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are given in Table 2. This analysis showed t.bat the characteristics of the mainline 
portion of the network agreed well with i:iystem characteristics. 
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In many cases, however, the actual operating speed of the nehvork may be faster 
than that of the real transit networks. This is because the network, although correctly 
described from published company schedules, does not include delays in operation 
caused by traffic congestion, breakdowns, or frequent stops. If the mainline speed of 
the coded network is inordinately high, it should be examined for errors and omissions 
of this type. Appropriate revisions (4) can then be made. 
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TABLE 2 

COMPARISON OF ACTUAL AND ESTIMATED MAINLINE OPERATING CHARACTERISTICS 
OF THE TRANSIT NETWORK 

Bus-Miles Bus-Hours Operating Speed 

City Percent Percent Percent Actual Estimated Error Actual Estimated Error Actual Estimated Error 

Albany 12,910 12,120 - 6.1 1,300 1,250 - 3.8 9.9 9.7 -2. 0 

Schenectady 3,650 3,350 - 8.2 318 300 - 5.7 11.4 11.2 -1.8 

Troy 1,270 1,120 -11.8 164 140 -14. 7 7.8 8.0 +2.6 

Total 17 ,830 16,590 - 6.9 1,782 1,690 - 5.2 10.0 9.8 -2.0 

Figure 6. Distribution of transit trip origins in relationship to baBe transit network. 
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In the Capital District, the pattern of transit trips is closely aligned to the location 
of the transit network. Figure 6 shows the base transit network and the spatial distri:
bution of transit trip origins (shown by the pattern of dots). Density contours indicate 
that the limit of existing service is in the range of 50 to 100 transit trip origins per 
square mile. This is about 5 percent of the total trip-origin potential. Using this tech
nique, the analyst can check the reasonableness of the spatial location of each transit 
route. These criteria may also be used as guides in planning the extent of the future 
network. 

The calibration may now proceed to the next stage, that of simulating travel over the 
network. This is usually done by assigning known transit trip interchanges to the net
work (5) and observing the resulting travel pattern. Control values used in this portion 
of the calibration may be derived from trip data obtained in the home-interview survey 
or from other supplemental studies. 

Two important pieces of data are the distributions of travel time and distance, from 
which the average trip duration, average trip length, total person-hours of travel, and 
total person-miles of travel are obtained (6). The reported ttip lengths are adjusted 
(7) to reflect over-the-road travel (3). Control values derived from the Capital District 
home-interview file are given in Table 3. 

The outputs of the first transit assignment (8) are estimates of each of the control 
values. Table 3 shows that these estimates are, for the most part, not acceptable . 
The estimate of person-miles of travel (PMT) is within 10 percent of the control value, 
but person- hours of travel (PHT) is considerably outside. Because travel speed over 
the mainline portion of the network bas already been calibrated (Table 2) in the preas
signment phase, a low PHT estimate at this point would indicate an inordinately high 
speed on access links. This is confirmed by comparison of the estimated door-to-door 
speed (8.3 mph) with the control value (5.8 mph). 

TABLE 3 

COMPARISON OF CONTROL AND ESTIMATED VALUES OF VARIABLES BEFORE 
AND AFTER TWO ASSIGNMENTS 

Values Percent Error 

Variable Assigrunent Estimates Assignment Estimates 
Control Control 

Pre 1st 2nd Pre 1st 2nd 

Operating 
speed, mpha 10.0 9.8 5.0 -2.0 

Albany 9.9 9.7 5.0 -2.0 
Schenectady 11.4 11.2 5.0 -1.8 
Troy 7.8 8.0 5.0 +2.6 

Dist. of 
-b travel time -a _a _a -C -C 

Person-hours 
of travel 37 ,231d 28,533 37 ,061 5.0 23 .3 -0. 5 

Person-miles 
216,750d of travel 23 4,843 228,373 10.0 + 8.3 +5.4 

Average trip 
time, min 32. 1 24.6 32.0 5.0 -23.3 -0. 5 

Average trip 
length, min 3. 1 3. 4 3.3 10.0 + 8.3 +5.4 

Door-to-door 
speed, mph 5.8d 8.3 6. 1 10.0 +43.1 +5.2 

Transfers 8,6ooe 5,700 9,100 15. 0 -33 . 7 +5.8 

Total transit 
trips 69,500 

bSao Figure 5. 
Different at 0.05 level using Kofmogorov-Smirnov test . 

~Similar at 0.05 level using Kolmogorov-Smirnov test. 
e f rom home-interview survey. 

From Tobie 2. 
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Figure 7. Distribution of transit travel time. 

Access speed may be high for a number of reasons. The analyst may have over
estimated the number of persons boarding transit vehicles from automobiles (park-and
ride, kiss-and-ride) and, therefore, provided too much access at automobile speeds. 
Also, for those areas where automobile access is legitimate, the automobile speeds 
themselves may be too high. This might result from use of average or free automobile 
speeds when, in fact, a major portion of transit travel occurs during peak hours when 
automobile speeds are restrained because of congestion. Again, walk speeds on access 
links may be overestimated. Finally, wait time, which is included in the calculation of 
access speed, may be underestimated. This might occur when congestion or other de
lays increase transit vehicle headways to values greater than those reported in 
schedules. 

At any rate, a major revision to the network at this point (9) should be a reduction 
of access speeds. The reduction factor required should be somewhat less than the 
ratio of speeds (0. 70) because a major influence of network speed is due to mainline 
movement, not to access movement. In the Capital District, time spent on access 
links represents about 61 percent of total travel time; the adjustment factor, therefore, 
should be 0.61 x 0. 70 or 0.43. Note that we have determined to make all of this adjust
ment in travel time, not in trip length, even though the estimate of average trip length 
is also in error by 8 percent. This course of action is justified, as Figure 7 shows, 
because the distribution of travel time estimated from the first assignment is similar 
in shape to the distribution of interviewed or control data, but is shifted to the left. An 
across-the-board factor applied to all travel times will adjust the distribution mean 
without materially altering its shape. 

One other adjustment that should be made at this point is in transfer volumes. The 
estimated value is 34 percent low, indicating that travel over these links is extremely 
difficult. The problem may be simply an overestimate of transfer time. Transfers 
normally require a headway time of about half that of the route being boarded, but some 
scheduling of arrivals at transfer points can reduce this considerably, particularly for 
routes with headways greater than 30 minutes. In this case, analysis showed that such 
an error had occurred throughout the system. Therefore, reducing the time required 
to make transfers by a factor of 5700/8600, or 0.66, is justified and should result in a 
closer agreement (10) . 
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These revisions are then applied to the access and transfer portions of the network 
respectively (11). Known transit trips are then reassigned (12) to the adjusted network 
and new estimates of PHT, PMT, average trip time and length, and transfers are ob
tained (13) . As data given in Table 3 show, this second assignment indicates that the 
network is now simulating actual network travel fairly well. Virtually all error in es
timates of total PHT and average trip time has been eliminated, and the error in PMT 
has been reduced to 5 percent. The distribution of travel time, as obtained from the 
assignment, is similar to the control distribution (Fig. 7) at the 0.05 level, using the 

Figure 8. Travel over base transit system. 
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Kolmogorov-Smirnov test. Factors applied to transfer time result in a slight overes
timate of transfer volumes, but the estimate is well within allowable limits. Unless 
further refinement in PMT is desired, the network should now be considered calibrated. 

Travel over the base network is shown in Figure 8. The flow increases uniformly 
toward each of the city centers, with the Albany center attracting about two-thirds of 
all travel. Intercity movement is confined to the Albany-Schenectady and Albany-Troy 
corridors. However, all portions of the network, except the outermost routes, carry 
some travel. 

The calibrated network may now be used to analyze characteristics of the actual net
work that it represents. Summaries of route-miles, bus-miles, and average loadings 
per mile, by zone, are useful in locating areas of further concentration. Sets of travel
time trees for each zone show how the network is loaded by assigned trips. Measures 
of interzonal separation can also be developed for use in the analysis of modal-split 
and accessibility models. 

SUMMARY 

The calibration of transit networks plays an important part in the transportation 
planning process. Successful network calibration depends on the reliability of available 
source data and the ability to simulate the real network and travel over it. As many 
different aspects of system operation as possible should be analyzed to ensure simi
larity between the actual and the simulated networks. Variables chosen to reJ?resent 
the characteristics of the network in the calibration process should measure route 
coverage, frequency of service, and travel speed. 

'T'hP initi::il nh::i"P nf r.::ilihr::itinn invnlvP" thP m::iinlinP nnrtinn nf thP nPtwnrk_ r.hPr.k" 
on b~-; _;;;ii~-~- ~f-~p~r;;ti-;~--~ci ~~~r-~g;-op;r~tlng-~p~-~d-e~~~~-;-th;;t thl;-p~~ti-~~- of-th~- ---
network is correctly described. This phase should be completed before any attempt is 
made to simulate travel. 

Patterns of travel over the transit network can then be analyzed for similarity with 
actual travel characteristics. This phase of calibration is concerned with simuiating 
operating characteristics by revising the network so that the distributions of travel 
time and distance are similar to independently derived distributions. Other useful 
measures are average trip time and length, person-miles of travel, person-hours of 
travel, transfers, and screen-line counts. 

In general, a transit network of average complexity can be calibrated in two to three 
assignments, given, of course, previous agreement between actual vehicle speeds and 
those posted or reported by the operating agency. 
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Automobile Occupancy Projections Using 
A Modal-Split Model 
FRANKLIN SPIELBERG, Cleveland-Seven County Transportation-Land Use Study 

The use of a diversion-curve, modal-split model is proposed as a method 
of converting person trips on a highway network to vehicle trips. The 
model is programmed for the CDC 3600 computer. Investigation was done 
to determine significant variables for predicting vehicle usage. Median 
family income at the production end of the trip, orientation of the trip to 
the central business district or to locations other than the central business 
district, travel time, and trip purpose were used as variables. Curves 
relating the percentage of highway person trips made by drivers to these 
variaqles were developed and the model was tested with base-year data. 
The total error in predicted vehicle trips was less than 0,5 percent indi
cating that this type of model is well suited to prediction of vehicle usage. 
Projections to a future year indicated that significant decreases in auto
mobile occupancy will occur. 

•A MAJOR DESIRED output of the transportation planning process is a highway net
work that will meet the vehicular travel demand in a given design year. The usual 
approach to this problem is as follows: 

1. Base-year data are collected. 
2. A series of generation, distribution, modal-split, and assignment models are 

calibrated. 
3. Projections of independent variables are made to the design year. 
4. Total person trips are generated and distributed. 
5. A modal split is performed separating transit trips from total person trips. 
6. An automobile occupancy factor is applied to the remaining trips to convert 

them from person trips to vehicle trips. 
7. The vehicle trips are assigned to a test network. 

At this point, based on established criteria, the network is evaluated. It is either 
recommended as it is for further consideration by the planning body, or it is modified. 
If modifications are indicated, the testing process begins again at either the assign
ment or the distribution phase. 

Although not generally recognized , the automobile occupancy factor used in con
verting highway person trips to highway vehicle trips can be an important factor in 
determining the adequacy of a proposed system. Given 5 million highway trips, an 
occupancy factor of 1.5 would yield 3.33 million vehicle trips, and a factor of 1.3 
would yield 3.85 million trips-an increase of 16 percent in the number of vehicle trips 
that must be served. Thus, the projection of automobile occupancy rates can be criti
cal in system design. 

At one time, the usual method of arriving at design-year occupancy was to compute 
average automobile occupancy from base-year data. 

Average persons per car = (automobile-driver trips 

+ automobile-passenger trips)/ automobile-driver trips 

Paper sponsored by Committee on Origin and Destination. 
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This factor was applied uniformly to the projected highway person trips. 
As the planning process became more sophisticated, it was realized that automobile 

occupancy would vary with the purpose of the trip. A factor, therefore, was computed 
for each trip purpose, using base-year data. 

Average persons per car(N) = [automobile-driver trips(N) + 

automobile-passenger trips (N)] / automobile-driver trips (N) 

where N is purpose of the trip. 
This factor was used to convert the projected person trips to vehicle trips on a trip

purpose basis. It, however, introduced additional error because the trip purpose of 
the passenger is frequently not the same as the purpose of the driver. Where it was 
felt that the average automobile occupancy would change over time as the character
istics of the region changed, a subjective judgment was made of the magnitude and 
direction of the shift, and similar factors were applied. 

This line of reasoning, that the automobile occupancy would vary with the char
acteristics of the region, led to the use of different occupancy factors for CED-oriented 
trips and for non-CED-oriented trips, as opposed to a uniform factor for all travel in 
the region. A logical extension of this thinking led the Twin Cities Transportation Study 
to develop a model that predicted automobile occupancy rates for work trips based on 
the income at the production end of the trip. A second equation predicted occupancy 
for all other trips based on only production zone income. 

These equations form what is, in fact, a modal-split model. It divides trips into 
automobile-driver and nonautomobiie-driver trips on the basis of the individual inter
changes and the characteristics of the trip ends. It reduces errors resulting from the 
application of uniform factors to large areas. For the Cleveland-Seven County Trans
portation-Land Use Study (SCOTS), it was decided to investigate this modal-split model 
approach to automobile occupa.i1cy projection . 

MODEL 

Model Formulation 

The modal-split model that was chosen for use by SCOTS was programmed for the 
CDC 3600 computer. It is a diversion-curve model in which a series of curves are 
developed that split a given trip table into two trip tables. The percentage split is 
read from a curve. The ordinate of the curve is the percentage to be allocated to one 
table and the remaining trips a.re allocated to the second table. The abscissa is de
signed to be the ratio of travel time between the mode associated with the first table 
and the mode associated with the second table. 

Associated with each trip are (a) a production code that relates to the value of a 
parameter at the production end of the trip, (b) an attraction code that relates to a 
parameter at the attraction end of the trip, (c) a range code that relates to an inter
change parameter, travel time, and (d) purpose. A separate dive rsion curve may be 
used for each combination of trip purpose (up to 11 purposes), production code (up to 
4 codes), attraction code (up to 4 codes), and range code (up to 4 codes ). Thus a total 
of 11 x 4 x 4 x 4 or 704 curves may be used, if sufficient base data exist to develop 
and apply the number of curves. In actual practice, the number of curves used is much 
smaller. 

Curve Development and Calibration 

Given this formulation of the model, the next slep::s are I.he determination of signifi
cant production, attraction, and interchange parameters and the values on the diversion 
curves o A series of regressions were performed to examine the contribution of each 
set of production zone parameters to the total variance in automobile occupancy. Be
cause the model attributes total variation to four variables, excluding trip purpose, 
large values of correlation coefficients were not anticipated; a correlation coefficient 
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on the order of 0.25 was considered sufficient to indicate significant production param
eters. For simplicity and speed in model operation, it was decided to use the same 
production parameter for all purposes, although this is not necessary . 

Of the production parameters examined, three appeared significant-median family 
income, automobiles per person, and dwelling units per acre. Of the three, median 
family income appeared to be the most significant for the majority of purposes, and it 
was selected to be the production zone parameter. Because the model allows only four 
levels of the parameter , a stratification was made into high income (above $9,550), 
medium ($6,550 to $9,5 50), and low (under $6,550 ). 

An interesting sidelight from the analysis is that the availability of transit service 
does not have the expected impact on automobile occupancy. Areas with transit service 
showed higher occupancy rates than those without service. This indicates that the in
come and automobile ownership characteristics are more significant than transit ser
vice in determining automobile occupancy and that trips made by automobile passengers 
would have been automobile-driver trips had the additional vehicles been available. 

For the attraction-area parameter, it was decided to use a simple CBD, non-CBD 
split. This approximates a measure of the ease of parking. Subsequent investigation 
has indicated that, for certain trip purposes, accuracy could be increased by an addi
tional stratification to include non-CBD areas in which parking is difficult. This modi
fication may be introduced into later applications of the model. 

In determining an interchange parameter, we felt that travel time would be signifi
cant. The question arose, however, if it would be a sufficient measure. Base-year 
trips, obtained in the origin-destination study, were stratified by purpose (home-based 
including work, shop, social-recreation, school, and miscellaneous, which includes 
personal business, medical-dental, and eat meal; and nonhome-based), mode (automo
bile driver, automobile passenger), production code, attraction code, and travel time. 
For travel time, the skim-tree time from the base-year highway network was used. 
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Figure 1. Example of analysis table. 
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Figure 3. Model diversion curves for automobile driver
paBBenger split, work purpose to non-CBD area. 

Thus, data were obtained on the total number of trips for a given purpose, of a given 
interchange type and travel time, for each of the two modes. Figure 1 shows an ex
ample of these tables. 

From these tables, the percentage of total highway trips that were automobile-driver 
trips was computed for each travel-time increment. The sets of points were plotted 
with percentage of drivers as the ordinate and travel time as the abscissa. The driver 
percentage, t.'1e reciprocal of automobile occupancy, was used to maintain compatibility 
with the form of the modal-split model. After the points were plotted, a curve was 
hand-fitted to them. Figure 2 is an example of one of these charts. 

Not all the groupings yielded easily fitted sets oi poi.Ilts because, in many cases, an 
insufficient number of trips fell into the given strata. A guideline was established, 
therefore, for fitting the curves to the points. This was that, for a given purpose
attraction code combination, the diversion curves for all income groups would have 
the sa..>ne shape. The applicability of the rule was apparent for those purposes that 
had sufficient data in all groupings to show clearly defined curves. 

The fit obtained on the majority of these curves indicated that travel time alone 
would be acceptable as the single interchange parameter. The diversion curves ob
tained from this analysis are shown in Figures 3 through 11. Curves for school trips 
are not included. Analysis indicated that acceptable relationships for school trips 
could not be developed from strictly automobile driver-passenger data because a large 
number of school trips are made by other modes and because, for most automobile
passenger school trips, the driver's purpose is generally other than that of going to 
school. This was not felt to be a problem because of the small number of automobile
driver trips with a true school purpose. 
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Figure 4. Model diversion curves for automobile driver
paeeenger split, work purpose to CBD area. 
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paesenger split, shop purpose to non-CBD area. 
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passenger split, social-recreation purpose to CBD area. 
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Figure 7. Model diversion curves for automobile driver-
passenger split, miscellaneous purpose to non.CBD area. 
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Figure 11. Model diversion curves for automobile driver
pru;senger split, nonhome-bascd _purpo to non-CBD and 

CBD area. 

The curves may be divided into two groups: rising curves for which the driver per
centage rises with travel time and falling curves for which the driver percentage falls 
with travel time. Falling curves seem to be associated with casual trips, i, e., all 
social-recreational trips as well as shopping and miscellaneous trips with destin.ations 
outside the CBD. Risin.g curves are associated with definite trip purposes, i.e., work 
and shopping within the CBD. This indicates that longer casual trips are not made un
less several persons are involved. Casual passengers , who "go along for the ride," 
tend to avoid longer trips when the primary trip-maker (the driver) has a definite trip 
purpose. 
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TESTS OF TTh'IE MODEL 

Total Trips 

The prime test of the model was its ability to reproduce base-year trips. For this 
test, trip tables were prepared of automobile-driver plus automobile-passenger trips 
for each of the six purposes and for total trips. These tables represented all internal 
person trips by highway among the 986 internal zones as found in the base-year, origin
destination survey. A modal split was made, and automobile-driver trips predicted 
by the model were compared to those found in the survey. To facilitate comparison, 
the tables were compressed to 117 districts, yielding 13,689 possible interchanges, 
and stratified by volume groups to indicate any improvement in. projection of lai·ger 
volumes. In addition to the usual. root-mean-square (rms) statistic, at-statistic was 
incorporated into the comparison program to indicate if there were statistically signi
ficant differences between the projected interchanges and the actual interchanges. The 
critical t-value varies with the actual number of interchanges in the volume group being 
considered. For most volume groups, however, when the absolute value of t is less 
than 1.97, we have no reason to reject at the 5 percent level the hypothesis that the 
predicted value is the same as the observed. This comparison is given in Table 1. 
Figure 12, which shows the percentage of rms error plotted against the volume group, 
indicates that 68 percent of the projections were within :1:10 percent for volumes greater 
than 600. Estimates of this accuracy are well within the tolerance found in transporta
tion planning models. 

TABLE 1 

DISTRICT-TO-DISTRICT VOLUMES OBTAINED FROM 0-D SURVEY AND ESTIMATED BY MODEL 
FOR AUTOMOBILE-DRIVER TRIP INTERCHANGES 

0-DVolume Model Volume 
Average Percent 

Volume Average Average Interchange Standard t- rms 
Groups Total Interchange Total Interchange Difference a Deviation Value Error 

(1) (2) (3) (4) (5) (6) (7) (8) 

0 to 1 0 0. 0 2, 688 1. 0 -0. 99 3.17 -16. 27 0.00 

3 to 3 162 3.0 200 3. 7 -0. 70 2.17 - 2. 39 75. 90 
4 to 4 772 4.0 963 5.0 -0. 99 4.00 - 3. 44 102. 98 
5 to 5 525 5. 0 679 6. 5 -1 . 47 4.10 - 3. 67 87.02 
6 to 6 1, 758 6. 0 2, 037 7.0 - 0. 95 4. 31 - 3. 78 73. 53 
7 to 7 1, 372 7. 0 1, 452 7. 4 -0. 41 3. 75 - 1. 53 53. 84 

8 to 8 864 8. o 1, 115 10. 3 -2. 32 11. 32 - 2.13 144. 45 

9 to 9 2, 358 9. 0 2, 637 10. 1 -1. 06 5.10 - 3. 38 57 . 94 

10 to 10 3, 460 10.0 3, 595 10. 4 -0. 39 5. 06 - 1. 43 50. 75 

11 to 15 8, 959 12. 9 9, 393 13. 5 -0. 62 6. 32 - 2. 61 49. 26 

16 to 20 12, 305 18 . 2 12, 772 18. 9 -0. 69 7 . 61 - 2. 36 41. 96 

21 to 25 11, 735 22 . 8 11, 853 23 . 1 -0 . 23 8.69 - 0. 60 38.06 

26 to 30 13, 196 27. 9 13, 486 28 . 5 -0. 61 10. 49 - 1. 27 37. 66 

31 to 35 13, 188 32 . 9 13, 485 33. 6 -0. 74 11 . 82 - 1. 25 36. 02 

36 to 40 14, 766 37. 9 14, 835 38 . 0 -0 . 18 10 . 40 - 0. 34 27. 46 

41 to 45 12, 736 43.0 12, 565 42. 4 o. 58 11. 29 0. 88 26. 28 

46 to 50 13, 180 47 . 9 12, 654 46.0 1. 91 10. 78 2. 94 22. 85 

51 to 60 26, 720 55 . 4 26, 205 54 . 4 1. 07 12 . 51 1. 88 22 . 64 

61 to 70 25, 870 65 . 2 25, 456 64. l 1.04 13 . 85 1. 50 21. 31 

71 to 80 25, 443 75 . 3 25, 506 75. 5 -0 . 19 15. 33 - 0.22 20. 37 

8lto 90 23, 208 85. 6 23, 221 85. 7 -0. 05 18. 80 - 0. 04 21. 95 
91 to 100 25, 470 95. 4 25, 531 95. 6 -0. 23 19. 45 - 0.19 20. 39 

101 to 150 107, 755 122. 6 106, 846 121. 6 1. 03 19.02 1. 61 15. 54 

151 to 200 97, 093 174. 0 97 , 302 174. 4 -0. 37 26.11 - 0. 34 15. 01 

201 to 250 76, 978 224 . 4 76, 233 222. 3 2. 17 28 . 05 1.43 12. 53 

251 to 300 65, 675 274 . 6 85, 194 273 . 1 1. 54 31. 68 0. 86 11. 55 

301 to 350 76, 249 323. 1 70, 876 321. G 1. GB 30. 36 o. 89 10. 90 

351 to 400 83, 781 375. 7 82, 971 372. l 3. 63 34. 01 1. 59 9. 10 

401 to 450 68, 589 423 . 4 67, 898 419.1 4, 27 40 . 10 1. 35 9. 52 

451 to 500 65, 845 473 . 7 65, 405 470. 5 3. 17 43 . 03 0. 87 9. 11 

501 to l, 000 385, 914 689 . l 379, 582 6ii . a 11. 31 Gi. 20 4.66 8. 46 

1, 001 to 2, 000 367, 980 1, 378. 2 366, 463 1, 372. 5 5. 68 95. 28 o. 97 6. 93 

2, 001 to 3, 000 238, 222 2, 430. 8 238, 939 2, 438. 2 -7 . 32 144. 22 - 0 . 50 5. 94 

3, 001 and over 1, 040, 442 6, 267. 7 1, 038, 548 6, 256. 3 11. 41 346. 32 0.42 5. 53 

---
Total or average 2, 932, 570 214 . 2 2, 923, 585 213. 6 0. 66 46.42 1. 65 21. 67 

0 column 2 minus column 4. 



TABLE 2 

AUTOMOBILE-DRIVER TRIPS BY PURPOSE OBTAINED 
FROM 0-D SURVEY AND ESTIMATED BY MODEL 

Purpose 

Nonhome-based 

Home-based 

Work 

Shop 

Social-recreation 

Miscellaneous 

Total, includes school 

0-D 
Survey 

609, 702 

805, 525 

626, 118 

401, 943 

449, 710 

2, 933, 034 

Model 
Estimations 

626, 076 

806, 875 

622, 694 

402, 791 

446, 966 

2, 923, 985 

Model as 
Percent 
of 0-D 

102. 6 

100. 1 

99.4 

100. 2 

99. 3 

99. 6 
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Trips by Purpose 

In addition to the comparison of 
the total trip projection, an analysis 
was made of the estimates for each 
of the trip purposes to find any bias 
in the individual curves. 

Table 2 gives the total number 
of automobile-driver trips by pur
pose as found in the origin-destina
tion survey and as estimated by the 
model. Figures 13 through 17 show 
the relationship of the percentage 
of rms error to volume for each of 
the purposes. It is felt that the 
estimates of trips by purpose is 

adequate, but further analysis is being done on nonhome-based trips to eliminate the 
overestimate in that category. 

As mentioned previously, it was not possible to develop reasonable curves for school 
trips. For this reason, they were split using a uniform factor in the model test and 
were included in the total trip comparison. They are not included in the purpose-by
purpose comparison . 
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Figure 12. Percentage of rrns error for estimated 
automobile-driver trips, all purposes. 
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Figure 13. Percentage of rms error for estimated 
automobile-driver trips, nonhome-baaed purpose. 
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Figure 17. Percentage of rms error for estimated 
automobile-driver trips, miscellaneous purpose. 

Small Areas and CBD 

Further investigation was performed to determine if the model was correctly esti
mating the number of automobile-driver trips to various parts of the region. Table 3 
gives the number of productions and attractions of automobile-driver trips by purpose 
as found in the origin- destination survey and as predicted by the model for a selected 

TABLE 3 

AUTOMOBILE-DRIVER TRIPS BY PURPOSE OBTAINED FROM 
0-D SURVEY AND ESTIMATED BY MODEL FOR SMALL AREA 

Productions Attractions 

Purpos e 

Nonhome-baeed 

Home-based 

Work 

Shop 

Social-recreation 

Mlecellaneoue 

Zone a 

All 
714 
715 
716 
720 
721 
722 

All 
714 
715 
716 
720 
721 
722 

All 
714 
715 
716 
720 
721 
722 

All 
714 
715 
716 
720 
721 
722 

All 
714 
715 
716 
720 
721 
722 

°These zones are in the Hough area. 

0-D 
Sur vey 

3,122 
277 
239 
442 
696 
261 

1,207 

10,233 
l,303 
1,954 
1,914 
2,827 
1,421 

814 

l , 552 
190 
276 
530 
337 
174 

45 

1,446 
229 
205 
439 
344 
144 

85 

2, 145 
257 
303 
431 
577 
313 
184 

Model 0-D Model 
Estimations 5"\lrvey Es timauone 

3,367 3,113 3,379 
320 314 365 
282 250 309 
459 416 450 
744 684 670 
251 260 257 

1,311 1,189 1,328 

10,209 5,497 5,271 
1,342 511 457 
1,953 272 273 
1,927 543 562 
2,834 1,062 1,039 
1,371 489 506 

782 2, 620 2,434 

1,163 461 395 
77 17 28 

153 16 26 
385 153 61 
558 136 158 
127 64 52 

63 75 70 

1,323 842 773 
153 119 111 
141 55 54 
426 207 255 
356 297 215 
133 106 55 
114 58 83 

1,848 1,350 l,361 
211 98 100 
:no 132 i37 
393 167 156 
535 339 325 
250 152 162 
149 462 481 
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TABLE 4 

AUTOMOBILE-DRIVER TRIPS BY PURPOSE OBTAINED FROM 0-D SURVEY AND 
ESTIMATED BY MODEL FOR CBD 

Productions Attractions Internal 

Purpose 0-D Model Model as 0-D Model Model as 0 - D Model Model as 

Survey Estimations Percent Survey Estimations Percent Survey Estimations Percent 
of 0-D of 0-D of 0-D 

Nonhome-based 45, 096 44, 474 98.5 41, 528 41, 673 100.1 995 960 96. 5 

Home-based 

Work 1, 408 1, 698 120.5 80, 942 81, 581 100. 7 0 30 

Shop 98 236 241. 0 13, 954 13, 364 95. 8 0 4 

Social-recreation 298 344 115.0 10, 738 12, 022 112.0 0 0 

Miscellaneous 482 758 157. 0 20, 086 20, 612 97. 5 0 23 

Total, includes school 47, 432 47, 529 100. 4 169, 926 170, 165 100.1 1, 000 1, 018 101. 8 

area. It is not expected that the model would reproduce the values for individual zones 
as well as those for the entire region, but the comparison does indicate that it functions 
well in all areas with little or no systematic bias. 

Table 4 gives the estimates for the CBD. For those purposes with significant vol
umes, the model functions quite well, although there are some larger percentage dis
crepancies in low-volume cases. The total estimate is again quite satisfactory. 

APPLICATION OF THE MODEL 

After it was established that the model could indeed reproduce the base-year trip 
patterns, the next step was the projection of future automobile-driver trip patterns. 
The trip- generation model produced the total aggregate trip ends that were then allo
cated to the zones using the direct-trip allocation model (1), converted to productions 
and attractions by individual purposes using an interface model, and linked to form 
interchanges using a gravity model. A transit-nontransit modal split was performed 
using the same model with different parameters, and the nontransit table was used as 
input into the automobile- driver modal- split model. 

Production-area income codes for the design year were established from projections 
by census tract of median family income. The groupings used for the future year were 
low (below $9,000), medium ($9,000 to $12,000), and high (over $12,000). 

The attraction-area codes were the same as those in the base year, CBD and non
CBD. In order to simplify use of the model, it was necessary to produce dummy curves 
that assigned 100 percent of the truck-taxi trips to the vehicle-driver trip table. 

TABLE 5 

AUTOMOBILE OCCUPANCY BY PURPOSE OBTAINED 
FROM 0-D SURVEY AND ESTIMATED BY MODEL 

Purpose 

Nonhome-based 

Home-based 

Work 

Shop 

Social-recreation 

Miscellaneous 

Average 

Average No . of Persons 
per Car 

0-D 
Survey 

1.18 

1. 51 

2. 00 

1. 37 

1. 30 

1. 45 

Model 
Estimations 

1. 09 

1. 38 

1. 68 

1. 27 

1. 21 

1. 32 

The results of the projection of automo
bile-driver trips as represented by the 
average number of persons per car are 
given in Table 5. The results indicate that 
average automobile occupancy is not only 
dropping but dropping at different rates 
for the various purposes. The significance 
of this change can be shown in the following 
example: If the average occupancy rate had 
been 1.42 rather than 1.32, the number of 
automobile-driver trips would have been 
decreased by an amount nearly equal to the 
total number of trips projected to use public 
transit in the design year. 

In this application, the transit-split model 
and the driver-split model were run inseries 
because this offered a logical flow (Fig. 18). 
The trips are first divided into highway and 
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Modal Split 
Total into 
Transit/Non-Transit 

Modal Split 
Non-Transit into 
Driver/Other 

Figure 18. Series operation of modal·split model application. 

transit trips. The highway portion is then further divided into automobile-driver trips 
and all others. This is the same procedure used in the pa.st when an occupancy factor 
was used. One difficulty in this method is that the final output of the second split 
(automobile- driver trips) is dependent on the first split. This increases the probability 
for error in the final output. 

There are other equally logical approaches using multimodal-split models that might 
be explored. One would be to rWl the models in parallel (Fig. 19). With this proce
dure, each output would be independent of the other split, and this would probably de
crease the error in ·the final trip tables. It would, however, require the additional 
normalization because each of the models uses different parameters, and there is no 
assurance that the total of the three output trip tables will be equal to the original trip 
table. 

Another approach would be a series operation with the trips first being split into 
automobile-driver trips and others. The other trips would then be split into transit 
and nontransit trips. This approach might be more desirable because the number of 
vehicle trips is far more sensitive to the driver split than to the transit split. The 
logic of this choice pattern would have to be analyzed further. 

No tests have been performed to compare these various methods of operation. The 
obvious test would be to start with a full base-year table and split it in each of the 
three ways described. The method that produced the least overall error would seem 
most desirable for use. It also might give insight into the true modal-choice, declsion
maldng process. 



Modal Split Model 
Total into 
Transit/Remainder 

Normalization 
Procedure 

Modal Split Model 
Total into 
Driver/Remainder 

Figure 19. Parallel operation of modal-split model application. 

CONCLUSIONS 

The following major conclusions may be drawn from this study: 
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1. A modal-split model is a desirable method for predicting automobile occupancy. 
2. It is relatively easy to develop and calibrate diversion curves that will accurately 

reproduce base-year data. 
3. A great deal of effort has been spent on analysis of transit modal split, but there 

has been relatively little work on automobile-driver modal split. The latter, however, 
is a far more significant item in estimating future vehicular travel. 

The great shift in average automobile occupancy indicates that we can no longer be 
satisfied with conversion of person trips to vehicle trips by factors held consistent 
from the base year. A full analysis is needed to determine not only the magnitude of 
this shift but also the causes. If the causes are known, it may prove possible to de
sign systems that will promote higher occupancy levels, allowing the entire highway 
networks to serve more efficiently. 
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License Plate Traffic Survey 
HOWARD McCANN and GARY MARING, Current Planning Division, 

U. S. Bureau of Public Roads 

This report describes a license plate, origin-destination traffic 
survey that was conducted in the area of Boston, Massachusetts, 
on January 13 and 14, 1968. During the survey, vehicle license 
plate numbers were recorded at four highway stations. A com
puter search determined the names and addresses of vehicle 
owners. Mail questionnaires were sent to 4,910 vehicle owners 
requesting information on these trips. Background information, 
operating procedures during the survey, results of the survey, 
and conclusions are presented. 

•THE COLLECTION and analysis of origin-destination data are essential to the high
way planning process. Home interviews and roadside interviews are currently the 
basic sources of these data. 

A method of surveying in which license plates are recorded is made economically 
possible by use of a computerized vehicle registration system. In this scheme license 
plates are recorded as vehicles pass highway stations, and questionnaires are sent to 
vehicle owners requesting information on the specific trips. The method depends on a 
rapid and inexpensive look-up of vehicle owners' names and addresses. Automated 
vehicle registration files, with plate numbers and owner identification on data process
ing cards or magnetic tape, make the look-up feasible. 

License plate origin-destination studies were conducted by the California Division 
of Highways as part of a freeway traffic survey in Los Angeles, and by the Bay Area 
Transportation Study in San Francisco. Available information indicates that the surveys 
were successful. 

In order to evaluate the procedure more fully, a field test was conducted in Massa
chusetts, where the Registry of Motor Vehicles maintains an automated vehicle regis
tration file. Two methods of recording plate numbers were tested, visual and photo
graphic, prior to the actual survey. These methods were evaluated under the conditions 
of high vehicle speeds and heavy traffic volumes. 

During the visual tests, one man equipped with field glasses read the numbers into 
a tape recorder. In another visual test, the numbers were recorded on coding sheets 
by a second man. Both visual tests had two basic flaws: (a) all license numbers could 
not be recorded when platoons of vehicles passed the station; and (b) multiple record
ing errors are likely to be introduced between the time the license plates are viewed 
and the time the keypunching of the plate numbers into data processing cards is com
pleted. 

Kodak Cine-Special 16-mm motion picture cameras were used in the photographic 
tests. The cameras were positioned both on the shoulder of the road and on the over
pass structures. Several film types, shutter speeds, and lenses were used. 

The camera position on the overpass structures appeared best, although shoulder 
operation could be feasible under certain conditions. The best pictures were obtained 
with a 1/400 sec shutter speed, a 6-in. telephoto lens, and a fast black and white film. 
Kodak TRI-K Reversal film, type ?278, was used: this film has an ASA rating of 200. 

Paper sponsored by Committee on Origin and Destination. 
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Dear Car Owner: 

U.S. DEPARTMENT OF TRANSPORTATION 
FEDERAL HIGHWAY ADMINISTRATION 

BUREAU OF PUBLIC "0ADS 

WASHINGTON, D.C. 20581 

The Bureau of Public Roads is conducting research to help engineers improve 
intercity highways. Your help is needed t~ tell us where your car was coming 
from and going to on when it was seen traveling out-
bound from Listed below are several questions 
concerning that trip. We would appreciate it very much if you would answer 
these questions and mail this form back to this office. No postage.is required. 

We cannot complete this important research unless you help by returning this 
information. Your cooperation is most important. You may be assured that 
the requested information concerning the travel of your vehicle will be held 
in the strictest confidence, 

Thank you for your help. 

Sincer~ly yours, 

F. C. 'furner 
Director of Public Roads 

Questionnaire 

1. What was the main purpose for this trip? (check one) 
Earning a living £:::! 
Family busines.s c:J 
Social, recreational ~ 
Educational, civic, religious t::::=' 

2. Composition of travel party: 
Total number of occupants including driver ____________________ ~ 
Age group Number 
Under 5 
5 - 18 
19 - 65 
Over 65 

3, In what place (city or township, and State) did your overall trip begin? 
City or township __ ................................................................ ~ 
State 

4. If this was an overnight trip, where did your trip start on the above date? 
City or township .................................................................... ---

State ------------------------------------------~ 
5, What place was the overall destination of this trip? This is normally 

the farthest point to which the vehicle was driven. 

City or township ----------------------------------~ State 

6, If the trip continued beyond the above date, at what place did you stop 
on the evening of this date? 

City or township ------------------------------------~ State 

Figure 1. Questionnaire for drivers of passenger care. 
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U, S, DEPARTMENT OF TRANSPORTATION 
FEDERAL HIGHWAY ADMINISTRATION 

Bureau of Public Roads 
Washington, D,C. 20591 

Vehicle License ---------~ 
Dear Truck Ovner1 

The Bureau of Public Roads is conducting research to help engineers improve intercity 
highways, Your help is needed to tell ue where your truck was coming from and going to 
on when it was aeen traveling outbound from ~---~~..,.,---
Li1ted below are several questions concerning that trip. We would appreciate it very 
much it you would answer these questions and mail this form back to this office, No 
poatage i1 required. 

We cannot complete this important research unless you help by returning this informaticn, 
Your cooperation is most important, You may be assured that the requested information 
concerning the travel or your vehicle will be held in the strictest confidence, 

Thank you tor your help. 

l. Was this an overnight trip? 

Sincerely yours, 

g~~ 
F. C. Turner 
Director of Public Roads 

Questionnaire 

Yea CJ No I::J 
2, Where did the trip start and end on the above date? 

Start City or township-------------------

~ City Q~ township --------------------~ 
3, Where did your overall trip start and end? 

Start City or tovnahip -------------------~ 
End City or tovnship -------------------

State 

State 

State 
State 

4, Wai thi1 trip made to or from a loading or unloading point? Yes .c:::;r No t:::J 
5, During this trip 1 W&I the vehicle empty or loaded? Empty ~ Loaded ~ 

6, What vaa the weight of the vehicle on this trip? 

Gro11 weight -----------weight of load ---------------

Empty weight: Paver unit Trailer-------------
Ara these ecale weigh~• L.m} or estimated weights "J::::}? 

7, It loaded, what Ca.Kldity wa1 carried? 
Farm, toreat and fish products Q, Sand, gravel, ores, petroleum, minerals CJ, 
Processed foods, beverage• and tobacco CJ, Manufactured products£:::/, 
Milled freight Q 1 Waste material Q 

a. Axle arrangement of vehicle (check one) 

•·D 

b.o 

c.o 

A"'I d.tJ 

a • 6 8 • ' • • 11ngleD 
dlla:l.0 e.o ..... '•& • 

8 f.O . ,, I 
9. Bo~ t;ype: 

Pickup J::::/1 flatbed£::::!, rack or livestock CJ, 
refrigerator van CJ• tank D, Other 0 

g,O 

j • • h. o 

• 
i,O Other 

dump CJ, van Q, 

10. Ie thi• DiUlti-1top vehicle uaed for delivery or pickup? Yes .J::::l No l:::::J 
Figure 2. Questionnaire for drivero of trucks. 

• 
• • 
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Sharp images of state names could be produced when the camera was set to cover one 
lane. When two lanes were covered the state names were not clear ly legible although 
the numbers were legible. Kodak Recordak 310 film readers were used to view the 
film. This is a desk-size reader, with a 9- by 12-in. screen. 

The photographic method of recording plate numbers was more complex than the 
visual method, but the chance of error was less in that cards were keypunched from 
the basic data source. In addition, all vehicles could be recorded regardless of traffic 
volumes or speeds. These advantages led to the decision to use the photographic method 
during the Massachusetts survey. During the tests and the survey, the film was ex
posed manually when vehicles passed focus points on the highway. Bursts of several 
frames were exposed for each vehicle. An electronic switch is being developed that 
exposes one frame as a vehicle crosses a road tube. 

SURVEY PROCEDURES 

Questionnair e Design 

Two ques~ibnnaires were prepared, one for owners of passenger cars and one for 
owners of trucks (Figs. 1 and 2). The questionnaires for automobile owners requested 
information concerning trip purpose, composition of travel party, and origin and des
tination of trip. The survey was related to intercity travel; therefore, the origin and 
destination were requested by city or township and state. The questionnaire for truck 
owners requested information on trip origin and destination, commodity, weight, axle 
arrangements, and body type. 

Survey Sites and Plate Number Recording 

The four survey sites selected were located on I-93 and I-95 north of Boston, on 
I-95 south of Boston, and on the Massachusetts Turnpike west of Boston (Fig. 3). The 
sites were considered representative of high-volume intercity highways. The survey 
was conducted for several hours on Saturday and Sunday, January 13 and 14, 1968. 
These days were chosen in anticipation of higher traffic volumes. 

License plates were recorded of vehicles traveling outbound from Boston. Cameras 
were used at all sites except at the site on the Massachusetts Turnpike where plate 

Figure 4. Position of cameras on overpass structure. Figure 5. Photograph of license plate. 



Figure 6. Film reader and keypunch operation. 
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numbers were recorded manually when 
vehicles stopped at toll gates. Figure 4 
shows camera positions on the overpass 
structure at I-95 south of Boston. 

Keypunching Operation 

The film was developed on the evening 
of January 14, and keypunching started 
that night. Both tasks were performed by 
private companies. Figure 5 shows a 
view of the film produced during the sur
vey. Five Recordak film readers were 
rented from Kodak and were used by the 
keypunch operators to view the film. Fig
ure 6 shows the reader and the keypunch
ing operation. 

One data processing card was punched 
for each vehicle. For Massachusetts ve
hicles, nine digits were punched on each 
card-six digits for the license number, 
one digit for station location, and two dig
its for job identification. For out-of
state vehicles, the state name abbrevia
tion was also punched. The operators 
manually advanced the filni and were able 
to punch about 300 cards per hour. Oc

casionally, plate numbers could not be distinguished on the film because the camera 
lens opening was improperly set, the vehicles changed lanes, or the plates were dirty . 
Keypunching was completed that night and the computer search started the next morn
ing, January 15, at the Massachusetts Registry of Motor Vehicles. 

Computer Search for Names and Addresses of Vehicle Owners 

During the computer operation, the input cards were first converted to magnetic 
tape. The data records were sorted by license plate number to match the order of 
plate numbers in the state's master file. The sorted tape was then compared with 
the master tapes. When a match occurred, the vehicle owner's name and address was 
placed on a tape that was used later for printing. 

The Massachusetts vehicle file has about three million entries on 35 reels of mag
netic tape. Each entry contains 168 characters. About seven hours of computer time 
is required to make a search through the entire file. This time is substantially the 
same regardless of how many plate numbers must be matched and addresses determined. 

TABLE 1 

QUESTIONNAlRES MAlLED 

State 

Massachusetts 
Automobile owners 
Truck owners 

Connecticut 
Maine 
New Hampshire 
New Jersey 
New York 
Rhode Island 
Vermont 

Total 

4,025 
105 

Number 

4,130 

150 
41 

150 
39 
98 

287 
15 

4,910 

TABLE 2 

RESPONSE RATE FOR MASSACHUSETTS 
VEHICLE OWNERS 

Vehicle Owners Number Percent 

Passenger car owners 
Total questionnaires mailed 
Returned 
Usable 
Unusable because of recording errors 
Undelivered 
Unusable for other reasons• 

Trucks owners 
Total questionnaires mailed 
Returned 

4,025 
2,609 
2,427 

69 
32 
81 

105 
62 

0 Such as vehicle was leased or questionnaire was incomplete. 

100.0 
64.8 
60.3 
1.7 
0.8 
2.0 

100.0 
59.0 
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TABLE 3 

RESPONSE RATE FOR OUT-OF-STATE 
VEHICLE OWNERS 

State 

Connecticut 

Maine 

New Hampshire 

New Jersey 

New York 

Rhode Island 

Vermont 

Mailed 

150 

41 

150 

39 

98 

287 

15 

Returned 

90 

32 

88 

24 

47 

178 

7 

Response Rate 
(percent) 

60.0 

78.0 

58. 7 

61. 5 

48.0 

62.0 

46. 7 

After the computer search was com
pleted, the vehicle owners' names and ad
dresses were printed. Both a listing and 
gummed lables were printed from the tape. 
Of the 4,428 Massachusetts plate numbers 
read into the computer, 4, 130 were matched 
with numbers in the file. The remaining 
298, 6. 7 percent of the vehicles, were 
missed either because there were errors 
in keypunching or because there were no 
records in the computer file. The com
puter file is updated frequently, but a 
small lag exists at all times. 

The state's openating costs for its GE 
415 computer are approximately $75 per 

hour, which represents all cost items including the leasing fee. The total cost to 
search the file, for any number of license plates, is therefore about $500. The ex
tensive search time for relatively few entries would be greatly reduced with a random
access storage device, such as a data cell, disk, or drum. With this device, records 
can be accessed directly rather than serially. In states with this computer capability, 
the retrieval of relatively few addresses could be accomplished in considerably less 
time than seven hours. 

Questionnaire Mailing Operation 

Gummed labels were manually att.ached to questionnaires, The first batch was 
mailed 30 hours after filming was completed. The remaining were mailed over a 
period of several days to measure the response rate as a function of the elapsed time 
between the trip and the receipt of the questionnaire. The mailing to Massachusetts 
residents was completed on January 20, one week after the first dav of the survev. 

License plate numbers of out-of-state vehicles were furnished to the appropriate 
states. Mailing for the out-of-state vehicles was completed on January 26. The num
ber of questionnaires mailed to Massachusetts residents and to residents of other 
states is given in Table 1. 

100 

2 

(Curve iR bHM.d on rt'lum8 from 2,812 qucelionnaires; excluded 
arc mailing on certain daye for which there were im~xacl counl, 
and out of ulalo mailingo of lroo thon 100 qucetionnairc8.) 

11 13 
Elapsed Time (days) 

Figure 7. Response rate of automobile owners by elapsed time between survey and day of mailing. 
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17 25 10 18 24 15 
January February March 

Figure 8. Date of response by automobile ownera for 700 questionnaires mailed January 15, 1968. 

RESULTS OF THE SURVEY 

Table 2 gives the overall response rate for Massachusetts vehicle owners. The 
automobile-owner response rate of 64.8 percent was reduced to 60.3 percent when un
usabie responses were eliminated. Table 3 gives the overall response rate for out
of-state vehicle owners. 

Figure 7 presents the overall automobile-owner response rate as a function of time 
elapsed between the survey and the mailing of the questionnaires. The response rate 
decreased from 74.0 percent for the questionnaires mailed 1 day after the survey to 
60 .0 percent for the questionnaires mailed 13 days later. Figure 8 shows the time of 
response for a group of 700 questionnaires mailed on January 15. Eighty percent of 
the eventual responses were received in Washington within 12 days after the mailing in 
Boston. 

Characteristics for nonrespondents must be considered in the expansion of sample 
results. One item of information, the distribution of the distance from their homes to 
locations observed, was known for all Massachusetts vehicle owners in the survey. A 
dissimilarity in this distribution for respondents and nonrespondents would indicate 
possible differences in trip length distribution. Such a finding would prohibit a uniform 
expansion of sample data. A chi-square analysis showed that the home-to-station dis
tributions for the respondents and nonrespondents could be accepted as similar on the 
0.10 confidence level (Tables 4 and 5 in the Appendix). Summaries of the data reported 
by the respondents are given in Tables 6 and 7 in the Appendix. 

CONCLUSION 

This pilot study indicates that the license plate traffic survey is a feasible method 
of obtaining travel characteristics of motorists. The response rate indicates the mo
torists' willingness to cooperate in this type of survey. A limited analysis of the dis
tribution of distance from registered address to highway station revealed no apparent 
difference between the respondents and nonrespondents. 

The method used to record license plate numbers depends on specific conditions. 
Where vehicle volumes and speeds are high, the photographic procedure appears to be 
the best. 
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To be feasible, the survey requires a rapid and inexpensive look-up of vehicle owners' 
names and addresses. Such a look-up is practical only in those states with an auto
mated vehicle registration file. 

In designing such a survey, one must consider those vehicles for which data will be 
difficult to obtain. These include vehicles registered in other states or those owned by 
leasing companies, government agencies, or private companies. 

License plate surveys have potential in other types of transportation studies. The 
plate look-up provides a mailing address for each vehicle observed at any location. 
Thus a trip table could be prepared for vehicles observed at parking lots in shopping 
centers, business districts, or recreational areas. Questionnaires could be sent to a 
small sample of vehicle owners to provide information on trip purpose, vehicle occu
pancy, and other characteristics. 
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Appendix 
(The tables on the following pages give the results of a chi-square analysis of the 
survey data and travel characteristics of vehicle owners who responded to the 
questionnaires.) 



TABLE 4 

CHI-SQUARE ANALYSIS-STATION l-95S CALCULATIONS 

Home to Station Respondents Nonrespondents Total 
(miles) Observed 

Observed Expected Observed Expected 

0 to 4 38 38.1 23 22.9 61 

5 to 9 91 86.9 48 52.1 139 

10 to 14 109 117.5 79 70.5 188 

15 to 19 56 60.6 41 36.4 97 

20 to 29 92 83.8 42 50.3 134 

30 to 39 25 21.9 10 13.1 35 

40 to 49 11 10.0 5 6.0 16 

50 and over _3 6.3 _7 3.8 ....!.Q_ 

Total 425 255 680 

TABLE 5 

CHI-SQUARE ANALYSIS-ALL STATIONS 

Station Chi-Square Degrees of Freedom 
Level of 

Significance 

I-95S 11.11 7 

Mass. Turnpike 7. 90 8 

I-95N 4.16 6 

I-93N 3.20 6 

0.10 

0.10 

0.50 

0.70 

. "(O-E)' Note : Chi-square ;=. L-1 -E- = l l.11, where 0 is observed and E is ex-

pected. With 7 degrees of freedom, this is significant to the 0.10 level. 

TABLE 6 

TRAVEL CHARACTERISTICS OF PASSENGER AUTOMOBILE OWNERS 

Characteristic Percent Characteristic 

Purpose of trip Age group of occupants (cont'd) 
Earning a living 17.6 19 to 64 
Family business 3 5.1 65 and over 
Social, recreational 39.9 Trip length distribution, miles Educational, civic, religious 7.4 

0 to 4 
Number of occupants 5 to 9 

1 34. 0 10 to 14 
2 35.3 15 to 19 
3 13.4 20 to 29 
4 9.7 30 to 39 
5 4.6 40 to 49 
6 and over 3.0 50 to 99 

Age group of occupants 100 to 249 
250 to 499 o to 4 6. 5 500 to 999 5 to 18 16.4 1, 000 and over 
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Percent 

72.9 
4.2 

0.0 
0.4 
3. 4 
9.0 

25.1 
15.3 
11.5 
19.8 
14.0 

1.3 
0.2 
0.0 
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TABLE 7 

TRAVEL CHARACTEIDSTICS OF MASSACHUSETTS TRUCK OWNERS 

Characteristic Percent Characteristic Percent 

Overnight trip Type of commodity 
Yes 3.5 Farm, forest 7.7 
No 96.5 Gravel, petroleum 34.6 

Empty or loaded vehicle Proc. foods, beverages 19.2 
Manufactured goods 28.9 

Empty 16.1 Mixed freight 5.8 
Loaded 64.3 
Both 19.6a Waste material 

Other 3.8 
Trip to or from loading or unload-

Vehicle used for pickup or delivery 
ing point Yes 68.1 

Yes 85.5 No 25.5 
No 14.5 Both 6.4a 

Gross weight .of vehicle, thousand lb Axle arrangement (Fig. 2) 
0 lo 5 19.2 2S 45.5 
5 to 10 15.4 3A 3.6 

10 to 20 5.8 281 7.3 
20 to 30 11. 5 2S2 25.4 
30 to 40 3.9 3Sl 
40 to 50 9.6 382 16.4 
50 to 60 5.8 2-2 
60 to 70 9.6 3Sl-2 
70 and over 19.2 other 1.8 

Weight of load, thousand lb Body type 
0 to 5 41. 7 Single pickup 10. 9 
5 to 10 6.3 Dual pickup 

10 to 20 6.2 Flatbed 
20 to 30 10.4 Rack or livestock 3.6 
30 to 40 6.2 Dump 
40 to 50 25.0 Van 34.5 
50 to 60 4.2 Refrigerator van 7.3 
60 to 70 Tank 36.4 
70 and over other 7.3 

0 aoth blcck:i were occosionc!!y chocked on these questions because the rss:pondents were not sure on which leg of 
the round trip they were observed. 




