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Foreword 
While our shelves hold much information regarding highway capacity, 
research in this vital area continues to claim major attention. The 
several papers in this RECORD are devoted to reporting investigations 
of matters affecting the capacity of roads , road networks, and inter­
sections. Practicing highway engineers and planners will find these ad­
ditions to the literature helpful in their consideration of capacity problem 
areas. 

Reilly and Seifert undertook a comparative appraisal of 3 different 
methods of estimating the capacity of 10 signalized intersections. They 
found rather large variations in these 3 methods and further found they 
were not consistent. All 3 methods also suffer from errors of judgment 
in the difficult choices of capacity factors. Further work is planned. 

Tidwell and Humphreys tell of their development of delay charts that 
can be used to make delay checks for both level of service and failure 
rate computations. These charts came out of their investigation into the 
feasibility of utilizing average individual delay as an index of the level of 
service offered by a signalized intersection. 

A systematic analytical procedure to evaluate the effectiveness of 
freeway improvement plans is described by Makigami and Woodie. Total 
travel times for both queuing and nonqueuing situations are calculated 
under given physical and traffic conditions using 3 submode ls. Computer 
operation procedures are also given, and example outputs are compared 
with data from an existing freeway. 

Cooper and Walinchus report their work relative to the Urban Traffic 
Control Systems Laboratory in Washington, D. C. Their primary con­
cern was to define system objectives and measures of effectiveness as 
the first step in developing a surveillance methodology. They present a 
list of candidate measures of effectiveness obtained in their literature 
search, and recommend only three for the laboratory project. 

Field data were collected at 4 unsignalized intersections and analyzed 
by Surti in an effort to gain an understanding of the operational efficiency 
of such intersections. A reasonably good correlation between theoret­
ical and observed values of side street delays, queue lengths, and the 
like was obtained. 

The effects on capacity of physical roadway features and of variable 
traffic factors can to some degree be controlled or regulated, but envi­
ronmental factors such as weather cannot. Jones, Goolsby, and Brewer 
correlated rainfall information with traffic data records for a 10-month 
period on a freeway and concluded that its capacity was reduced to be­
tween 81 and 86 percent of dry weather capacity . 

Smith, Faulconer, and Smith applied a systems approach utilizing 
stochastic analysis to evaluate an existing highway network and to eval­
uate proposed alternative improvements. They also evaluated a tech­
nique for analyzing existing traffic conditions through time-lapse pho­
tography. They conclude that both the systems approach and the study 
technique offer some very desirable advantages. 



Contents 
CAPACITY OF SIGNALIZED INTERSECTIONS 

Eugene F. Reilly and Joseph Seifert . . . . .. . . . . . . . . . . . . . . . . . . . . . . 1 

RELATION OF SIGNALIZED INTERSECTION LEVEL OF 
SERVICE TO FAILURE RATE AND AVERAGE INDIVIDUAL DELAY 

John E. Tidwell, Jr., and Jack B. Humphreys . . . . . . . . . . . . . . . . . . . . 16 
Discussion: G. W. Skiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 

James H. Little . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 
David Solomon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Closure 

FREEWAY TRAVEL TIME EVALUATION TECHNIQUE 

31 
32 

Yasuji Makigami and William L. Woodie . . . . . . . . . . . . . . . . . . . . . . . . 33 

MEASURES OF EFFECTIVENESS 
FOR URBAN TRAFFIC CONTROL SYSTEMS 

D. L. Cooper and R. J. Walinchus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46 

OPERATIONAL EFFICIENCY 
EVALUATION OF SELECTED AT-GRADE INTERSECTIONS 

Vasant H. Surti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60 

!, THE ENVIRONMENT AL 
INFLUENCE OF RAIN ON FREEWAY CAPACITY 

E. Roy Jones, Merrell E. Goolsby, and Kenneth A. Brewer . . . . . . . . . . . 74 

J CAPACITY ANALYSIS OF A HIGHWAY LINK 

William L. Smith, Jay E. Faulconer, and Bob L. Smith. . . . . . . . . . . . . . 83 



Capacity of Signalized Intersections 
EUGENE F. REILLY and JOSEPH SEIFERT, 

New Jersey Department of Transportation 

Three methods of estimating capacity at signalized intersections 
(Highway Capacity Manual, W. Bellis, and R. Dier) are analyzed 
and compared to a field estimate of capacity (ALE). The Highway 
Capacity Manual estimate of service volume at the actual load 
factor (for the field condition) is also compared to the actual 
peak-hour volume. Using 38 sample approaches, the errors in 
estimation have been outlined for each of the 3 methods. 
Overall, the Highway Capacity Manual and Dier methods have 
errors in excess of ±20 percent for approximately half the sam­
pled approaches. The Bellis procedure (developed in New J er­
sey, where this study was made) results in errors exceeding ±20 
percent for less than 15 percent of the sampled approaches. 

•THE HIGHWAY CAPACITY MANUAL (HCM) estimates of volume and capacity at sig­
nalized intersections are based on several factors. There are atleast 2 other, less com­
plex, methods of capacity estimation. One was devised by W. R. Bellis, Director of Re­
search and Evaluation, New Jersey Department of Transportation (2). The other was 
developed by Robert Dier, Traffic Engineer for Long Beach, California (3). 

The purpose of this report is to estimate the capacity of approaches using the HCM 
method, a modified Bellis method, and the Dier method and to compare these estimates 
to an empirical (ALE) method. The actual peak-hour volume is also compared to the 
HCM estimate of peak-hour volume. 

The scope of this report includes an explanation of the HCM, Bellis, Dier, and ALE 
methods, an analysis of the HCM factors, and a detailed examination of the estimated 
capacities using the various methods. 

EXPLANATION OF VARIOUS METHODS 

HCM 

Approach volume per hour of green, and physical, environmental, and traffic factors 
are used to determine service volume. A final estimate of service volume, for any level 
of service, is determined by multiplying the basic approach volume per hour of green by 
both, the adjustments for these factors, and the G/C (green time/cycle length) ratio for the 
approach. 

Bellis 

This method classifies roadways into 4 types. For this report the roads will be de-
fined as follows: 

Type I-All central business district (CBD) streets; 
Type II-All streets, outside the CBD, that do not fall into the following categories; 
Type III-Expressways, arterials, major highways, major streets, and through streets 

with only right turns at intersections; and 
Type IV-Expressways, arterials, major highways, major streets, and through 

streets with no turns at intersections or with separate phases and turn lanes (including 
jughandles) provided. 

Paper sponsored by Committee on Highway Capacity and presented at the 49th Annual Meeting. 
1 
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GREEN PLUS THREE SECONDS 

Figure 1. Bellis capacity chart-green plus 3 seconds versus maximum number of 
vehicles expected per cycle per maximum lane. 

The 4 figures in Bellis' report for road Types I through IV plot 2 variables: the green 
light required in seconds, and the maximum number of vehicles expected per cycle per 
maximum lane (Fig. 1). For this study, the green light is interpreted as the green phase 
plus 3 seconds (for the Bellis procedure only). It is felt that the added amber time gives 
a more realistic value for the G/C, because a portion of the amber phase (which varies 
from 3.5 to 6.0 seconds for the approaches used in this study) is used by the drivers. 
The capacity is estimated by expanding the number of vehicles per cycle to vph and ad­
justing for lane distribution, turns, and trucks (using the HCM adjustments). Lane ms­
tribution is assumed as follows: 2 lanes, 55 and 45 percent; and 3 lanes, 40, 35, and 
25 percent. (The maximum lane, which is not necessarily the left or right lane, is given 
first.) Because the Bellis method was predicated on the through movement of vehicles 
by lane, the authors used the following criteria to maintain uniformity. 

777721- _4 
=p 

-- - ~ 

Treated as single lane through the intersection 
with an adjustment for trucks, but no adjust­
ment for turns. 

Treated as a single lane, but adjusted by a fac­
tor (1 +proportion of turns). 

Treated as 2 lanes, applying the adjustments 
for turns and trucks. 
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Dier 

The "practical" capacity of over 40 different traffic lane configurations was developed 
by Robert Dier and expressed in terms of vehicles per second of green. After choosing 
an appropriate lane configuration from his charts, the rate of flow factor is multiplied 
by the total green time in the hour. Dier makes provision for grade and truck adjust­
ments. In this study, no grade adjustments were necessary. 

ALE 

This name is an acronym taken from "average loaded phase expanded" to vehicles per 
hour. The ALE value is used as an empirical capacity to which the HCM, Bellis, and 
Dier values are compared. The average number of vehicles for the loaded cycles is 
used, rather than the maximum or the minimum, because it is felt that this is the most 
representative value that exists for the loaded phase conditions of trucks, turns, and pe­
destrian movements. As an example, if there were an average of 20 vehicles per loaded 
phase and 60 phases per hour, the ALE value would be 20 X 60 or 1,200 vph. 

DATA COLLECTION 

Data were collected at 38 sites . The results of the first sampling of some sites gave 
questionable volumes. Hence, 6 of the sites were sampled a second time. In all 6 cases , 
the capacities yielded by the initial sampling were verified by the second sampling. 

Departure data were recorded, by cycle, for each lane. Arrival data were recorded 
by either minute of time or by cycle. Data were collected for approximately 90 minutes. 
From these data, the peak hour and the peak 15 minutes within the peak hour were de­
termined. The total number of vehicles, trucks, turns, local buses, and loaded phases 
were tabulated. Loading was judged using HCM criteria (1, p. 115). To reduce the vari­
ability of determining loaded phases, only 2 field parties were used for the study. To 
train the field crews, the project engineer reviewed loading on a cycle-by-cycle basis 
under field conditions. 

Information on local buses for 10 of the sites was not recorded in the field, but was 
taken from bus company schedules. For the additional 28 sites, these data were field­
recorded. 

Loaded cycles with downstream delays were rejected. However, these cycles were 
used in determining a".!tual peak-hour volume. 

Vehicles with over 4 wheels were classified as trucks. 

ANALYSIS OF HCM FACTORS 

Peak- Hour Factor 

Figures 6.5 through 6.10 of the Highway Capacity Manual (1) include tablesforthe "ad­
justment for peak-hour factor and metropolitan area size. " The adjustments in these 
tables are the result of the multiple of the 2 factors. If the adjustments are separated 
into individual factors, it can be seen that the HCM adjustment for peak-hour factor 
(PHF), not including the metropolitan area size factor , varies with the actual PHF, the 
type of street such as one-way or parking, and the metropolitan population. Figure 2 
shows the variation of this factor with the percentage that the adjustment is greater than 
the actual PHF. 

Figure 2 was derived by taking the HCM adjustment for PHF and metropolitan area 
size, at a PHF of 1. 00, and using this adjustment for metropolitan size only (assuming 
that an adjustment of 1.00 is used for an actual PHF of 1.00). Each overall adjustment 
for a particular metropolitan area size is then divided by that found for PHF at 1.00 to 
give the adjustment for PHF only, without the influence of the metropolitan area size. 

The computation of service volume, using the adjustment for the PHF alone, is not 
appreciably affected unless the PHF is less than 0.89. As the PHF approaches 0. 70, the 
difference between the adjustment and t he PHF approaches 20 percent (for 2- way s treets, 
without parking). For example , if the actual PHF is 0. 78 (2-way s treet, parking, popu­
lation 250,000), the HCM adjustment for the P HF, not including the additional adjustment 
for metropolitan area size, is 0.813, or 4 percent greater than the actual PHF. 
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Figure 2. Actual peak-hour factor versus HCM adjustment for PHF. 

The load fac tor at capacity is 1.00 j hence, it meas ures the average numbe1· of vehicles 
departing the inter section during each cycle under the prevailing conditions (pr ovided 
all cycles are loaded). If every cycle is loaded, a backup of traffic may exist for the 
entire hour and the "pressure" on drivers to depart the intersection may not be that re­
flected by the HCM adjustment for PHF. 

For load factors less than 1.00, with a PHF less than 1.00, the pressure for drivers 
to depart the intersection at faster rates may exist to keep the queue size small. 

Whatever the reasons for the adjustment factors, Figure 2 shows an increasing PHF 
adjustment over the actual PHF as (a) the PHF decr eases, (b ) the metropolitan popu­
lation incr eases, and (c) the street goes from one- way operation (from no parking to 
parking both sides) to two-way operation (from parking to no parking). 

Load Factor 

'l'hP lnad factor (LF) was determined using: the HCM criteria. However, traffic may 
delay from entering an intersection because of downstream interference during a par­
ticular cycle, and the load factor cannot include these cycles. For a precise analysis 
of load factor and volume, succeeding cycles, which are affected by the previous cycles, 
should also be eliminated from the data. But the main purpose of collecting data by 
cycle was to determine the number of vehicles required to load the cycle; hence, the 
rejected data included only those cycles when downstream delay existed. 

Metropolitan Area Population 

The HCM estimate of capacity is greatly influenced by the estimator's choice of met­
ropolitan area population. For example, using HCM Figure 6.5, a peak-hour factor of 
0.85, and populations of 75,000 and 250,000, the adjustment is either 0.92 or 1.00, adif­
ference of 8. 7 percent. 

Choosing a realistic population may be easier in western locations where cities are 
specifically defined. But in northeastern locations, which are part of a megalopolis, 
the decision is a matter of judgment. The populations used in this study are thus sub­
ject to question. 

One-Way or Two-Way Streets 

A few sites are labeled one-way where the roadways are partitioned by either a me­
dian or a center barrier. In this study, where approaches are so divided and there are 



no left turns at the intersection, the approach is considered to be in the one-way 
category. 
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There may be some influence between the 2 opposing directions, especially on roads 
of minimal median width. The concrete center barrier may also have an adverse effect 
on drivers. 

With or Without Parking 

The HCM states that when vehicles are parked within 250 ft of the intersection, the 
approach should be considered as with parking. However, there are exceptions to this 
rule (1, p. 114). Parking may exist close to the inte rsection, and traffic can still make 
full use of the approach. On the other hand, parking may not be tolerated for progres­
sive signal systems. Again, judgment was used on some of the approaches in this study. 

Approach Width 

The basic approach volume was extrapolated for 5 of the study approaches, where the 
width of approach is less than the lowest value shown on the appropriate chart. 

There is a shoulder at 3 sites, but no provision is made in the analysis for this extra 
width. It seems likely that the shoulder may have some effect on capacity. 

Green Time / Cycle Length 

The green phase alone is used for the green time/cycle length (G/C) computations of 
HCM service volume and capacity. 

Turns and Trucks 

Because ALE capacity is determined on the basis of the average number of vehicles 
serviced per loaded cycle, only these cycles were used to determine the percentage of 
turns and trucks and the corresponding adjustment factors. 

The differences between the peak-hour percentages and the loaded phase percentages 
of turns and trucks are small, and either one could have been used with minor error. 

Local Buses 

The exact cycle during which local buses stopped was not field-recorded for 10 of the 
38 sites. 

Some error may have thus resulted from using the same bus correction for both the 
peak-hour data and the loaded cycle data. However, the bus correction factor is equal 
or very close to 1.00 for these 10 sites. 

All local bus data were field-recorded for the remaining sites. 
The HCM adjustments for "near-side bus stop with parking" give inflated results for 

the 2-lane, high-turning volume approaches. The presence of one bus per hour on a 2-
lane approach with greater than 25 percent turns has the effect of increasing the service 
volume by 35 percent (bus adjustment factor is 1.35). If the bus stop were removed, the 
adjustment for local buses would be 1.00. 

COMPARISON OF HCM CAPACITY AND VOLUME ESTIMATES WITH 
ALE AND ACTUAL VOLUME 

Volume comparisons are not made for conditions when the LF = 0, because the HCM 
estimate of volume at LF = 0 is for a condition when one cycle is near loaded. The actual 
field volume for this condition could be near zero. 

For the site characteristics and volumes referred to in the following text, reference 
should be made to Tables 1 and 2 and the appropriate sketches of the intersections in the 
Appendix. 

One-Way Streets 

Volume Comparisons at the Actual Load Factor-Of the 13 samples in this category, 
taken at 9 different sites, t)le HCM estimate of volume is either equal to (within ±1 per­
cent) or less than the actual volume for 7 of the 9 locations. 
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TABLE 1 

SAMPLE CHARACTERISTICS 

Loaded Cycle Data 

Sam- Load 
Popu- Metro. Bellis Cycle Width !-Way Bua Per- Per-

PHF la ti on Loca- G/C Parking Per-
pie Factor (OOO's) ti on 

Type Length (ft) 2-Way No , cent cent 
cent Loca- No. 

Right Left 
Trucks ti on Turns Turns 

la 0.91 0 .90 250 Res . IV 120 0.618 25 1 None 27 11 
lb 0.96 1.00 250 Res. IV 120 0.618 25 1 None 30 9 
2a 0.79 0.43 75 Res. IV 90 0.396 25 1 None 17 3 
2b 0.90 0.90 75 Rea. IV 120 0.364 25 I None 27 7 
3 0.92 0.85 250 Res. IV 90 0.570 30 I None Near 10 34 5 
4 0.85 0.00 500 CBD I 90 0.318 23 I None 0 
5 0.84 0.27 250 CBD I 70 0.339 34 I 1 side Far 15 14 
6 0.92 0.28 250 Res. JV 90 0.571 29 I l side 11 
7 0.90 0.76 250 Fringe II 70 0.322 22 I 1 side 39 86 
8aa 0.92 0.27 250 CBD I 70 0.460 37 l 1 side Far 20 14 22 15 
8b 0.89 0.06 250 CBD I 70 0.460 37 I 1 side Far 20 3 18 14 
9 0.85 0.00 500 CBD I 90 0.550 40 I 2 sides 0 

10 0.82 0.08 250 Fringe III 70 0.400 40 I z ·s1des 4 14 0 4 
lla 0.80 0.04 250 Fringe II 70 0.340 38 I 2 sides Near 0 2 20 30 3 
!lb 0.85 0.14 250 Fringe II 70 0.340 38 1 2 sides Near 7 7 6 34 4 
12 0.87 0.21 250 CBD I 70 0.560 10 2 None Near 15 11 2 3 
13 0.75 0.02 250 Outly III 70 0.600 21 2 None Near 1 11 0 
14a 0.80 0.12 100 Res. III 90 0.344 20 2 None Near 5 0 3 
14b 0.91 0.40 100 Res. III 90 0.344 20 2 None Near 16 B 4 
15 0.86 0.23 250 Fringe II 70 0.514 13 2 None 12 10 1 
16 0.89 0.35 250 Res . III 90 0.700 9 2 None 14 7 0 
17 0.79 0.46 250 Res. II 70 0.450 18 2 None 24 11 10 6 
18 0.87 0.12 250 Fringe 11 70 0.443 26 2 None 6 2 8 1 
19 0.86 0.19 250 Fringe 11 70 0.390 22 2 None 10 6 6 1 
20 0.89 0.78 250 Res. II 90 0.611 20 2 None Near 31 7 4 2 
21b 0.87 0.10 250 Fringe II 70 0.450 26 2 None 5 15 17 6 
22b 0.84 0.90 250 Res. II 70 0.378 9.5 2 None 46 3 31 2 
23b 0.81 0.27 250 CBD I 70 0.460 10 2 None Far 11 14 16 3 
24 0.90 0.00 500 Fringe III 90 0.611 19 2 Yes 0 
25 0.91 0.00 500 Fringe II 90 0.604 19 2 Yee 0 
26 0 .91 0 .10 250 CBD I 120 0.390 25 2 Yes Far 3 12 
27 0.85 0 .52 250 Fringe II 70 0.380 17 2 Yes Far 27 37 0 
28 0.82 0.63 250 Fringe II 70 0.490 20 2 Yes 32 70 15 
29 0.83 0.41 250 Fringe n 70 0.380 17 2 Yes Far 21 12 4 
30a 0.81 0.41 250 Fringe 11 70 0 .450 20 2 Yes 21 17 13 
30b 0.83 0.58 250 Fringe 11 70 0.450 20 2 Yes 30 14 16 
31 0.82 0.41 250 Fringe II 70 0.510 20 2 Yes Far 21 10 4 
32 0 .87 0.18 250 Fringe II 70 0.443 25 a Yes 9 15 26 
33 0.86 0.58 250 CBD I 70 0.460 20 2 Yes Near 18 30 18 0 
34 0 .86 0.75 500 Fringe II 90 0.324 21 2 Yes Near 0 30 25 8 
35 0 .88 0.00 500 Fringe II 90 0.550 28 2 Yes Near 0 0 
36 0.81 0 . 18 250 Fringe II 70 0.510 20 2 Yes Near 6 9 
37 0.94 0.35 250 Fringe 11 70 0.600 22 2 Yes Near 3 18 
38 0.85 0.88 250 Fringe II 70 0.400 22 2 Yes Near 6 45 

"Policem11n enforcing controls in intersection bExclusive of left-lurn lane. 

Tn nn1> nf th1> 2 f'lll'IP.l'l (!'lit1> 3) whP.rP. the HCM eAtimate is e:reater than the actual vol­
ume, it should be noted that the basic HCM approach volume is for a 30-ft approach 
(compared to 25 ft for sites 1 and 2). It would appear that the addjtional 5-ft width of 
approach, for a roadway marked for 2 lanes, should only increase the basic approach 
volume (over a 25-ft width)by about 200 vph of green rather than the 400 vph of green 
indicated by Figure 6.5 of the Highway Capacity Manual (1). 

The other location, site 11 (samples lla and llb) where the HCM estimate was higher 
than the actual volume, has a near- side bus stop, with parking. Because few local buses 
stop, and there are greater than 25 percent turning movements, the HCM adjustmentfor 
this factor is approximately 1.25. However, if the bus stop were removed, the HCM ad­
justment would be reduced to 1.00, yielding HCM estimates of volume below those found 
in the field. This is the first indication that the HCM adjustments for near-side bus 
stops, with parking, could be extremely high. Sites 33 through 38 (to be discussed later 
in this report) give similar results. 

Sample 8a shows a +3 percent difference, which may be explained by the influence of 
the policeman within the intersection during the study. His presence may have slowed 
the traffic as it came through the intersection. 

Capacity Comparison-The HCM estimate of capacity ranges from -33 to +40 percent 
of the ALE capacity. 

Site 11, which is composed of samples lla and llb, has the largest differences, 
+40 and +33 percent. This site has a near-side bus stop, but few local buses stop. 
The HCM adjustment for this case is 1.24. If the bus stop were removed, the HCM 
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TABLE 2 

SAMPLE VOLUMES AND CAPACITIES 

Capacity 

Sam- PH HCM 
Per-
cent Per- Per- Per-

pie Vol . Vol. Dill.a ALE HCM cent Bellis cent Dier cent 
Diff.b Dl!f.b Dl!f.b 

la 1,934 1, 780 - B 1,950 l,B20 -7 2,170 11 2,1 90 12 
lb 1,970 1,980 1 1,970 l, 9BO 1 2,lBO 11 2,200 12 
2a 1,44B 910 -37 1,520 1,020 -33 1, 560 3 1,430 -6 
2b 1,330 1, 000 -25 1,340 1,020 -24 1,370 2 1,300 -3 
3 1,864 2,060 11 1,930 2,100 9 2, 160 12 2,070 7 
4 473 550 NA 
5 700 640 -9 880 790 -10 600 -32 1,220 39 
6 1,450 1,310 -9 1,640 1,600 -2 2,160 32 2,020 23 
7 413 390 -5 460 410 -11 460 0 530 15 
sac 1,050 1,080 3 1, 190 1,360 16 1,050 -12 1,650 39 
6b 1,090 940 -14 1,250 1,310 5 1,030 -16 1,650 32 
9 571 980 NA 

10 760 710 - 7 1,010 1,100 9 1,220 21 1,330 32 
!la 590 670 14 770 1,080 40 770 0 1,120 45 
!lb 620 760 23 820 1,090 33 780 -5 1, 120 37 
12 470 480 2 620 6BO 10 560 - 10 1,000 61 
13 690 990 43 1,390 1,480 6 1, 780 28 2,140 54 
14a 867 590 -32 1, 140 7BO -32 1,060 -7 1,220 7 
14b 900 690 -23 l,llO BIO -27 1,010 -9 1,220 10 
15 4~0 820 78 600 950 58 660 10 910 52 
16 904 760 -16 1,040 970 -7 1,160 12 1,240 19 
17 46r 690 50 520 820 58 580 12 620 19 
18 640 1,060 66 1,010 1,380 37 1,020 1 1, 180 17 
19 510 730 43 850 1,020 20 940 11 1,000 18 

~~d 1,070 1,360 27 1,120 1,530 37 B70 - 22 1,630 46 
720 1, 140 58 1,020 1,320 29 1,000 -2 1,510 48 

21Le 180 100 -44 210 100 -52 180 -14 
22d 530 540 2 550 580 5 500 -7 690 25 
22Le 170 100 -41 260 100 -62 150 -42 
23d 360 400 11 450 600 33 450 880 95 
23Le 80 170 113 110 170 55 30 -73 
24 345 1,050 NA 
25 506 1,180 NA 
26 46B 550 18 560 670 20 390 -30 340 -39 
27 380 440 16 450 470 4 480 7 620 38 
28 608 490 -19 670 550 -18 660 1 650 -3 
29 355 470 32 450 490 9 500 11 500 11 
30a 460 470 2 570 550 -4 590 4 590 4 
30b 470 500 6 560 550 -2 600 7 590 5 
31 570 710 25 700 860 23 730 4 670 -4 
32 670 620 -7 900 740 -19 860 -4 890 -1 
33 530 690 30 570 790 39 480 -16 410 -28 
34 404 6W 56 430 690 60 440 2 430 0 
35 640 1,270 NA 
36 563 BOO 42 6BO 970 43 750 10 6BO 0 
37 880 1,040 lB 950 1,2BO 35 B90 -6 BOO -16 
3B 540 720 33 550 750 36 600 9 530 -4 

NA =no t applicable 

~Based on PH volume, ~Policeman enforcing conlrols in intersection , eseparate lefHurn lane, 
Based on ALE Exclusive of lefMurn lane. 

adjustment would be reduced to 1.00, with a resulting difference of +12 and +9 per­
cent with ALE. 

Sample 8a has the next largest positive difference, +16 percent. However, this site 
had a policeman enforcing the signal controls during the period of study. Thus, his pres­
ence may have impeded the flow of vehicles to some degree. 

The capacity comparison for sample 3 is similar to the volume comparison of the pre­
vious section. It would again appear that a 400 vph of green increase in basic ap­
proach volume (as indicated by the HCM) of a 30-ft wide roadway over a 25-ft wide 
roadway (both marked for 2 lanes) is highe1· than the capacity attained in the field. 

Of the 6 samples where the HCM estimates of capacity are higher than ALE, 5 
of the samples have parking on either one or both sides of the one-way approach. 

Two-Way Streets With No Parking 

Volume Comparisons at the Actual Load Factor-Thirteen samples were studied in 
this category using 12 different appxoaches. Of the 12 approaches, the HCM estimate 
of volume was high at 10 of them (ranging from +2 to +78 percent). 

For those approaches marked for 2 lanes, the following tabulation shows how the 
percentage difference in HCM estimate increases with an increase in width of approach. 
(All samples have a metropolitan location factor of 1.25.) 
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Sample 

14a 
14b 
20 
13 
19 
21 
18 

Width 

20 
20 
20 
21 
22 
26 
26 

Multiple of 
Turn Adj. 

1.16 
1.11 
1.07 
1.07 
1.00 
1.08 
1.07 

Percent Diff. 

-32 
-23 
+27 
+43 
+43 
+58 
+66 

A similar trend is noted for the one-lane approaches. (All samples have a metro­
politan location factor of 1.25, except samples 23 and 12, which have a factor of 1.00.) 

Multiple of 
Sample Width Turn Adj. Percent Diff. --

16 9 1.38 -16 
22 9.5 1.48 2 
23 10 1.56 11 
12 10 1.51 2 
15 13 1.31 78 
17 18 0.97 50 

The only factor of importance that distinguishes samples 14a, 14b, and 16 (the sam­
ple approaches at which the HCIV1 estimate was low) from the others is that site 14 is 
on the approach to a bridge entering a city, and site 16 is the departure of a bridge leav­
ing a city. It is difficult to determine from these listings the exact cause for the HCM 
differences. The 2 factors, width (hence, basic approach volume) and turning move­
ments (the break-off width in the HCM, for significant differences in turn factors, is 
16 ft), are present simultaneously. For the volume comparisons, there is also a dif­
ference in load factor between the separate samples. This latter factor is removed in 
the capacity comparisons of the next section. 

7;-,c.i-c a,4e; ~ "i;.:p~i"'~t:; !:f! t~:: !.~~e" ~~~l~~ tn thiQ r. ~tP.~nry. The HCM estimate 
of the volumes for the samples shows little similarity with the actual left-turn volumes. 

Capacity Comparison-The results of the HCM estimate of capacity (LF = 1.00) are 
similar to those of volume. The HCM estimate of capacity is again high for 10 of the 
12 sites studied, and again exhibits a tendency for this difference to get proportionately 
larger as the width of roadway increases (while keeping the number of marked lanes con­
stant). 

For the approaches marked for 2 lanes, all samples have a metropolitan location fac­
tor of 1.25. 

Multiple of 
Sample Width Turn Adj. Percent Diff. 

14a 20 1.15 -32 
14b 20 1.11 -27 
20 20 1.08 +37 
13 21 1.10 +6 
19 22 1.06 +20 
21 26 1.08 +29 
18 26 1.06 +37 
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For the one-lane approaches, all samples have a metropolitan location factor of 1.25, 
except samples 23 and 12, which have a factor of 1.00. 

Multiple of 
Sample Width Turn Adj. Percent Diff. 

16 9 1.38 -7 
22 9.5 1.48 +5 
23 10 1.56 +33 
12 10 1.51 10 
15 13 1.30 +58 
17 18 1.00 +58 

Again, the precise nature of a revised shape of the LF = 1.00 curve in the HCM can­
not be determined because of the simultaneous influence of the turning movements. But 
even with a controlled study, the results may only be applicable to New Jersey. 

Two-Way Streets With Parking 

Volume Comparisons at the Actual Load Factor-The HCM estimate of volume i s 
higher than the actual volume for 11 of tile 13 samples in this category. Five of these 
11 samples have a near-side bus stop. If the adjustment for the bus stop is reduced to 
1.00 from a range of 1.08 to 1.35, the HCM estimate would still be higher than the actual 
volume by a range from +9 to 25 percent. 

For the 2 samples, 28 and 32, where the HCM estimate of volume is less than the 
actual volume, the turning traffic is 83 and 33 percent respectively of the approach 
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Figure 3. Multiple of HCM turn and/or bus adjustment factors versus percentage 
difference between HCM and field-2-way streets with parking. 
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volume. For those samples where there is no near-side bus stop (26 through 32), the 
positive and negative differences between the HCM estimate and the peak-hour volume 
closely approximate the multiple of HCM turn factors. When the bus stop factor is in­
cluded witJ1 the multiple of the turn factors (for samples 33, 34, 36, 37, and 38), a simi­
lar trend is evident. 

Capacity Comparison-As with the volume comparison, the positive or negative dif­
ference in the HCM estimate of capacity with ALE is closely related to the multiple of 
turn and/or bus adjustment factors. Figure 3 shows the variation of the multiple of these 
adjustment factors with the percentage difference between the HCM estimate and the actual 
peak-hour volume and ALE. 

COMPARISON OF BELLIS CAPACITY ESTIMATES WITH ALE 

The Bellis procedure does not estimate volumes between the lowest load factor (one 
loaded cycle) and capacity (all cycles loaded). Because there is just one sample in the 
study that had one loaded cycle, only a comparison of ALE and the Bellis estimate of 
capacity will be made. 

For the 7 Type I samples, 6 have values between 10 and 32 percent below the ALE 
capacity. In one case the Bellis capacity and the ALE capacity are equal. These re­
sults indicate that the Bellis method underestimates capacity for CBD locations. 

For the Type II samples, the Bellis capacities range from below to above the ALE 
values. Six samples are below ALE by 2 through 22 percent. For 4 samples, the Bellis 
estimate equals the ALE value (±1 percent). For another 11 samples, Bellis overesti­
mates capacity by 4 through 12 percent. These samples include both parking and no 
parking conditions, which are not differentiated by the Bellis method. 

For the Type Ill samples, 2 underestimate capacity by 7 and 9 percent, and 3 over­
estimate capacity by 12 through 21 percent. 

For the Type IV samples, all 6 estimates exceed capacity by 2 through 32 percent. 
Perhaps these results suggest slight revisions to Figure 1. The slope of the Type I 

line could be raised (because Type I capacities are underestimated), and the slopes of 
the Types III and IV lines could be lowered. The mean differences between the Bellis 
estimate and ALE are as follows: 

Mean Percent Standard 
Bellis Type No. Samples Diff. Deviation 

y '? - 1'7 :!: 10. 4 .. 
n 21 2 ±7.9 

III 5 9 ±14.8 
IV 6 11 ±9.9 

COMPARISON OF DIER CAPACITY ESTIMATES WITH ALE 

Dier capacities were divided into groups based on various lane configurations (Table 3 ). 

Optional Right- Turn and Through Lane 

Dier overestimates capacity for 5 of the 7 samples. The 2 samples that are under­
estimated are located in the CBD. 

Left-Turn Only Lane 

Dier underestimates capacity for the 3 samples. The California streets used to de­
termine the Dier flow rates are wider than the streets used in this study. (Left turns 
across a wide street may be more difficult to make and, hence, have a lower flow rate 
than on a narrower street.) 
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TABLE 3 

RATE OF FLOW AND PERCENTAGE DIFFERENCE FOR DIER METHOD 

Vehicles Percent Vehicles Percent 
Lane Configuration Sample per Dif!,b Lane Conliguralion Sample per Dill.b 

Seconda Seconda 

Optional right-turn and 15 0.49 52 Optional right-turn and 10 0.93 32 
through lane 16 0.49 19 through lane, plus 13 0.99 54 

22 0.49 25 through lane 14a 0.99 7 
7 0.46 15 14b 0.99 10 

27 0.46 38 21 1.00 48 
26c 0.25 -39 Optional right-turn and Ila 0 .92 45 33c 0.25 -28 through lane, plus lib 0 .92 37 

Left-turn only lane 21L 0.11 -14 optional left-turn and 18 0.74 17 
22L 0.11 -42 through lane 19 0.71 lB 
23LC 0.02 -73 20 0.74 46 

Optional lelt-turn, right- 17 0 .39 19 Optional left-turn and 32 0.56 -1 
turn, and through lane 28 0.37 -3 through lane, plus 

29 0.37 11 right-turn only lane 
30a 0.37 4 Optional left-turn and 8ac 1.00 39 
30b 0.37 5 through lane, through Bbc 1.00 32 
31 0.37 -4 lane, plus optional 
34 0.37 0 right-turn and through 
36 0.37 0 lane 
37 0.37 -16 
38 0.37 -4 

Through lane 12c 0.50 61 
23c 0.50 95 
la 1.02 12 
lb 1.02 12 
2a 1.02 -6 
2b 1.02 -3 
3 1.02 7 
5c 0.96 39 
6 0.99 23 

11 Flow rate for individual lane configurations taken from Dier l.3.1~ boifference between Dier end ALE capacities , cceo location , 

Optional Left-Turn, Right-Turn, and Through Lane 

Dier's estimate of capacity is within ±20 percent of ALE for the 10 samples in this 
category. The average error is 1.2 percent with a standard deviation of ±8.4 percent. 

Through Lane 

For the 4 sites outside the CBD, Dier overestimates the capacity of three of them 
and underestimates one. 

The site, which is underestimated, is a high-type roadway. (However, the estimate 
of capacity at another high-type location, site 1, is high by 12 percent.) 

For the 3 CBD samples, Dier overestimates capacity by at least 39 percent. One of 
these samples has an exclusive bus lane, and another has an exclusive left-turn lane. 

Optional Right-Turn and Through Lane, Plus Through Lane 

Dier overestimates capacity for all 5 samples. This seems reasonable, because the 
optional right turn and through lane estimates, discussed earlier, for non-CBD areas 
are greater than ALE. The capacity of the through lanes is also overestimated by Dier. 

Optional Right-Turn and Through Lane, Plus Optional Left-Turn and Through Lane 

Dier overestimates capacity for all 5 samples. Consistent with the optional right turn 
and through lanes, discussed earlier, the right turn and through lanes of this category were 
also overestimated by Dier. Hence, his estimation of the capacity of these approaches is 
high. 

Optional Left-Turn and Through Lane, Plus Right-Turn Only Lane 

In this single case, the Dier estimate of capacity is equal to ALE. 

Optional Left-Turn and Through Lane, Through Lane, Plus Optional Right- Turn and 
Thr ough Lane 

Both samples overestimate capacity for this CBD location. When individual lanes are ex­
amined, Dier' s estimate of capacity for the through lane exceeds ALE by approximately 70 
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percent. For through lanes, discussed earlier, the Dier estimate of capacity exceeded 
ALE by 39, 61, and 95 percent (for CBD locations). 

CONCLUSIONS 

Most of the sampled data for this study were collected in or near Trenton, New Jer­
sey. An overall comparison of the accuracy of capacity estimation for the 3 methods 
studied in this report is evident from the data shown in Figure 4. 

Regional differences in driver characteristics may be inferred from the positions of 
the 3 curves. As may be expected, the Bellis method of capacity estimation is the most 
accurate, probably because this method was developed in the state of New Jersey. 

Because of the uniqueness of each of the methods, an individual analysis is made of 
their effectiveness. 

HCM 

For approximately half the study samples, the HCM method yields estimates in ex­
cess of ±20 percent of the peak-hour volume and ALE values. 
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With the limitations of 38 sites (42 samples), the main reasons for the inaccuracy of 
this method appear to be the following: 

1. The adjustment factor for near-side bus stops on 2- and 3-lane streets, withpark­
ing, gives inflated values for volume and capacity estimates. 

2. The basic approach volume is based on width of approach, rather than number of 
lanes. The fact that this procedure may lead to erroneous results is evident on 2-way 
streets, without parking. 

3. To some extent the turn adjustment factors for narrow approaches (between 10 
and 15 ft) may be too extreme. 

4. The computation of volume for the exclusive left-turn lane, while rational, is far 
from accurate for the 3 samples studied in this report. 

Bellis 

Of the 4 types of streets that are estimated under the Bellis procedure, the most vari­
ation is found in Type III (the standard deviation of the estimate for the sampled data is 
±14.8 percent). 

For consistency in the estimate, the Type I streets are estimated low, and the Type 
IV streets are estimated high. 

The estimate of capacity for Type II streets is the most accurate, with over 95 per­
cent of the samples (20 of 21) within ±12 percent of ALE. 

Dier 

As with the Bellis method, the Dier procedure uses a rate of flow by lane. 
The errors of the estimate of capacity by this method can be tentatively reduced to 

3 primary lane configurations. 

1. The estimate of capacity for the optional right turn and through lane (outside the 
CBD) is consistently high. 

2. The left-turn only lane estimate has been developed by Dier using wide streets 
and, hence, is low for the samples of this study. 

3. The estimate of capacity for the through lane in the CBD locations is consistently 
high. 
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Appendix 
The various kinds of intersections are shown in Figures 5 through 9. 
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Relation of Signalized Intersection Level of 
Service to Failure Rate and 
Average Individual Delay 
JOHN E. TIDWELL, JR., U.S. Department of Transportation, Federal Highway 

Administration, Bureau of Public Roads; and 
JACK B. HUMPHREYS, University of Tennessee 

The most widely used signalized intersection design procedure 
is that found in the 1965 Highway Capacity Manual. This manual 
utilizes vehicles per hour of green as an indicator of the level 
of service offered by an installation. An alternative intersection 
solution procedure utilizes the percentage of cycle failures as 
an indicator of fixed time intersection performance. The re­
search reported here indicates that failure rate does not ap­
parently correlate with level of service as defined by the High­
way Capacity Manual. The 2 indexes have a varying relationship. 
Charts and tables are presented for use in conversion. For a 
constant service level, a low approach volume will allow higher 
failure rates than may be tolerated for high volumes. 

In line with prior work in this field, an investigation was 
made into the feasibility of utilizing average individual delay as 
an index of the level of service offered by a signalized intersec­
tion. Delay was related to failure rate and charts prepared for 
various cycle lengths utilizing Webster's equation for average 
individual delay. These charts indicated that failure rate and 
delay also have a varying relationship. This relationship was 
oriented in a different manner from the preceding relationship. 
Using constant delay lines, higher failure rates were allowed 
for high volumes. A combined plot of level of service lines and 
delay lines indicates an apparent divergence of level of service 
anct average maiv1aua1 ae1ay. rnis riivergence ciemvu::;i.rai.e::; 
that, although an intersection may satisfy the Highway Capacity 
Manual's criteria of a given vehicles per hour of green for a 
desired level of service, average individual delay may vary 
considerably depending on arrivals, cycle length, and length of 
green time. 

•THE 1965 HIGHWAY CAPACITY MANUAL (1) introduced the concept "level of ser­
vice" for both uninterrupted flow conditions and street intersections with signalized 
control. For uninterrupted flow conditions, speed and the volume/ capacity ratio were 
selected as measures of the level of service offered by a facility. Chapter 6 of the 
1965 Highway Capacity Manual discusses the level of service concept as it relates to 
at-grade intersections or interrupted flow (b p. 130): 

Inasmuch as level of service is described in terms of driver satisfaction, the substitute measure 
should be some factor that the driver himself sees and interprets in terms of degree of congestion. 
Of the several factors that have been discussed in the previous section, probably load factor is the 

Paper sponsored by Committee on Highway Capacity and presented at the 49th Annual Meeting. 
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most evident to the average driver. Hence it is the best measure of the level of service at individual 
intersections with no or only average signal coordination. 
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The 1965 Highway Capacity Manual uses load factor as the determinant for the vari­
ous service levels. The computational procedure for determining the level of service 
offered by a signalized intersection is basically the same as that presented by the 1950 
Highway Capacity Manual (2), in that capacity at various levels is obtained from charts 
in terms of a specific number of vehicles per hour of green after applying appropriate 
correction factors. The 1950 Highway Capacity Manual used this technique for deter­
mining basic, possible, and practical capacities of an installation. Possible capacity 
required a continual backlog of vehicles, hence a high load factor and a low level of 
service. Practical capacity was defined as the volume where most vehicles would 
clear the intersection without waiting for more than one complete signal cycle, hence 
a lower load factor and higher level of service. 

FAILURE RATE 

Drew and Pinnell ~) have presented evidence that peak-period traffic flow approach­
ing a signalized intersection is accurately defined by the Poisson probability distribu­
tion. They have utilized this finding to develop a design procedure using the percent­
age of cycle failures for fixed time installations. A cycle failure is defined as any 
cycle during which approach arrivals exceed the capacity for departures. Briefly this 
procedure assumes that departures during a green phase of a cycle may be computed 
by the equation 

where 

X = G - (K - D) 
D 

X = maximum departures per lane for one approach during a green phase; 
G = length of the green phase of the cycle in seconds including yellow time; 
K = sum of starting delay and time for last vehicle to cross intersection; and 
D = average minimum headway in seconds. 

For design purposes, the K factor was determined to be 6 seconds for the average 
intersection and D, the average minimum headway, was established as 2 seconds. Using 
this equation and constants with the cumulative Poisson probability distribution, a de­
sign chart was established (Fig. 1). This chart is entered with the average number of 
arrivals per approach lane per cycle and the green time allocated to that approach 
lane. Noting the intersection of the 2 variables, a determination may then be made of 
the probability that more vehicles will arrive at the approach than may pass through 
the installation during a green phase for that approach. Of course, this neglects the 
carry-over of queues from one cycle to the next, inasmuch as only new arrivals are 
being considered. For high traffic volume it overstates the probability that a particular 
vehicle will clear the intersection during its first cycle at the signal. 

In their development of the failure rate design procedure, Drew and Pinnell (3) have 
derived a multiple regression equation for the determination of the peak-period flow 
rate when the peak-hour flow rate is known. Their equation is as follows: 

where 

y' = 

Y
1 

= 1.225 - 0.000135 X1 ± (0.lXa - 0.00003Xa) 

factor to be applied to approach peak-hour flow rate to determine peak-period 
flow rate for the approach; 
population 1,000; 

t" d" t "b t" distance between intersection and CBD d 
ra 10 is ri u wn = distance from CBD to city limits ; an 

peak hourly volume per approach. 
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Figure 1. Failure rate chart from Drew and Pinnell (3). 

The plus or minus factor in this equation is positive for morning flow and negative for 
evening flow. 

Drew and Pinnell (~) attempted to develop an equation for the duration of the peak 
period. However, this relationship proved to be statistically unreliable. 

Drew and Pinnell (3) have utilized these concepts to develop a design method for 
high-type signalized intersections where every movement has a separate signal phase. 
Knowing the peak-hour flow rate, the peak period flow rate may be determined using 
this multiple regression equation. A trial design of the intersection layout is then made. 
From the number of lanes allocated to an approach, the average number of vehicles per 
cycle per approach lane for each phase may be determined. For a 4-leg high-type in­
tersection, there may be 4 separate phases: 2 through and 2 left turn phases. After 
determining the average lane arrivals per cycle for each phase and choosing for each 
phase the lane with the highest average arrivals, which is referred to as the critical 
lane volume for that phase, a cycle length is chosen. Green times are then allocated 
to each phase such that when the design chart is entered with the green time and aver­
age arrivals, a desired failure rate for all phases is obtained. Of course, the summa­
tion of the green times for all phases must equal the cycle length. However, some de­
termination must be made as to what percentage failure rate is acceptable for design 
practice. Drew and Pinnell state(~_): 

Although additional research is needed in deciding just what percentage of failures may reason­
ably be allowed, it seems that a level of 30 to 35 percent during the peak period represents a prac­
tical design level (remembering that this would be only about 10 to 15 percent of the peak hour). 

The writers have solved intersection problems utilizing both the procedure in the 
1965 Highway Capacity Manual and Drew and Pinnell's failure rate procedure. In some 
instances, a low level of service at the 30 to 35 percent failure rate level has been ob­
tained. Although the 2 concepts are different in approach, in that one is subjective and 
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based on thousands of actual observations and the other is mathematical, an investiga­
tion into their relationship appeared worthwhile. The relation presented will be for 
only high-type intersections such as might be solved by the failure rate method. 

RELATION OF LEVEL OF SERVICE TO FAILURE RATE 

In order to provide some common ground for relating the 2 procedures, nomograms 
developed by Leisch (4) were utilized for determining allowable vehicles per hour of 
green for various leveis of service and approach lanes. Leisch's nomograms were 
developed from the Manual's procedures, but they utilize an MP correction factor that 
combines the Manual's peak period and population factors. To determine the MP factor, 
one needs only to know the population of the city where the installation is to be made. 
Of course, if the peak-period factor as defined by the Manual is known, it and the city 
population can be used to obtain a factor for use in the nomograms. This relationship 
is shown in Figures 6. 5 through 6. 9 in the 1965 Highway Capacity Manual. These nomo­
grams were utilized to develop the allowable vehicles per hour of green for various in­
tersection locations and approach lane arrangement. For comparison with Drew and 
Pinnell's method, 12-ft through lanes and 10-ft left turn lanes were assumed because 
this lane width would probably be used at the type of intersections considered by Drew 
and Pinnell. The allowable vehicles per hour of green for various numbers of approach 
lanes and locations within a city as obtained from Leisch (4) are given in Table 1. The 
charts for one-way operation (two-way charts used for single through lane approaches) 
and no parking were chosen because it was considered that these conditions best ap­
proximated approach operation at a high-type intersection where each movement has a 
separate signal phase. Leisch's turning lane charts were used directly. No truck, 
bus, or turn factors other than those built into the charts are considered for this gen­
eral case. The definitions for central business district (CBD), fringe area, outlying 

TABLE 1 

VEHICLES PER HOUR OF GREEN (VPHG) PER APPROACH LANE AND VEHICLES PER SECOND 
OF GREEN (VPSG) FOR VARIOUS LOCATIONS WITHIN A CITY FOR 

DIFFERENT LEVELS OF SERVICE 

Area 
Level of Single Left Double Left 1 Through 2 Through 3 Through 4 Through 
Service Turn (10 ft)a Turn (10 ft)a Lane (12 ft)b Lanes (24 ft) c Lanes (36 ft)C Lanes ( 48 ft) c 

CBD A 810 vphg 729 884 1,045 987 987 
0.225 vpsg 0.212 0.245 0.290 0.274 0.274 

B 810 729 936 1,068 1,008 1,008 
0.225 0 .212 0.260 0.297 0.280 0.280 

c 900 810 1,040 1,100 1,050 1,050 
0.250 0 .225 0.289 0.306 0.292 0.292 

D 1,080 972 1,186 1,200 1,122 1,155 
0.300 0 .270 0.329 0.333 0.313 0.321 

E 1,170 1,053 1,248 1,242 1,175 1,208 
0.325 0 .293 0.347 0.345 0.326 0 .335 

OBD or A 810 vphg 729 1,020 1,140 1,066 1,058 
fringe 0.225 vpsg 0.212 0.283 0.317 0.296 0.294 

B 810 729 1,080 1,164 1,088 1,080 
0.225 0.212 0.300 0.324 0.302 0.300 

c 900 810 1,200 1,200 1,132 1,125 
0.250 0.225 0.333 0.333 0.315 0.313 

D 1,080 972 1,368 1,320 1,214 1,239 
0.300 0.270 0.379 0.366 0.338 0.344 

E 1,170 1,053 1,440 1,356 1,270 1,294 
0.325 0 .293 0.400 0.377 0.353 0.360 

Residential A 810 vphg 729 1,020 1,236 1,175 1,175 
0.225 vpsg 0.212 0.283 0.343 0.326 0.326 

B 810 729 1,080 1,260 1,200 1,200 
0.225 0.212 0.300 0.350 0.333 0.333 

c 900 810 1,200 1,300 1,250 1,250 
0.250 0.225 0.333 0.361 0.347 0.347 

D 1,080 972 1 ,368 1,430 1 ,338 1,375 
0.300 0.270 0.379 0.397 0.372 0.382 

E 1,170 1,053 1,440 1,470 1,400 1,438 
0.325 0.293 0.400 0.408 0.389 0.399 

Note: These data are for a city population of 250,000. The factors in Table 2 should be used to adjust the values in this table for other populations. 
8 Data from Leisch's turn lane charts (4.). boata from Leisch's two·way charts, no parking (~. coata from Leisch's one-way charts, no parking (1.). 
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business district (OBD), and residential area are found in the Manual and Leisch's 
paper, but these are basically self-explanatory. This table was developed assum­
ing an MP of 1. 00, which corresponds to a city of 250,000 population. Correction 
factors for use with cities of different populations will be discussed later. 

In relating the level of service and failure rate procedures, the first step is to de­
termine the maximum allowable average arrivals to an approach lane of an installation 
with a given cycle length and a given green time, while holding the vehicles per hour 
of green constant. This may be done by converting the vehicles per hour of green to 
vehicles per second of green per lane. The length of green time for the particular 
phase may be multiplied by the allowable vehicles per second of green time per approach 
lane to determine the maximum allowable average arrivals per cycle to an approach 
lane. 

It is to be noted that this is in reality the basic operation performed while using the 
Manual's design procedure. Assume that an approach volume is given and it is desired 
to know the green requirements for a particular level of service. The ratio of approach 
volume to the given vehicles per hour of green determines the required signal split. 
The equations for this operation would be as follows: 

g/c vph/vphg 

vph vphg(g/ c) 

if m = maximum arrivals per cycle, then 

vph 
m = cycles/hour 

vph 
3,600/cycle length 

Note that the cycle lengths cancel out, leaving 

_ green (vphg) 
m - - 3 600 

' 
where green is in seconds of green time. 

3,600cycle length 

This expression is the same as discussed earlier in that the product of green time 
and vehicles per second of green yields maximum average arrivals per cycle for a 
given vehicles per hour of green. 

With this relationship, points may be plotted on the failure rate chart (Fig. 1) for 
-;;;.:;_-~:;-:::; =:-:::::!:::::::; ::::! ·::::~!:~e!: ;'~!' !-.01_1!" nf ~T"<><>n HnwPv<>r , :m adjustment must be made 
to the chart's green time because it contains yellow times and the Manual data do not 
include yellow times. The authors have assumed a 3-second yellow time for the pur­
pose of this presentation. The Manual states that 2 or 3 seconds' yellow time may nor­
mally be expected. However, 3 seconds is generally accepted as a minimum yellow 
time. The actual suggested computational procedure presented later is such that one 
may use any yellow time in making level of service checks. 

To illustrate the conversion procedure, assume that it is desired to determine the 
maximum average arrivals per cycle that may be accommodated for a level of service 
C at a 2-lane through approach. Neither left nor right turns are considered beyond 
those built into the Manual's charts (the assumption is made that left turns are handled 
by a separate phase). Also assume that the installation is at an outlying business dis­
trict location. Data given in Table 1 indicate that no more than 1,200 vehicles per lane 
per hour of green should approach the intersection to maintain a level of service C. 
This converts to Ys vehicle per second of green. If the actual green time per cycle 
is 30 seconds, then, in order to plot a point on the failure rate graph, the green time 
must be multiplied by the vehicles per second of green, which in this example results 
in an allowable average arrival of 10 vehicles per cycle. A point may then be plotted 
by determining the intersection with the m arrivals of 10 vehicles per cycle and the 
green curve of 33 seconds, remembering that the curves include yellow time. This 
procedure has been followed for the cases given in Table 1, and the various level of 
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service lines have been plotted. Figure 2 shows a plot for a single left turn lane, and 
Figure 4 shows a plot for a 2-lane approach in a city of 250,000 population and an OBD 
or fringe area. 

However, to this point it has been assumed that the peak-period flow rate equals the 
peak-hour flow rate, because Figures 2 and 4 are plots of failure rates for the whole 
peak hour and level of service in terms of vehicles per hour of green. In order to ob­
tain a relationship between peak-period failure rates and levels of service, Drew and 
Pinnell's equation for determining peak-period factor must be used. As an illustration, 
each of the m average arrivals plotted in Figures 2 and 4 have been factored up using 
a peak-period factor obtained from Drew and Pinnell's equation. A city population of 
250,000 and an OBD location have been assumed, which is consistent with the Table 1 
assumptions. The result of this factoring is shown in Figures 3 and 5. As to be ex­
pected, the peak-period failure rate based on a given vehicles per hour of green is 
greater than the peak-hour failure rate, which according to Drew and Pinnell (3) is not 
accurately described by the Poisson distribution. As an illustration of the effect that 
population has on the relation of failure rate and level of service, Figure 6 has been 
developed to show the varying relationship of failure rate and the lines for the level of 
service C for populations of 100,000, 250,000, and 1,000,000. The vehicles per hour 
of green for the different populations were determined using Leisch's MP factor, which 
will be discussed later. The level of service C is considered significant inasmuch as 
the Highway Capacity Manual states that this is the level typically associated with urban 
design practice. 

In making actual conversions from failure rate solutions to level of service, the 2 
illustrated figures may be consulted if the approach under consideration satisfies the 
description contained within the figures presented. The procedures would be to enter 
the graph with the average arrivals per cycle for the peak hour (not peak period) and 
the computed green time. The area where the intersection of the 2 variables lie would 
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Figure 2. Failure rate and level of service for a single left-turn lane approach (no peak period correction applied). 
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Figure 3. Failure rate and level of service for a single leh turn lane approach (peak period correction applied). 
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Figure 4. Failure rate and level of service for a two-lane approach, city of 250,000, and an OBD or fringe location 
(no peak period correction applied). 
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(peak period correction applied). 
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indicate the level of service. For example, if the approach under consideration satisfies 
the description of Figure 4, with an average peak-hour arrival rate of 10 vehicles per 
cycle and a green time of 30 seconds, a level of service E would be indicated. Note 
that the intersection is at the 30 percent failure level if a peak-period factor of 1.18 is 
used commensurate with a city population of 250,000. 

Charts could have been prepared for all conditions, but this did not appear warranted. 
Therefore, an alternate solution procedure would be to take the arrivals per phase per 
cycle and the green time allotted to each phase and compute the arrival rate in vehicles 
per second of green (vpsg). Of course, yellow time would be deducted from the green 
time determined by the failure rate method to determine the arrival rate in vehicles per 
second of green. It may be noted that Table 1 also gives levels of service in terms of 
vehicles per second of green. Because Table 1 covers all general cases developed by 
the Manual, which are considered appropriate for use in solving high-type inter ­
section problems, it may be consulted to determine the level of service for the 
installation. This table is for a city population of 250,000, and Table 2 should be con­
sulted to adjust the Table 1 values of vpsg, if a city of population other than 250,000 is 
under consideration. As an illustration, the previous example of 10 arrivals and 30 
seconds of green converts to 0.370 vpsg after deducting the assumed 3 seconds' yellow 
time, which, for use with Table 1, could actually be any reasonable length to be used. 

As in the previous example, the description shown in Figure 2 will be assumed, and 
Table 1 will be used directly, because Figure 2 shows a population of 250,000. The 
OBD or fringe row and the 2-lane column will be consulted. Because 0.370 vpsg lies 
between 0.366 and 0.377, a level of service Eis again indicated. As stated earlier, if 
the city population is other than 250,000, the Table 2 factors must be applied. These 
factors are from Leisch's paper (4). If the actual peak-period factor and population 
are known, they may be used as shown in Figures 6. 5 through 6. 9 of the Highway Ca­
pacity Manual to obtain an equivalent MP factor for use. To illustrate the adjustment 
for population, assume that the previous example is used, except that the city population 
is over 1,000,000. The Table 1 values for a 2-lane approach in a CBD area with ap­
propriate correction factors are given in Table 3. As may be observed, a vpsg of 
0.370 is less than the flow rate of 0.380 vpsg, the upper limit for level of service A. 
Therefore, this design would operate at an A level of service if it were in a city of 
over 1,000,000 population. 

If the failure rate method is to be used by a city traffic engineering department, it 
is recommended that all data given in Table 1 be converted to the population of the city. 
Table 1 may then be used as a fast check of the level of service, as defined by the Man­
ual, which would result by designing by the failure rate method. Of course, the aver­
age arrivals for the peak hour, not peak period, must be used with this table. 

Some conclusions may be drawn from the slope of the level of service lines (Figs. 
2 through 6). The slope of these lines indicates that failure rate and level of service, 
as defined by the Manual, apparently do not correlate. If they were well correlated, 
one would expect the level of service lines to be relatively level and consistent for 
different populations. Therefore, it appears that a practical failure rate design level 
may not be established as suggested by Drew and Pinnell. The acceptable failure rate 
decreases as the approach volume per cycle increases. Each failure rate solution 
should therefore be checked by Table 1 to determine the level of service for that 
solution. 

TABLE 2 

ADJUSTMENT FACTORS TO BE USED WITH 
TABLE 1 DATA FOR CITIES OF OTHER THAN 

250,000 POPULATION 

Population MP Population MP 

50,000 0.85 500,000 1.05 
100,000 0.90 750 ,000 1.10 
175 ,000 0.95 1,000,000 1.15 
250 ,000 1.00 over 1,000 ,000 1.20 

TABLE 3 

EXAMPLE OF CONVERSION FOR POPULATION 

Level of vpsg 
1,000,000 Adjusted 

Service (Table 1) 
Population vpsg MP Factor 

A ,;0 .3 17 1.20 s 0. 380 
B ,;0 .324 1.20 s 0.389 
c ,;0 .333 1.20 ,;0.400 
D " 0.366 1.20 s 0.439 
E " 0.377 1.20 s 0.453 
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AVERAGE INDIVIDUAL DELAY AT A SIGNALIZED INTERSECTION 

Some investigators in the field of signalized intersections have recommended that 
average individual delay be used as an indicator of the level of service offered by a 
signalized intersection. May and Pratt (§) have expressed some difficulty in correlat­
ing load factor with average delay at high load factors. They developed revised level 
of service load factor limits to obtain a more uniform divergence of average delay for 
the different levels of service. Their recommendation is given in Table 4. 

Because there appeared to be some support for a delay approach to level of service, 
an investigation was made into the relation that failure rate bears to average individual 
delay. 

To develop this relationship, the delay equation derived by Webster ( 6) was utilized. 
Webster's equation is as follows: -

~{!__~)2 x
2 

( c )Ya x (2 + 5X) 
d = ~ + 2Q(l - x) - 0. 65 Q2 

where 

d average delay per vehicle on the particular lane passing through the intersection; 
c cycle length; 
X proportion of the total that is effectively green for the phase under consideration, 

(green - l~st time) , where lost time is the green time not effectively utilized 
eye e 

each phase (Webster recommends a lost time of 2 seconds for the average in­
stallation); 

Q = lane flow = average number of vehicles passing a given point on the road in the 
same direction per unit of time; 

S saturation flow = maximum rate of discharge of the queue during the green 
period; and 

x degree of saturation-ratio of actual flow to maximum flow that can be passed 
through the intersection on a given lane = Q/Xs. 

An inspection of the variables in the equation indicates that the average individual 
delay may be computed for each point of intersection of the average arrivals and the 
green time with its associated maximum departures. A lost time per cycle of 2 sec­
onds was assumed, as recommended by Webster (6). The computations have been 
made for 40-, 50-, 60-, 80-, and 100-second cycles for a representative number of in­
tersection points. 

Knowing the delay at the points where delay was computed, equi-delay lines, cor­
responding to May and Pratt's recommended delay break points for level of service 
determination, were plotted. These equi-delay lines were plotted in similar fashion 
to a contour map for delays of 15, 30, 45, and 60 seconds. Figures 7 and 8 show the 
equi-delay lines for a 60- and 100-second cycle. Here again some conclusions may be 
drawn from the slope of the equi-delay lines. Because they are not horizontal, one 
must conclude that average individual delay apparently does not correlate with failure 

TABLE 4 

MAY AND PRATT'S SUGGESTED BREAK POINTS 
FOR LEVEL OF SERVICE @ 

rate. The acceptable failure rate for a given 
delay line increases with an increase in vol­
ume per cycle. 

These 2 charts may be used for checking 
average individual delay for solutions based 
on both the failure rate and the level of ser­
vice methods. Similar charts could easily 

Level of Revised Load 
Factor Limits 

Average Individual be developed for a full range of cycle lengths. 
Delay (seconds Service per vehicle) The delay range may be found by entering the 

----------------- charts with the average arrivals per cycle 
A <;0.1 <;15 
B <;0.58-o. 66 <;30 for the peak hour and finding the intersection 
c <;0.66-0.82 <;45 with the computed green time and noting where 
DE <;o.72 -o.91 " 60 the point of intersection lies with respect to 

<;1.0 >60 
the equi -delay lines. 
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RELATION OF LEVEL OF SERVICE TO AVERAGE INDIVIDUAL DELAY 

A general inspection of the slopes of the lines for the 2 graphical relationships, de­
veloped to this point, raises some question as to the relationship that level of service, 
as defined by the Manual, actually bears to average individual delay. 

Figure 9 shows delay lines for a 60-second cycle (Fig. 7) and the level of service 
lines for the 2-lane approach (Fig. 4). It is readily apparent that the level of service 
lines cut across all delay lines indicating delays from less than 15 seconds to over 60 
seconds. This indicates that 2 signalized intersections may satisfy the Manual's cri­
teria of vehicles per hour of green for a given level of service, but the intersections 
may have considerable difference in average individual delays, depending on the volume 
being accommodated per cycle. An inspection of the other delay and level of service 
charts indicates that similar relationships exist for other cycle lengths and approach 
configurations. 

This deviation is due in part to the fact that the Manual's criteria of vehicles per 
hour of green does not take into account cycle length or g/c ratios. Cycle length is 
well known for having an effect on average delay; this subject has been investigated by 
several individuals including Webster (6). The g/c ratio has an effect on delay due to 
the different percentages of the green tiine that are not utilized. A design start up and 
clearance time is stated by Drew and Pinnell (3) to be 6 seconds per phase. The fact 
that the Manual does not include yellow time in-its green designation does not offset the 
loss of 6 seconds per cycle. Therefore, as green times get shorter, there is an inequity 
in the relationship that green time less yellow time bears to usable green time (green 
time less start up and clearance time). 
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CONCLUSIONS AND RECOMMENDATIONS 

When using the failure rate method of intersection design, one should check the level 
of service actually provided. Delay checks should also be made for each phase. The 
tables and charts presented here could be of some use in making these checks. For 
use in a particular city, Table 1 should be adjusted for that city's population. 

It is recommended that consideration be given to including average individual delay 
as an index of the level of service offered by a signalized intersection. If speed is to 
be considered the criterion for uninterrupted flow conditions, then a delay index appears 
commensurate for intersection design. Perhaps one of the objections to using delay is 
the difficulty in obtaining field data for average individual delay. No doubt load factor 
is considered an easie r fie ld measurement. However, Sagi and Campbell (7) have de­
veloped an equation for determining average individual delay that does not require any 
more field work than a load factor determination. Perhaps this may remove some ob­
jections to the use of average individual delay as an index of the level of service at an 
intersection. If delay is to be accepted as an index, the Manual's present term of ve­
hicles per hour of green will have to be modified to account for cycle length and g/ c 
ratios. An inspection of Figure 9 makes this need apparent. 

If average individual delay is to be used extensively for design, it is recommended 
that a nomogram be developed to facilitate the use of Webster's equation. Using such 
a nomogram, actual saturation flow rates and start up and clearance times could be 
used for a particular intersection and average individual delays easily obtained. 
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Discussion 
G. W. SKILES, Los Angeles Department of Traffic-One view of the research reported 
on here is that 2 alternative approaches to the capacity analysis of signalized intersec­
tions yield results that are inconsistent and that neither approach produces solutions 
that correlate with average delay, a quantity thought by some to be a desirable figure 
of merit. 

Taking this view, the results of the research are disappointing. There is not much 
advantage in having alternative approaches if they will not give the same answer. It is 
worse if neither answer is correct. 
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However, the purpose of the research was not to evaluate the 2 (or 3) alternate 
methods of capacity analysis. It was to develop a methodology whereby a solution ob­
tained by using the failure rate method of design could be expressed in terms of expected 
level of service and delay. This was done. The results could be of significant value 
to those who wish to use the failure rate technique. 

In addition to allowing a solution to be expressed in terms that may be more mean­
ingful, the authors' results could provide a very useful aid in the use of the failure rate 
design procedure. As Drew and Pinnell point out, in using their procedure one has an 
infinite combination of phase lengths from which to choose. The same failure rate need 
not be used for all phases. 

The authors' methodology provides the designer with a tool for limiting his appro­
priate field of choice. If, for example, he wishes to provide the same level of service 
for opposing phases, the failure rate-level of service comparison allows him to do so 
quite easily. Similarly, the chart showing both failure rate and delay facilitates a se­
lection of phase length combinations for equal average delay or for any desired ratio 
of delays. 

The unfortunate part of the authors' results is that one is still faced with an ap­
parently conflicting choice. His selection of appropriate phase lengths will differ, de­
pending on whether he wishes to use delay or level of service as a criterion. This may 
or may not be logical or desirable. 

The authors' implication is that the element in error is the level of service criterion. 
I am less certain that this is the case. The final figure shows failure rate, level of 
service, and average delay superimposed. An examination of the chart for logical re­
lationships does not lead to firm conclusions. However, there are some such relation­
ships. 

Comparing failure rate and level of service, it is found that, for a given approach 
volume, as failure rate increases, the level of service decreases-a result one should 
expect. Why the level of service curves should not be more nearly parallel to the fail­
ure rate lines, though, I do not understand. If I do understand the procedure followed, 
the level of service curves (expressed in terms of service volume) are derived basi­
cally from the load factor curves in the Highway Capacity Manual. By definition, load 
factor and failure rate are very similar. Miller (~) indicates that they are related ap-

proximately by the ratio e 1·~5¢ / e 1
'
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¢, where ¢ is a function of flow rate, saturation flow 
rate, and degree of saturation. 

I note, incidentally, that the level of service curves as plotted on the failure rate 
charts show, for a given level of service, a nearly constant ratio of m/(x + 1), where 
m = average volume per cycle and x + 1 = the lowest volume constituting a cycle fail­
ure. I wonder if this has a pertinent meaning. 

A rationale that could be developed from the failure rate-level of service compar­
ison goes like this: 

At lower volumes, a higher failure rate can be accepted for a given level of service because, 
upon failure, there are fewer vehicles in queue and green intervals occur frequently. The queue 
left over can be expected to clear the next cycle. A cycle failure will occur only 20 percent of 
the time, at most, if one limits his choice to the A through E level of service area . 

At higher volumes, a cycle failure is more serious. The number left in queue is likely to be 
higher than for the previous case. Hence, for a given level of service, one should use a lower 
failure rate for higher volume levels. 

The failure rate-average delay comparisons indicate an opposite conclusion. After 
all, the reason one would be concerned about the number of times a queue remains, 
and the number left in queue, is because of the effect on delay. As the authors point 
out, though, the results indicate that a higher failure rate can be accepted at higher 
volume levels for constant delay. To me, this is not a logical relationship. I question 
that it should be so, although my main objection may be that it casts a shadow on my 
earlier rationalization. 

The failure rate-delay comparisons do show some logical consistencies. For a 
given cycle length and green interval, delay and failure rate increase as average 



30 

approach volume increases. For a constant cycle length and volume, delay and failure 
rate increase with decreasing green time. For a given green interval and average ar­
rival rate (g, m, and x constant), delay increases with increasing cycle length; failure 
rate is constant. 

These relationships are all to be expected, of course, and, so far, I do not find jus­
tification for my uneasiness. However, the last relationship, especially, may illustrate 
something. In that case, failure rate is constant, even though cycle length and delay 
are varying. In other words, delay is not a function of failure rate. Failure rate is 
not a function of cycle length. Both failure rate and delay are functions of green time 
and arrival rate; delay is, in addition, a function of cycle length. It may be incorrect 
to compare the 2 quantities, delay and failure rate, in the way that was done. 

A point noted from the final chart is that the degree of saturation (in Webster's equa­
tion) exceeds unity above a line roughly approximating the 45-second delay line on the 
60-second cycle chart. If the delay relationship is correct and the level of service 
relationship is incorrect, this would indicate that the upper limit of level of service E 
should be at about that same point. Perhaps the level of service curves, then, should 
have slopes nearly the same as those for delay. This might be a starting point for 
revising the level of service curves. 

Another point brought out by the final chart is, I think, much more interesting. That 
is that product d m is nearly constant for a given level of service. In other words, for 
the conditions of that chart, there is a close correspondence between level of service 
and total delay (not average individual delay). If this relationship is consistent for other 
conditions, the result could be extremely meaningful. 

I conclude that I have no firm views on the apparent inconsistencies in the authors' 
final result, except that, possibly, the most disturbing inconsistency is eliminated if 
one uses total delay rather than average individual delay. I do have the observation 
that, while delay is an appealing figure of merit, the relationship between service vol­
ume and delay is often an erratic one. Normann (9) pointed this out and gave this as 
one reason for selecting load factor, rather than delay, as a criterion for signalized 
intersection capacity. Some of our studies have shown similar inconsistencies between 
service volumes and load factor. May and Pratt's study, referred to by the authors, 
does not show a consistent relation between load factor and delay except at very low 
load factor levels. We seem to have need for additional facts. 

In reviewing the paper, a question keeps arising: Should we really be surprised if 
figures of merit developed from bases involving different sets of assumptions fail to 
agree? Perhaps we should be more surprised if they did agree. 

References 
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JAMES H. LITTLE, Missouri State Highway Commission-It is becoming increasingly 
more apparent that the search for the most acceptable method of determining intersec­
tion approach capacities must continue. The refined computation procedure described 
in the 1965 Highway Capacity Manual is unquestionably a step forward; however, it is 
not without its weaknesses. Chang and Berry have discovered apparent discrepancies 
between some of the Highway Capacity Manual curves, and, as pointed out by the authors 
of this paper, May and Pratt have found inconsistencies in the ranges of average in­
dividual delay associated with the various load factor groups. A study comparing esti­
mated and observed service volumes of 90 signalized intersection approaches in Mis­
souri's 3 largest cities has indicated average errors of 47.7, 32.0, 16.1, and -4.5 per­
cent for service levels B, C, D, and E respectively. Clearly, further refinements of 
the data and procedures contained in Chapter 6 of the Manual are needed. 
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The authors of this paper have brought us another step nearer the better solution we 
seek. By a rather ingenious application of the failure rate design chart developed by 
Drew and Pinnell, theyhavedemonstrated that the failure rate design method and the 
current level of service design method are not well correlated. As the authors point 
out, we would expect the level of service lines of Figures 2 and 4 to be relatively level 
if good correlation exists. An examination of their charts shows that this would be 
possible only if the Manual's vehicles per hour of green for a given level of service 
were allowed to vary with the allotted green time. 

In Figures 3 and 5, the authors show that better correlation exists between the 2 de­
sign methods when the flow rates for the various service levels are adjusted to represent 
peak-period rather than peak-hour rates. In fact, Figure 5 shows that the correlation 
between the 2 methods is reasonably good if a 2-lane approach is designed for adjusted 
capacity (level E) flow rates. 

In the latter part of their paper, the authors conclude that deviations in the relation­
ship between average individual delay and level of service curves are due in part to the 
fact that the Manual's criteria of vehicles per hour of green does not take into account 
cycle length or g/c ratios. This shortcoming may also explain why the failure rate and 
level of service curves are not better correlated. 

Inasmuch as the authors conclude their paper by recommending that consideration 
be given to including average individual delay as an index of the level of service and 
modifying the Manual's present term of vehicles per hour of green to account for cycle 
length and g/c ratios, their earlier conclusion that it may not be possible to establish 
a practical failure rate design level may be premature. For the present, the failure 
rate method at least provides a good check of the adequacy of a level of service design. 

One limitation of the failure rate design method developed by Drew and Pinnell is 
that the equation for estimating peak flow rate within the peak hour does not apply to 
the larger metropolitan areas. If applied to a metropolitan area of 1,667 ,000 or more 
population, it will indicate a peak-period flow rate less than the average peak-hour flow 
rate. Wherever possible, actual counts at the site in question, or average peak-hour 
factors, should be used to determine peak flow rates. 

The table developed by the authors (Table 1) for estimating the level of service pro­
vided by a given approach, when the lane layout and signal phasing are known, might be 
useful for a rough check of level of service on approaches similar to those covered by 
the table; however, because of the many possible combinations of lane width, percent 
turns, and the like, it is felt that generally it would be better to use the Manual's charts, 
or the nomographs developed by Leisch, in making such checks. 

The authors' use of average individual delay curves corresponding to the load factor 
break points suggested by May and Pratt was of considerable interest to those of us 
who worked on the previously mentioned Missouri study because we feel these break 
points are more realistic than those presently in use. 

The authors' finding that average individual delay does not appear to be correlated 
with level of service, as presently defined by the Manual, is noteworthy. Their sug­
gestion that the correlation might be improved by making the Manual's criteria of ve­
hicles per hour of green more responsive to the effects of cycle length and g/c ratios 
deserves serious consideration. 

Messrs. Tidwell and Humphreys have made a significant contribution to the store 
of knowledge concerning signalized intersection capacity and should be congratulated 
on the result of their efforts. 

DAVID SOLOMON, U.S. Department of Tran.sportation, Federal Highway Administra­
tion, Bureau of Public Roads-The authors have certainly presented a very useful paper. 
Their general finding, that there is no correlation between level of service, failure rate, 
and average individual delay, suggests that it would be useful to investigate at a more 
fundamental level the basic criteria employed in evaluating intersection performance. 
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The basic criteria used in these analyses are delay, stops, and travel speed or time. 
The question is, How do drivers evaluate these criteria? For example, is one minute 
of delay and one stop less desirable than 20 seconds of delay and 2 stops? Once a better 
understanding has been obtained of these relationships, it will be possible to design 
signal timing schemes based on criteria that are important to drivers. 

The next questions is, How should research on the desires of drivers be carried out? 
A number of techniques might be explored. Direct questions might be asked, or a more 
advanced type interview technique could be employed involving development of an atti­
tude scale. 

An experimental approach might be tried in a laboratory. A group of test subjects 
could be shown films of several traffic situations and asked to evaluate delay and stops 
in terms of a subjective scale or in terms of the cost they would assign to each level 
of delay or number of stops. 

Field experiments could be tried by giving drivers alternate route assignments, hav­
ing them evaluate the routes subjectively or in terms of cost, and correlating with the 
stops and delays. A refinement of this could involve giving test subjects a certain sum 
of money and requiring them to pay back some of it in return for reduced stops or de­
lays. This could be employed in either a laboratory-type situation or on the street, 
with car pools, for example. 

JOHN E. TIDWELL, JR. and J. B. HUMPHREYS, Closure-The authors would like to 
thank the Highway Research Board for the opportunity of bringing their findings to the 
attention of the profession. Appreciation is also expressed to Messrs. Skiles, Little, 
and Solomon for their discussion comments. Their comments are very appropriate 
and should be of assistance in the further e.xploration of this topic. 

By way of specific comment, Mr. Skiles' suggestion that total delay and the level of 
service lines may be correlated is not borne out when other cycle lengths and popula­
tions are taken into consideration. Admittedly, the correlation is greatly improved 
over the average individual delay-level of service relationships. The writers realize 
that total delay may be a useful index of signal efficiency, but, because total delay in­
timates that average individual delays may vary depending on average arrivals, we do 
not recommend it for a level of service index. Miller's work (8) regarding a load fac­
tor equation has been followed up. A plot of the 0.1, O. 3, 0. 7 load factor lines on the 
failure rate chart yields peak-hour failure rates of approximately 7, 18, and 32 percent. 
Ti1i.i:; l:UllljJan:i:; 1.:iui:;1::iy wi.i.i1 a i:;imui.auun 1::1tuciy uy i.nt: wriLer i.ur .t'UJ.Sl::iUn arrivais. A 
1. 00 load factor was obtained at the 55 percent level. This still does not give a relation 
of peak-period failure rate to the peak-hour load factor. Additional research in this 
area should prove useful. 

We can find no meaningful explanation for Mr. Skiles' m/(x + 1) relationship. Fol­
lowing Mr. Skiles' lead, a rationale for the failure rate-delay conclusion is as follows: 
Two signals may have the same failure rate with one having low arrivals and low green 
time and the other higher arrivals and longer green time. The signal with the short 
green obviously must have a longer red phase than the one with the long green time. 
Therefore, any overflows from a previous cycle or arrivals during a red phase must 
wait longer in the queue than would be necessary for the signal with a long green phase. 

If this paper has generated meaningful discussion, which may lead to "the better 
solution" referred to by Mr. Little, then the time and effort expended in the preparation 
of this paper have been very worthwhile. 
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Freeway Travel Time Evaluation Technique 
YASUJI MAKIGAMI and WILLIAM L. WOODIE, 

Institute of Transportation and Traffic Engineering, University of California, 
Berkeley 

•THIS REPORT describes a systematic analytical procedure to evaluate the effective­
ness of freeway improvement plans such as design modifications and ramp control 
implementations. In this analytical procedure, the total travel time along the freeway 
under given physical and traffic conditions is calculated systematically. The procedure 
consists of 2 submodels: freeway capacity analysis and freeway travel time calculation. 
The capacity analysis for freeway, ramps, and weaving sections is carried out accord­
ing to the 1965 Highway Capacity Manual. Demands are calculated from origin and 
destination (0-D) tables of 15-minute time intervals, and the travel speed for each 
freeway subsection is estimated using the relationship between volume to capacity (v /c) 
ratio and operating speed. The travel time is calculated for both nonqueuing and queu­
ing situations. In addition to the theoretical development and the structure of the mod­
el, computer operation procedures such as input coding system and output format are 
included, and the results of sample outputs are compared with the data collected from 
the East Shore Freeway. 

MODEL STRUCTURE 

Description of Systems 

Physical Condition of Freeway-To make a reasonable estimation of travel time on 
a freeway, it is necessary to know the physical and operational characteristics of the 
freeway and to put them into an appropriate numerical expression. 

In general, freeway sections exhibit a number of varying design and operational 
features. Thus, to establish a meaningful relationship between traffic volume and the 
average speed of traffic, it becomes necessary to divide the freeway section into sev­
eral homogeneous subsections that exhibit the properties of constant capacity and de­
mand over their lengths. It is also necessary to itemize the features that affect the 
capacity of each subsection such as design speed, number of lanes, lane width, per­
centage of grade, grade length, and location of on- and off-ramps. Traffic factors 
that affect subsection capacities and that are hypothesized to be constant over the peak 
period should also be listed in the same table. It is convenient for later analysis to 
list all these elements in the format shown in Figure 1. 

Traffic Demand-Traffic demands are introduced into the freeway section in the 
form of 0-D tables. The first subsection and each on-ramp are considered as origins, 
and each off-ramp and the last subsection (NSEC) as destinations. The origins and the 
destinations are numbered consecutively from upstream to downstream as shown in 
Figure 1. 

Considering the fact that traffic demands during a peak period usually vary, the 
peak period should be divided into a number of smaller time intervals. It is therefore 
necessary to input an 0-D table for each time interval. 

This method for treating traffic demand, although adding complexity, yields the 
following desirable characteristics: (a) Actual demand patterns are more realistically 
simulated; (b) travel times for individual 0-D movements can be readily obtained and 
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Figure 1. Freeway subsection parameters. 

are essential for evaluating the effectiveness of such improvements as ramp control; 
and (c) the resultant freeway model exhibits a flexibility that will facilitate considera­
tions of network traffic movements and patterns. 

Basic Assumptions-Following are the basic assumptions of the model: 

1. Traffic is treated as a compressible fluid where an individual vehicle is regarded 
as an integral part of the fluid and is not considered individually. 

2. Within a given time interval, traffic flows remain constant and do not fluctuate 
over that time interval. For a given subsection, traffic demands are expressed as a 
step function over the entire time period under consideration. 

3. Capacities of subsections, including weaving sections and merging points, are 
estimated using Highway Capacity Manual (.!) methods. 

Model Development 

Demand Calculation-As mentioned previously, an 0-D table format is used to input 
traffic demand. It is therefore necessary to calculate total demands for on- or off­
ramps and for each subsection from the 0-D table. 

Let NTRIP (I, J) be the traffic demand (number of trips) between the Ith origin and 
the J th destination: 

NTOR (I) = L NTRIP (I, j) 
j 

NTDE (J) = L NTRIP (i, J) 
i 

where NTOR (I) is the I th on-ramp demand and NTDE (J) is the J th off-ramp demand. 
From assumption 2, the subsection demand between the I th origin and the J th des­

tination can be calculated as follows: 

IVOL (L) 
I 

= L NTOR (i) -
i=l 

J-1 
L NTDE U) 
j=l 

where Lis any subsection number between the Ith on-ramp and the J th off-ramp. 
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Capacity Analysis -The Institute of Transportation and Traffic Engineering has al­
ready developed a series of computer programs for capacity analysis in accordance 
with the 1965 Highway Capacity Manual. Therefore the main efforts of this study were 
directed toward fitting these programs into the system of the freeway model. 

Freeway Capacity-The basic relationship of the freeway capacity program is 

SV = 2,000NWT(v /c) 

where 
SV service volume in vehicles per hour, 

N number of directional lanes, 
W adjustment factor for lane width and lateral clearance, 
T truck factor, and 

v /c volume to capacity ratio. 

The program (freeway capacity submode!) is an independent submode!, and the out­
puts of this submode!, such as freeway capacity and truck factor, become inputs for 
the main routine for the freeway model. Special consideration is required for those 
subsections with an auxiliary lane or the subsections where the number of lanes change, 
because the freeway capacity submode! cannot handle capacity analysis for subsections 
with special geometric features. 

Ramp Capacity-Because the freeway model is supposed to be used to analyze traf­
fic flows on a critical bottleneck section in a freeway system, the ramp capacity anal­
ysis is based on the D-E method, which is used for level of service Dor E. 

In this ramp capacity analysis, the lane 1 volumes at merging points (500 ft down­
stream of each on-ramp) are compared with the merging capacity, which is 2,000 
vehicles per hour. If the lane 1 volume at the merging point is found to be greater 
than the merging capacity, the exceeded demand is stored at the merging point and the 
queue length and the delay time caused by the merging restriction are computed fol­
lowing usual queuing theory. 

Several check systems are included in the ramp capacity analysis routine in order 
to supplement the merging volume analysis, which is based on the D-E method; there­
fore, the routine cannot handle ramp capacity analysis for unusual ramp design fea­
tures such as left-side ramps and the 2-lane ramps. There are 3 kinds of input data 
for this check system: special ramp indicator, on-ramp limit, and off-ramp limit. 
If there are any left-side ramps or 2-lane ramps, the special ramp indicator should 
be coded 1 or 2 respectively, and the capacities of those ramps may be input to the 
computer in the form of ramp limits. The ramp limits, in this case, should be the 
best estimation for capacities of those special ramps. Traffic demands at special on­
ramps are compared with ramp limits, and, if the demand exceeds the ramp limit at 
the special on-ramp, the delay time and queue length are computed and the results are 
printed in the computer output. 

Ramp limits are set to 1, 500 vph for usual ramps. By reducing this value to the 
ramp metering rate, it is possible to evaluate the effect of ramp control plans on free­
way traffic. 

Off-ramp demands are merely compared with ramp limits. If the demands exceed 
the ramp limits at certain off-ramps, a statement is printed in the computer output 
just to show the excess demands at those off-ramps. There are no particular computa­
tion procedures for the queue length or the delay time evaluation for the off-ramp ex­
cess demands. 

Weaving Capacity-For a given weaving section, the length of the weaving section 
can be found from the subsection parameter table, and the weaving volumes can be 
calculated from the 0-D tables for each time interval. Then the value of the weaving 
influence factor K can be found using Figure 7. 4 of the Highway Capacity Manual. Then 
if K is greater than one, the maximum volumes for the designated levels of service 
can be calculated using the following formula given in the Highway Capacity Manual: 

V + (K - 1) X W2 sv = N 
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where 
V total volume in vph, 
N number of directional lanes, 

SV service volume in vph/lane, and 
W

2 
smaller weaving volume in vph. 

Taking the upper limit of level of service E, 

Then, adjusted capacity C' would be 

c' = c - (K - 1) x w
2 

(1) 

The first half of the weaving capacity subroutine is directed toward finding the loca­
tion of r amps, the length between ramps, and configuration of ramps, using weaving 
volumes derived from 0-D tables. A maximum of 2 adjacent sections can be analyzed 
in case of multiple weaving. 

Estimation of Average Speed- The average speed of each subsection is estimated 
from the r ela tionship between the v /c ratio and the operating speed shown in the High­
way Capacity Manual. In Figure 9.1 in the Manual, the operating speed is expressed 
as a function of v /c ratio, number of lanes in one direction, and design speed of the 
freeway. 

For convenience of computer operation, all the curves in Figure 9.1 are fitted by 
various polynomials. The operating speed is then converted to the average speed by 

VA =Vo - DS/10 x (1 - v/c) 

where V 0 is the operating speed in mph and DS is the design speed of the freeway in 
mph. 

Travel Time Calculations-As long as the capacity is greater than the demand, the 
travel time for a given s ubsection and a given time period can be calculated as follows: 

where 
TT 
VA 

D 
L 

TO 
while 

where 

L 
TT = 5,280 x VA x D x To 

travel time in vehicle hours , 
average speed in miles per hour, 
demand for a given time period in hourly rate of flow, 
length of subsection in feet, and 
time interval; 

D 

d density in vehicles per mile, 

then 
d x L 

TT = 5 280 To 
' 

(2) 

(3) 

Queuing Extension of Freeway Model-When demands exceed capacities for certain 
subsections, physical queues occur in the upstream of these bottleneck subsections. 

H the density of traffic flow in a queuing situation is known, it is possible to esti­
mate the physical queue length using the following equations: 

(4) 



and also 

rate of flow of excess demand at subsection i in vph, 
demand for the bottleneck subsection i in vph, 
capacity of subsection i in vph, 
length of the physical queue formed upstream of subsection i in miles, 
queuing density in subsection i-1 in vph, and 
nonqueuing density in subsection i-1 in vpm. 
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(5) 

Then, if the travel speed in queuing density is known, it is possible to evaluate the 
delay time caused by the bottleneck and the effect of the bottleneck on the total travel 
time. 

Densities and travel speeds in queuing situations can be estimated by using the re­
lationship between v /c ratio and average speed as it was. done for nonqueuing situations. 
If, for a certain time interval, the demand exceeds the capacity in subsection i, the 
flow rate in subsection i should be equal to the rate of capacity flow; and the average 
speed of traffic in capacity flow should have the value corresponding to v /c = 1 on the 
curves in Figure 9.1 of the Highway Capacity Manual. The demands of downstream 
subsections should be recalculated based on the capacity flow rate of subsection i. 

The traffic volume upstream of subsection i, for example for subsection i-1, should 
be 

where 
Di-1 demand for subsection i-1 at this time interval, and 
Ui-1 volume of traffic leaving subsection i-1. 

Then if Di-1 < Ci-1• the travel speed in subsection i-1 can be estimated by reading 
the value of the speed corresponding to v/c = (Di-1 - NPi)/Ci-1 on the dotted line for 
level Fin Figure 9.1 of the Highway Capacity Manual. Then the queuing density for 
subsection i-1 can be calculated from Eq. 3, and the physical queue length at the end 
of this time interval can be calculated from Eq. 5. 

If the physical queue length exceeds the length of subsection i-1, the physical queue 
length extended into further upstream subsections should be considered in the same 
way. 

Then travel time for subsection i-1 can be expressed as follows: 

where 

I ) 1 2 I TT = t x di-1 x Li-1 + (di-1 - di-1 2 t r + (To - t) di-1 x Li-1 

r 
d{-1 - di-1 ' 

Li-1 
r 

length of subsection i-1, and 
time interval, 0.25 for 15-minute interval. 

If Di-1 > Ci-1, the excess demand of subsection i-1 is added to NPi, and the computer 
proceeds to subsections further upstream following the procedure described earlier 
until the computer finds a nonsaturated subsection. 

When the demand becomes less than the capacity at subsection i, but physical queues 
still remain in upstream subsections i-1, i-2,. .. , stored vehicles are discharged into 
downstream subsections through subsection i with the rate of NPi, where NPi = Ci - Di. 

The travel speed in queuing densities, the decrease of the physical queue length, 
and the travel time can be calculated using a similar method described earlier. 
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TABLE 1 

DATA CARD CODING FORMAT FOR FREEWAY CAPACITY ANALYSIS 

Field Description Columns Field Format 

1 Title 1 through 28 Flexible 
2 Number of lanes 30 11 
3 Peak-hour factor 34 through 37 3F.2 (O. 77 to 1.00) 
4 Lane width 39 through 41 2I (9, 10, 11, 12) 
5 Obstruction 

distance to right 43 through 44 lF (0. to 9.) 
6 Obstruction 

distance to left 46 through 47 lF (0 . to 9. ) 
7 Percentage grade 49 through 50 1F(O.to7. ) 
8 Length of grade 52 through 55 3F.2 (0, 0.25 to 4.00) 
9 Percentage trucks 57 through 59 2F (00. to 20.) 

10 Average highway speed 61 through 63 2F (50, 60 , 70) 

Note: One card for each subsection. 

PROCEDURE FOR COMPUTER CALCULATION 

Freeway Capacity Submode! 

The data card coding format for the freeway submode! program is given in Table 1. 
Data cards should be prepared for each freeway subsection. 

When data cards are placed in the computer, a number of checks are made prior to 
the actual capacity calculations. 

After the initial checks have been completed and adjustments in input data made, 
the program completes the capacity calculations. The 3 major portions of the output 
are input, termination or modification statements, if any, and results. 

F reeway Travel Time Submode! 

There are 4 different formats for the model input: control card, freeway subsec­
tion parameters, on-ramp volume limits, and 0-D tables. The coding formats for 
the freeway subsection parameters and 0-D tables are given in Table 2. 

TABLE 2 

DATA CARD CODING FORMAT FOR TRAVEL TIME COMPUTATION 

Field Description Columns Field Format 

a 

1 
2 
3 
4 
5 
6 

7 

8 

9 

2 

3 

16 

- - . .. ...... . ... .. a r J."t::t::wa.y i.:lULJOC"\.W.UJJ. r a. ... A ............. \.. .. 

Subsection number 
Number of lanes 
Capacity, vph 
Subsection length, ft 
Truck factor 
On-ramp Indicator 

Off-ramp Indicator 

Special ramp 
indicator 

Remarks 

4 and 5 
10 

11 through 15 
16 through 20 
21 through 2 5 

29 

30 

34 

36 through 80 

Traffic Demand b 

Demand between 0-1 
and D-1 

Demand between 0-I 
and D-2 

Demand between 0-1 
and D-3 

1 through 4 

5 through 8 

9 through 12 

*********** 
Demand between 0-1 

and D-16 61 through 64 
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After reading input data for freeway subsection parameters and on-ramp volume 
limits, the program follows the travel time calculation procedure from the first time 
interval to the last. The flow diagram of the freeway travel time submode! is shown 
in Figure 2. 

An example of output from the freeway travel time submode! is shown in Figure 3. 
The major portions of the output are (a) the input data of subsection parameters; (b) 
the summary of computing results; and (c) the travel time and the single trip travel 
time of each 0-D movement. 

The summary includes the section number; input demand; traffic volume, capacity, 
and weaving effect all in hourly rate of flow; v /c ratio; density in vehicles per mile; 
average speed in miles per hour; an asterisk for queuing identification, if any; sub­
section length and queue length both in feet; and excess demand in hourly rate of flow. 

Capacity Analysis 

Read Input for Traffic 
and Roadway Condition 

Freeway Capacity Analysis 

Print Results 
(Freeway Capacity) 

I 

'--- - ----

Travel Time Calculation 

Read Input for 
Subsection Parameter 

Read 0-D table 

Compute Demand 

Ra.mp Capacity Analysis 
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Demand < Capacity? 

Yea 

,. ____ _......,_, Queue Discharging Process 

Travel Time Calculation 
for Queue Decreasing 
Process 

No 

Travel Time Calculation 
for Non-queueing 

Print Results 

!Ast Time Interval 

Figure 2. Flow diagram of freeway model. 

Travel Time Calculation 
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Figure 3. Output from the freeway travel time submode!. 
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The total travel time and the single trip travel time for each 0-D movement are 
printed in the same format as that for the input 0-D table. The total travel time is 
expressed in hundredths of an hour, and the travel time for one trip is expressed in 
hundredths of a minute. The total travel time expended in the whole freeway section 
during each time interval is printed under the 2 tables. 

MODEL VALIDATION AND CONTROL PLAN EVALUATION 

Model Section 

The northbound evening peak traffic on the East Shore Freeway, which extends from 
the Eastbay Distribution Structure to Hilltop Drive interchange, was selected to de­
velop and validate the freeway model. Comprehensive traffic data were collected from 
the freeway section through the Bay Area Freeway Operations Study, which has been 
conducted by the Institute of Transportation and Traffic Engineering. These data in­
clude volume counts on all on- and off-ramps, vehicle performance studies, and aerial 
photography. A complete inventory of the data utilized is presented in another re­
port (5). 

The freeway subsection parameters for the study section are shown in Figure 1. 
0-D information for the study section was collected through a postcard survey and a 
license-plate study. 

Validation 

System Validation-Validation of the computer program was undertaken to ensure 
that the model would derive similar results as compared to those obtained through 
manual calculation. For this purpose a freeway section was selected from the begin­
ning of the study section to the Hoffman off-ramp. Manual calculations from this free­
way section were made for both queue-increasing-time-interval and queue-decreasing­
time-interval; the results are given in Table 3. The differences between the com­
puted and the manually derived results would be caused either by round-off processes 
in the calculations or reading errors on graphs for v /c ratio and average speed rela­
tionship from the manual speed estimation method. 

Validation Against Actual Traffic Data-Three variables were selected from the 
computer output and compared with the data collected from the study section: single 
trip travel time, total travel time, and traffic densities. 

Figure 4 shows single trip travel time variation through the study section both from 
the model outputs and the actual data. At any time interval, the model outputs show 
much greater values than the actual conditions. For example, comparing the time 
interval between 5:00 p.m. and 5:15 p.in., the single trip travel time from the model 
output is about 35 percent greater than the actual value. In fact, the total travel time 
between 4:00 p. m. and 6:00 p. m. from the model output is 31 percent greater than the 
actual data. Figure 5 shows the total travel time expended within each 15-minute time 
interval as calculated from both actual data and model outputs. 

TABLE 3 

RESULTS OF SYSTEM VALIDATION 

Time Interval Manual Computer Percent 
and Traffic Calculation for 

Situation 
Calculations Results Error 

4th time Queue length 4,404 and 4,395 and 0.02 
interval, 14,102 ft 14,203 ft 0.7 
queue in- On-ramp delay 1.15 vehicle-hr 1.1 vehicle-hr 
creasing Total travel 

time 228.3 vehicle-hr 228 .0 vehicle-hr 

7th time Queue length 5,310 ft 5,354 ft 0.8 
interval, On-ramp delay 0.0 vehicle-hr 0.0 vehicle-hr 
queue de- Total travel 
creasing time 196.8 vehicle-hr 197.0 vehicle-hr 
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Figure 4. Single travel time versus time of day. 

Figure 6 shows density contour maps based 
on both actual data and model outputs. Com-
paring the actual contour map developed from 
aerial photographs, it was found that the mod-
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Figure 5. Total travel time versus time of day. 

el could locate 3 actual major bottlenecks on the East Shore Freeway: (a) subsection 
5 in the vicinity of the Ashby interchange, (b) the weaving section between the Gilman 
on-ramp and the Buchanan off-ramp, and (c) the weaving sections between the Cutting 
on-ramp and the MacDonald off-ramp. Even though the model gave longer congestion 
time periods for those major bottlenecks, it could not indicate minor bottlenecks such 
as the weaving section between the Carlson on-ramp and the Potrero off-ramp. 

Refinement and Reevaluation 

ttetmement-comparmg me moae1 output w1m actual aata, it is apparent mat me 
model cannot be used without some modification. Considering the fact that the model 
always estimates greater travel times and longer congestion time periods, it was as­
sumed that during evening peak periods drivers might travel on the study section with 
higher speeds than the speed estimated from Figure 9.1 of the Highway Capacity Man­
ual, and that the actual capacities of the study section would be little different from 
the capacities calculated strictly following the Highway Capacity Manual. Consequently, 
the steps taken to refine the model were (a) adjustment of the relationship between v /c 
ratio and speed, and (b) capacity adjustment. 

Relationship Between Speed and v/c Ratio- For the nonqueuing situation, the aver­
age speeds calculated from the actual data are plotted for the v /c ratio of correspond­
ing subsections and time intervals. Then, the relationship between speed and v/c ratio 
was fitted by a straight line and parabola as shown in Figure 7. On the other hand, be­
cause there were not enough data for the queuing situation, no adjustments were made 
for the lower part of the curves, which represents the relationship between v /c ratio 
and the speed for the queuing situation. 

Capacity Adjustments-Capacities at bottleneck sections were estimated from both 
the actual freeway volume counts and the relationship between bottleneck subsection 
demands and the length of congestion periods. Then, with these adjusted capacities, 
the model was tested again. Comparing the test-run results with actual data, capac ­
ity adjustments were made at certain sections where the model produced physical 
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queues, which should not occur judging from the actual data. These new capacities 
are only slightly different from the original capacities calculated through the Highway 
Capacity Manual method; the differences are between -1 and +4 percent. 

Reevaluation-The model was tested with the adjusted capacities and the new rela­
tionship between v /c ratio and the average speed. The results are shown in Figures 
4, 5, and 6. 

Figure 4 shows that for any given time interval the single trip travel time with ad­
justed capacities and the new speed relationship is within a ±15 percent error. 

Figure 5 shows the total travel time variation with time for both the model output 
and the actual data. The computer outputs for total travel time are within a ±10 per­
cent error for 5 out of 8 time intervals. Generally the results show greater values 
of total travel time for before-peak time intervals and smaller values for after-peak 
time intervals. This deviation is caused from the instantaneous demand propagation, 
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which is one of the basic assump­
fions of this model described ear­
lier . Anyhow, the total travel time 
between 4:00 p . m . and 6:00 p . m. 
was estimated with less than one 
percent error . 

Figure 6 shows the density con­
tour map. Minor bottlenecks could 
not be located even with adjusted 
capacities. However, for 3 major 
bottlenecks, the model shows rea­
sonable congestion time periods. 

Application 

The freeway model was finally 
applied to evaluate the freeway im­
provement plans along the East 
Shore Freeway. Two improvement 
plans were tested to show how the 
model reacts for different traffic 
and roadway conditions. These two 
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Figure 7. Relationship between v/c ratio and average speed. 

plans are (a) adding an auxiliary lane between the Cutting on-ramp and the MacDonald 
off-ramp, and (b) having a ramp closed at the Gilman on-ramp between 4: 30 p. m. and 
5:15 p.m. 
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Figure Sa shows the results for plan 1. The bottleneck between Cutting and 
MacDonald is almost eliminated, but other bottlenecks are produced downstream. 
Total travel time saved is 1S4 vehicle-hours. 
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Figure Sb shows the results of plan 2. The bottleneck between Gilman and Buchanan 
is almost eliminated. However, the downstream bottlenecks cannot be eliminated. 
Reduction in total travel time is about 5S9 vehicle-hours. In this case, travel time 
increase for diverted traffic is not considered. It is necessary to give it considera­
tion on an associated surface street network. 

CONCLUSIONS 

The experience gained in working with development of the freeway model led to the 
following conclusions. 

1. The freeway model based on the Highway Capacity Manual gives estimates of 
travel times for both nonqueuing and queuing situations. The model can be used to 
evaluate the effectiveness of freeway operation improvement plans. 

2. The length of the freeway sections should not be too long. Judging from the 
outputs of single trip travel times, a reasonable section length is between 5 and 10 
miles. 

3. The following possible future research might further develop the systematic 
and analytical evaluation procedure: establish systematic and reasonable procedures 
for adjusting capacities, and develop a procedure to evaluate the movement of di­
verted traffic on related network systems. 
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Measures of Effectiveness 
for Urban Traffic Control Systems 
D. L. COOPER and R. J. WALINCHUS, TRW Systems Group, Houston 

This paper describes a portion of the analyses performed by TRW 
Systems under a contract for development of a second-generation sur­
veillance methodology for use in a computerized system. The second­
generation methodology, for use in the 1970's, provides more detailed 
and accurate information than the first-generation systems installed in 
Toronto and Wichita Falls. A primary function of a surveillance system 
is to evaluate the performance of the traffic system. Therefore, the 
first step in the development of a surveillance methodology is the defini­
tion of system objectives and related measures of effectiveness (MOE). 
This task is the subject of this paper. A review of literature concerned 
with MOE and computerized surveillance and control was performed; 
only the resulting list of MOE is presented in this paper. System ob­
jectives of maximization of the amount of service and maximization of 
the quality of service were identified, where the quality of service in­
cludes the smoothness of flow. A list of MOE evaluation criteria was 
compiled and used to systematically reduce a candidate set of approxi­
mately 40 MOE encountered in the literature to the following 3 recom­
mended MOE: travel time, service rate (also called total travel) com­
puted as the product of volume and link length, and ratio of effective to 
spot kinetic energies. Energy ratio was not encountered in the literature, 
but was developed during the study as a readily obtainable measure for 
flow smoothness. The traffic parameters required to compute these 
MOE are specified. Presentation of data and its use for control are also 
considered. 

•THE URBAN TRAFFIC CONTROL SYSTEM (UTCS) of the 1970's will be burdened with 
increasing ciemanU:s .Lui· iuu.rt: t:.l.lt::~l.iv~ ~i ct.;fic cu1Lt:a.-ul. Iu v~\:!~~ t~ ~G=: :.::::~=:.t:!~" 
evaluate the effectiveness of improved control, a second-generation surveillance meth­
odology must be developed. The methodology specifies the procedures for automatically 
collecting traffic data in an urban network, transmitting it to a central digital computer, 
and processing it for system evaluation purposes. 

The dual functions of a surveillance system are to evaluate the performance of the 
traffic system and to supply accurate data for system control. An initial phase in de­
veloping the second-generation surveillance methodology is the selection of appropriate 
measures of effectiveness (MOE) with which to satisfy the dual surveillance functions. 
This selection is the subject of this paper. 

The first step in the effort was a review of the following subjects: existing and 
planned computerized surveillance and control systems, surveillance and measurement 
techniques, and measures of effectiveness. The bibliograpJ1y and results of the r eview 
may be found in other reports (!., ~ and are not duplicated in this paper. 

The next step was the definition of the objectives of a traffic conb·ol system and es­
tablishing criteria with which to evaluate MOE. By testing the various measures of 
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effectiveness with respect to the objectives and criteria, the large set of candidate MOE 
were reduced to the recommended set of a few MOE. The traffic parameter measure­
ments required to compute the recommended measures then were determined. The 
equally important factors of presentation of data and its use for control purposes also 
were considered. Another report (~ provides additional details not found in this paper. 

TRAFFIC OBJECTIVES AND CANDIDATE MOE 

The general objective of an urban traffic control system is to utilize the existing 
street system most effectively. The primary function of a city's streets is to provide 
for the safe and efficient movement of persons and goods. These statements are quali­
tative and must be related to quantitative criteria that are capable of being measured 
and optimized in a real-time computer-controlled traffic system. For example, "safe 
movement" implies minimum accidents where accidents, in many urban cases, are re­
lated to the jerkiness of flow (quality of service). Similarly, "efficient movement" can 
imply maximum flow or speed, minimum delay or fuel consumption, or some nonre­
dundant combination (amount of service and cost). From this discussion, 3 objectives 
can be defined that represent differing viewpoints on what constitutes effective street 
system utilization. They are maximization of service, optimization of quality of ser­
vice, and minimization of cost. The first 2 objectives are the more basic. MOE as­
sociated with them can be converted into an economic measure by applying appropriate 
cost factors. 

Objective 1 corresponds to maximizing the traffic movement (i. e., amount of traffic 
moved or speed). Objective 2 is somewhat more complex in that both the traffic move­
ment and the smoothness of the flow must be considered. Very few of the MOE encoun­
tered in the literature attacked this objective directly. Objectives 1 and 2 can be 
expressed in terms of the following 2 functional objectives: maximization of traffic 
movement and maximization of flow smoothness. 

It was convenient to classify the MOE encountered in the literature according to func­
tional objective with categories under each. Table 1 gives the list of candidate MOE. 
The empirical indexes of Greenshields and Platt appear twice because they attempt to 
combine both functional objectives (i.e., optimize the "quality" of service). An MOE 
not found in the literature, the energy efficiency (ratio of effective to free-flow kinetic 
energy), is included in the flow smoothness group. 

MOE EVALUATION CRITERIA AND EVALUATION 

In order to systematically reduce the set of candidate MOE to the much smaller set 
of recommended MOE, evaluation criteria must be established and applied to the candi­
dates. Figure 1 shows a conceptual representation of the approach for accomplishing 
the reduction. For the purposes of this study, typical evaluation criteria are relevance 
to system under consideration, ability to quantify relationships, practicability of mea­
surements and/or computations, ease of establishing a reference optimum, sensitivity 
and validity of indications, and redundancy and/or equivalence. Some MOE can be elim­
inated on the basis of a single evaluation criterion, while others are eliminated through 
a combination of criteria. 

Relevance to System Under Consideration 

There are 3 general groupings of MOE for applicability to system evaluation. The 
groupings refer to MOE that are applicable to system element, but not to total system; 
both element and system; and total system, but not to element. The middle group con­
tains the majority of MOE. 

For a general urban network, several MOE are too specialized to indicate effective­
ness under varying conditions. These can be eliminated as system MOE, although a 
few may be useful on the microscopic level. These MOE include main or side street 
delay, mean speed on slowest link, minimum individual speed on slowest link, maxi­
mum individual delay in queue per intersection, mean queue per intersection, maximum 
queue length per intersection, and maximum individual travel time. 
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TABLE 1 

CANDIDATE MEASURES OF EFFECTIVENESS 

Functional 
Objective 

Traffic movement 

Flow smoothness 

Category 

Delay 

Stopped/queued 

Travel time 

Speed 

Volume (flow) 
System occupancy 
Rothrock and 

Keefer's con­
gestion index 

Density 
o .. -n~~~ ........ ,. ... ... ... , ............... """ 

Greenband width 
Cycle failure 
Kinetic energy 
Greenshields' indexa 
Platt's indexa 

Acceleration noise 

Mean velocity gradient 
Energy efficiency 

Greenshields' indexa 
Platt's indexa 

Characteristic 

Total in system 
Mean in system 
Aggregate individual in system 
Aggregate individual in queue 
Main street 
Side street 
Mean in worst link 
Mean in queue in worst link 
Maximum in queue in worst link 
Proportion delayed at worst inter-

section 
Delay rate 

Total queue in system 
Mean queue in system 
Mean queue at worst intersection 
Maximum queue at worst inter-

section 
Proportion stopped 

Total in system 
Mean in system 
Mean individual through system 
Maximum individual through 

system 
Mean on slowest link 
Maximum on slowest link 

Overall mean in system 
Individual mean through system 
Individual minimum through 

system 
Mean on slowest link 
Minimum on slowest link 
Spot speed 

Vehicles/unit time 
Sensor on-time/total time 
Actual occupancy/optimum 

occupancy 

Vehicles/unit length 
TGt~l t!":'.!":d, ":c!!icle-!:!ile!!./ 

hour 

Standard deviation of ac­
celeration 

aa z [ * ! a'dt r 
aa/mean speed 
Ratio of effective kinetic 

energy to measured (free­
flow) kinetic energy 

alncluded in both objectives because they attempt to combine both objectives . 



The Set of Candidate 
Measures of Effectiveness 

Figure 1. Feasibility classification of measures of effectiveness. 

Ability to Quantify Relationships 
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Certain qualitative measures (e.g., congestion) elude numerical representation, but 
all of the MOE listed can be expressed quantitatively. However, accuracies are related 
to difficulty of measurement, computation, and/or estimation. 

Practicability of Measurements and/or Computations 

The least desirable MOE are those that cannot be measured or accurately estimated 
automatically. A major restriction is that data collected via roadway instrumentation 
are applicable only on a block-by-block basis; it is not feasible to track uninstrumented 
vehicles through the complete system. On this basis, the following MOE may be elim­
inated: aggregate individual delay in system, aggregate individual delay in queue, maxi­
mum individual travel time, and minimum individual speed in system. This restriction 
also requires that all mean values (e.g., mean travel time) be defined as the mean from 
data per link, rather than the mean of individual vehicles traveling through the complete 
system. 

Greenshields and Platt's indexes require measurement of quantities (steering wheel 
reversals, brake applications, and vehicle direction changes) that are not feasible to 
obtain continuously. However, the occasional use of an instrumented test car to check 
and/or calibrate a roadway surveillance system appears desirable. 

Measurement of acceleration noise and mean velocity gradient is feasible but rela­
tively difficult and so is classified as undesirable. 

Ease of Establishing a Reference Optimum 

It is desirable that an MOE possess an easily defined reference optimum that is in­
dependent of traffic, geometric, and climatic conditions. An MOE that is always to be 
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minimized or maximized i s more desirable than an MOE whose optimum value changes 
with operating conditions. In addition, MOE with an optimum value probably are not 
basic because their optimum must be defined in terms of other parameters. MOE clas­
sified undesirable on the basis of these considerations include Rothrock and Keefers' 
congestion index, greenband width, density, kinetic energy (but not energy ratio), and 
possible system occupancy. MOE having an easily defined reference value (e.g., zero 
or one) and that are to be minimized or maximized are desirable. 

Sensitivity and Validity of Indications 

The relationship between an MOE and traffic conditions should be essentially unique; 
i. e ., widely differing b:affic conditions should not r esult in the same MOE value or trend. 
On this basis, the use of volume (flow) alone as an MOE was eliminated; however, the 
use of volume in conjunction with another parameter (e . g. , speed) may be meaningful. 

The use of either proportion delayed or proportion stopped alone can also be mis­
leading. Studies (3) showed that a single-dial fixed-time controller produced the 
smallest proportion stopped , but also the largest system delay. 

This sensitivity /validity criterion also points out the need to consider the worst-case 
microscopic conditions in addition to system-wide totals or averages. For example, if 
mean travel time is used, the travel time on the worst link must be considered to elim­
inate unduly large delays. 

To ensure the validity of indications, it appears necessary that the surveillance sys­
tem extend beyond the major control area. In this way, the surveillance system would 
take into account the queues that may build up while attempting to enter or leave the 
controlled area. 

Redundancy and/ or Equivalence 

At this stage of MOE evaluation, the candidates remaining for determining system 
effectiveness are delay (total, mean), delay rate, queue length (total, mean), travel 
time (total, mean), mean speed in system, service rate, volume, cycle failure, accel­
eration noise, mean velocity gradient, and energy ratio where, as indicated previously, 
certain of these MOE cannot be used alone. Other MOE evaluation criteria such as ease 
of interpretation and ease of conversion to economic terms may be listed; but these are, 
in some sense, implicit in the previous evaluation criteria. 

The next step is to seek relationships between MOE and eliminate the redundant mea­
sures. The choice of a particular MOE from a set of correlated MOE involves some 
subjectivity. The choices presented here have been based largely on 2 requirements: 
(a) The MOE chosen should be amenable to use in an on-line optimization procedure; 
and (b) the related MOE should be obtainable from the chosen MU.I!; usmg no additionai 
data and little additional computation. 

Those MOE concerned with the objective of maximizing traffic movement are con­
sidered first. Table 2 (3) gives some correlations between MOE as obtained by simula­
tion of traffic at a single-intersection. 

Figure 2 shows some general interrelationships. Cycle failure can be determined, 
assuming consistent arrival rates, on the basis of the queue length at the start of green 
and the length of green; consequently, it can be eliminated as redundant with queue 
length. Now consider travel time, but recall that measurements can be made only on 
a link-by-link basis. Travel time is defined as the difference in the time a vehicle exits 
a link and the time it enters. If an ideal (free-flow or free-speed) travel time is de­
fined, the difference between effective and ideal travel times is delay . Thus, minimiz­
ing travel time also minimizes delay (and delay rate). To accurately estimate the ef­
fective travel times of vehicles through a link, queue length information is necessary. 
Therefore, queue length and delay are implicit to travel time. 

Now consider speed. The speed measured at a point is not necessarily representa­
tive. A more meaningful quantity is the effective speed through a link and is defined by 



TABLE 2 

CORRELATIONS BETWEEN MOE 

MOE, MOEa Correlation Standard Comments 
Coefficient Deviationa 

Mean system Mean stopped 0.998 0.014 Linear; Independent 
delay delay of signal controlb 

Mean system Mean queue 0.996 0.023 Linear; independent 
delay length of signal control 

Mean system Mean delay 0.998 0.018 Linear; independent 
delay in queue of signal control 

Mean system Proportion of 0.960 Not Nonlinear; a func-
delay vehicles computed tion of signal 

stopped control 

Maximum Mean system 0.970 0.540 A function of signal 
individual delay control 
delay 

Maximwn Maximum 0.997 0.170 Linear; independent 
individual stopped of signal control 
delay delay 

Maximum Maximum queue 0.959 0.620 A function of signal 
individual at intersection control 
delay 

Note: Based on microscopic simulation of an individual isolated intersection (3_). 

asquare root of mean square error between data points and curve fit. Larger values indicate large 
random vl!riailons or improper ordl!-r of curve fit. 

b"lndop:endtr'lte" of slgnal comrol ns used here is based on a limited examination of fixed time versus 
queue-dependent control schemes. 
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where Tis the effective travel time defined in the preceding paragraph and K is a con­
version constant. Thus, minimizing travel time maximizes speed and the two are 
redundant. 

Based on the interrelationships just discussed, travel time is selected as a basic 
MOE; but it alone does not give the complete picture. The objective of maximum traffic 
movement involves 2 factors: the rapidity of movement, and the amount of traffic being 
moved (or the degree of utilization of the street system). Travel time provides a mea­
sure of the rapidity of movement. A measure of the amount of traffic processed is also 

CYCLE FAILURE 

I 
' QUEUE LENGTH 

! 
_.,.,._~~l.--~~~ PROPORTION STOPPED OR DELAYED 

D + D = DELAY = ACTUAL TRAVEL TIME - FREE SPEED TRAVEL TIME stopped accel/decel 

>- DELAY RATE 

' 

DELAY 
TRAVEL TIME 

TRAVEL TIME 1 
.,._ EFFECTIVE SPEED a TRAVEL TIME 

TRAVEL TIME link = texit - tentrance 

Figure 2. Interrelationships between traffic movement MOE. 
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necessary. The commonly used measure is volume; however, volume does not account 
for the distance traveled by vehicles. A more desirable MOE is the service rate (also 
called total travel) defined in the following. 

Consider a system conceptually as a single source and a single sink separated by 
miles of roadway. The population of the source will be emptied into the sink most rap­
idly if the service rate (total travel) defined by 

R = vehicle-miles/hour 

is maximized. For a general urban network with many sources and sinks, it can be 
approximated on a link basis using volume and link length; i.e., 

Rlink = (volume) (link length) 

A common flow smoothness MOE is acceleration noise; however, it is difficult to 
measure with roadway instrumentation. It can be shown, based on a fluid-flow analogy, 
that acceleration noise is a measure of lost energy in the system. Another measure of 
lost energy (rather, energy efficiency) is the ratio of effective-to-measured kinetic 
energies. It has the advantage that it can be obtained from the measurements used to 
compute travel time. 

Consider 2 kinetic energies given by 

Eeff = PS~ff, Emeas = pSineas 

where p is the density (vehicles/unit length), Seff is the effective speed computed by 
Seff =distance/travel time , and Smeas is the free -flow s pot speed as measured by sen­
sors. The difference between these 2 energies corresponds to an energy loss due to 
acceleration, deceleration, and waiting. Because the density is the same in both cases, 
the energy loss can be minimized by maximizing the energy ratio 

Eeff ( Seff )
2 

TlE = Emeas = Smeas 

If traffic is flowing smoothly with no stops, the efficiency becomes 

TlE ""' 1.0 

If the flow is interrupted by deceleration and stops, Seff and TlE decrease. 
A correlation between acceleration noise and energy ratio would be expected because 

both provide a measure of lost energy; Figure 3, presenting data from an arterial sim­
ulation, shows this correlation. Energy ratio was selected over acceleration noise 
(and the related quantity, mean velocity gradient) because it is easier to obtain. Energy 
ratio also reflects the effects of the number and length of stops. Thus, energy ratio 
appears preferable for measuring flow smoothness. 

THE RECOMMENDED MOE 

The set of candidate MOE has been reduced to the following recommended quantities: 

Traffic movement MOE 
Flow smoothness MOE 
System utilization parameter 

Travel time, T 
Energy ratio , TlE 
Service rate, R 

It is felt that these quantities provide a specific decomposition of the general system 
objectives into the basic functions of rapidity of movement, flow smoothness, and street 
utilization. 
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Data from \ 

Arterial Simulation/ 

1.1 

Figure 3. Relationship between flow smoothness MOE (acceleration noise versus effective-to-measured kinetic 
energy ratio). 

When speaking of travel time , we refer to the actual (estimated) time for a vehicle 
to traverse a link (from past the upstream stop line until it passes the downstream stop 
line). The traffic movement MOE, travel time, can be thought of either as an average 
travel time per vehicle or as the total travel time (sum of travel time for all vehicles 
in system). The 2 versions provide complementary information. Total travel time 
will yield the change in performance of a system in terms of total hours so that cost 
factors may be easily applied to convert the performance change to monetary terms. 
Average travel time provides a measure of the benefit (or detriment) a typical individual 
will experience. Both total and average travel times are available from the same data. 

Energy ratio (the ratio of effective-to-measured .kinetic energies) is considered to 
be a meaningful flow smoothness MOE. It is computed using the square of the ratio of 
effective speed (reciprocal of travel time) to free-flow speed (measured). It is easier 
to measure than its correlated counterpart , namely, acceleration noise (requiring so­
phisticated instrumentation of individual cars) . 

There are 2 versions of service rate (total travel). Service rate computed as the 
product of output volume (count) and link length provides a meaningful measure of ser­
vice that has been provided to vehicles . The product of input volume and link length 
would be a measure of service that must be provided to vehicles. The two will be equiv­
alent unless there are major source/sinks within the link. 

Some analyses and numerical results concerning the recommended MOE may be 
found in another report (~. 

It is realized thftt some of the MOE may be unfamiliar to many traffic engineers, 
energy ratio in particular. However, it is emphasized that the recommended MOE 
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inherently contain either the more common parameters or the information necessary to 
compute them. Consequently, if a traffic engineer desires other parameters (e.g., vol­
ume or number of stops), these can be displayed in addition to the recommended MOE. 

TRAFFIC PARAMETER REQUIREMENTS 

Computation and/or estimation of the recommended quantities require measurement 
of certain traffic parameters. The necessary parameters depend, to some extent, on 
the type of traffic flow being measured. 

Naturally, current signal status and projected change times are necessary. In ad­
dition, it is desirable to know the arrival rates from major sources/sinks (flow at the 
system boundary and from/to major parking facilities) . In addition to having geomet­
rical information, other traffic parameters must be measured in order to compute/ 
estimate the system evaluation quantities. The necessary parameters are functions of 
the traffic characteristics; i.e., laminar and turbulent flow require different instru­
mentation. 

Idealized laminar flow has traffic free flowing at constant speed; there are no stops, 
queues, lane changing, or parking to interfere with the flow. Under these conditions, 
only speed and count need to be accurately measured. In turbulent flow (the opposite 
of laminar), the computation/ estimation problem is more difficult. Free-flow speed 
and count are still necessary, but the accuracy requirements on speed are not as 
stringent. Instead, information is needed about the timing of events and the net result 
of turbulence (between the upstream speed/count instrumentation and the downstream 
stop line). To satisfy this need, queue (presence) data during the red phase and time­
tagging of events are necessary for calibration/rectification purposes. 

If travel time is accurately computed/estimated using this information, the effective 
travel time of a vehicle yields its energy ratio and contribution to service rate. Free­
flow spot speed (used to estimate travel time) and effective speed (reciprocal of travel 
time) allow computation of the energy ratio. Knowledge of when a vehicle entered a 
link (time-tag on speed/count) plus effective travel time yields the estimated exit time; 
this exit time indicates when the vehicle has been "serviced" through the length of the 
link. Thus, travel time together with the measurements necessary to compute it' yield 
the other system evaluation parameters. 

The set of required traffic parameters are as follows: 

1. Measurements-free-flow spot speed (and time at which vehicle crosses sensor), 
count (of vehicles entering), queue status (presence indications during red), signal 
state (current status and projected phase changes), and arrival rates (flow from major 
sources/sinks). 

2. Computations/estimations-eiiective travel time (of vehicles through link, in­
cluding effects of signal and vehicles ahead), energy ratio, and service rate (total travel 
based on vehicles serviced out of link). 

COMPUTATION AND PRESENTATION OF 
SYSTEM EVALUATION DATA 

The recommended MOE must be computed using data gathered from the urban net­
work. Presented here are general definitions and formulas. 

It is necessary to define a basic roadway segment or "link" for which data are avail­
able. A link is an instrumented portion of roadway, between 2 signalized intersections, 
on which traffic moves in only one direction. Typical link definitions are shown in Fig­
ure 4. Next, the urban traffic network "system" must be defined as a collection of 
interconnected links. Associated with this system of links are the quantities given in 
Table 3. The time-varying quantities are assumed to be available at distinct, equally 
spaced points in time. Using these quantities, the proposed formulas to compute MOE 
and system parameters over a time period of interest are given in Table 4. Only link 
and system quantities are shown; data for intersections and arterials are obtained by 
combining appropriate link information. 

In addition to presenting information for the system as a whole, it will be necessary 
to examine the data for critical points within the system. In this way, critical inter-
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Symbol 

N 
CT ~ }; CJ 

l= l 

Li 

OCi 

Sij = K/T1j 

st 
'i 

TTT 

ff 
R 

ij"E 

TABLE 3 

NOTATION FOR FORMULAS 

Description 

Subscript designating link in system 
Total number of links in system 
Number of vehicles within link i (including moving and queued but 
not parked cars) during period of interesta 

Total number of vehicles in system during period of interest 

Lane-miles of roadway on link i 

Number of vehicles that exit link i (output count) during period of 
interest 

Sub-subscript designating vehicle j on a link during period of 
interest 

Effective travel time for vehicle j through link i including effects 
of signal and v11hicles ahead (estimation converted to travel 
tlme over a s tandard/rc!erence link) 

Effective speed of vehicle j through link i (K is a units conversion 
factor) 

Actual/measured free-flow speed of vehicle j in link i 

Link and System Summaries 

Total effective travel time 

Average effective travel time 

Service rate (total travel based on output count) 

Average energy ratio (ratio of effective-to-measured kinetic 
energies) 

8The "period of interest" may, for example, be a data·smoothing period of about one signal light 
cycle. 

sections and major arterials are recognized as such and monitored accordingly. The 
MOE should be presented in real time, and also stored for later use in off-line analyses. 

The MOE recommended must be presented in such a manner that system evaluation 
is facilitated. Generally, there are 2 ways of presenting system evaluation data, 
namely, parameters versus time, and one parameter versus another. The second type 
of plot makes ti nie a hidden variable to illustrate the functional relationship between 
parameters; it has the advantage of presenting directly the "operating characteristics" 
of the system. 

One interesting application of the second method is the cross-plotting of MOE for 
control evaluation. By plotting an MOE that indicates traffic quality versus a parameter 
that indicates system utilization, the operating characteristic of the system as a function 

Summaries 

Link 

TABLE 4 

MOE AND SYSTEM PARAMETER FORMULAS 

Formulas 

Ci 

TTTi = L Ti 
j =l l 
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of utilization is obtained. (For example, travel time and energy ratio are functions of 
the effectiveness of control and can have va rious values for the same value of service 
rate.) If maximizing the quality-dependent MOE is our criterion, then examination of 
the operating characteristics allows selection of the better control method (or selection 
of regions where one control method is better than another). Figure 5 shows this op­
erating characteristic concept. 

The operating characteristic concept simplifies the problem of presenting the data. 
Because service rate is indicative of the amount of traffic being served in the system, 
a logical choice is to plot travel time and energy ratio as functions of service rate; that 
is, travel time (TT and/or TTT) versus service rate (R), and ener gy ratio (TiE) versus 
service rate (R) . 

In order to present all 3 MOE on a single plot , a linear combination of travel time 
and energy ratio can be formed, for example, 

J = O! x TT - /3 x 77E 

where O! and f3 are weighting factors at the disposal of the traffic engineer. The quantity 
J would be plotted as a function of service rate and, as with the individual MOE, moni­
tored both on the system-wide and worst-element basis . 

REAL-T™E CONTROL 

The parameter J can also be used for on-line optimization and control because one 
purpose of real-time surveillance is to provide a "payoff function" (a quantity to be ex­
tremized). However, the requirements for the payoff function are slightly different for 
control purposes than for evaluation. In evaluation, it is necessary to have measures 
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Figure 5. Selection of better control methods through UTCS operating characteristics. 
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of both how well the traffic is moving (travel time and energy ratio) and how much traffic 
is being moved (service rate). In on-line optimization, the amount of traffic in the sys­
tem can be taken as an "input" so that it is necessary only to optimize the movement of 
traffic. Consequently, service rate need not be included in the payoff function, and the 
quantity J can serve as the basic optimization variable. 

The function J for the complete network should be minimized subject to the constraint 
that the maximum value of Ji for any individual link (intersection) does not exceed a 
specified value. These statements are expressed mathematically as follows: 
Find 

minimum J = o: x TT - {J x 1fE 

subject to 

where 

Ji = O!j_ x TT - IJj_ X 'ij'Ei, and 
N = number of links (intersections). 

Numerous variations of this basic payoff function are possible through choices of o: and 
fJ. For example, o: can be made proportional to service rate and fJ inversely propor­
tional. Thus, emphasis would be placed on minimizing travel time in heavy traffic and 
on maximizing flow smoothness during light traffic. In heavy congestion, it can be 
shown that J is directly proportional to delay. 

The exact form of the payoff function should be chosen in conjunction with the op­
timization technique employed so as to obtain the most convenient mathematical formu­
lation of the optimization problem. 

CONCLUSIONS 

As a result of the preceding discussions and evaluations, several recommendations 
for UTCS evaluation and control are in order. These are as follows: 

1. System objectives-maximization of service and optimization of quality of ser­
vice. 

2. Measures of effectiveness-traffic movement MOE; travel time, both average 
per vehicle and total; flow smoothness MOE: energy ratio, ratio of effective to mea­
sured kinetic energies; system utilization parameter: service rate (total travel), prod­
uct of output volume (count) and link length; and other parameters as desired by the 
.f...,.,."'f.fin ,,......,._..;..., ,.. ...,_ 
.,..A. -.....1..1." '-'.L.1.£;.&.ol.&Clll:i .L • 

3. Monitoring levels-data gathering on link (block-by-block) basis for real-time 
evaluation/control and off-line analysis; summaries on both system-wide and worst­
element basis; and surveillance area extending beyond control area. 

4. Required traffic parameters-free-flow spot speed (and time-tag), count, queue 
status, signal state, and arrival rates (major sources/sinks). 

5. Operating characteristics for system evaluation-travel time (TT and/or TTT) 
versus service rate (R), energy ratio (tjE) versus R, and J = o: x TT - fJ x fiE versus 
R. 

6. Real-time payoff function-minimize J = o: x TT - {J x °ffE subject to (o:i x TTi -
/Ji X ifEi) s: (Ji)max· 
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Operational Efficiency Evaluation of 
Selected At-Grade Intersections 
VASANT H. SURTI, Department of Civil Engineering and Mechanics, 

Catholic University of America 

The purpose of this study was to evaluate the operational efficiency of 
certain types of unsignalized priority-type intersections in terms of 
average waiting time and average number of vehicles that have to wait in 
the queue at the minor street approaches. Queuing theory techniques are 
employed in this study. Four intersections of varying geometrics are 
investigated. Utilizing the information on critical time gaps for the minor 
street traffic and peak-hour flows on the major street traffic, delays 
and queue lengths are calculated. These are then checked with the ob­
served values. A fairly good correlation was found between the theoretical 
and observed values. The intersections are then rated according to their 
operational efficiency. 

•BECAUSE URBAN TRANSPORTATION SYSTEMS are planned with emphasis on auto­
mobile travel, it becomes increasingly important to ensure the optimum operation of 
the systems. However, as a chain is only as strong as its weakest link, so the overall 
operation of a highway system is highly dependent on the operations in critical sections. 
Intersections in the case of a street system and interchanges in the case of a freeway 
system can be regarded as the weak links. One very important component of the sys­
tem is the at-grade intersection. It is important that the traffic engineer know which 
control is best for a given intersection. However, only meager information is available 
concerning controls below the level of traffic signals. The purpose of this study is to 
evaluate the operational efficiency of priority-type unsignalized intersections of varying 
geometrics relative to traffic performance. Priority-type intersections occur where 
one of the intersecting streets is given a definite priority over other streets. The non­
priority or the minor street for such intersection is controlled by either a stop or yield 
sign, thus ensuring that the vehicles on the street having the priority will suffer little 
or no delay. The intersections investigated in ~1lis study have the !!!i!!.or street ap­
proaches controlled by a stop sign. 

At unsignalized intersections the arrival rates and individual drivers generally de­
termine the manner of operation. The operational characteristics of these intersections 
are a function of traffic flow and driver behavior patterns. In simplest terms, at an 
intersection, one flow of traffic looks for gaps in the opposing flow of traffic. At pri­
ority intersections, because the traffic on the major street is given the priority, it is 
clear that the traffic on the minor street is usually looking for gaps. 

OBJECTIVES 

This study is an attempt to gain an understanding of the operational efficiency of 
priority-type unsignalized intersections of varying geometrics relative to traffic per­
formance. It provides traffic and safety engineers a method for evaluating operational 
efficiency of certain types of unsignalized priority-type intersections in terms of (a) 
average time a vehicle on the critical minor street approach has to wait in the queue, 
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as well as in the system, before it is able to merge with or cross the major street traf­
fic stream, and (b) average number of vehicles on the critical minor street approach 
that have to wait to merge with or cross the major street traffic stream. 

STUDY SITES AND DATA COLLECTION PROCEDURE 

Site Selection 

After consultations with the personnel of the Safety Section of the District of Columbia 
Department of Highways and Traffic, the following 4 intersections were selected for in­
vestigation: Seventh Street and Michigan Avenue, N. E. (Fig. 1); Eleventh and P Streets, 
N. W. (Fig. 2); Ninth and K Streets, N. W. (Fig. 3); and Twelfth and C Streets, N. E. 
(Fig. 4). 

Each intersection seemed to have unusually high delay to the vehicles on the minor 
street approaches. All were unsignalized, at-grade priority-type intersections. A 
brief description of each intersection location is given in Table 1. 

I 
·~] 

Michl ;:n AY1nut 

!. Bunker Hiii Rood 

Figure 1. Seventh Street and Michigan Avenue, N. E., intersection. 

11th Street 

Figure 2. Eleventh and P Streets, N. W., intersection. 
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91h Street 

Figure 3. Ninth and K Streets, N. W., intersection. 

:: --~---
··a··· Street 

Figure 4. Twelfth and C Streets, N. E., intersection. 

TABLE 1 

SUMMARY OF STUDY INTERSECTIONS 

Intersection Type Major Minor Location Within 
Street Street Metropolitan Area 

Seventh Street and 4-legged, Michigan Seventh Outlying business 
MichiganAve., N.E. 2-way-2-way Avenue Street district 

Eleventh and 4-legged, Eleventh P Street Outlying business 
P streets, N. W. 2-way-2-way street district 

Ninth and T-type, Ninth K Street Fringe area 
K Streets, N. W. 2-way-2-way street 

Twelfth and 4-legged, C Street Twelfth Outlying business 
C Streets, N. E. c Street 1-way Street district 

and Twelfth 
Street 2-way 
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Data Collection for Peak-Hour Demand 

One-hour traffic counts on a 5-minute basis were obtained for all approaches on each 
intersection study site during the afternoon peak period. Three recorders were found 
to be adequate for this purpose. Traffic counts for each approach were stratified into 
left-turn, through, and right-turn maneuvers. 

Data Collection for Gap Measurements 

To provide a permanent study record and to facilitate desired exactness of measure­
ment, time-lapse photography was selected as the most appropriate means of recording 
gaps, lags, and headways. 

The camera used was a 16-mm Bolex with a wide-angle lens on loan from the Dis­
trict of Columbia Department of Highways and Traffic. The camera was equipped with 
time-lapse apparatus and was set to take pictures at one-second intervals. Checks 
were made periodically during the data collection to ensure that the camera was operat­
ing accurately. Color movie film was used for ease of distinquishing individual vehicles. 

Data collection was performed with the same procedure at all 4 study locations. At 
each intersection the camera was mounted on a tripod at some vantage point located 
near the side street approach. The camera was positioned about 50 ft from the main 
street to view the entire intersection area. A typical field installation is shown in 
Figure 5. 

Data were collected on a weekday during the morning peak period. About 2 hours 
of filming was done for each intersection. Field data were collected only when the 
weather was clear and the pavements were dry. The speed of the camera was fre­
quently checked by a stopwatch. 

The developed film was viewed by a microfilm projector. The projector has aframe 
counter, and the film can be advanced or reversed one frame at a time. A stopped ve­
hicle on the minor street approach leg either proceeded straight through the intersec­
tion, turned right, or turned left. If a driver went straight through the intersection, the 
path of movement intersected that of vehicles from both the right and the left. When a 
right turn was made, the vehicle merged with traffic coming from the left and did not 
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Figure 5. Typical field setup for measurement of gaps and lags. 

conflict with the traffic from the right. 
On a left-turn maneuver the path of 
a main street vehicle approaching 
from the left was crossed, and the 
vehicle merged with the major street 
traffic coming from the right. The 
property lines on each approach leg 
were used as reference points to de­
termine lags, gaps, and headways. 
It was possible to make measure­
ments to the nearest half second. 

OPERATIONAL EFFICIENCY 
ANALYSIS 

Delay 

This is a significantly important 
parameter because of its economic 
importance. In this study, the delay 
accruing to each vehicle is its idling 
time, or the time that the vehicle is 
not in motion. For all 4 intersections 
studied, the traffic at the minor street 
approaches was controlled by a stop 
sign whereas the major street traf­
fic had no traffic control and always 
had the right-of-way. The onlydelay 
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to the major street traffic was caused by a right- or left-turning maneuver. Every 
vehicle on the minor street approach leg had to come to a complete stop before entering 
the intersection. 

The delay at an unsignalized intersection depends both on the physical layout of the 
intersection and on the volume of traffic on each approach. The physical layout affects 
the sight distance, which in turn affects the size of the acceptable lag or gap. 

The delay due to traffic flow on each minor approach will increase as the traffic 
volume on the main route increases because the number of acceptable lags or gaps for 
entering the intersection will be reduced. 

Headway Distribution 

Several studies (!, ~. ~)have confirmed that the vehicle arrivals at intersection ap­
proaches conform to the Poisson law. 

Therefore, in the theoretical derivations to obtain the total average delay to a minor 
street vehicle waiting to cross or merge with the major street traffic and to determine 
the average number of vehicles waiting on the critical minor street approach, it is as­
sumed that the distribution of major street traffic arrivals is Poisson, i.e., that the 
probability that a given gap is between t and t + dt seconds is given by an expression 
of the form qe-qt where q is the flow. 

If the vehicle arrivals follow Poisson di stl'ibution, it follows that the headways be­
tween the vehicles are exponentially distributed. That is P(h ;;, t) = e-At where A. = mean 
arrival rate in vehicles per time interval. 

According to Adams (4), the proportion of time occupied by intervals greater than t 
seconds is given by the expression 

P(h > t) = e-At (At + 1) 
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Figure 6. Cumulative probability curves for headway 
distribution-volume range 200 to 1,000 vph. 

where A. = vehicles per second. 
Conversely, the proportion of time oc­

cupied by intervals less than or equal to 
t is 

P(h s: t) = 1 - e - Xt (At + 1) 

In one hour the expected number of in­
tervals greater than or equal tot is Te-Xt 
where 1' = vehicles per huur. 

Similarly, the expected number of in­
tervals greater than t + dt is 

Te-A.(t + dt) = Te-(At +Mt)= Te -A.t e-Adt 

by the rule for addition of indexes. 
The cumulative frequency curves in 

Figures 6 and 7 show the theoretical rela­
tionship between gap availability and the 
critical gap, assuming that the distribution 
of headways on the main street is described 
by the exponential distribution. 

Gap and Lag Acceptance 

The acceptance or rejection of a time 
gap is a binomial response and is depen­
dent on the size of the gap. The minimum 
time gap that a driver accepts is fixed for 
that driver. He will reject all gaps smaller 
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Figure 7. Cumulative probability curves for headway distribution­
volume range 1, 100 to 2,000 vph. 
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than that time interval and accept all gaps larger than that time gap. There is an evi­
dence that this minimum acceptable time gap would decrease with time pressure and 
the number of vehicles in the major traffic stream. 

A lag at an intersection may be defined as the time interval between the arrival of 
the minor street vehicle, and the arrival thereafter of the first vehicle on the major 
street at a reference point. 

A gap at an intersection is defined as each time headway formed by successive cross­
ings of a reference line by major street vehicles, regardless of direction of travel If 
the minor street vehicle moves through the intersection before the arrival of the first 
major street vehicle, the driver of the minor street is said to "accept" the lag. If he 
remains until after the first vehicle passes, he has "rejected" the lag. After rejecting 
a lag, he then evaluates the gaps between the successive vehicles. Each gap that he 
fails to accommodate his vehicle into is said to be rejected. The gap that the driver 
finally moves into is said to be accepted. 

Critical Gap or Lag 

The method developed by Bissell (5) and Raff (6) to determine the value of a critical 
lag or gap for a minor street approach was used in this study. In this method, 2 cu­
mulative distributions are plotted on the same graph. One curve describes the nwnber 
of gaps or lags accepted shorter than a time interval, and the other shows the rejected 
number of gaps or lags longer than this interval. The value of the critical gap is the 
time at which the 2 curves intersect. A single value of critical gap was determined for 
left-turn and through movements for each study intersection. This was done after field 
observations indicated that there was no significant difference in the gap acceptance 
characteristics for these 2 maneuvers. A separate value of critical gap was determined 
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for the right-turn maneuver for 
each study intersection. A typical 
graph showing the determination 
of critical time gap, Tc, is shown 
in Figure 8. The critical time 
gaps, Tc, for the selected inter­
sections are given in Table 2. It 
is seen from the table that the 
critical time gaps are different 
for different intersections de­
pending on the sight distance, 
traffic volume, and speed. 

Crossing and Merging Delays "' 0. .. 
" 

120 

10 

Delay is useful in describing ~ 6 

the level of service at an inter- ~ 
section or in a system of streets. J 
Also it lends ilseH lo economic 
analysis. 

In an operation where a minor 
stream of traffic has to yield 
right-of-way to the major street 
traffic, it is important to deter-
mine the average time a vehicle 
has to wait before enteringthe in­
tersection. The waiting driver 
measures each time gap, t, in the 
major street traffic until he finds 

Critical Time Gap. Tc 4 .0 Seconds 

Rejec ted 

0 2 1, l 1 1 
Leng th o f Time Interval (Seconds) an acceptable gap, T, that he be­

lieves to be of sufficient length to 
provide him a safe entry into an 
intersection. If he accepts the 
first gap (t > T), his waiting time 

Figure 8. Distribution of accepted and rejected lags and gaps at 
Twelfth and C Streets, N. E., intersection, right-turn maneuvers. 

is zero. If he rejects the first 
gap (t < T) andaccepts the second gap, his waiting time is equal to one time gapintervaL 
Queuing theory methods can be applied to establish the probability for the number of 
time gap intervals that a vehicle will have to wait before it can enter the intersection 

Thus we can write the probability, Pn, for the driver that he will have to wait for n 
intervals each less than Tc (critical time gap) seconds before entering the intersection as 

TABLE 2 

SUMMARY OF CRITICAL TIME GAPS 

Maneuver 
(sec) 

Inter section 

Right Turn Left Turn and 
Through 

Seventh Street and 
Michigan Avenue, 
N.E. 5.5 7.0 

Eleventh and P 
Streets, N. W. 5.5 7.0 

Ninth and 
K Streets, N. W. 5. 7 7.2 

Twelfth and 
C Streets, N. E. 4.0 5.6 

Pn = (1 - p)pll for n > 1 (1) 

where n = number of time intervals that a 
vehicle has to wait and p(traffic intensity)= 
)../µ.. We can also express the mean num­
ber of time intervals for which a vehicle 
has to wait as 

p 

E(n) 
p 

-1-•P< 1 -p 

Tc 

P(t <Tc) f f(t)dt 

0 

(2) 

(3) 



where f(t) is the density function of time gaps in the major traffic stream. 
have 

Tc 

f f(t)dt 

E(n) = 1 ~ P = _o_a _ _ _ 

/ f(t)dt 

Tc 
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Thus we 

(4) 

The average time a minor street vehicle will have to wait to find an acceptable gap 
in order to cross or merge with the major street traffic is the product of expectednum­
ber of intervals less than Tc, E(n), and the mean length of time gap. The average 
length of time gap less than Tc is, in turn, equal to the total time less than Tc seconds 
divided by the number of time gaps less than Tc seconds. 

Average length of time gaps< Tc 

where q is the rate of flow. 

Tc 

q f t x f(t)dt 

0 
Tc 

q f f(t)dt 

0 

(5) 

Multiplying Eqs. 4 and 5 yields the average waiting time for a minor street vehicle 
to merge or cross. 

d 

Tc 

f t x f(t)dt 

0 
Q J f(t)dt 

Tc 

(6) 

We recall that the percentage of minor street vehicles actually delayed is given by Eq. 
2. It is evident that the average waiting time of those vehicles that are actually delayed 
is given by the expression 

d' = ___ d __ 
Tc f f(t)dt 

0 

(7) 

It should be remembered that the delays expressed in Eqs. 5 and 6 are for single 
vehicles approaching the minor street to merge or cross the main street. 

Adams (4) and Tanner (8) have obtained theoretical derivations for vehicles attempt­
ing to merge or cross on the assumption that the major street traffic is exponentially 
distributed. 



68 

f(t) = qe-qt (8) 

Substituting Eq. 7 in Eq. 5, the mean delay, d, for a critical time gap, Tc, and major 
street traffic flow, q, is 

d = 

Tc f t Xqe-qt Xdt 

0 
Q 

I -qt 
qe x dt 

-1 / qTc Tc ) 
d = q \e - q - 1 

(9) 

Equation 9 is shown in Figure 9, where delay, d, is shown as a function of major street 
volume, q, for various values of critical time gaps, Tc. 

Determination of Total Delay to Minor Street Traffic 

Our discussion up to now has been primarily concerned with average delay to the 
vehicle on the minor street and in a position to cross or merge with the major street 

traffic. It is important to determine how 
many vehicles on the average are waiting 
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Figure 9. Delay, d, as a function of major street 
volume, q, for various values of critical time gaps, 

Tc (seconds). 

on the minor street to enter the intersec­
tion and also average waiting time for a 
queue of minor street vehicles waiting to 
merge or cross major street traffic. We 
can also use these 2 values as figures-of­
merit to evaluate the operational efficiency 
of intersections. 

1-11 our c:ii;:e., :i ~e.quence of vehicles ar­
rives at the minor street approach legs to 
merge or cross the major street traffic. 
If and when there is a suitable lag or gap 
available in the major street traffic, ave­
hicle from the minor street is able to enter 
the intersection, and thus a minor street 
vehicle is discharged. Usually there are 
variations in the regularity of vehicle ar­
rivals or in the waiting time required to 
"put through" a vehicle from the minor 
street, or both; hence, therewill befluctua­
tions in all aspects of intersection opera­
tion. More vehicles may arrive on the 
minor street than the major street can im -
mediately accommodate, and a queue of 
varying length will be formed. The vari -
ables associated with the operation will be 
stochastic variables and will fluctuate with 
time above and below some average value 
or rate. Morse (~) explains that instead of 
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trying to predict in detail how the state of the system changes with time, we can calcu­
late the probabilities that the system is in each of the possible states. These prob­
abilities facilitate calculations of average queue length and average time that the vehicle 
has to wait in the system. 

The state of the intersection operation is dependent on the average arrival rate on 
the minor street, >.., and the average service rate, µ., on the major street. The traffic 
intensity factor, p, is the ratio of the vehicle rate, >.., and service rate, µ., and represents 
the fraction of the time the service channel is used; i.e., either a merging or crossing 
operation from the minor street traffic can be performed. If p > 1, there is no "steady­
state" solution, and arriving vehicles join an ever-increasing queue; if p < 1, steady­
state solutions can be determined if >.. and µ. are known. 

Let qa be the average rate of arrival on a critical approach of the minor street. The 
minor street approach with the highest arrival rate is considered as the critical ap­
proach. The vehicles arriving on the critical approach must stop, and the main street 
traffic has the right-of-way. They form a single-lane queue waiting for a vehicle at 
the head of the queue to merge with or cross the major street traffic. For a Poisson 
distribution of arrivals and exponential distribution of service rate, 

Expected number of units in the system, E(n) =~ µ. - A 

Expected number of units in the queue, E(m) = E(n) - p 

Expected waiting time in the system, E(y) = ~ µ. - A 

Expected waiting time in the queue, E(w) = E(y) - {i 

(10) 

(11) 

(12) 

(13) 

Major and Buckley (10) have interpreted the service time for the queue, µ., as iden­
tical to the summation of the rejected lags and gaps for a minor street approach vehicle 
in position to merge. This is the same as the delay, d (Eq. 9, Fig. 9), in this study. 
Based on the assumption that the average service time is equal to the average merging 
delay and the distribution of service times is of the exponential form, the peak-period 
operational efficiency of each study intersection is obtained in terms of queue lengths 
and waiting times at the minor street approaches. 

1. Seventh Street and Michigan Avenue, N. E. intersection, left-turn and through 
maneuvers, critical approach at Catholic University entrance. 

Arrival rate = 81 vph = 3 ~~O = 0. 0225 vps 
' 

Service rate= 35 sec/vehicle 

(from Fig. 9, for critical time gap, Tc, equal to 7 sec, and major street traffic flow, 
q, equal to 1,450 vph) or 

3,600 - 1 2 
35 - 103 vph = 35 = 0.0 86 vps 

p(traffic intensity) X 
µ. 

0.0225 
0. 0286 = 0. 7867 
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1 1 1 
Expected time in the system, E(y) = IJ _ X = 0. 0286 _ 0. 0225 = O.ooal = 164 sec 

1 1 Expected time in the queue, E(w) = E(y) - µ = 164 - 0_0286 = 164 - 35 = 129 sec 

X O. 0225 O. 0225 
Expected number in the system, E(n) = µ _ X = o. 0286 -0. 0225 = o. 0061 

= 3. 69 vehicles 

Expected number in the queue, E(m) = E(n) - 1 = 3. 69 - 0. 79 = 2. 90 vehicles 
µ 

2. Seventh Street and Michigan Avenue, N. E. intersection, right-turn maneuver, 
critical approach at Seventh Street. 

141 
X(arrival rate) = 141 vph = 

3 600 = 0.0392 vps 
' 

µ(service rate) = 15 sec/vehicle 

(from Fig. 9, for critical time gap, Tc, equal to 5. 5 sec, and major street traffic flow, 
q, equal to 1,450 vph) or 

3,600 - 1 
15 - 240 vph = I5 = 0.0667 vps 

X 0.0392 
p(traffic intensity) = µ = O. 0667 = 0. 5877 

1 1 1 
Expected time in the system, E(y) = µ _ X = 0. 0667 _ 0. 0392 = 0. 0275 36.36 sec 

1 1 Expected time in the queue, E(w) = E(y) - "iJ = 36.36 - 0_0667 = 36.36 - 14. 99 

21.37 sec 

X O. 03 92 O. 03 92 
Expected number in the system, E(n) = µ _ X = O. 0667 _ o. 0392 = o. 0275 

= 1. 43 vehicles 

Expected number in the queue, E(m) = E(n) - ~ = 1. 43 - 0. 5877 0. 842 vehicles 
µ 

In a similar manner waiting times and queue lengths were determined for other in­
tersections. 

In order to evaluate the reliability of the theoretically calculated values of queue 
lengths and waiting times for the vehicles on the minor street approaches, it was de­
cided to obtain field measurements. 
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The expected time in the system and in the queue are the average waiting times for 
a vehicle on the critical minor street approach. It would be almost impossible to ob­
tain waiting times for each vehicle approaching the critical minor street approach; hence 
a systematic random sampling technique was used. The method consisted of selecting 
every fifth vehicle at a critical minor street approach and recording its waiting time in 
the queue and in the system. The waiting times for left-turn and through maneuvers 
were recorded as one group, and right-turn maneuvers as another group. The data were 
collected at each location for a period of one hour during the peak period. The mean 
waiting time was determined from the sample. 

The field measurements to obtain the mean number of vehicles waiting in the queue 
and in the system at the minor street approach were obtained in a similar manner. In 
this case the number of vehicles in the queue and in the system were observed at ex­
actly 3-minute intervals for a period of one hour during the peak period at each study 
intersection. Again, the queue lengths were obtained separately for left-turn and 
through maneuvers in one group and right-turn maneuvers in another group. 

The results are given in Tables 3 and 4. It is seen that there is a fairly good cor­
relation between the theoretical and observed values. 

Operational Efficiency Evaluation 

Data given in Tables 3 and 4 demonstrate the operational efficiency of 4 priority­
type at-grade intersections with varying geometrics. 

TABLE 3 

EXPECTED AND OBSERVED WAITING TIMES AND NUMBER OF VEIDCLES IN THE SYSTEM 
AND QUEUE FOR LEFT-TURN AND THROUGH MANEUVERS 

Intersection 

Seventh Street 
and Michigan 
Avenue, N. E. 

Eleventh and 
P Streets, 
N.W. 

Ninth and 
K Streets, 
N.W. 

Twelfth and 
C Streets, 
N.W. 

Expected Time in the 
System (sec) 

Expected Time in the 
Queue (sec) 

Expected Number in 
the System (vehicles) 

Expected Number in 
the Queue (vehicles) 

Theoretical Observed Theoretical Observed Theoretical Observed Theoretical Observed 

164.00 190 129.00 143 3.69 2.90 

277. 78 262 247. 75 260 8.25 7 7.358 6 

86.95 81 58.91 60 2.104 2 1.426 

6.99 1. 0 0.165 0 0.024 0 

TABLE 4 

EXPECTED AND OBSERVED WAITING TIMES AND NUMBER OF VEHICLES IN THE SYSTEM 
AND QUEUE FOR RIGHT-TURN MANEUVERS 

Expected Time in the Expected Time in the Expected Number in Expected Number in 

Intersection System (sec) Queue (sec) the System (vehicles) the Queue (vehicles) 

Theoretical Observed Theoretical Observed Theoretical Observed Theoretical Observed 

Seventh Street 
and Michigan 
Avenue, N. E. 36.36 42 21.37 25 1.43 0.842 

Eleventh and 
P Streets, 
N.W. 15.38 13 2.38 0.183 0 0.028 0 

Ninth and 
K Streets, 
N.W. 80.00 94 68 75 5.66 7 4.810 6 

Twelfth and 
C Streets, 
N.E. 2.56 4 0.06 0 0.025 0 0.011 0 
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The Twelfth and C Streets, N. E., intersection is the most efficient one, both with re­
spect to delay to the vehicles and the number of vehicles that have to wait in line on the 
minor street approaches. C Street, which is one-way, carries the major street traffic, 
whereas Twelfth Street is a 2-way minor street approach. The average waiting time 
for a left-turning or through vehicle on the critical minor street approach is about 
7 seconds. The average waiting time in the queue is about one second There is hardly 
any queue formed on the minor street approach. A right-turning vehicle has to wait 
about 3 seconds and has almost no waiting time in the queue. On the average, no queues 
are formed on the minor street approaches. 

The Ninth and K Streets, N. W., intersection is the second most efficient for left-turn 
maneuvers from the minor street approach. However, it is the least efficient for right­
turn maneuvers from the minor street approach. This is a T-type intersection. Ninth 
Street is a 2-way major street, and K Street is a single minor street approach. The 
average waiting time for a left-turn maneuver from the minor street approach is about 
87 seconds, whereas average waiting time in the queue is about 59 seconds. The mean 
number of vehicles waiting to make a left-turn maneuver is two and about one in the 
queue. The average time a right-turning vehicle has to wait on the minor street ap­
proach is 80 seconds, which is almost the same as a left-turn maneuver. The average 
waiting time in the queue is 68 seconds, which is slightly more than the average waiting 
time in the queue for the left-turn maneuvers. The average number of vehicles on the 
minor street approach waiting to make a right-turn maneuver is about six, and the aver­
age number of vehicles waiting in the queue to make the right-turn maneuver is about 
five. Both the queue length and the number of vehicles on the minor street approach 
waiting to make the right-turn are considerably higher than for the left-turn maneuver. 
It is noted here that this intersection is least efficient operationally for right-turn 
maneuvers. 

The Seventh Street and Michigan Avenue, N. E., intersection rates the third most ef­
ficient for all maneuvers from the minor street approaches. This is a 4-legged, 2-way 
intersection. However, this is a unique intersection because the minor street ap­
proaches are offset by about 100 ft. Also one approach is at a right angle and the other 
is at about 60 deg to the major street. The average delay to the left-turn and through 
vehicle on the critical minor street approach is about 164 seconds, and the waiting time 
in the queue is about 129 seconds. The mean number of vehicles in the system is about 
four and the number of vehicles in the queue is about three. For right-turn maneuvers, 
however, the waiting times and the queue lengths are considerably shorter. The mean 
waiting time in the system and in the queue on the critical minor street approach is 
about 36 and 21 seconds respectively. The average number of vehicles in the queue 
and in the system on the critical minor street approaches is about two and one respectively. 

The Eieventh and P Streets, N. W., intersection is a typicai 4-ieggetl, 2-wa.y-2-way 
intersection. It is the least efficient for left-turn and through maneuvers, whereas the 
second most efficient for right-turn maneuvers. The average delay to a vehicle on the 
critical minor street approach is about 277 seconds, and the time spent in the queue 
is about 248 seconds. The average number of vehicles in the system and in the queue 
on the critical minor street approach is eight and seven respectively. The unusually 
high waiting time and queue formation is due to a considerably high traffic demand on 
the major street during the peak periods as well as existing moderate demand on the 
minor street. For right-turn maneuvers, the intersection is the second most efficient. 
The waiting times in system and in the queue are about 15 and 3 seconds respectively, 
and queues are seldom formed. 

SUMMARY AND CONCLUSIONS 

Summary 

This investigation has shown how queuing theory techniques can be employed to eval­
uate the operational efficiency of priority-type at-grade intersections in terms of wait­
ing times in the system and in the queue at the minor street approaches. It also in­
dicates the number of vehicles that have to wait in the system and in the queue at the 
minor street approaches. 



The applicability of this method has 
been tested for 4 selected priority-type 
intersections of varying geometrics of a 
large metropolitan area. 

CONCLUSIONS 

1. There were some indications that 
the driver on the minor street tends to 
accept a shorter gap under pressure 
(i.e., when a queue of 2 or more vehicles 
is formed behind him) than the gap he 
would accept under normal conditions. 

2. There was a fairly good correla­
tion between the theoretical and observed 
values of the mean waiting time in the 
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TABLE 5 

RANK OF INTERSECTION BY OPERATION EFFICIENCY 

Intersection 

Twelfth and 
C Streets, N. E. 

Ninth and 
K Streets, N. W. 

Seventh Street 
and Michigan 
Avenue, N. E. 

Eleventh and 
P Streets, N. W. 

Left-Turn and 
Through 

Maneuvers From 
the Minor Street 

Approaches 

2 

Right-Turn Maneuvers 
From the Minor Street 

Approaches 

4 

3 

system and in the queue and of the mean number of vehicles waiting in the system and 
in the queue for the vehicles on the minor street approaches. The operational efficiency 
in terms of delay and queue lengths is given in Table 5 in the descending rank order for 
left-turn and through maneuvers and for right-turn maneuvers. 
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The Environmental Influence of 
Rain on Freeway Capacity 
E. ROY JONES and MERRELL E. GOOLSBY, Texas Transportation Institute; and 
KENNETH A. BREWER, Iowa State University 

The capacity of a freeway is defined by physical factors of the 
roadway, traffic factors, and environmental disturbances. 
Physical characteristics of the roadway are fixed by design and 
construction and exert a constant influence on freeway capacity. 
Traffic factors are variable in their effect on freeway capacity, 
but they are also subject to control and regulation to some de­
gree. Environmental factors cannot be controlled, and thus only 
their effect can be compensated for by preparation in advance of 
occurrence. Rain, the most common environmental distur­
bance to capacity, was studied in this research. Rainfall infor­
mation for March 1968 through December 1968 in Houston, 
Texas, was correlated with traffic data records of the Gulf 
Freeway Surveillance and Control Center operation to obtain data 
indicating the effect of rain on freeway capacity. Rain was found 
to reduce the capacity of a freeway section to between 81 and 86 
percent of the dry weather capacity with 95 percent confidence. 

•CAPACITY OF A FREEWAY SECTION is a function of numerous variables. These 
variables can be classified into 3 groups defined by the roadway subsystem, driver­
vehicle subsystem, and the environment of the highway operating system. Physical 
factors, related to the roadway subsystem, include lane width, horizontal curvature, 
grade, and condition of pavement. Traffic factors, related to the driver-vehicle 
subsystem, include composition of traffic stream, driver characteristics, and ve­
hicular capabilities. Environmental factors (influencing capacity but not related to 
elements subject to control by design or operation) include light intensity, rain, 
fog, ice, and snow. Once a highway is constructed, the physical factors influencing 
capacity assnrne a const~_nt v~_lue 1_mtil recon.strm:tion is initlat.,-d. The Lnllnence of 
traffic factors on capacity is subject to fluctuation as the characteristics of the traf­
fic vary. To some extent, the effect of traffic factors on capacity can be reduced 
through regulation and control. Although it is possible through proper design to 
minimize the effect of environmental disturbances, no control can be exercised over 
their occurrence. 

The effect of the physical and traffic factors on capacity have been extensively 
inves tigated and documented (1 ). Moskowitz and Newman r eported in 196 3 that the 
effects of weather and lighting were not treated at all in their research on freeway 
capacity and that this represented a deficiency in knowledge at that time (2 ). A 
survey of technical literature indicates that little has been done to fill this void in 
knowledge. 

Design and/or control of a freeway may be based on normal environmental con­
ditions. However, to have a comprehensive (system) design or control plan, the 
operation must be predictable under degraded environmental conditions. Therefore, 
this paper reports research undertaken to evaluate the effect of the most common 
environmental disturbance, rain, on the primary freeway operation parameter, capacity. 

Paper sponsored by Committee on Highway Capacity. 
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RESEARCH METHODOLOGY 

Study Site 

Data were collected on the Gulf Freeway 
(I-45) in Houston, Texas. This facility was ap­
propriate because it was available for research 
study; it had a fully operational freeway con­
trol system and an automatic detection system 
interconnected to a digital computer for data 
acquisition needs. The research was conducted 
by the Texas Transportation Institute for the 
Texas Highway Department in cooperation with 
the U.S. Department of Transportation. 

Data Collected 

The 3- lane, inbound portion of the Gulf 
Freeway from state highway 225 to the Houston 
central business district is divided into 4 sub­
systems as shown in Figure 1. Loop detectors, 
represented by dots in the figure, are located 
on all ramps and on the freeway lanes to define 
subsystem 2 (SS2) through subsystem 5 (SS5 ). 
A digital computer monitors these detectors for 
inputs to establish real-time freeway control 
during both the a.m. and p.m. peak-period 
flows. The computer also simultaneously ac­
cumulates traffic count information at each 
detector that can be converted into traffic flow 
and subsystem density measurements. Flow 
and density were recorded each minute for each 
of the 4 closed subsystems shown in Figure 1 
during the period from 6:30 a.m. to 8:30 a.m. 
The one-minute traffic data collected for each 
subsystem in the 3.5-mile freeway section were 
converted into 5-minute flow rates and ex­
pressed as vehicles per hour (vph) across all 
3 lanes. Average density was calculated in 
terms of vehicles per mile (vpm) for all 3 lanes 
in each subsystem. A typical sample of the 
data collected for one day is given in Table 1. 

S.H. 225 

WOODRIDGE 

GRIGGS 
OVERPASS 

BAYOU 

TELEPHONE 

TELEPHONE 
ENTRANCE 
RAMP 

DUMB LE 

75 

r J·· 
I- J 

J ... 
(553) ~ 

J ... 
(554) J 

Figure 1. Location of vehicle detectors on 
inbound Gulf Freeway 

Rainfall records were obtained from the U.S. Weather Bureau at Houston's William 
P. Hobby Airport and in downtown Houston. The Hobby Airport weather station is 4 
miles southeast of the Freeway Surveillance and Control Center and the downtown Houston 
station is 4 miles northwest of the control center. Daily logs of observed weather con­
ditions were also made at the Freeway Surveillance and Control Center. 

The data did not provide information on rainfall intensity applicable to this study be­
cause the rainfall rate could vary throughout the length of the 3.5 miles of freeway and 
throughout the 2-hour peak period. Each day was simply classified as either "dry" or 
"rain." If unstable or inconsistent weather conditions existed during the peak period, 
or if no distinct classification was possible for a particular day, that data sample was 
discarded. 

Capacity-Demand Considerations 

The data collected on any given day will have a variation in the flow during the peak 
period. However, the maximum flow attained during the peak period on any given day 
is not al ways the capacity. The demand on a section must be great enough to exceed 
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TABLE 1 

FLOW RATES ANO DENSITIES ON THE INBOUND GULF FREEWAY, JUNE 25, 1968 

5 MlN VPH OEN VPH DEN VPH VPH OEN VPH OEN VPH VPH DATE 
PERIOD AT IN AT IN AT AT IN AT IN AT AT 
fND ING 225 SS2 WOOORG SS3 O\fERPS BAYOU ~S4 TELE PH SSS fl4ERGE CUHBLE 

5 2 l84 18 2916 55 2256 1920 30 1296 19 1320 516 
10 2304 22 3192 71 3792 3040 47 357b 56 3636 3216 08 
15 2412 28 4320 83 '4548 3088 56 3828 66 4032 3L6B 68 
20 2844 21 4692 95 4668 4080 62 4272 78 4300 3552 L568 
25 3612 46 5340 107 5220 4452 68 4 728 95 4896 4116 62568 
30 3600 49 5760 1'9 5844 5232 82 5544 118 5736 4392 62568 
35 3852 54 5C76 151 538E 4824 82 5352 119 5760 '9704 b2568 
40 4200 62 5424 f5l 5688 5124 89 5304 112 5't96 4656 62568 
45 3 Hl6 10 soi.a u:o 5664 5ll2 102 5472 lH 5712 4920 62568 
50 4152 1l 520A 154 5736 5316 99 5640 1)8 5916 ~004 62568 
55 4452 lA 5040 143 5808 5280 94 5760 160 6240 5364 62568 
60 44Rtl 94 4956 l 71 5496 5124 94 5376 158 5904 5376 625~8 
65 3780 l Cl 4644 l 78 5700 5352 102 5460 171 5916 5124 62568 
10 3516 104 4704 157 5472 5100 123 5184 186 5556 5231 62568 
75 38lb lC2 4620 165 5220 4884 146 5208 l9Z 5604 4992 62568 
BO 35A6 115 4lt4Q l 7b -'1980 453t: 165 4776 l 16 5124 4992 62568 
85 3264 l lO 4546 ZOl 4812 'i48l! 162 '5076 l 71 5lt72 4668 62568 
90 :H48 l 12 3972 206 5208 4788 155 5208 169 5508 476't 62568 
95 322B " 4908 188 5316 4812 161 4896 183 5256 4800 62568 

100 3~04 •• "i644 187 5184 4b'GJ2 159 5280 118 5640 4'B2 62568 
L05 ) 180 84 4\04 l TT 5196 4704 138 5208 175 5568 4656 62568 
110 "HBO 10 4 716 l 58 5160 4680 135 4944 192 5280 4464 62568 
ll > 3324 '2 SOZA 112 5136 4476 151 5052 161 532S 4392 62568 
120 3732 •• 4416 167 5256 462C 128 5472 182 5136 4740 62568 
125 3264 " 5004 152 5316 '4620 118 S3l6 176 5556 lt392 62568 
130 3374 3C 4728 141 5304 460!! 102 5028 197 '52't4 4080 62568 
135 3264 28 44t!B q9 4884 4'404 I LO 4920 l 71 5016 4320 62568 
140 I AA Qf,(l I G ?OM J 77A ,. 1'i7h I OQ 1717 4'ilfl 67'>1'18 

the capacity. To avoid collecting volumes of unnecessary data, the historical back-log 
of information on the Gulf Freeway operation was utilized in this study. Two bottlenecks 
were selected for this analysis. The first bottleneck, denoted Griggs overpass, is lo­
cated in subsystem 3 (SS3), and the second, identified as the Telephone merge, is lo­
cated in subsystem 5 (SS5 ). 

Definition of Capacity 

For a consjstent basis of comparison among me aays for which traffic data were de­
termined to be suitable on the basis of weather conditions, a means of identifying the 
capacity for the total subsystem environment had to be established. Even with a known 
bottleneck in the subsystem under consideration, it would have been possible to measure 
demand as a maximum flow rather than capacity. It was decided to define the capacity 
of the freeway associated with the peak-period sample as the maximum ordinate of the 
best-fit flow-density curve. 

For each of the 2 subsystems, a pair of values representing the flow rate, q, and 
the aensity, k, was available for eacn 5 minutes of operation. The first 2 and the last 
2 pairs of data points were deleted to avoid bias in the sample while the computerized 

TABLE 2 

TRAFFIC MODEL FIT FOR SUBSYSTEM 3, JUNE 25, 1968 

EN= -1.00 i\St4S= z. 755 OJ= 432. 26 Uf:•••••*** g~:i: s(ooe.11 A-LEVfl= IJ. 57A72:9 P4T10• i. rs,_ 
EN= -0.th) ~SMS= 2.597 OJ• 405. ST UF= 38.J. 7H '.JM= 54ltl. ~6 A-LEVEL= C'.b4Q487 PAT 10= l oiH9 
El'. = -!'1.6(• QS"4S: 2.4bl OJ= 384. 15 UF• 21.J. 70 Q•• 5'r2c;.1Jb A-LEVEL= "· 709336 RAT JO:. l. 1'P6 
EN= -V.4C ~SMS= 2.)49 OJ• 36 7 .23 UF= 153.99 QM= 5-442.1~ A-LEVEL= ~. 757408 RAT (0: l. ~'74 
fN= -.;..20 RS~S:: 2 •. a.1 OJ= 352. 54 UF: 125.b[' QM= 5455. 31 A-lfVEl= ~. 793414 i; ATIQ= 1.07l 
EN• C•.vC· RSMS= 2.197 OJ= 340.t'4 UF• 108 .s:, QI-!= 5-'r69. 73 A-LEVEL= 0.s1~s42 RAT IO= \.')ea 
EN : v • .t:u RS1".S= 2.158 OJ • 32q. ]!J UF= 97.n QM= 5482. 2'> .6-LEVEL= a.e:DLOl R4 T TO = i .•.Jt-!:: 
EN= 0.40 RSMS= 2.142 OJ• 3l ~. 96 lJF= ac; .az Q"1= ~495.foO A-LEVEL= ==~.6)8861 AATl lJ= !.•,f:1. 
EN= o.oc i<SMS= 2..151 OJ= 311. 78 Uf-= B2.9J U~= !i:'.:i:9.4:i A-ll:VEL= ri. 835411 RAT Jn= I. n~l 
Et-4= t. .ac A.SNS= 2.1 E!S UJ= 304. 5b UF= 7H. ll t,;~= S!..2.t.. er: .4-LEVEL = ri.Bl3•125 RATT U• ."5"1 
EN• L .OJ RSl-1~= 2. 24 3 DJ= 2.<Hl.15 UF= 74. 27 CM= 5536. cs ti-LE:VEL= .-;. RDr.473 l-IAT JO= l.l"i~ 

llPT l MUM (CLOSEST F ITT lt\G ~JOELi 

~N= C.4-:. RSM:'.>= 2.142 DJ= 3!9.9~ UF= 89.02 Cl-I= ~49S.a7 A-LEVE-L= J.1338'!41 Rt. TlO= 1. ') ~) 

Note: EN c: n value used in calculations; RSMS"' residual mean square (small value indicates a better fit); DJ =jam density; UF ""free speed (theoretically it is infinite when n • · 1 ) ; 
QM - maximum ordinate of Eq. 1 or calculated capacity; A-LEVEL - an acceptance level; and RATIO"' maximum observed 5-minute flow rate to OM. 
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counting system was starting and stopping. From 24 to 30 pairs of flow-density values 
remained for each subsystem per record day. 

The flow-density model chosen was a generalized traffic flow model as given in Eq. 
1 (3). The detailed development of the model is provided in the cited reference. 

- q = k · uf [1-(k/kj)(n+l)/2] n > -1 (1) 

The corresponding relation for traffic stream speed is given by Eq. 2. 

u = Uf [1 - (k/kj) (n+l)/2] n > -1 (2) 

The model is a 3-parameter model : the exponent constant, n; the free speed, uf; and 
the jam density, k.. As indicated in Eqs. 1 and 2, n is restricted to a value greater 
than -1. Because l the traffic flow data yielded only flow-density points, a method of es­
tablishing the appropriate parameters was established as follows. 

The space-mean speed, u, corresponding to each pair of flow-density data points 
was calculated as 

u = q/k (3) 

which produced pairs of speed-density points. A value of n was selected an an initial 
value, and a least squares regression was performed with Eq. 2 to give the value of Uf 
and kj for the best fit to a particular day's data sample. The residual mean square of 
the fitted curve to the data was calculated. A second value of n was s elected and the 
least squares regression repeated. If the second value of n provided a better fit to the 
data, as indicated by a smaller residual mean square, that value of n was selected over 
the previous one. The process was continued using a Fibonacci search until the optimum 
value of n was established (4). 

Substituting the values of n, Uf• and kj thus determined in Eq. 1 provides the optimum 
flow-density model. The maximum ordinate (flow) of this relation is considered to be 
the freeway capacity for a particular subsystem for the sampled day. The ratio of the 
highest observed 5-minute flow rate to the calculated capacity was noted and used for 
subjective evaluation of the procedure. 

Table 2 gives an example of fitting the traffic model to the data collected on June 25, 
1968, in subsystem 3. The acceptance level is the probability of obtaining the observed 
data sample from a process described exactly by the flow model used. This probability 
is the level of confidence at which the model would be accepted. The level at which the 
model was considered to be acceptable was 10 percent. 

For the calculations given in Table 2, the optimum flow model would be 

q = k . 89.02 [ 1 - (k/319.96 )0•
1

] (4) 

or in terms of speed 

u = 89.02 [1 - (k/319.96)0
"

7
) (5) 

Figure 2 shows an example of a speed versus density plot with both the observed data 
and the optimum model curve shown. Figure 3 shows an example of flow rate versus 
density with both observed data and the optimum curve shown. Both Figure 2 and Fig­
ure 3 are for the June 25, 1968, sample in subsystem 3. 

Acceptability of Data Samples 

The results of traffic flow model fitting and analysis of acceptability of model fit are 
given in Table 3 for all 24 peak-period samples available. All models that fit with an 
acceptance level greater than 10 percent were rated "accepted" and designated with an 
A in the table. All samples for which the model gave only an acceptance level of 1 to 
10 percent were rated "doubtful" and designated with a D. Only 11 sample days for 



78 

TABLE 3 

CAPACITIES AND MODEL ACCEPTANCE LEVELS 

Subsystem 3 Subsystem 5 

Date Dry/Wet Capacitya Acceptance Capacitya Acceptance 
(vpm) Level (vpm) Level 

Feb. 13 Wet 4,795 D 0.0772 4,817 u 0.0000 
Mar. 21 Wet 5,000 u 0.0079 4,932 u 0.0001 
May 6 Dry 5,836 D 0.0404 5,917 A 0.2903 
May 7 Dry 5,541 A 0.2340 5,883 A 0.2342 
May 8 Wet 5,338 u 0.0000 5, 792 D 0.0350 
May 9 Dry 5,684 D 0.0422 5,688 D 0.0180 
June 6 Dry 5,640 A 0.5199 5,933 A 0.8764 
June 12 Dry 5,732 A 0.3795 5,883 A 0.9195 
June 21 Wet 4,530 A 0.9494 4,685 A 0.8022 
June 25 Dry 5,495 A 0.8388 5,892 A 0.9653 
June 26 Wet 4, 729 A 0.9602 4, 733 D 0.0542 
Aug. 14 Dry 5,554 u 0.0002 5,710 A 0.1134 
Sept. 12 Dry 5,652 u 0.0000 5, 762 D 0.0241 
Sept. 23 Wet 5,140 D 0.0872 5,359 D 0.0702 
Oct. 17 Dry 5,380 u 0.0000 5,520 u 0.0000 
Oct. 21 Dry 5,284 A 0.8282 5,689 A 0.9901 
Oct. 29 Dry 5, 711 u 0.0025 5,853 A 0.5382 
Oct. 30 Dry 5,340 u 0.0089 5,619 u 0.0003 
Oct. 31 Dry 5,641 A 0.4463 5,708 u 0.0000 
Nov. 5 Dry 5,639 A 0.1961 5,829 u 0.0000 
Nov. 6 Dry 5,592 A 0.1340 12,092 u 0.0000 
Nov. 7 Dry 5,595 u 0.0001 5,675 u 0.0000 
Nov. 8 Wet 5,208 u 0.0000 169,554 u 0.0000 
Dec. 12 Wet 4,770 A 0.9759 4,995 A 0.2576 

8A denotes acceptable; D, doubtful; U, unacceptable 
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Figure 2. Speed-density relationship for subsystem 3, June 25, 
1968. 
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subsystem 3 and 10 sample days for subsystem 5 were considered acceptable out of the 
original set of 24 sample days. 

The high rate of disqualification of data samples may appear to indicate an inappro­
priate mathematical and statistical technique. However, this is not the case. The 
model developed was intended to provide a prediction of the capacity when only rain was 
a disturbance or when the weather was dry with a consistent traffic stream. Conse­
quently, if the traffic composition changed suddenly producing a different capacity during 
the collection of a data sample, the increased variability would lower the acceptance of 
the data. Minor accidents along the freeway right-of-way, sharp variations in the in­
tensity of rain during a peak period, or any unusual occurrence could produce fluctua­
tions that the macroscopic flow model cannot adequately describe. Therefore, the test 
for acceptability was applied, and any nonuniform flow was discarded. The remaining 
samples could be taken to represent capacity flow under consistent comparable condi­
tions. 

ANALYSIS OF RESULTS 
Results 

The accepted capacity values, classified by subsystem and weather condition, are 
given in Table 4. It should be emphasized that these values are representative of an 
entire set of compatible data points, and that they survived a rigorous screening pro­
cess . No value may be arbitrarily ignored as a freak, and each constitutes a very posi­
tive and definite representation of the capacity of the subsystem in question for the 
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TABLE 4 

ACCEPTED CAPACITIES 

Capacity 

Subsystem Date Vehicles 
per Hour Normalized Dry/Wet 

507 3 May 7 5,541 99.47 Dry 
606 3 June 6 5,640 101.25 Dry 
612 3 June 12 5, 732 102.90 Dry 
625 3 June 25 5,495 98.64 Dry 

1021 3 Oct. 21 5,284 94.86 Dry 
1031 3 Oct. 31 5,641 101.27 Dry 
1105 3 Nov . 5 5,639 101.34 Dry 
1106 3 Nov. 6 5,592 100.39 Dry 

621 3 June 21 4,530 81.32 Wet 
626 3 June 26 4, 729 84.89 Wet 

1212 3 Dec . 12 4,770 85.63 Wet 

506 5 May 6 5,917 101.23 Dry 
507 5 May 7 5,883 100.65 Dry 
606 5 June 6 5,933 101. 51 Dry 
612 5 June 12 5,883 100.65 Dry 
625 5 June 25 5,892 100.80 Dry 
814 5 Aug. 14 5,710 97.69 Dry 

1021 5 Oct. 21 5,689 97.33 Dry 
1029 5 Oct. 29 5,853 100.14 Dry 

621 5 June 21 4, 685 80.15 Wet 
1212 5 Dec. 12 4,995 85.42 Wet 

conditions prevailing during the study period of approximately 2 hours during which the 
set of data was obtained. 

In order to compare the dry weather capacities to wet weather, all the capacities 
were "normalized" for the 2 subsystems. This means that the subsystem 3 capacities 
were all reduced by the common factor necessary to result in a dry weather capacity 
mean of 100.00, and similarly for subsystem 5. It may be mentioned here that the dry 
weather capacity mean in subsystem 3 was 5,570.5, and in subsystem 5 it was 5,845.0. 
The subsystem 3 factor was therefore 100/5,570.5 and the subsystem 5 factor was 
100/ 5,845. In this way all capacitie s could be compared to a dry weather mean 
of 100.00. 

It can be seen that on the basis of a dry capacity of 100, the wet capacity is about 84. 
It is also obvious that the 16 dry weather capacities sampled all fall within a range of 
94.9 to 102.9, or, a range of approximately 5 percent of the mean. Statistical methods 
were used on these data to establish the fact that rain has a highly significant effect on 
capacity, and that the wet weather capacity may be expected, with 95 percent con­
fidence, to be between 81.2 and 85.8 percent of dry weather capacity. The 
dry weather capacities were all very closely bunched, so much so; in 
fact, that tolerance limits of 93.l and 106.9 were calculated, within which 95 percent 
of the normalized dry weather capacities could be expected to lie. This provides some 
indication of the stability of capacity and its sensitivity to weather conditions. A range 
of ±7 percent of capacity is small, and it may therefore be concluded that capacity is 
sensitive to wet weather conditions. 

Effect of Varying Acceptance Level 

The question of how much these results would differ if the model acceptance level 
were changed may now be investigated. Table 5 gives the additional results of capacity 
and weather conditions that would have to be considered if the acceptance level were 
dropped from 10 to 1 percent. The capacity figures are normalized by application of 
the same multiplying factors for subsystems 3 and 5 that were used in Table 4. 

It can immediately be seen that the inclusion of the capacities in Table 5 results in 
a bigger scatter of capacity values for each weather condition. An analysis of variance 
test on the entire set of results given in Tables 4 and 5 nevertheless show a highly 
significant difference between dry and wet weather capacities. 
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TABLE 5 

CAPACITIES OF DOUBTFUL ACCEPTABILITY 

Capacity 

Subsystem Date 
Vehicles 
per Hour Normalized Dry/Wet 

506 May 6 5,836 104.77 Dry 
509 May 9 5,684 102.04 Dry 

213 Feb. 13 4,795 86.08 Wet 
923 Sept. 23 5,140 92.27 Wet 

509 May 9 5,688 97 .31 Dry 
912 Sept. 12 5, 762 98.56 Dry 

508 5 May 8 5, 792 99.09 Wet 
626 5 June 26 4,733 80.98 Wet 
923 5 Sept. 23 5,359 91.69 Wet 

Note: Acceptance level between 1 and 10 percent. 

TABLE 6 

HOUSTON PRECIPITATION FREQUENCY OF OCCURRENCE 

7-9 a . m. 4-6 p.m. 
Both 

Rainfall 
(in.) Frequency Frequency Frequency Cumulative 

Frequency 
per Year per Year per Year per Year 

Trace 42.7 34.4 77.1 150.6 
0-0.01 7.8 12.6 20.4 73 .5 

0.02-0.09 15.8 18.2 34.0 53.1 
0.10-0.24 5.7 5.6 11.3 19.1 
0.25-0.49 2.3 1.5 3.8 7.8 
0.50-0.99 1.3 2.0 3.3 4.0 
1.00-1.99 0 .3 0 .3 0.6 0.7 
2.00 and over 0.1 0.1 0.1 

Frequency of Occurrence of Rain 

Because rain has been shown to have a significant effect in reducing freeway capac­
ity, the chance that rain will occur during the peak period must be considered. It is 
doubtful whether any design or control planning should be modified for a capacity re­
duction that would rarely occur during the peak period. (Ample freeway capacity is 
assumed to exist in the off-peak hours.) General geographic location will be an im­
portant factor affecting frequency of rain. Most coastal areas will be subject to rain 
much more frequently than other inland areas. The Houston area weather records were 
examined to determine the frequency of peak-period rain. 

From historical rainfall records, the number of times that a given amount of rain 
fell between specified hours in each month was calculated and accumulated for the en.,. 
tire year (5). Table 6 gives the average frequency for which various intensities of rain 
were observed during the hours from 7:00 a.m. to 9:00 a.m. and 4:00 p.m. to 6:00 p.m. 
in Houston. Most of the rainfalls recorded during the "wet" conditions for this research 
were on the order of 0.02 in. or more. Houston records indicate, then, that about 50 
times per year the freeways will be operating under reduced capacity conditions due to 
rain. This would seem to be a high enough frequency to warrant consideration in de­
sign and control of the Houston freeways. 

CONCLUSIONS 

Based on the results of this research, the following conclusions can be made: 

1. Rain significantly reduces freeway capacity. 
2. The capacity of the freeway during rain can be expected to be between 81 and 86 

percent of the dry weather capacity with 95 percent confidence. 
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3. Dry weather capacity is very stable as indicated by the fact that 95 percent of the 
dry weather capacity values could be expected to be within 7 percent of the mean observed 
capacity 99 percent of the time. 
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ABRIDGMENT 

• THE PURPOSE of this work was to examine existing traffic conditions and to evaluate 
various improvements for increasing the capacity of a selected urban highway network. 
Two study methods were utilized: (a) a systems approach to capacity evaluation (uti­
lizing stochastic methods where possible), and (b) data collection and analysis through 
the use of time-lapse photography. 

The systems approach was used to formalize a realistic process for the evaluation 
of capacity on the study network when the overall impact of the environment on the net­
work and the impact of the network on the environment were considered. The network 
was considered as a large subsystem of the system of major trafficways. It was then 
divided into 3 smaller subsystems, and analytical models were developed for each. 
The subsystems were (a) section 1, free-flow highway; (b) section 2, tollbooths lo­
cated on a bridge; and (c) section 3, 2 major intersections providing the interface of 
the study with a freeway facility. Section 1 was analyzed by using procedures from the 
Highway Capacity Manual. Section 2 was analyzed by using queuing theory. The va­
lidity of the queuing theory models was tested by using the data collected from the time­
lapse photography. Nomographs for the analysis of section 3 were developed and tested 
by using data from the time-lapse photography. 

The time-lapse photography provided an inexpensive and rapid means for gathering 
extensive data. The technique proved very beneficial in testing the assumed probabil­
ity distributions. 

The study indicated that major reconstruction of the bridge, tollbooths, and inter­
sections would be required to enable the network to handle the predicted volumes. Of 
major significance, however, was the fact that this study procedure indicated that such 
improvements would be of little value unless the freeway at the end of the network 
either was improved or had its demand volumes reduced. 
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