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FOREWORD

A knowledge of the characteristics of traffic flow and the ability to simulate traffic
flow as a tool in developing better control procedures continue to attract relatively
wide research support. The 7 papers in this RECORD advance the understanding of
stream flow, corridor flow, and network circulation. Researchers, flow theorists,
traffic control strategists, and traffic operations authorities should find information
in this RECORD helpful.

Munjal, Hsu, and Carpenter report in the first paper about their incorporation of a
modified desired-speed probability density into the Boltzmann type of statistical model
for multilane traffic. They found that validation results were improved and the model
fitted experimental speed data within the margin of error of the data.

Using data taken from aerial photography of freeway traffic, Pahl studied lane-change
frequencies on 8-, 6-, and 4-lane freeway sites near off-ramps under various levels of
flow. As expected, the greatest frequency of lane changes is to the right for exiting
vehicles. The data also showed increased frequency of lane changes to the left by
through vehicles that moved back to the right near the off-ramp where exiting vehicles
leave the freeway. A discussion of the theoretical and practical implications of Pahl's
work by Worrall is also included.

The authors of the next paper analyzed 2 traffic-circulation patterns and traffic-
signal timing alternatives using SIGOP. Flynn and Siu conclude that it is practical,
with certain minor program modifications, to use SIGOP to improve traffic conditions
in a grid street network.

Lieberman describes development of the SCOT model, an evaluative and design tool
to predict the performance of alternative control policies and freeway configurations
prior to field implementation. The model allows for evaluation of flow in an entire
corridor network system, inlcuding the freeway, ramps, frontage roads, and parallel
and feeder arterials.

The UTCS-1 network simulation model is described by Lieberman, Worrall, and
Bruggeman. The model is called an evaluative tool for urban traffic control policies,
and the paper includes descriptions of some simple demonstrations.

Again, taking data obtained by aerial photography, Pahl studied gap-acceptance
maneuvers by exiting and through vehicles changing lanes on 8-, 6-, and 4-lane free-
ways under various flow conditions. His review of the data also included attempts to
quantify accident risks assumed for themselves, and imposed on others, as drivers
accepted gaps in changing lanes. Risks are reported to vary between exiting and
through lane-changers, and exiting drivers are shown to find smaller gap sizes accept-
able as they approach their desired off-ramp.

In the final paper, Munjal and Hsu discuss what they describe as the merits and
shortcomings of major traffic control concepts and algorithms, from isolated inter-
sections to arterials and networks. It is considered to be a rather concise summary
of the state of the art in traffic signal network control.



EXPERIMENTAL VALIDATION OF
MODIFIED BOLTZMANN TYPE OF MODEL
AND SHIFT MODEL FOR MULTILANE TRAFFIC FLOW

P. K. Munjal, Y. S. Hsu, and R. Carpenter, System Development Corporation,
Santa Monica, California

The Boltzmann type of statistical models proposed by Prigogine et al. for
time-independent, space-homogeneous, multilane traffic assumes that
traffic flow is described by 3 processes—interaction, relaxation, and
adjustment—and has been shown earlier to produce poor validation results.
In this paper we propose a new model that uses a shifting process f(v) =
yi’(yv), where y is a concentration-dependent parameter that replaces the
desired speed-density f°(v) in the relaxationprocess. The resulting modi-
fied Boltzmann type of model is shown to have many desirable properties
and fits experimental speed data within the data error margin. A second
model, called the shift model, uses only the shifting process and neglects
the interaction, relaxation, and adjustment processes of the Boltzmann type
of model, gives results only slightly less optimal than the result of the
best possible fit obtained by the modified Boltzmann type of model, and is
far better than the original Boltzmann type of models. Some applications
of the shift model are discussed.

oA RECENT paper (1) critically examined the Boltzmann type of statistical models for
multilane traffic flow developed by Prigogine et al. (2, 3) and was followed by an experi-
mental validation study (4) of the Prigogine models for time-independent, space-
homogeneous, 2-lane, unidirectional traffic flow. It was concluded (4) that the models
proposed by Prigogine et al. were incapable of producing a realistic description of the
traffic flow behavior and gave poor agreement between the experimental and the com-
puted speed distribution functions even under low-to-moderate (i.e., 49.5 and 88.4
vehicles/mile for a 2-lane highway) traffic conditions. This validation study also in-
dicated that the addition of an adjustment term of the form suggested by Prigogine et al.
led to no significant improvement in the realism of the model.

From the validation study it seems that Prigogine et al. were unable to incorporate
dominant factors of traffic dynamics into their models. When traffic concentration in-
creases, the Prigogine models predict a "pileup” (through the interaction process) be-
hind the vehicles moving at the minimum desired speed (4), while it is evident from ob-
servations that many vehicles are now traveling below minimum desired speed.

In the basic Boltzmann type of model (2), the change of speed was assumed to be due
to 2 processes: the interaction process and the relaxation process. Although the in-
teraction process was derived analytically, it was argued (1) that it overestimated the
interaction effect. -

The generalized Boltzmann type of model (3) with an additional adjustment term
seems of little importance from the earlier validation study (4). The adjustment term
relaxes some vehicles to the average speed in the relaxation process rather than to
their desired speeds. That is, the speed-density shows a § function (physically, we
mean that the number of vehicles traveling in a specific speed range, say 3 to 5 ft/sec,
is substantially higher than those immediately outside of that range) at v = ¥, the average
speed. However, the fact that the validation study (4) shows no significant improve-
ment can be interpreted to mean that the assumption of being relaxed to the average
speed is physically ungrounded. Furthermore, inno way does it solve the pileup problem.
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The Boltzmann type of models shows even worse results in high concentration, in that
the speed-density becomes negative for certain ranges of speeds when concentration
increases to a certain extent, particularly when the average speed becomes less than
the minimum desired speed. Under such circumstances, Prigogine et al. (3) were
forced to assume that a fraction of the vehicles had to have 0 speed. The Appendix
gives a more detailed description of the basic and generalized Boltzmanntype of models.

A clearly unsatisfactory property of the Boltzmann type of models is that the actual
minimum and maximum speeds are unchanged from the desired minimum and maximum
speeds. This property is reflected in the relaxation process, in that the vehicles are
relaxed to their original desired speeds after the interaction with other vehicles.

Qur first attempt to modify the Boltzmann type of models is to incorporate a shifting
process in the relaxation process. This shifting process shifts the desired speed at
higher concentration toward lower speeds, uniformly through a shift parameter y. We
shall call this shifted speed-density the relaxed speed-density. When the desired
speed-density in the relaxation process of the basic Boltzmann type of model is replaced
by the relaxed speed-density, we have obtained the modified Boltzmann type of model.
The parameter y depends on the overall vehicle concentration rather than on the local
concentration. That is, we ignore the spatial correlations among vehicles that exist in
real traffic in a manner consistent with that in which the interaction process is handled
in a Boltzmann type of model. By doing this, we achieve smaller variation in speeds
and lower maximum and minimum speeds when vehicle concentration increases. These
properties are desirable.

Our second model uses the shifting process alone and neglects the interaction, re-
laxation, and adjustment processes in the original Boltzmann type of models. We shall
call this simple model the shift model. Validation results of this shift model will give
indications of the importance of the shifting process concept, compared to other Boltz-
mann processes.

As in the previous validation study (4), only the time-independent, space-homogeneous
case is considered. Available Federal Highway Administration data are most suitable
for this type of validation, and the Boltzmann type of integrodifferential equation can
easily be solved for this case.

MODIFIED BOLTZMANN AND SHIFT MODELS

The basic objective of the Boltzmann type of model is to predict the speed-density
function f(x, v, t) at any vehicle concentration from a knowledge of the desired speed
or free speed density function f°(x, v, t). It is assumed that this desired speed-density
is realized in the limit of very dilute vehicle concentrations.

We define f(x, v, t) = speed-density function of vehicles at time t and point x whose
actual speed is v considered with respect to space.

The corresponding desired speed-density function is £°(x, v°, t) = speed-density func-
tion of vehicles at time t and point x whose drivers have desired speed v° considered
with respect to space.

In addition, relaxed speed-density is defined as f*(x, v¥, t) = speed-density function
of vehicles at time t and point x whose drivers have relaxed speed v* considered with
respect to space.

We also define v,,y, Vain = upper and lower limits respectively of the actual speeds,
and define Vi, Vota, Vanx, Viia Similarly.

The space-mean speed can now be defined as

(o @]
V(x, t) = / vi(x, v, t)dv
0

The desired space-mean speed, v°(x, t), and the relaxed space-mean speed, v*(x, t),
are defined similarly.

Available Federal Highway Administration traffic analyzer data were measured ac-
cording to time (4). A transformation between space and time data (5),

£,(v) = (F/v)f,(v)



where the subscripts t and s denote time and space respectively, was used to obtain
spacewise data. This paper considers only the analysis and validation of speed-density
in space; the case of speed-density in time can be similarly carried out.

The relaxed speed-density £* is hypothesized, being obtained through a shifting pro-
cess of the desired speed-density.

f*x, v*, t) = +°(x, V%, t) (1)

and
V0 = yv* (2)

We shall call Y the shift parameter in the sequel. This shift parameter ¥ is assumed
to be a function of concentration ¢ with the following properties

y = 1, limit y = 1, and limit y =0
c-0 c-c,

where c, is the jam concentration.
It is easy to see that f*(x, v*, t) is indeed a probability density function as

(ea] (ee]
/ *(x, v, t)dv* = / v, V%, t) (dv®/y) = 1
0 0

since f°(x, v°, t) is a probability density function.
As in the previous work (Appendix), the rate of change of £(x, v, t) with time is ex-
pressed as

ldf(x, v, t)V/at = {[af(x, v, t)]/at} + {3f(x, v, t))/ax]} - (dx/dt) ®@)

and the change of f within time is assumed here through 2 processes: the interaction

process and the relaxation process. Here we have neglected the adjustment term be-
cause it was shown earlier (1) that the relaxation and adjustment terms could be com-
bined as -

(3f/3t)er + (F/3they = - [(f -D/T"]

where
F=nf’s (1-n)ostv-7),
n="T /T,

T’ =T/(1+ AT),

and T and ) are the relaxation time and the adjustment constant respectively (Appendix).
This simply means that the relaxation process relaxes speed back to f rather than £°.
More precisely, n fraction of vehicles relaxes back to f°, and (1 - n) fraction relaxes
back to v. Therefore, we can write Eq. 3 as

df/dt = (af/at)mt + (Bf/at)rel (4)

Gf/3tha = (1 - P)(F¥ - v)f (5)



Gf/at)ea = - [(E-1)/T") (6)

where P = probability of passing. The contribution to the time rate of change of f due
to the interaction process is analogously the same as before (1).

The relaxation process in the present model assumes f relaxes back toward f* rather
than toward f°. That is,

(f/3t)eer = - [ - £7)/T] )

instead of Eq. 6 in the generalized Boltzmann type of model.
Finally, the interaction term in Eq. 5 and the relaxation term in Eq. 7 are added
together to obtain the modified Boltzmann type of equation for traffic flow.

df/dt = (1 - P)(v - v)f - [(f - £*)/T] (8)
For time-independent, space-homogeneous traffic flow, Eq. 8 reduces to
fv) = [ M1/ - Bv - v)1 = (H°OV) VL - BV - V)] 9)

where 8 = (1 - P)T.

The incorporation of an adjustment term by Prigogine et al. (3) has achieved qualita-
tively the effect of follow-the-leader type of traffic theory. Because the decrease in
speed dispersion (variance) is a major consequence of this adjustment, we can see that
it is also achieved through the shifting process, i.e., var(v*) = 1/y¥* var(v°) (for proof,
see an earlier paper, 6) in the modified model. Furthermore, the vehicle concentration
can be divided into 3 sections, corresponding to cases A, B, and C (Appendix), and the
basic and generalized Boltzmann type of models produce realistic speed-densities only
for case A. The introduction of ¥ gives realistic speed-densities for the entire range
of vehicle concentration by shifting both maximum and minimum speeds toward lower
values, that iS, Veex = Viax = 1/ Voay and Vg, = Vain = 1/7 v.. Therefore, we have achieved
the objective of extending the model so that it is applicable over a wider range of vehicle
concentrations. The available experimental data support our argument that maximum
and minimum speeds decrease at higher concentration. Thus, our proposed modified
Boltzmann type of model retains the general Prigogine form but relaxes speed toward
f* rather than 2. By doing this, we have retained all desirable properties and deleted
the shortcomings.

We shall focus our discussions and validations on the modified model (Eq. 9).

Some interesting properties of ¥ and g8 are illustrated below.

y = ¥/t

Y = O/ (") (10)
for positive integer n.

0% = (1/v% o2 (11)

where ¢ and g% are the variances of v* and v° respectively.
Y q,
Yosr = T IE (12)

and ¥ takes its maximum value, Y,.,, When 8 = 0.



g = @ -7v)/o? (13)
where o is the variance of v.
B < 1/(¥ - Vai) (14)

The proofs are given in an earlier paper (6).

Some of the important and interesting properties of the Boltzmann type of models
have been described in the Appendix. In the following discussion, we shall see that the
modified model retains all promising pr *pertles and avmcls the shortcommgs

The property that ¥ = 1 implies that V" <V, Viia € Va, and v, sv.,,,, and we are now
free of the restriction that the actual max1mum and minimum speeds do not change
from the desired maximum and minimum at very dilute concentration. These differ-
ences do exist, as we shall see later in validation. EmplrJ.c'llIy, we should have v - 0
when ¢ - ¢; and v - v’ when ¢ -0. This means that in the former case vy, = Yaax = 0,
an obvious change irom the desired minimum and maximum. The modified model gives
Y +00a8 € <€y, OF Vit = Vang = D a satlsfactory result In the latter case, the modified
model gives ¥ - 1 (ts c -0, or v.l,, = v.l,,, v o= vm, again a satisfactory result

The property cr s = {1/‘}' ) o' o implies that the variance (dispersion) of v*, and con-
sequently of v, decreases when traffic concentration increases, a phenomenon observed
in the experimental data. This also retains the major merit of the adjustment term in
the generalized Boltzmann type of model without the physically unsound condition that
a finite percentage of vehicles have to travel exactly at the speed V.

The role of B, as we examine Eq. 9, is to increase the speed-density at speeds v <V
and decrease the speed-density at v >V. This is the same as was observed from the
Boltzmann type of models. However, here we have imposed a bound (Eq. 14) on 8 so
that the speed-density will never be negative. This enables us to avoid the unrealistic
assumptions that f has a pole at v = 0 and is 0 between v = 0 and v = v,.

The relations among the desired speed, the relaxed speed, and the actual speed-
density functions are shown in Figure 1. Contrary to the Boltzmann type of models
(Fig. 11), this modified model represents the entire v - ¢ (speed-concentration) range
and does not give poles at v =V, Vv = V11, Or v = 0 unless the traffic is at jam concentra-
tion, in which case £(v) = 5(v), or unless the desired speed-density specifies poles at
certain v. When concentration increases, v, and v,,x shown in Figure 1 will shift
farther left through a larger value of ¥ and will not go beyond v = 0, in which case ¥ = <o,

A second model, called the shift model, that uses only the shifting process to describe
traffic flow and ignores all other Boltzmann type of terms (i.e., interaction, relaxation,
and adjustment) is also proposed. This model has the following form:

f(v)

ymﬂxfo (ymnxv)
/%) £UT/T) v) (15)

Although the shift model is simple in structure, the desired properties of decreasing
minimum and maximum speeds and the speed variance at higher concentrations are
achieved. We summarize the properties of the shift model as follows:

1 Yy = V/T27°/T" =% Yaax ~ L whenc - 0 (7 - v°) and Yeax » < when ¢ » ¢, ([ - 0).

2. o° = (1/¥4.) ¢%. The variance of computed speed by the shift model is 1/'J"m of
the variance of the desired speed. We have, therefore, achieved the decrease in speed
variance.

3. Vain = (1/Yaax) Voin and Vaay = (1/%aax) Veax. The minimum and maximum speeds from
the shift model are reduced to 1/7,.. of the desired minimum and maximum respectively.

In the next section we shall see that the shift model, which uses only the shifting
process (Eq. 15), produces good validation results. On the contrary, the basic and
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generalized models that use interaction, relaxation, and adjustment processes without
the incorporation of the shifting process produce very poor validation results. This
suggests that the shifting process alone plays a much more dominant role in describing
traffic flow compared to the interaction, relaxation, and adjustment terms in the Boltz-
mann type of models.

VALIDATION PROCEDURE AND RESULTS

We attempt to validate the modified Boltzmann type of model and the shift model and
compare them with the basic and generalized Boltzmann type of models for time-
independent, space-homogeneous conditions and for low-to-moderate vehicle concentra-
tions because (a) the closed-form solution is available in Eq. 9, (b) the available traffic
analyzer data represent these conditions, and (c) the basic and generalized Boltzmann
equations are promising only for concentration ranges given by case A (Appendix). We
are also planning to use aerial photographic data for similar studies so that these models
are tested over 4 variety of sites and vehicle concentrations.

Equations 9 and 15 represent relations between the actual speed-densities at any
traffic concentration for the modified Boltzmann and the shift models and the desired
speed-density or free speed-density realized at very dilute traffic concentrations. The
basic approach is to validate the relation between f° and f given by Egs. 9 and 15. For
this purpose, the desired speed-density f° is measured, and the other parameters of
Eq. 9 are determined; the actual speed-density f can be computed from £’ for any con-
centration. To evaluate the validity of the model requires that such computed speed-
densities be compared with speed-densities that have been measured at different con-
centrations.

The validation for Eq. 15 is straightforward, as there is no parameter estimation
involved. However, the parameters ¥ and 8 in Eq. 9 need to be determined from ex-
perimental data. Although g has an analytical expression (Eq. 13)

B =" -v)/d?

it is difficult to obtain its value without knowing V*, or equivalently ¥, and c‘z,. Further-
more, the calculation of ¢® requires far more information than the average speed ¥.
Therefore, we proceed as follows.

Given the model

fv) = {(f*@)/[1-BF-v)I}+ € = {(°OV/[1-B8F-V)1)+ ¢ (16)

Find ¥ and B such that

1<y=s /9
oo
/ {ri*v) V1 - ¥ - v)]} dv =1 (17
0
and
d* = / (f(V) = {[')’fo(‘)/v)]/[l - BW = V)]})Zdv (18)
0

is minimized. We note that there is one, and only one, value of g besides 0 satisfying
the normalization of Eq. 17. Proof is given in an earlier paper (6). The variables
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f(v), v, and £°(v) are respectively the measured speed-density function, its space-mean
speed, and desired speed-density function realized at very dilute concentration. ¢ is
introduced here to represent errors caused by measurements, traffic disturbances, and
so on. The minimization of Eq. 18 is the standard least squares minimization, and d?
is a measure of goodness of fit.

The desired speed-density at very dilute concentration f°, the actual speed-density f,
and the space-mean speed corresponding to f are computed from the available traffic
analyzer data. There are 5 data sets considered as 5 constant flow levels; these are
represented by the 5 circles shown in Figure 2. The flows and concentrations are the
sums of 2-lane traffic. The 3 lowest flow levels are used to estimate f°(v) and the 2
highest flow levels are used for experimental validation.

We first make the following computations:

1. f”, estimate of desired speed-density function in space, calculated by =0+ 1+
£3)/3, where fi, {5, and f; are the speed-density functions of the lowest 3 flow levels
shown in Figure 2. The estimate {° is shown in Figure 3.

2. 1, estimate of speed-density function at a flow above free-flow level. The highest
2 flow levels shown in Figure 2 represent this case. They are 2,345 cars/hour and
3,695 cars/hour corresponding to concentration 49.5 cars/mile and 88.4 cars/mile
respectively (for 2-lane). Figure 4 shows an example ofﬁf for the 2,345 cars/hour flow.

3. Vv, estimate of space-mean speed corresponding to f and computed as the harmonic
mean, 1/(1/n Z 1/v;), of the speeds vi, Vv, ..., Va of the successive cars passing the ob-
servation point.

The value found for \%O, the estimated desired mean speed, was 48.18 mph, and the
estimates v for the 2 flow levels of 2,345 and 3,695 cars/hour were 47.43 and 41.92
mph respectively. Next, various trial values for ¥ were selected from the range 1 < ¥
< V°/¥, and a corresponding value of 8 was calculated from Eq. 17,

Each pair of ¥ and 8, along with the estimates given above, 1, and so on were then
used in the modified Boltzmann type of Eq. 9 to calculate estimated speed-density f for
each of the 2 flow levels. The number d* in Eq, 18 was computed for each choice of
parameters ¥ and g in which we use f for { and Pfor [yf*(yv)1/[1 - B(¥ - v)], and the
""best' fit was then determined to be given by the values of ¥ and g that resulted in
minimum d?,

Before discussing these results, let us first examine the criterion on which one can
decide whether a particular calculated speed-density is a ""good' fit to the experimental
density. We first need some measure of the scatter (i.e., fluctuations) in the experi-
mental speed-densities. Because our estimate of the desired speed-density f° was ob-
tained by averaging 3 low flow-concentration periods, the sum of the squares of the
differences between these 3 low speed-densities (taken pairwise) would be a reasonable
measure of the fluctuations of the experimental data. These 3 densities are based on
observations of 674, 1,090, and 945 vehicles respectively. The sum of squares, d?, of
density differences was found to be 0.0026 (between 1 and 2), 0.0028 (between 1 and 3),
and 0.0035 (between 2 and 3). Next, because the 2 higher flow-concentration periods
against which we validated the model are based on observations of 984 and 1,369 vehi-
cles (i.e., numbers of vehicles similar to those in the low-concentration periods), we
argue that any model prediction of a speed-density that results in a sum of squares of
differences (when compared to the corresponding experimental distribution) of approxi-
mately 0.003 or less would be acceptable.

Table 1 gives our findings. First, it is clear that the lower density case is relatively
uninteresting. All of the sum of squares of differences are similar and come close to
our criterion for significance. Here it makes little difference whether we use the basic
Boltzmann model with ¥ = 1 and 8 determined by Eq. 17 or the generalized Boltzmann
model (it happened that X = 0 gave the best fit) or the modified Boltzmann model with ¥
and B8 chosen to give least squares or even the simple shift model that uses %,.,. These
results for the lower density case are hardly surprising when one refers to data shown
in Figure 2. There is very little deviation from a flow versus concentration linear
relation (i.e., V is only 0.75 mph less than v’). Thus, all of the various models make
very minor adjustments on their inputs, £, and return density, ?, that compares some-



Figure 1. Actual, f, desired, f°,and ¢ ¢*

relaxed, f*, speed-density functions.
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Figure 5. Measured and computed speed-densities by basic Boltzmann.
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Figure 6. Measured and computed speed-densities by generalized Boltzmann.
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Figure 7. Measured and computed speed-densities by modified Boltzmann.
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what favorably with f therefore, in the low-concentration case, these models do not
produce significantly different results. We also notice that all of the trial values of ¥
and B within these ranges gave roughly the same sum of squares, d? and that ¥ = ¥,.,
and g8 = 0 yield an acceptable fit even though we are then dealing W1th only the shifting
process. Figure 4 shows the computed speed-density obtained from this shift model.
Results obtained by using other models are very similar, and there is no need to show
them graphically.

Now let us examine the results given in Table 1 for the higher density and flow case,
88.4 vehicles/mlle and 3,695 vehicles/hour (2 lanes). For this case, v = 41.92 mph
compared to v° = 48,18 mph So, there is a 15 percent drop off in space-mean speed
(i.e., Yeax = 1.149). The basic Boltzmann type of model with g8 = 0.0861 yields poor
predictions of the speed-density. It gives a d® of 0.0495, which is outside of our cri-
terion (0.003) by more than an order of magnitude. The generalized Boltzmann type
of model with g = 0.091 and X\ = 0.622 gives a d® of 0.0467, which does not show signif-
icant improvement. These values of 8 and A were the best possible fit values (the ones
that gave the least d®) one could determine by trying all the possible pairs of 8 and .
The failure of the Boltzmann type of models at this density has been reported previously
(4) and is partly due to the large pileup of cars around vy,. Figures 5 and 6 show the
speed-density obtained from the basic and generalized Boltzmann models respectively.

This problem of pileup of vehicles at low speeds is relieved by the introduction of
the shift parameter Y in the modified Boltzmann type of model (Fig. 7). The best fit
values of ¥ and 8, 1.116 and 0.036 respectively, for the modified basic Boltzmann model
gives a d? of only 0.0012, which is well within our criterion. Thus, the introduction of
a shifting process has resulted in a reduction of d° by a factor of 40. Data g1ven in
Table 1 further show that the results of using the shift model (8 =0, ¥ = Yux = V/¥ =
1.149) give a d® of 0.0015, which is only slightly less optimal (and Stlll well within the
criterion) than the best posmble Y and B fit case for the modified basic Boltzmann model
(Fig. 8).

CONCLUSIONS AND APPLICATIONS

The results of this study have shown that the Boltzmann type of statistical models
put forward by Prigogine et al. can be improved significantly by the incorporation of a
shifting process, which results in a modified Boltzmann type of model when the shifting
process is included in the basic Boltzmann model. A shift model that uses this shifting
process alone has also been studied and has shown good results. The important obser-
vations of the 2 new models, as well as the basic and generalized Boltzmann type of
models, are summarized below.

1. The basic Boltzmann type of model is described by the interaction and relaxation
processes. The main objective of this model and of the other 3 models is to predict
speed-density function at any vehicle concentration based on the knowledge of the de-
sired speed-density function. This model says

fv) = [(£'(v)1/[1 + Blv - V)]

It can be shown that there is only one value of 8 that normalizes f (6) for given knowl-
edge of f’(v) and the average speed V at that concentration. Therefore, given the V - ¢
relation and the knowledge of f°(v), one can easily compute the speed-density function
for any concentration.

It can also be shown that there is only one value of average speed V that normalizes f
(6) for given knowledge of °(v) and the value of 8 at that concentration. Therefore,
given the B - ¢ relation and the knowledge of £°(v), one can easily compute the v - ¢ rela-
tion for the freeway and its corresponding speed-density functions for every concentra-
tion. It should be mentioned here that there is no need to know P and T [8= (1 - P)T]in
the computations given above. However, the fact that this model gives poor validation
results indicates that it has little application value.
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2. In the generalized Boltzmann type of model,
f(v) = [£°(v) + 286(v - ¥)1/[1+ M8 + B(v - V)]

an adjustment process is added to the interaction and relaxation processes. In this
case, 2 parameters, A and g8, are to be determined. However, g8 can no longer be de-
termined by merely normalizing £(v). A direct way to obtain g is to estimate P and T
as functions of concentration, for which no relations are available at present, and then
to obtain A by normalization. An indirect way is to use (_t_l_)

B =G -v)/ol

and determine A by normalization. In this case, we need the relation of cf. with traffic
concentration.

Therefore, given the 8 - ¢ (or ¢? - ¢) and ¥ - ¢ relations and the knowledge of £°(v),
one can compute the speed-density function for any concentration by selecting a value
of A that meets the normalization requirement of the speed-density function. Or, given
the B - ¢ and X - c relations and the knowledge of £°(v), one can compute the ¥ - ¢ rela-
tion for the freeway and its corresponding speed-density function for any concentration.
However, at present there is no easy way to determine the 8 - ¢ or A - ¢ relation for a
freeway. In addition to these difficulties, the validation results show that the general-
ized Boltzmann type of model produces poor results for all possible combinations of 8
and A. Therefore, we again argue that this model is of little importance in terms of
application.

3. The modified Boltzmann type of model was obtained by replacing the desired
speed-density in the relaxation process of the basic Boltzmann type of model by a
relaxed speed-density, produced by the shifting process. This results in

fv) = [y°0v)l/[1 + Bv - V)]

The shift parameter ¥ is concentration-dependent. Although B is determined if P and T
are determined, it is not independent of ¥ because, when the value of ¥ is assigned,
there is only one 8 that normalizes f(v).

Furthermore, our validation results suggested that the shifting process is far more
important than the other processes. Therefore, we should determine ¥ first and obtain
B by normalizing f(v). The validations show good results for the best possible value of
v, indicating a potential application of the modified Boltzmann type of model. To make
use of this model, however, requires that a direct relation between ¥ and concentration
be determined.

Therefore, given the ¥ - ¢ and ¥ - ¢ relations and the knowledge of f° (v), one can
compute the speed-density function for any concentration by selecting a value of g that
meets the normalization requirement of the speed-density function. Or, given the ¥ - ¢
and 8 - ¢ relations and the knowledge of °(v), one can compute the ¥ - ¢ relation for the
freeway and its corresponding speed-density function for any concentration. However,
at present there is no easy way to determine the ¥ - ¢ and B - c relations for a freeway,
and the resulting calculations will require the need of a computer program to compute
f(v) by meeting the normalization requirements of the density function.

4. The shift model is obtained by using the shifting process alone and neglecting the
interaction, relaxation, and adjustment processes. The resulting model

£V) = Yaurf (aaxv) = (@°/9) £0F/7) v]

was shown in the validation to be only slightly less optimal than the best possible modi-
fied Boltzmann type of model and still much better than the basic and generalized Boltz-
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mann type of models. This suggests that the concept of the shifting process by itself
plays a much more dominant role to describe traffic than when it is compared with the
interaction, relaxation, and adjustment processes in the Boltzmann type of models.
The shift model has great application value, for we need only to know—in addition to
the desired speed-density—the mean speed at any vehicle concentration (v - ¢ relation).
Therefore, given the v - ¢ relation (or, equivalently, %, - ¢ relation, because Yy x =
¥°/%¥) and the knowledge of £°(v), one can compute the speed-density function f(v) for any
concentration. The relation of V - ¢ and f°(v) for any freeway can be obtained relatively
with less difficulty as compared to the ¥ - ¢ or 8 - ¢ relation.
Many theories have been developed to obtain the v - ¢ relation. For example, Pipes
(7) suggests

v =%0-(c/c¢))]", n>0 (19)

USINg Yaax = V°/¥, Yeax Can be plotted easily. Figure 9 shows the %,,, - ¢ relation
based on our experimental data. If ¥,.(c) is known , the shift model is able to predict
the speed-density at any concentration through

f(V) = ')’“xfo(‘)’nxV) = [VO/V(C)] fo{[VO/V(C)]V} (20)
If theV - c relation is that specified in Eq. 20, then
‘ymax = [1 = (c/cj)]_n, n>0 (21)

Clearly, Yux 2 1, Yaax = 1 Wwhen ¢ = 0, and %, = & when ¢ = c,.

The space-speed-density is definitely related to space-headway distributions and,
consequently, influences the lane-change and car-following behavior. We expect that
the more accurate speed-density prediction will eventually help to develop better free-
way control strategy.
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APPENDIX
BASIC AND GENERALIZED BOLTZMANN TYPE OF MODELS

The speed-density function f(x, v, t) was assumed by Prigogine et al. (2, 3) to change
with time only as a result of 3 traffic processes: relaxation, interaction, and adjust-
ment; i.e.,

df/dt = (f/at) + vGI/at) = (f/athe + Bf/3t)hat + BL/3t)aay (22)
and
(af/at)rel = = [(f = fo)/T] (23)
Gf/3thae = (1 - P)(V - v)f (24)
(f/othas = M1 - BP)B(v - 7) - £] (25)
where
P = probability of passing = 1 - (¢/c,);
T = relaxation time = [7(1 - P)]/P;
A = unknown parameter for adjustment;
¢; = jam concentration; and
T = proportionality constant.

The parameters T, P, and A are all functions of concentration.
For time-independent, space-homogeneous traffic flow, the solution of Eq. 22 is

fl1+ 28+ v -7)1= £+ Ago(v - V) (26)
where g = (1 -P)T; or
f(v) = [£2(v) + 286(v - Y[ + A8+ Blv - ¥)] 27

Equation 27 is called the generalized Boltzmann type of model for A £ 0 and the basic
Boltzmann type of model for \ = 0.

We note that ¢ = 0 implies that P.= 1 and T = 0; thus, 8 = 0. In this case, Eq. 27
reduces to

f=1
When ¢ = c;, we have P = 0 and T = oo; thus, 8 = co. In this case, Eq. 27 reduces to
f=28(-v)

Both extreme cases represent physical realism. It is also interesting to see how X
and B play the role in the relation between f and f° for arbitrary c, where 0 < ¢ < c;.
For the basic Boltzmann type of model we have A = 0 and

fv) = I°MV/I1+ Blv - )] (28)

It is easy to see that for v >V, 1/[1+ B(v-V)l<1;forv="7, 1/[1+ 8(v-V)]=1;
and for v<v, 1/[1+ 8(v -Vv)]>1. The role of 8 is thus to skew the speed-density
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toward lower values and subsequently to produce a Vv smaller than v°. In other words,
the speed-density f decreases to a smaller value from the desired speed-density f°
when speeds are higher than the space-mean speed of f, remains the same when equal,
and increases when lower.

Furthermore, with the adjustment term X # 0, we have

1/[1+Bv -+ BAl<1/[1+ B(v-7)]

and the resulting generalized Boltzmann speed-density decreases everywhere between
Vain and vy, €xcept at v = ¥V, where there is an increase of density represented by the
s-function of magnitude X8/(1 + B\).

The Boltzmann type of models are also influenced by vehicle concentrations. That
is, we have these 3 cases discussed below.

Case A

1+ A8 - B(V - Vaia) >0 (29)

This is the most realistic case, and a previous validation study (4) concentrated on
this case. Figure 10 shows the speed-concentration (v - ¢) curve corresponding to the
Boltzmann type of models. The 5 circles are the same 5 flow levels shown in Figure 2.
Case A corresponds to the range 0 < ¢ < c;, case B corresponds to ¢ = ¢;, and case C
corresponds to ¢, < ¢ < ¢;. The Boltzmann type of models producesadrop inV at ¢ = ¢,
by an amount of v,;,. We shall explain this point in the discussion of cases B and C.

Case B

1+ X8 - BV - Vaa) = 0 (30)

This case corresponds to the situation when ¢ = c;. The average speed is determined
from Eq. 30 as

V= X+ Vata + (l/ﬁ)

It can be seem from Eq. 27 that f has a pole at v = vyy,.
Case C

1+ A8 -8 - Vo) <0 (31)

This case corresponds to the situation when ¢; < ¢ = ¢;. In this case there exists a
V1 > Vuo such that

1+ 2-8V-v) =0

This means that f is singular at v, and negative for v, < v < v;, which is absurd from
a physical point of view. To compensate for this, Prigogine et al. (3) had to assume
that some vehicles were traveling at 0 speed. Comparing case C to case B shows that
there is a reduction of average speed of v,;, or a decreasing flow, Aq = CiVai,, at ¢ = cy.
That is, the Boltzmann type of models produce a discontinuity in the ¥ - ¢ (speed-
concentration) curve as shown in Figure 10. Speed-density functions of the basic and
generalized Boltzmann type of models corresponding to the 3 concentration ranges,
O<ec<ecy c=cy, Cr<c<c; (cases A, B, and C respectively), are shown in Figure 11.
Only case A is promising in terms of physical reality.



LANE-CHANGE FREQUENCIES IN FREEWAY TRAFFIC FLOW

Juergen Pahl, University of California, Los Angeles

Lane-change frequencies of exiting vehicles close to their intended off-
ramp and of through vehicles were determined empirically for an 8-, a 6-,
and a 4-lane freeway site. The results were obtained for various flow
levels and as a function of upstream distance from the off-ramp. The data
base used in this study was acquired by a methodology that involved aerial
photographic techniques and that resulted in digitized space-time trajec-
tories of all vehicles traversing the study sites. For each studied flow
level at the various sites, lane-change frequencies are presented for each
lane pair as well as for both exiting and through vehicles independent of
lanes. The results show clearly that the greatest frequency of exiting-
vehicle lane changes is toward the right lane and that a corresponding in-
creased frequency of through-vehicle lane changes is toward the left lane.
At the off-ramp, where the exiting vehicles leave the freeway, through ve-
hicles have been shown to move back toward the right lane and to have high
lane-change frequencies.

*WHEN a driver on a freeway far from his intended exit catches up to a slower driver
in front of him in the same lane, he will usually attempt to change lanes in order to
maintain his speed. However, if the driver intends to exit at a nearby downstream off-
ramp, his behavior will be different because his primary concern will be to move to-
ward the right lane. Such differences in lane-change characteristics of exiting-vehicle
drivers in the vicinity of their intended exit from those of through-vehicle drivers may
result in special operational and safety problems in the vicinity of off-ramps.

Some limited research results on lane-change behavior in freeway traffic flow are
available (1, 2, 3, 4); but there is currently a strong need for more detailed research
results to improve the understanding of how the lane-change characteristics affect the
operational and safety features of freeway traffic flow. In response to this need, this
paper presents data that detail the lane-change frequencies for exiting vehicles up-
stream of their intended off-ramp as well as for through vehicles as a function of flow
level and distance from the off-ramp. The necessary data base for this study was
acquired by the use of a recently developed aerial photographic technique (_5).

AVAILABLE DATA

The 3 freeway sites selected each contained an off-ramp and an upstream section of
the freeway. The sites were situated in the Los Angeles area and consisted of an 8-
lane freeway (Ventura Freeway, westbound, at White Oak Avenue off-ramp), a 6-lane
freeway (Santa Ana Freeway, southbound, at Washington Boulevard off-ramp), and a
4-lane freeway (Newport Freeway, northbound, at Katella Avenue off-ramp). More
details as to the location and geometric design features of these freeway sites are
presented in another report (5).

The data were collected with a 70-mm Maurer camera operated from a helicopter
that hovered over the studied freeway site. The camera took pictures at time intervals
of 1 sec, and the length of the photographed freeway section was of the order of 1 mile.
The pictures were scanned in successive order so as to obtain digitized positions of
vehicles. A specialized software system deduced individual trajectories from the
digitized vehicle coordinates. The resulting trajectories yield the space-time history
of each vehicle within the studied freeway site. They include longitudinal and lateral
position and speed for each car in time intervals of 1 sec.
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The acquired data were subjected to a statistical analysis to isolate those time
periods in which the average flow level remained constant. The length of the obtained
time periods ranged from 1.5 to 15 min. The data were aggregated into groups where
the average flow levels of the selected time periods differ only within a small range in
order to improve the statistical significance of the derived analysis results. Table 1
gives the resulting data groups that were used for this study (more details are given in
another report, 5).

On the 8-lane freeway for medium and high flow, data in the range from 5,250 to
9,450 ft were obtained from basically the same data sample that was used to obtain the
data in the range from 0 to 4,800 ft. For this purpose, the license numbers of the cars
traversing the freeway site were photographed by a ground camera system and later
assigned to the corresponding car trajectories. License numbers were also recorded
at the first off-ramp downstream from the study site, and thus lane-change frequencies
could be obtained from the data taken at the study site for cars that were between 1 and
2 miles from their intended off-ramps. In this case, through vehicles were redefined
as all vehicles that did not exit at the downstream off-ramp. Therefore, the results
obtained for through vehicles between 1 and 2 miles are based on partially the same
vehicle sample as the results between 0 and 1 mile—a fact to be considered very care-
fully in the interpretation of the results.

The acquired data were also analyzed to obtain traffic flow characteristics, such as
lane distributions of vehicles, overall speed distributions, speed distributions for each
lane, and gap acceptance, as a function of upstream distance of through and exiting ve-
hicles from the exit ramp.

DATA ANALYSIS

For the data analysis, each of the study sites was divided into zones 600 ft in length
starting at the nose of the off-ramp and progressing upstream. In each zone all lane
changes of exiting and through vehicles were determined and classified by lane-change
type; i.e., the number of changes from lane 1 to lane 2, from lane 2 to lane 1, from
lane 2 to lane 3, and so on was obtained for the various data groups. Trajectories that
entered the sites but terminated before reaching the off-ramp were excluded from this
analysis because they could not reveal whether they were exiting- or through-vehicle
trajectories (such trajectories can be generated at the end of a data collection period).

If the number of changes by through vehicles from lane i to lane j in the zone at dis-
tance d from the off-ramp is denoted by n; , (d), the frequencies of through-vehicle lane
changes

L1,y 5(d) = ny,,(d)/[N(d) x 0.1135 mile] (1)

were formed in each zone. N(d) is the total number of through-vehicle trajectories
that were available in the zone, whereby a trajectory that did not extend all the way
through the zone was only counted as that fraction of one that equaled the available
trajectory length in the zone divided by the length of the zone. The division by 0.1135

Table 1. Average flow levels of study sites.

Number Avg Number of

of Vehicles/Hour Time

Freeway _—-m - wm m 0 Period

Lanes Flow Through Exiting (sec)

8 Low 4,450 4317 1,040
Medium 5,520 595 1,120
High 7,320 771 2,525

6 Medium 4,440 484 400
High 5,680 560 180

4 Medium 2,520 427 1,405
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mile, the length of a zone, in Eq. 1 yields results in terms of number of through-vehicle
lane changes per through-vehicle-mile in each zone.
Correspondingly, the frequencies of exiting-vehicle lane changes,

Le,1,4(d) = e4,;(@)/[E(d) x 0.1135 mile] @)

were formed in each zone, where e,,,(d) is the number of exiting-vehicle lane changes
from lane i to lane j in the zone at distance d from the off-ramp, and E(d) is the total
number of exiting-vehicle trajectories [analogous to N(d)] that were available in the
zone. The results from Eq. 2 yield the number of exiting-vehicle lane changes per
exiting-vehicle-mile in each zone.

Furthermore, the frequency of any lane change of a through vehicle per mile was
computed by forming the sum 2 L:,1,,(d). Correspondingly, the frequency of any

1]

exiting-vehicle lane change per mile was computed by forming the sum 12 Le,1,;(d).

p |

RESULTS

The obtained lane-change frequencies per vehicle-mile are shown in Figures 1 through 6.
For the sake of simplicity, all data points are plotted at the midpoints of the zones for
which they were obtained, although they actually present an average value over the
entire zone.

The sample sizes represented in these figures range from a few to about a hundred
lane changes, depending on the data group (the actual results are presented in an earlier
report, 5, Appendix F). This means that many of the variations of the plotted data
points are statistically insignificant. Therefore, smooth curves have been hand-fitted
through the data points with an attempt to indicate only statistically significant features
of the data. In the figures showing lane-change frequencies classified by lane-change
types, data points for very small sample sizes were omitted.

SUMMARY AND CONCLUSIONS

The largest sample sizes occur in the 3 data groups for the 8-lane freeway. For
each of these data groups, Figures 4, 5, and 6 show a pronounced maximum of through-
vehicle lane changes from the left lanes toward the right lanes in the zone right at the
off-ramp, i.e., from 0 to 600 ft upstream of the off-ramp nose. In this zone, the lane-
change frequencies from lanes 2 to 1 are consistently higher than the corresponding
frequencies of lane changes from lanes 3 to 2 and lanes 4 to 3. Another set of maxima
appears in the zones from 3,600 to 4,800 ft but for the opposite types of lane changes,
namely, lane changes from lanes 1 to 2, lanes 2 to 3, and lanes 3 to 4.

These features can be explained if seen in relation to the corresponding behavior
of exiting vehicles shown also in Figures 4, 5 and 6. Pronounced maxima of exiting-
vehicle lane changes from lanes 2 to 1 occur in the zone from 1,800 to 2,400 ft for low
and medium flow and in the zone from 2,400 to 3,600 ft for high flow of the 8-lane free-
way site. Maxima for lane changes from lanes 3 to 2 and lanes 4 to 3 are less pro-
nounced and appear at larger distances from the off-ramp than the maxima for the
exiting-vehicle lane changes from lanes 2 to 1.

Combining these features for through and exiting vehicles reveals that through ve-
hicles change lanes toward the left as exiting vehicles change lanes toward the right
upstream of the off-ramp. As the exiting vehicles exit in the zone from 0 to 600 ft,
through vehicles move back into the right lane with a high lane-change frequency; this
also causes increased lane-change frequencies of through vehicles from lanes 3 to 2
and lanes 4 to 3.

Analogous behavior, although less pronounced, is found for the 6-lane freeway site
for medium flow. For high flow on the 6-lane freeway site, exiting-vehicle lane changes
were too sparse to be shown on a meaningful graph. But data shown in Figure 2 sug-
gest that the frequencies of through-vehicle lane changes from lanes 2 to 1 and lanes 3
to 2 do not have maxima in the zone from 0 to 600 ft from the off-ramp nose.
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Figure 1. Four-lane site, medium flow.
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Figure 3. Six-lane site, medium flow. o Lane 1 —2
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For the 4-lane freeway site, Figure 1 shows that the maximum of the frequency of
exiting-vehicle lane changes from lanes 2 to 1 occurs in the zone from about 1,200 to
3,600 ft from the off-ramp nose. Through vehicles exhibit a corresponding increase
in lane changes from lanes 1 to 2 in the same zone. No maximum occurs for through-
vehicle lane changes from lanes 2 to 1 in the zone from 0 to 600 ft from the off-ramp
nose.
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DISCUSSION
R. D. Worrall, Peat, Marwick, Mitchell and Company

The author presents the results of an extensive, empirical analysis of lane changing
on freeways, based on a set of photographic data collected at a series of 4-, 6- and 8-
lane freeway locations in California. The data set on which his analysis is based rep-
resents an extremely rich data source for the analyst of freeway traffic flow; it is
perhaps the richest source of its type that has been developed to date.

Attention is focused primarily on variations in lane-changing frequencies, expressed
as a function of distance from the downstream off-ramp. Separate graphical analyses
are presented both for through- and for exiting-vehicle behavior, and also for varying
levels of total traffic flow. The results indicate a clear pattern of compensatory be-
havior on the part of through vehicles in response to the lane-changing maneuvers of
exiting vehicles. They show that through vehicles tend, in the main, to move away
from the lane adjacent to the off-ramp at a considerable distance upstream from the
ramp nose and to return to that lane as soon as the exiting traffic has departed from
the through pavement.

In commenting on Pahl's paper, I would like to focus my remarks on 2 topics: The
first of these deals with a collection of essentially methodological issues; the second is
concerned with the potential implications of research of this type for the design or
traffic-control engineer.

Previous empirical research on lane changing (1, though, as the author notes, it is
somewhat sparse in its content) has tended to suggest strongly that lane changing is
best treated as a stochastic phenomenon, subject only to relatively limited systematic
influences. One such influence is clearly the presence of an exit ramp. In this con-
text, the somewhat '"noisy" statistical pattern that emerges from the present data set
is perhaps not surprising. It would, however, be extremely interesting if the simple,
graphical analyses presented here could be supplemented by a more rigorous statistical
examination of the data. The writer appreciates that this is by no means a trivial
undertaking, and he fully recognizes the author's rationale for presenting simple, ""hand-
fitted" curves in his paper. It may, however, be argued with some validity that such
a simple portrayal may in fact lead to deceptive, simple, and potentially erroneous
conclusions.
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One might, for example, find it useful to examine the variability in average lane-
changing frequencies over a succession of short time periods for each given location
and each flow level. The result of this analysis may then be compared in turn with the
aggregate pattern of behavior presented here as a function of distance upstream from
an exit ramp. Previous researchconducted bythe writer (1) suggeststhat such location-
specific variance in lane-changing behavior may in fact be higher than that observed
between different locations.

In a similar vein, the same research indicated only a relatively weak tendency for
overall minute-by-minute lane-changing intensities to vary systematically with re-
spect to ramp location and design. The distribution of maneuvers at each location was
essentially random and the major impact of adjacent ramp terminals was reflected in
the presence of intermittent platoons of vehicles entering the freeway from an on-ramp.
It is also interesting to note here that analysis (1) of lane-changing behavior in the
vicinity of one cloverleaf interchange in Chicago yielded a profile as shown in Figure 7.
The lane-change rate gradually increased on the approach to the interchange, decreased
within the interchange area, and suddenly increased immediately downstream of the
entrance ramp.

Similar statistical comparisons may also be made of the observed patterns of be-
havior in a variety of different ways. One possible mechanism is to describe the over-
all pattern of lane-changing behavior at a given location and a given flow level in terms
of a simple '"lane-change transition matrix." Figure 8 shows 6 such matrices, based on
data developed at Northwestern University (6). Estimation of a set of compatible ma-
trices of this type, for each of a series of different locations or different flow levels or
both, can provide the analyst with a simple base for the statistical comparison of vary-
ing patterns of lane-changing behavior both at a given location and across several loca-
tions or flow levels or both. A variety of other alternative descriptors may equally
well be suggested, each of which might perhaps provide a useful statistical supplement
to the graphical analysis presented here.

Of perhaps more important practical concern than the preceding, somewhat academic
comment on methodology is the question of the manner in which the results of the pres-
ent study may be put to use by the freeway designer or traffic operations engineer. 1
would like to address my final remarks to this point.

Clearly, the analytical results presented here, and particularly the level of detail
incorporated within the underlying data set, represent a significant resource for the
traffic flow-theoretician. They also, however, have no less significant implications
for the highway designer or traffic engineer.

The sympathetic relation, for example, observed between the behavior of through
vehicles and that of exiting vehicles upstream of an off-ramp has clear implications
both for the development of freeway control logic and also, particularly, for the identi-
fication of optimum detection and control locations for a given section of highway.
Equally, the patterns of lateral turbulence observed on the approaches to an exit ramp
suggest both potential constraints on throughput capacity and possible limitations on the
spacing and configuration of adjacent ramp terminals. Similar implications may also,
at least potentially, be drawn from the results in terms of the location and design of
directional signing, the details of ramp geometrics, and the vertical and horizontal
alignment of the through pavement.

Figure 7. Typical lane-changing transition matrices.
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Figure 8. Variation in lane-changing frequency with distance from cloverleaf interchange
on 3-lane roadway.
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Clearly, examination of such questions in the context of highway design and opera-
tional control lies outside the scope of the present study. To answer them, one would
need to structure at least a psuedo-experimental design that would examine the varia-
tion in lane-changing behavior at a broader mix of locations. The behavior would be
expressed explicitly as a function of varying ramp configuration, sign layout, or the
vertical-horizontal alignment of the freeway. The present study, though it does not
address such questions, provides a valuable and substantive foundation for their
analysis.
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COMPARISON OF TRAFFIC CIRCULATION
ALTERNATIVES THROUGH SIGOP

T. E. Flynn and C. M. Siu, Wilbur Smith and Associates

Results of analyzing 2 traffic patterns—an existing roadway and traffic sig~
nal operation and a proposed traffic flow pattern with optimized signal op-
eration—are presented. Network alternative comparisons are shown for
vehicle stop and delay costs, average speeds, and travel conditions. Sug-
gested modifications to the original SIGOP program are also presented.
The purpose of the paper is to evaluate the practicability of using SIGOP
results as a means of analyzing traffic circulation patterns and traffic
signal timing alternatives. Conclusions are that, with minor program
modifications required for each network having special traffic character-
istics, SIGOP provides the practical results necessary to improve traffic
conditions on a grid street system.

*THE COMPUTER continues to play an increasingly important role in the field of trans-
portation technology. SIGOP (traffic signal optimization program), a relatively new
application of the computer, assists the traffic engineer in area-wide traffic system
analyses (1). The program calculates phase splits and offsets for a given set of input
data such that the minimum vehicle stop and delay costs are determined for a grid
street network controlled by an interconnected signal system.

This paper explains the authors' experience in applying the program to actual city
networks to improve existing traffic circulation efficiency. The principal purpose of
using SIGOP in the example cited here, however, was to compare alternative networks—
the existing versus a proposed modified street operation system for a moderate-sized
East Coast city. This analysis relied heavily on comparative vehicle stop and delay
costs and time-space relations in ascertaining the practicability of implementing a
"model" signal-timing program.

EXISTING ROADWAY AND TRAFFIC CHARACTERISTICS
OF MODEL NETWORK

A portion of the road network of the study area now comprises a rectangular grid
system with typical city block dimensions of about 400 by 600 ft; Figure 1 shows the
existing road network with the proposed street operation. Major intracity traffic
volumes occur on the 5 east-west arterials (Avenues A through E); heavier volumes
occur on Avenues A and B. Traffic signals on these main thoroughfares operate in
simultaneous progression (0 offsets); arterial movements are allocated approximately
75 sec of green time of a 120-sec cycle. Travel speeds during peak traffic conditions
average approximately 20 mph, but delay is common on the north-south cross streets
(Streets 1 through 10) because of a lack of signal interconnection and the long waiting
period between green signal indications.

A 4- by 14-block section of the model city central business district analyzed con-
tains mostly 2-way streets with 66 signalized intersections. The proposed traffic
circulation pattern would have an extensive 1-way street network, as follows:

Direction Existing Network (miles) Proposed Network (miles)
1 way 1.6 6.8
2 way 8.5 3.3
Total 10.1 10.1
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Avenues C and D would function as a 1-way pair, and all but one north-south cross
street would operate 1-way.

SIGOP PROGRAM

An IBM 360 computer was used to run the SIGOP program. However, most com-
puters with a FORTRAN compiler and a main core storage capacity of 300,000 bytes
(or 150,000 bytes using the "overlaying" technique) can be used.

The SIGOP package consists of 6 programs—INPUTS, PHASES, OFFSET, OPTMIZ,
VALUAT, and OUTPUT. After the input data are verified, phase splits for each inter-
section are determined based on traffic volumes. Ideal difference in offsets for each
network link, based on the time needed to clear the traffic queue, is computed. A
traffic simulation is then utilized to evaluate the calculated phase splits and offsets
for a network that minimizes delay and stops. The following specific data are included
in the output:

1. Cost estimates as a function of vehicle stops and delay;

2. Cycle splits at individual signalized intersections;

3. Intersection offsets of the optimized network; and

4. Time-space diagrams for specified study sections of road.

The SIGOP program analyzed the existing and future networks. A future traffic
assignment was made based on land use, roadway characteristics, and origin-
destination patterns.

Detailed intersection traffic and roadway inventory characteristics were provided
in the analysis. Existing input data included

1. Cycle length, offsets (for existing conditions only), and number of phases;

2. Specific signal phase intervals, such as a delayed beginning of green, advanced
beginning of red, all pedestrian time, green time, and amber time;

3. Effective number of approach and discharge traffic lanes;

4. Traffic volumes for all through and turning movements; and

5. Traffic characteristic parameters, such as proportion of trucks, degree of
vehicle platooning, and vehicle speeds.

OPERATIONAL MODIFICATIONS TO SIGOP PACKAGE

Several modifications were made to the original SIGOP program so that it would be
more responsive to particular conditions of the specific network analyzed. The more
pertinent existing program modifications made or proposed in future computer runs
based on actual experience of application are summarized below.

1. The SIGOP manual does not specifically state which of several platoons of traffic
approaching an intersection should be selected as the main platoon. A policy decision
was made to assign the traffic making the through movement as the main platoon
approaching from the upstream intersection.

2. DLANE is an input parameter that measures the number of traffic lanes accom-
modating the main traffic platoon leaving an intersection. This value is used in de-
termining DRATE, the discharge rate or the rate a queue of vehicles moves through an
intersection on a green signal after having been stopped by a red signal, and CRFLO,
the critical flow or the maximum observed flow per lane through an intersection for a
given phase. Coding DLANE equal to ALANE, the effective number of lanes accommo-
dating the main platoon approaching an intersection improved the determination of
DRATE and CRFLO.

3. The SIGOP manual recommends the use of "artificial peripheral links'" in the
coding of exclusive left turns. This method has 2 disadvantages: (a) The coding pro-
cedure is complicated by the appearance of additional links, and (b) the real link loses
part of its traffic volume to the artificial link. That loss affects the ideal offset and
evaluation of the performance functions (vehicle stops and delays). It is proposed that
traffic movements through a 3-phase intersection be '""coded' as a 2-phase movement.
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Figure 2 (upper portion) shows traffic movements during the signal phase that includes
an exclusive left-turn subphase. This is similar in overall traffic aspects to the
arrangements that are shown in the lower portion of Figure 2 and provide results just
as accurate but use a simpler coding procedure. The lower signal arrangement, with
3 subphases, can be coded simply by assigning ADVAR = S to link A (where ADVAR is
the advanced beginning of red) and DEBEG = S (where DEBEG is the delayed beginning
of green). The absolute values of the calculated offsets will differ from those calculated
by the "artificial link'"" method but will provide comparable results when related to ad-
jacent intersection offsets. Phasing for the left-turn movement can be easily related
to the individual intersection offsets included in the program output.

4. The link-group parameters, LKGP(3), summarize delay and stop costs for 8
different groups of intersections in the optimized network. Inasmuch as it is often
desirable to analyze more than 8 separate subgroups of intersections, changes were
made in the SIGOP program to allow values from 0 to 99. Ninety-nine subnetwork
groups of the total network can, therefore, be analyzed separately.

5. Platoon coherence is the degree to which a group of vehicles moves at uniformly
close spacing and speed along a street. The platoon coherence factor, ALPHA, is an
important parameter that is often assigned a human judgment value, such as "slightly
coherent"” or "strongly coherent." It is suggested that ALPHA be assigned a value
based on the following mathematical formula:

ALPHA = (VOLYM/ALANE) x (CYCLE/3,600) + (GREEN/DISCH)

where

VOLYM = total link volume, in vehicles/hour;
ALANE = effective number of approach lanes;
CYCLE = cycle length, in sec;
GREEN = green time, in sec; and
DISCH = minimum average headway of automobiles at one intersection lane, in sec.

In general, platoon coherence is directly related to factors such as traffic volume and
roadway capacity; therefore, determining platoon coherence for many street sections
is more practical by the recommended formula than by observaiion in the field.

6. The SIGOP program treats left-turn and right-turn traffic the same with respect
to its effect on increasing computer-calculated effective traffic volumes. Similar
treatment for left and right turns reduces analysis accuracy because existence of left-
turn traffic in a lane will hinder traffic movements over a roadway. A more realistic
left-turn traffic hindrance value, LTTHE can be developed by modifying the equivalence
factor, EQFAC—a factor that converts commercial or turning vehicles into an equiva-
lent volume of passenger vehicles moving straight through an intersection. The follow-
ing formula, based on other input data, modifies EQFAC and eliminates the manual
approximation of the turning volume hindrance effect:

EQFAC = (1 - FTRUK + TRUCK x FTRUK) x (1 - FTRDN + RIGHT
x TRNFCR + LEFT x TRNFCL)

where

TRNFCR = TRNFC, a turning equivalence factor usually expressed as a value
between 1.00 and 2.00;
FTRDN = RIGHT + LEFT;
RIGHT = percentage of right-turn traffic to total traffic; and
LEFT = percentage of left-turn traffic to total traffic.

For 1-lane links,

TRNFCL = (1 + ALPHA,) x (1 + ALPHA,) x TRNFC
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where

ALPHA_ = coherence factor of the link proper, usually expressed as a value
between 0.00 and 1.00; and

ALPHA, = coherence factor of the opposite link, usually expressed as a value
between 0.00 and 1.00,

For multilane links,
TRNFCL = (1 + ALPHA,) x TRNFC

7. Some overall changes were made in the 6 programs constituting SIGOP to effect
greater computer operational efficiency. For example, the INPUTS program was
divided, making a total of programs in the entire package. The PHASES program was
rewritten to use the green-cycle ratio extensively in computations of the signal phase
split.

RESULTS OF COMPUTER RUN

Data output from the SIGOP program provided important findings concerning cycle
length, efficiency of signal operation, signal progression, and travel times.

Cycle Lengths

Estimates of optimized vehicle delay and stops for the 2 most heavily traveled streets
(Avenues A and B) and total optimized network are given in Table 1. A general trend
can be seen because, as the cycle length decreases, delay also decreases, whereas
the number of stops increases. This suggests that, with a shorter cycle length, a
vehicle is stopped a shorter overall length of time but is stopped more frequently.

The SIGOP program aided in the determinination that the existing 120-sec cycle
length is not so efficient as a shorter cycle length would be. The most efficient cycle
lengths for Avenues A and B are 105 and 90 sec respectively, whereas the total network
operates most efficiently at 60 sec. The shorter cycle length necessary to efficiently
accommodate the low traffic volumes on the numerous side streets explains the 60-sec
cycle length for the total network. A 90-sec cycle length was, therefore, recommended
for the following reasons:

1. Traffic operation efficiency on the numerous side streets was somewhat sacri-
ficed to provide an acceptable level of efficiency on Avenues A and B, which have peak-
hour traffic volumes equaling roadway capacity; and

2. The 90-sec cycle length time-space diagrams for the principal streets provided
acceptable traffic patterns.

Optimization of Signal Operation

Data output of the SIGOP program provided the basis for the conclusion that greater
efficiency in traffic flow would be achieved by the optimization of the operation of the
networks' traffic signals. Results of SIGOP also helped substantiate the improvement
in traffic operation anticipated with the proposed 1-way street network. A sample
printout of offsets for an optimized network is given in Table 2. The relative degree of
improvement resulting in traffic operation is calculated by estimating the delay and
number of vehicle stops at each intersection for a given time period for each alterna-
tive network. Costs of $2.50/hour of vehicle-delay and $1.00/100 vehicle stops were
assigned to these parameters.

Table 3 gives estimated vehicle stop and delay costs for a 1-hour time period for 3
street and signal operating conditions. A reduction in cost from $1,780 to $1,460
should result from the optimization of the traffic signal operation of the existing sys-
tem. Optimizing signal operation and implementing the proposed street operation
pattern (conversion of many 2-way streets to 1-way) should further reduce total delay
and stop costs to $1,160. The additional capacity resulting from 1-way operation ex-
plains this additional savings.




Figure 1. SIGOP model network.
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Table 1. Vehicle stop and delay estimates for different cycle lengths on optimized Avenues A
and B and total network.

THeP

Cycle Delay" Stops® Cost®
Length -
(sec) A B Network A B Network A B Network
120 31 114 371 2,950 13,280 38,230 107 418 1,310
105 31 106 334 2,620 13,450 39,270 104 400 1,228

90 30 100 304 3,560 13,040 40,480 111 380 1,165

75 31 93 263 4,160 20,140 46,170 119 434 1,119

60 36 88 241 5,460 21,340 48,700 143 433 1,089
°Total hourly vehicle-hours of delay due to traffic walting at signalized intersections.
bTotal number of hourly vahiele stops due to traffic stopping at signalized intersections.
“Total hourly cost due to delay ($2.50/hour of vehicle delay) and stops ($1.00/100 vehicle stops).
Table 2. Sample printout of optimized offsets, 90-sec cycle.
Inter- Inter- Inter- Inter- Inter- Inter-
section® Offset® | section Offset gection  Offset section  Offset gection  Offset section  Offset
112 0.0 123 0.94 219 0.63 315 0.49 326 0.89 422 0.09
113 0.99 124 0.96 220 0.60 316 0.53 412 0.32 423 0.16
114 0.98 125 0.97 221 0.60 317 0.59 413 0.41 424 0.26
115 0.98 126 0.99 222 0.60 318 0.60 414 0.45 425 0.36
116 0.97 212 0.60 223 0.60 319 0.58 415 0.48 426 0.47
117 0.96 213 0.57 224 0.59 320 0.54 416 0.54 512 0.64
118 0.95 214 0.61 225 0.60 321 0.41 417 0.58 513 0.74
119 0.94 215 0.57 226 0.62 322 0.40 418 0.64 514 0.72
120 0.95 216 0.60 312 0.54 323 0.33 419 0.70 515 0.85
121 0.94 217 0.61 313 0.52 324 0.19 420 0.79 516 0.71
122 0.94 218 0.58 314 0.51 325 0.05 421 0.90 517 0.58
oA are bered serially as foll : A, 100's; B, 200's; C, 300's; D, 400's; and E, 500's.

BOptimized offsets expressed as a percentage of cycle length.

Table 3. Stop, delay, and cost estimates for street operation

alternatives.

Traffic Cycle
Street Signal Length
Operation Operation (sec) Stops Delay Cost
Existing Existing 120 49,810 510 1,780
Existing Optimized 120 40,870 420 1,460
Proposed 1-way Optimized 90 40,480 300 1,160




Figure 3. Existing timing relations on Avenue D.

Figure 4. Proposed timing relations on
Avenue D.

Figure 5. Existing and proposed timing
relations on Fifth Street.
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Implementation of the proposed traffic circulation patterns, plus optimization of
traffic circulation operation, should result in a 33 percent reduction in vehicle stop
and delay costs. Eighteen percent of the savings is attributed to conversion to 1-way
operation of many streets. A disadvantage of 1-way operation is that an increase in
total vehicle-miles traveled of approximately 6 percent should result. However, the
increase in average vehicle speeds on the proposed traffic network should result in an
overall reduction of approximately 7 percent in total network travel time.

Signal Progression

Cross-street progression should be improved by the utilization of a general progres-
sion (versus a perfect linear progression) on the east-west arterials and by the develop-
ment of cycle splits and progression responsive to cross-street traffic as well as the
heavier arterial traffic. SIGOP printouts of time-space diagrams provided a conve-
nient means of determining whether the most efficient signal operation calculated also
produced realistic traffic-flow patterns that would improve the quality of driving.

Figures 3 and 4 depict the lime-space relations for an existing 2-way arterial and
its proposed 1-way operation respectively. One-way operation not only results in an
increase in roadway capacity of about 25 percent but also provides a satisfactory pro-
gression that is currently not available.

Figure 5 shows existing and proposed time-space relations of a major cross street.
Improved traffic flow in this street is reflected in the proposed 23-mph progression
resulting after optimization of the network's signal operation.

Various output results were developed by varying different input parameters weigh-
ing the importance of vehicle delay to stops and of critical flow to total flow. Although
progression on Avenues A and B remained relatively constant for the different param-
eters used in the input data, there were substanial differences on the less traveled
Avenues C and D. The most efficient network did not achieve satisfactory progression
on Avenues C and D. A less efficient network with adequate progression on those 2
arterials was selected as the system to be recommended for implementation because
it is anticipated that good 1-way progression on Avenues C and D would be more bene-
ficial to the other arterials in the total network.

Travel Times

Figure 6 shows existing and anticipated vehicle speeds for several key roads in the
network. Avenue A should maintain simultaneous signal operation but have the cycle
length reduced from 120 to 90 sec. Average speeds should remain the same or be
reduced slightly. Avenues C and D, to be changed from 2-way to 1-way operation,
should have significant increases in average speed.

Average speeds, after implementation of the proposed changes, will not improve
on some of the cross streets. However, improvements should result on the more
heavily traveled roads such as Fifth Street. This is achieved at the expense of some
other lesser traveled side streets that will likely have speeds for the proposed network
slower that those that now exist.

CONCLUSION

The principal deficiency in the SIGOP program, as it related to the specific network
analyzed, is that capacity constraint resulting from traffic opposing left turns and con-
flecting opposing traffic is not accounted for in the computer analysis. This factor has
to be estimated manually and, in this case, resulted in a stop and a delay cost adjust-
ment from the computer printout value of $1,460 to $1,780. Furthermore, offsets of
the optimized network will likely be somewhat different if this capacity restraint is
incorporated into the program as part of the input data.

Coding the SIGOP input data requires considerable work, the amount of time being
proportional to the number of signalized intersections coded. To eliminate coding
errors and specific problems that develop with each network analyzed often requires
several computer runs. This can be overcome with more application of the program,
however.
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Results obtained from the SIGOP program are valuable to enable the traffic engineer
to better understand signal network operations. It saves many man-hours of work not
feasible without a computer application of this type. As is the case with most computer
work, however, human judgment must be applied in all interpretations of the printouts.
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SIMULATION OF CORRIDOR TRAFFIC: THE SCOT MODEL

Edward B. Lieberman, KLD Associates, Inc., Huntington, New York

The increasing activity in controlling access to freeways for the purpose
of improving traffic flow has focused on the needto develop control policies
for treating the entire corridor network system. This system comprises
freeway, servicing ramps, frontage road, and parallel and feeder arterials.
It has been observed that ramp metering, while improving conditions on
the freeway, can precipitate congestion on the grade roadways. The SCOT
model was developed as an evaluative and design tool to predict the per-
formance of alternative control policies and freeway configurations prior
to field implementation. A dynamic representation of traffic flow is pro-
duced by the model. This paper describes the capabilities and prominent
features of the model and some of its representative results.

oIN RECENT years, considerable attention has been focused on the problem of improv-
ing the performance of freeway traffic by the application of appropriate ramp controls.
During the initial stages of development, such controls have, for the most part, been
applied with a view toward improving flow conditions locally, i.e., applying local in-
dependent controls of contiguous freeway sections. Congestion on a freeway cannot be
relieved (or precluded) unless alternate routes are available that exhibit excess capacity
and satisfy the prevailing origin-destination demands. Hence, the corridor control
problem involves not only controlling traffic but also routing (or diverting) traffic as
well. Local freeway control schemes, which do not consider the system-wide impact

of ramp metering (i.e., the response and effect of those "excess'" vehicles denied entry
to the freeway), may provide limited benefits. Furthermore, freeway congestion, when
it does occur, cannot be adequately treated by restricting entry only on the nearby entry
ramp.

That a system-wide, network analysis is needed of the entire arterial street-ramp-
freeway system has long been recognized (11); such an analysis would lead to the de-
velopment of an integrated, dynamic control policy for the entire corridor. An atten-
dant need is for a way to evaluate such alternative control policies to determine the
most promiging candidate prior to the commitment of the substantial resources neces-
sary to implement the control system. Such a tool could also be applied during the
planning stage so that future requirements can be determined in the form of additional
roadway facilities to satisfy increasing demand levels. It was in response to these
needs that the SCOT model was developed.

DESCRIPTION OF SCOT MODEL

The SCOT model represents an evolutionary development based on 2 previous ef-
forts: the UTCS-1 model that simulates urban traffic flow (5) and the DAFT pilot model
that simulates corridor traffic (_6_). The SCOT model represents a synthesis of these 2
models.

The UTCS-1 model is a microscopic simulation of urban traffic, wherein each ve-
hicle is treated as an individual entity as it traverses its path through a network of urban
streets and responds to the signal control system, to the presence of other vehicles, and
to other well-defined constraints. For each entry link at the periphery of the network,
traffic volumes are specified; the routing of traffic is achieved by the specification of
vehicle turning movements for each link at each intersection (network node). The
trajectory of each vehicle is determined stochastically in response to specified signal
control and to the dynamics of the lead vehicle by application of a simplified car-
following model. A wide variety of statistical data, expressed in terms of widely ac-
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cepted measures of effectiveness, is generated by the model. These data permit the
evaluation of alternative signal policies, routing, channelization, parking restrictions,
and other control strategies.

The DAFT model is a macroscopic simulation of traffic along a network of freeways,
ramps, and arterials. Vehicles are grouped into platoons and lose their individual
identities. The platoons are moved along the freeway according to a single, prespeci-
fied speed-density relation that applies to all freeway links. Along the nonfreeway
links, they travel at the specified free-flow speed for each link and are delayed at the
downstream end for a time related to the ratio of green time to signal cycle time (G/C)
of the facing signal there and to the volume of traffic on that link. For each entry link
at the periphery of the network considered, traffic volumes are specified according to
destination node; i.e., the input data consist of origin-destination (O-D) demands that
vary with time. The model distributes the resulting platoons of vehicles over the net-
work so as to satisfy these specified O-D patterns and to follow minimum-cost paths.
These minimum-cost paths are calculated frequently by the model, based on current
conditions. Whenever a platoon reaches a network node, its turning movement there
is dictated by its minimum-cost path as it exists at that instant of time. Hence, the
model produces a dynamic assignment of traffic as a by-product of the simulation.

The basic approach adopted in the design of the SCOT model was to combine the
DAFT and UTCS-1 models appropriately. The microscopic logic of UTCS-1 is applied
to those components of the network characterized by signalized, grade intersections.
Here, the traffic mechanisms are so complex, because of the many conflicts common
to the stop-and-go patterns of urban traffic, that each vehicle must be treated individ-
ually and a very small time step must be applied in order to obtain an acceptable level
of accuracy in the replication of global traffic flow. Traffic along the freeway, however,
has been modeled successfully by the use of fluid-flow analogies and has often been
referred to as ""stream flow." To apply a detailed, microscopic approach to freeway
traffic appears to yield little in the way of additional global accuracy. Furthermore,

a microscopic treatment of freeway traffic would greatly magnify computing costs and
storage requirements. Hence, freeway traffic is modeled macroscopically in essen-
tially the same manner as the DAFT model.

The SCOT model, then, does "tailor' the degree of detail to the type of network link
being processed. Traffic flow on the freeway is described macroscopically, which
permits the grouping of vehicles into plattons there and the use of a coarser time step.
Traffic on nonfreeway links is treated as a collection of individual vehicles, each pro-
cessed every second of simulated time. The interface problems associated with this
dichotomous logic are resolved as part of the design.

The manner in which traffic demand is specified remained to be resolved; two op-
posite approaches were applied in the precedent models. The decision was made to
incorporate into the SCOT model both approaches in the form of mutually exclusive
options open to the user. Hence, either turning movements at each node or O-D vol-
umes may be specified. A flow diagram depicting the global logic of the SCOT model
is shown in Figure 1.

Ramp-Freeway Interface

Vehicles traveling along entry ramps are treated as individual entities; when they
enter a freeway link, they are treated macroscopically. No problems arise if the logic
were content to create 1-vehicle platoons. To do so, however, would compromise the
overriding consideration that led to the concept of stream-like platoon flow: conserva-
tion of computer storage and execution time. Hence, the SCOT model will attach those
vehicles to existing platoons already on the freeway if one is available and is an ad-
missible candidate for such merging.

Availability—An admissible platoon must be located on the freeway at a position that
is compatible with the trajectory of the vehicle discharging onto the freeway from an
entry ramp. Because the freeway traffic is always processed for a period equal to the
coarse time step, the 2 types (freeway and nonfreeway) are usually "out of phase' on
the time-scale by an amount ranging from zero to the duration of the coarse time step.
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Figure 1. Global logic of SCOT model.
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Hence, at the instant a vehicle enters a freeway link from an entry ramp, it must travel
along this freeway link at the current link speed for a time that would erase this phase
difference. The logic then examines those platoons located on the freeway link to locate
one nearby that is admissible for the vehicle to join. If one is found, the vehicle joins
the platoon, retaining its identity in a logical sense. The statistics of the platoon are
adjusted to reflect its new member. The result of this logic is to reduce by one the
number of individual entities (vehicles and platoons) that must be stored and processed
by the model. If an admissible platoon is not located, there is no recourse but to create
a 1-vehicle platoon.

Admissibility—The definition of this term depends on the input option that is active.
If turning movements at each node are specified, then any nearby platoon is admissible.
If O-D volumes are input, then only those platoons having the same destination node are
candidates for accepting the vehicle. (Another factor related to efficient use of com-
puter storage also impacts on admissibility.)

Freeway-Ramp Interface

When a platoon of vehicles on the freeway is directed to an exit ramp, it must be
fragmented into its component parts (individual vehicles). Furthermore, the phase
difference noted above must be taken into account. This task is relatively straightfor-
ward; the speeds of these vehicles are adjusted so that any effects due to the difference
between the coarse and fine time steps are rapidly resolved. The net effect is to pre-
serve the integrity of the vehicle trajectories and the attendant statistics.

Freeway-Freeway Interface

A platoon of vehicles traveling along the freeway from link to link will experience
varying speeds depending on whether it is within a link or at the junction of 2 freeway
links.

Consider a platoon that is located in the midst of a link at the conclusion of the coarse
time step. Before that platoon "resumes' motion, a calculation to ascertain the current
mean speed has been completed. Hence, this platoon proceeds to move along the same
link but at a speed reflecting traffic conditions at the beginning of this new coarse time
step.

A platoon that arrives at the downstream terminus of a freeway link in the midst of
the current time step abruptly assumes the mean speed associated with the receiving
link for the remainder of this coarse time step. If traffic on the receiving link is con-
gested to the extent that jam density is realized, the platoon is halted and does not enter
the next link.

Minimum-Time Paths

When the input option that specified O-D volumes on the entry links is active, the
routing of traffic through the network reflects dynamically changing minimum-time
paths. The time interval between successive calculation of these paths is specified as
input. Because these calculations require the spooling of data to and from disk storage
and because the minimum-time paths are not particularly sensitive to short-term
changes in traffic performance, this interval is an integer multiple of the coarse time
step used for moving freeway traffic. The algorithm adapted for the calculation of
these minimum travel-time paths is given in another report (j_).

Speed-Density Formulation

The speed-density formulation, which forms the crux of the freeway component of
the SCOT model, is patterned after the work of May and Keller (1). Their work re-
viewed the existing integer traffic models that had been derived from the general car-
following equation given earlier (2). They then presented a methodology for determin-
ing a more general, noninteger solution to the car-following equation. In a later paper
(§) they extended the approach to 2-regime representations.
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As indicated in the later paper (3), the '"best" solutions applied to a sample of free-
way data exhibited a rather poor fif in the region of a density of fewer than 60 vehicles/
mile. These relatively poor results should not be surprising. It is well recognized
that the car-following law does not apply during periods of light flow, reflecting the
lack of interaction among the widely separated vehicles. It has been observed that ve-
hicles spaced 200 ft apart or more behave essentially independently of one another.
Hence, the car-following model, in general, would not apply for densities of fewer than
25 vehicles/mile.

The adoption of the following 2-regime model provides greater accuracy for the
resulting curve-fit function relating speed and density:

Speed T Free Flow !  constrained Flow !
(mph) g :
heg | |
u |
' |
| |
| |
| I
L 1 ==
ke k kj Density (vpm)

As shown, the car-following model will be applied in the constrained flow regime; a
mean free-flow speed will apply when traffic is sparse. This approach is consistent
with other data (4). The car-following equation utilized is

Xanlt+ T)
Kot + T) = 00 ——— [Xu(t) - Xnsalt)] (1)
[xn(t) . xn-}l(t)]z

where
X, = position of lead vehicle, n;

Xqn.1 = position of following vehicle, n+ 1;

T = response time lag of following vehicle;
m, £ = exponent parameter;

o = coefficient;

t = independent variable, time; and
%, X = speed and acceleration respectively.

On the basis of previous work (1), we will assert that m < 1 and £ > 0 but # 1. For
this admissible range of m and £, the solution to Eq. 1 takes the form

u = U.f{l = [(k‘ - Kf)/(KJ L Kf)]}b (2)
where

a=4-1;

b=(1-m}
k., = density demarking juncture of free-flow and constrained-flow regimes,

vehicles/lane-mile;

k; = jam density;
u, = mean free-flow speed, mph;
Ke = (ko);
K, = (k)

k = current value of density in the range, k; < k < k;, where, in general, k, >0,

and if k < k., then u = u;.
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The optimal values of density and speed may be written (§) as
Kope = ky[1/(1 + ab)]"/* (3)
Uge = Du,lab/(ab+ 1)7° (4)

where D= [1 - (K,/K,)]™.
The formulation given above is valid as long as k, > k,; i.e., maximum flow occurs
within the constrained-flow regime. This condition is satisfied if

a-b< (K; - K¢)/K, (5)

The maximum flow rate, Qu.x, is the product of Eqs. 3 and 4.

Calibration of Speed-Density Relation—As shown in Figure 2, the corridor network
comprises unidirectional links and nodes. These nodes may represent either signalized
intersections or juncture points of contiguous freeway links and ramps. The partition-
ing of the freeway into a linear network is related to changes in topology from one link
to the next: change in grade, number of lanes, horizontal curvature, indeed, any factor
that would produce a change in the speed-density characteristics of traffic. This fea-
ture provides the model with the capability of predicting the performance of traffic
over a freeway characterized by rolling terrain, variation in width (due to, e.g., a
lane drop or a stopped vehicle), or any factor. The impact of inclement weather may
be determined as well.

It is necessary, then, to calibrate this speed-density relation for each category of
freeway links. If 2 (noncontiguous) freeway links exhibit the same global geometric
and traffic characteristics (grade, length, width, and traffic composition), it is reason-
able to assume that both links may be described by the same relation. Hence, links
displaying similar characteristics may be grouped within a single category. There
are a total of 5 parameters required for calibration: u,, k., k,, a, and b. An analysis
has been developed, and a computer program has been written that accepts experi-
mental data in the form of speed-density measurements for each link and yields that
set of 5 parameters that produces the best least squares fit consistent with the mea-
sured capacity, Q..x, of the freeway link (9).

When a sufficiently large inventory of Such calibrations has been accumulated, it
may no longer be necessary to conduct experiments to acquire speed-density data. It
could then prove feasible to study projected freeway designs, utilizing this inventory
of calibration for the purpose of evaluating each candidate design. In this mode of
usage, the model takes on the attributes of a design tool that can help to optimize, on
an overall cost-effective basis, the design of future freeway configurations.

APPLICATION OF MODEL

A series of sensitivity tests was performed to illustrate the application of the model
while the calibration and validation effort was being completed. Figure 2 shows a net-
work that represents a portion of the Central Expressway north of Dallas. Traffic is
introduced into the network along the peripheral (entry) links and is routed through the
network according to specified turning movements at each node.

Three conditions were studied. The demand at the upstream (southerly) node of the
freeway was varied; volumes of 3,400, 3,800, and 4,200 vph were introduced. The in-
dividual freeway links downstream experience varied demand levels because of the
presence of both entry and exit ramps. The results of these exercises are given in
Table 1 and shown in Figure 3.

The first increment of 400 vph has little impact on most link travel times; demand
does not exceed link capacity on any link., When volume increases to 4,200 vph at the
upstream node, several links experience congested conditions resulting in vehicles
queuing on the freeway. The response of traffic on the freeway is nonuniform; i.e.,
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Figure 2. Elements of freeway corridor. Figure 3. Travel time versus distance for
various demand volumes.
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Table 1. Link travel times (sec) based on demand (vph) at
upstream node.
3,800 vph 4,200 vph
Link 3,400 vyph  Number Percent® Number Percent®
1 9.4 9.4 0 9.4 0
2 8.3 8.3 0 8.3 0
3 12.5 13.3 5 25.3 102
4 14.4 15.5 8 44.9 211
5 7.1 8.9 25 38.5 443
6 14.4 18.6 13 23.9 66
7 10.4 11.1 7 11.1 7
8 16.9 16.9 0 21.5 27
9 12.8 13.4 5 13.3 4
10 6.9 74 3 7.1 3
®Change from the 3,400-vph demand level.
Figure 4. Traffic volume response to freeway Figure 5. Traffic speed response to freeway
blockage. blockage.
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not all links exhibit the same behavioral characteristics. It is this ability of the model
to identify those links that impact most heavily on system performance that is of con-
siderable value to the engineer.

Another series of exercises was performed to test the ability of the model to re-
spond properly to abrupt changes in conditions. Although the scenarios presented
below do not fall within the intended scope of the model (in the sense that freeway traf-
fic is treated macroscopically), it is nevertheless assuring that the model remains
stable and that the results appear to be reasonable.

Four exercises were conducted on a small network comprising 4 freeway links and
2 ramps. A transient blockage, representing an "incident," was introduced on one
freeway link as shown in Figure 4 (solid line). Prior to the blockage, the freeway
volume was well below capacity. This blockage, which removes one of the 2 available
lanes from service, prevails for 1, 2, 5, and 10 min in duration. The response of traf-
fic for each case is shown in Figures 4 and 5.

A blockage of short duration produces a primarily local impact on traffic perfor-
mance: Traffic performance on the afflicted link deteriorates rapidly, while the down-
stream (receiving) link experiences a "'relief'" that is reflected in decreased travel
times. As the blockage persists the resulting shock wave propagates upstream and
causes queuing on the feeder links as well. A larger portion of the network is affected;
not only the freeway but also the ramp and frontage road operations (not displayed) re-
flect the breakdown caused by this blockage. Recovery is slow, congested conditions
prevail long after the cause is removed, and oscillatory flow conditions characterize
the system. When the demand persists at the same high level (but below capacity),
forced-flow conditions (reduced speed) may be retained on recovery. Only a slackening
in demand will return the freeway to free-flow operations.

The test of any corridor control and route diversion system is its ability to cope
with conditions that occur abruptly and spread rapidly to engulf large portions of a
transportation network. The ability of the model to accommodate such a condition
represents a valuable asset.

Present plans call for the SCOT model to be implemented to replicate the ramp-
metering policy now in effect on the North Central Expressway in Dallas, but these
results are not as yet available. This application of the model is illustrated by results
obtained with the precedent DAFT model (6). The network configuration shown in Fig-
ure 6 was utilized for this purpose. Incoming traffic was specified in terms of O-D
volumes that varied with time. The following data for traffic demand leaving node 1
and destined for node 9 illustrate a typical entry link specification:

Volume
Time (vph)
7:30 1,770
7:40 2,000
7:52 2,320
8:04 2,320
8:16 2,000
8:28 1,770

Nodes 1, 10, 12, 16, and 20 act as origins (sources) only; node 9 acts as a destination
(sink) only; and nodes 14 and 18 act as both origins and destinations. Signals control
traffic at nodes 12, 14, 16, 18, and 20.

Mean free-flow speed along the freeway (nodes 1 through 9) is specified as 55 mph;
along the service road (nodes 10 through 22), free-flow speed is 45 mph for the longer
links and 40 mph for the shorter ones; along the freeway ramps, a value of 40 mph is
applied.

Specification of Alternative Policies

Four cases were analyzed:

1. Freeway has 2 lanes from node 1 to node 9 and no ramp control;
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2. Freeway has 2 lanes and moderate ramp control;

3. Freeway has 2 lanes and strict ramp control (i.e., the G/C for the ramps is less
than that for case 2); and

4. Freeway is widened to 3 lanes between nodes 5 and 9 and has no ramp control.

All 4 cases were subject to the same traffic demand. The program was executed,
and the results were tabulated for 1 hour for the time from 7:30 to 8:30.

History of Average Speeds Along Freeway

Figure 7 shows average speed as a function of time along the various links con-
stituting the freeway. The pattern of demand volumes is such that the 2 upstream
links are not affected by changes in control policy.

The subsequent links (3, 4) and (4, 5) are moderately influenced by control changes;
both links experience a decay in speed the first half hour and then a relaxing of conges-
tion as demand tapers off.

For the case of no ramp control, link (5, 6) rapidly becomes a bottleneck, with traffic
flow reduced to crawl-speed conditions. The consequent relief realized by the down-
stream link reflects the choking of traffic flow that creates a condition of excess capacity
downstream.

The moderate ramp control in this case merely served to delay the onset of conges-
tion, not to prevent it. The traffic performance for this case is similar to the previous
one, except for a shift of about 8 minutes. This behavior confirms the need for a care-
ful design of a ramp-control policy to cope with actual traffic conditions; an inadequate
design will yield minimal benefits.

The application of strict ramp controls (case 3) radically alters the character of
traffic flow. The inlet ramps become saturated quickly, causing traffic to be directed
to the service road prior to the onset of freeway congestion. As is shown, the freeway
traffic is only moderately affected by the heavy peak-hour demand, and minimum speed
for this case is again shifted somewhat with respect to the previous one.

As expected, the addition of another lane greatly improves matters on the affected
links. It is important to note, however, that this increase in capacity acts to draw onto
the entire freeway additional demand that could create bottlenecks upstream, as indi-
cated for link (3, 4).

Flow Rates Along Freeway

The flow rates on each freeway link are shown in Figure 8 as ratios referenced to
maximum flow rate (capacity) to illustrate the utilization of the facility. Formation of
a bottleneck not only chokes flow at the constricted section but also creates an excess
of capacity downstream,

Freeway Travel Time

Figure 9 displays the freeway travel time between nodes 1 and 9 for vehicles leaving
node 1 at various clock times. A properly designed control system can reduce travel
time as much as 50 percent, compared with a system with no control.

Ramp Traffic

Traffic density along the entry ramps (13, 3) and (17, 5) are shown in Figure 10.
The impact of ramp control is clearly illustrated. Ramp (13, 3) rapidly becomes
saturated under strict control, and traffic diverts onto the service road.

Ramp (17, 5) feeds freeway link (5, 6), which experiences bottleneck conditions. As
a consequence of this congestion, the minimum-time path from node 17 to node 9 lies
along the service road—not the freeway. Hence, the sharp drop in ramp occupancy for
cases 1 and 2 reflects the onset of freeway congestion and the resulting diversion of
traffic to the service road. The addition of a third lane on the freeway (case 4) is re-
flected in increased usage of this entry ramp.
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Service-Road Traffic

As expected, the presence of ramp control increases the density of traffic along the
service road. Interestingly, this increase does not unduly tax the capacity of the ser-
vice road, confirming observations elsewhere (10). In fact, as shown for link (17, 18),
maximum density resulted from the diversion of traffic because of congestion and not
ramp control. The service road is severely underutilized when a third lane is added.

SUMMARY

It has been stated (12), "...there is growing evidence that research in metering and

controlling ramp traffic must encompass a comprehensive approach to the total capacity-
demand of the freeway and the existing street network treated as a single system."
This is particularly true for those corridor systems that are considered for computer-
ized control. The prospect of improving freeway operations at the expense of creating
long queues on entry ramps (10) and of disrupting traffic along neighboring arterials is
to be avoided at all cost. -

The SCOT model was developed as a vehicle for testing real-time control policies
for an entire corridor: freeway ramps, frontage roads, and adjoining feeder and par-
allel arterials. The simulation approach makes it possible to study in detail the dy-
namic traffic responsiveness to an on-line, computer-controlled system. Those con-
trol policies that produce lesser benefits relative to others may be discarded early in
the design stage. Incremental cost-benefit analyses may be conducted to determine at
what stage an increase in system sophistication and cost is no longer justified by a
commensurate improvement in traffic performance. Similar analyses may be performed
in the design stage to assist in the determination of the vertical profile of the freeway
and of the placement of freeway ramps, signal controls, and detectors.
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LOGICAL DESIGN AND DEMONSTRATION OF
UTCS-1 NETWORK SIMULATION MODEL

Edward B. Lieberman, KLD Associates, Inc., Huntington, New York; and
Richard D. Worrall and J. M. Bruggeman, Peat, Marwick, Mitchell and Company,
Washington, D. C.

A description is given of a microscopic simulation model designed as an
evaluative tool for urban traffic control policies. The need for such a tool
is explored, and the underlying benefits of the simulation approach are dis-
cussed. The logical structure of the model is described; the input require-
ments and statistical output generated by this FORTRAN-coded program
are detailed, and samples are illustrated. The prominent features of the
model are examined in detail.

¢CONSIDERABLE attention has been devoted in recent years to the development of
sophisticated control policies for application to networks of urban traffic signals. The
need for such advanced control policies is evidenced by the growing volume of vehicular
and pedestrian traffic in urban environs and the resulting congested conditions that
threaten the viability of urban transportation systems. Improving the effectiveness of
traffic control appears to hold the greatest near-term potential for relieving those con-
ditions that impede the flow of traffic and act to constrict the economic and social ac-
tivities of urban areas.

The design of such control policies and their implementation on urban networks rep-
resent a considerable investment in manpower and in hardware. The implemented con-
trol policy, the traffic demand, and the urban roadways constitute a complex system
that ig not amenable to cloged-form mathematical analysis. The desiegn of the various
components of this system—surveillance detectors, communication network, signal
controllers, digital computer configuration, control policy design, software package—
interact with one another in complex ways that are difficult to evaluate a priori.

It is not practicable to adopt a "try-something-and-see' policy for such a system.
The selection of a digital computer and the choice of detectors (their number and place-
ment) are decisions involving a considerable capital investment, which are strongly
related to the design of the control policy to be implemented. It appears, then, that
some analytical technique is required that can evaluate alternative control policy de-
signs for the environment under consideration. The development of the UTCS-1 simu-
lation model is an outgrowth of the need to fill this requirement.

The design of the UTCS-1 model for the study of urban traffic flow and dynamic
signal control systems was directed to satisfy the following objectives: The model must
accurately describe the real-world dynamics of urban traffic and respond to a wide
variety of controls, including responsive systems actuated by an on-line digital com-
puter. This description of traffic dynamics must be expressed in terms of significant
traffic parameters and measures of effectiveness that characterize the performance of
each component (link and node) of the network. The accuracy and reliability of these
results must satisfy the basic research objective of utilizing the model as a diagnostic
engineering tool for the evaluation of alternative policies of traffic control, channeliza-
tions of traffic, and turning and parking restrictions for any urban network configura-
tion and composition of traffic, including buses.

The model must accurately describe individual responses to the constraints imposed
by the control system, geometrical configuration, competing traffic elements (vehicular
and pedestrian), and operating characteristics of the vehicle. The vehicles within the
system must be treated as a collection of independently motivated entities, interacting
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with the urban network environment. Hence, a discrete, stochastic, microscopic
simulation model is required.

Such a model requires a balance between considerations of sufficient detail to ac-
curately describe the system and considerations of practical utility, e.g., cost of
operation and need to satisfy storage restrictions of available computers. Further-
more, to promote wide acceptance of the resulting computer program requires that a
high-level programming language acceptable to all computers regardless of manufac-
turer be employed. To further promote the use of the program requires that the sub-
stantial costs of data acquisition and preparation be reduced to a minimum. In addition,
the program must be structured as a logical synthesis of closed routines such that most
modifications will affect a minimum number of these routines.

The UTCS-1 program was designed to satisfy the requirements and objectives de-
scribed above and was oriented to serve the needs of the practicing traffic engineer.
The model also serves the needs of future research activities, the design of surveil-
lance systems, and the development of computer software to implement traffic con-
trol policies.

The following subsections include a discussion of computer simulation and a detailed
exposition of the features that are embodied in the UTCS-1 model (1).

RATIONALE FOR COMPUTER SIMULATION

Simulation is a modeling process that permits the study of a complex, dynamic sys-
tem that cannot be adequately described by mathermatical relations alone. It is of par-
ticular value when the system under study comprises components that are highly vari-
able and must be described in probabilistic terms through the medium of distribution
functions. The advantage of a simulation model, properly calibrated and validated, is
its use as a test-bed to economically study the system's dynamic response to a variety
of input specifications.

The general attributes of simulation models may be summarized as follows:

1. Simulation permits the study and experimentation of the complex internal inter-
actions of a system;

2. Detailed study of the simulation results provides a better understanding of the
system and leads to improvements in its operation;

3. Simulation of a complex system yields valuable insight into those components
that most profoundly affect the system's performance, identifies those that are less
sensitive in this respect, and promotes an understanding of how these components in-
teract with one another;

4. A simulation model may be used to experiment with new concepts that have yet
to be put into practice and to test new policies and decision rules for operating a system
before resources are committed for developing them;

5. The process of creating the simulation model requires that the system be "frag-
mented" into its component parts, each of which may be amenable to successful analytic
formulations;

6. A simulation study is less costly than most other forms of experimentation; and

7. Simulation is safe, for the system can be tested by the computer rather than in
a real situation where the possible creation of hazardous conditions would be infeasible.

A simulation model may be classified as either microscopic or macroscopic. The
latter type is designed to yield the global behavior patterns of the system under study
and does not require the detailed mechanisms of each component to be deeply probed
as does the former type. In other cases, the intrinsic assumptions associated with the
design of a macroscopic model completely invalidate its integrity. For an urban traffic
system, it is mandatory that the model be designed to properly replicate the microscopic
dynamics of the system component, in order to produce results that accurately reflect
real-world behavior.

In summary, a system that functions dynamically as a complex logical interaction of
many small components, some of which are stochastic and are characterized by rapidly
changing conditions, is a prime candidate for simulation modeling for the purpose of
analysis and eventual design.
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FEATURES OF UTCS-1 MODEL
The UTCS-1 model has the following features:

1. Representation of any urban network having as many as 100 intersections and
associated input and output links;

2. Simulation of the full range of geometric configurations found in the central
areas of U.S. cities of 50,000 population or more;

3. Replication of traffic performance under all forms of network traffic control,
including dynamic control systems based on the area-wide surveillance of traffic param-
eters such as traffic volume, average speed, traffic density-vehicle content, and
smoothness of flow;

4, Provision for a flexible mix of both input and output options (standard output
measures that may be accumulated by cycle or any larger time period for both an in-
dividual intersection and the network as a whole include link volume, average link speed,
average link travel time, total vehicle-miles of travel, traffic density-vehicle content,
vehicle delay, queue length, number of stops, and smoothness of flow);

5. Stochastic simulation of individual vehicles by type, utilizing a simplified car-
following model, time-scanning methods, and 1-sec memorandum notation;

6. Detailed treatment of both intersection and intralink behavior, including queue
discharge and turning behavior, intersection "spillback,' pedestrian-vehicular traffic
interaction, and intralink acceleration and deceleration;

7. Treatment of nonsignalized controls, e.g., STOP and YIELD signs, free-force
merge, and exclusive channelization (e.g., turning lanes);

8. Treatment of bus traffic, including specification of bus routes, bus stop-dwell
times, and bus-vehicular traffic interaction;

9. Treatment of intralink friction, including both legal and illegal parking, parking
garage flows, and intralink rare events (e.g., cab pickups, delivery vehicles, and
temporary lane closure);

10. Simulation of alternative surveillance systems, including location and type of
detector (e.g., presence detector, counter, and spot speed detector), detector signals,
and detector reliability (as many as 3 detectors may be utilized per lane and as many
as 12 per link);

11 Pravigion for minimum essential input data to simulate a given set of field con-
ditions, including allowance for bothlocation-specific and phenomenological (i. e.,
network-wide) data inputs, and provision for a comprehensive set of default options-
values;

12. Description of traffic network at varying levels of detail and specificity; and

13. Provision for internal control of network "fill-time."

MODEL STRUCTURE

An urban street network is decomposed for the purpose of model operation into a
network of unidirectional links (streets) and nodes (intersections), as shown in Figure
1. Each link may contain as many as 5 moving lanes. Wider streets may be accom-
modated by an individual street being separated into 2 successive links. Intersection
control may take the form of 9 different signal configurations, including STOP and
YIELD sign control. As many as 9 signal phases may be incorporated into any given
signal cycle. Provision is made for the simulation of alternative surveillance systems,
incorporating as many as 3 detectors in any 1 lane and as many as 12 detectors in total
for any 1 link. The information derived from these detectors may in turn be used as
input to alternative traffic-responsive network control strategies.

Vehicles are emitted onto the network along entry links or from ''source' nodes
located within the interior of the network. In addition, '"sink" nodes may extract traffic
from specified links within the network. These source and sink nodes serve to repre-
sent the operation of parking lots, garages, or service stations or of intermediate
streets not represented on the full simulated network. Traffic is discharged from the
network via exit links or through the sink nodes described above.
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Each vehicle is uniquely identified in terms of its performance characteristics and
is simulated as an individual entity. Its time-space trajectory as it traverses the net-
work is recorded to a resolution of 0.1 sec. Associated with each vehicle is a table that
is updated every second, so that a record is maintained of the vehicle's statistical his-
tory. This record includes specification of the type of vehicle (e.g., automobile, truck, or
bus), cumulative trip time, cumulative distance traveled, cumulative delay incurred,
current lane and link position, projected turning movement at the downstream inter-
section, number of stops incurred to date, and current position in queue. Hence, the
complete trajectory history and the current status of each vehicle on the network are
known at any given point in time. The data contained within these ''vehicle arrays' are
interrogated by the various subroutines in the model and are also periodically accumu-
lated and displayed as output.

The simulation of separate vehicles as individual entities permits the accurate for-
mulation of a series of microscopic components of the model dealing with phenomena
such as turning logic at intersections, queue discharge, and lane-switching. This in
turn is the basis for the provision within the model system of a wide spectrum of fea-
tures that otherwise could not be treated directly, e.g., the treatment of bus traffic
with specified routes and midblock bus stops, and that are essential if the model is to
accurately reflect the response of real-world traffic behavior to alternative network
control strategies.

The model is programmed completely in FORTRAN IV and is operational on both
CDC 6600 and IBM 360 hardware. It consists of 43 separate subroutines, including a
central executive routine, UTCS-1, which is used to activate the other subroutines in
logical sequence. The central UTCS-~1 routine is executed once each 'time step"
throughout the simulation. Provision is also made for updating selected inputs to the
model, including specification of signal-timing and input-flow rates at the start of each
of a series of regular "'subintervals' within the overall simulation run. Figure 2 shows
the logical flow for the main UTCS-1 routine.

INPUT REQUIREMENTS

The model has been designed to meet a number of specific objectives concerning
input data requirements. These include the following:

1. Minimization of the necessary information required for the simulation of a given
network or a given set of traffic conditions;

2. Utilization, to the maximum possible extent, of data that are normally available
in the files of traffic engineering departments;

3. Through the medium of input options, restriction of input data to those that are
directly relevant to the needs of the user;

4, Provision for the effective utilization of varying levels of input data, depending
on the quantity and the quality of the information available to the user; and

5. Provision for default information for use in those instances where specific cali-
bration information cannot be obtained for a particular network.

Within the framework defined by these objectives, the necessary set of input data
required to operate the model may be grouped under 2 separate headings: location-
specific parameters, reflecting the particular characteristics of a given network link
or intersection, and phenomenological measures, which are assumed to remain constant
across the entire network to be simulated, regardless of the location of a specific link
or intersection.

Specifically, the following input data are required:

1. For each network link, number of moving lanes, length, capacity of left-turn
pocket, desired free-flow speed, mean queue discharge rate, turning movements at
downstream node, identification of receiving links, pedestrian volume, and lane chan-
nelization;

2. At each intersection complete specification of signal (or sign) control, including
sequence and duration of each phase and identification of signal facing each approach;
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Figure 3. Link input data.
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Figure 6. Link output data.
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3. Traffic demand specified as flow rate (vph), percentage of trucks emitted onto
the network along input (entry) links and from internal source nodes, and rate of ex-
traction of vehicles at sink nodes;

4. Duration of simulation subintervals and specification of output options; and

5. As an option, specification of bus systems (routes, stations, mean headways,
and mean dwell times) and frequency and duration of events, i.e., vehicles or condi-
tions that block moving lanes of traffic.

MODEL OUTPUT

The user is provided considerable flexibility in specifying type and frequency of
output data. All input data are printed out by the model for checking purposes. More
than 50 diagnostic tests are performed, searching for inconsistencies in the input data;
appropriate messages are printed identifying such errors before the program aborts.
Figures 3, 4, and 5 show representative printed formats of the input data as produced
by the program. Figure 6 shows cumulative statistics that are printed at the end of
each simulation subinterval and more frequently if requested. The data provided for
each network link and also aggregated for the entire network are as follows:

1. Link identification, by origin and destination node;
2. Estimate of total vehicle-miles of travel,
3. Count of total vehicles discharged;
4, Total vehicle moving time (at free-flow speed) in vehicle-minutes;
5. Total delay time computed as the difference between total travel time and ideal
travel time based on target speed for link, in vehicle-minutes;
6. Ratio of moving time at desired speed to total\travel time;
7. Total travel time in vehicle-minutes;
8. Average travel time per vehicle in seconds;
9. Average travel time per vehicle-mile in seconds per mile;
10. Average delay time per vehicle in seconds;
11. Average delay time per vehicle-mile in seconds per mile;
12. Average traffic speed in mph;
13. Average occupancy (population) in number of vehicles;
14. Percentage of vehicles stopping at least once, expressed as a decimal;
15. Average saturation percentage, expressed as the average over time of the por-
tion of the link that is occupied by vehicles divided by its total storage capacity;
16. Total number of cycle failures, defined as the number of times queue fails to
clear from the discharge end of the link during a green period; and
17. Ratio of number of vehicles stopping more than once in a link to the total number
of vehicles processed.

More detailed data delineating the variation of queue length with time and signal
phasing may also be (optionally) requested. If buses populate the network, the model
provides detailed statistics related to bus performance, as indicated in Figure 7. An-
other option provides origin-destination volumes. A typical network is shown in Figure
1. An assortment of "flags' or messagesfocusesthe user's attention on extreme condi-
tions. For example, the message, SPILLBACK BLOCKS 2 LANES ON LINK (11,10)
AT 5 14 36, denotes a condition of excessive queuing that restricts vehicles from dis-
charging from the afflicted link.

INTRALINK VEHICLE MOVEMENT

Because the model processes each vehicle on the network, it is possible to replicate
in detail those events that occur along the streets between intersections. Hence, inter-
action of automobiles with buses leaving stations, impact of double-parkers, disperison
of platoon, and other intralink activities may be modeled rigorously, as opposed to an
idealized specification of a constant "target' speed that is unrealistic and compromises
the integrity of the simulation approach.

To implement this approach, we developed a simplified car-following expression
and assumed that there was an idealized form of speed profile.
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The 5 phases of a typical (unimpeded) speed profile were calibrated according to the
Traffic Engineering Handbook:

Speed

1. Vehicle accelerates from rest to a speed of 20 ft/sec: a value of 8 ft/sec® for
automobiles and 3 ft/sec’ for buses and trucks;

2. Vehicle accelerates to free-flow speed: a value of 4 ft/ sec? for automobiles and
2 ft/sec’ for others;

3. Unimpeded vehicle maintains stochastically assigned free-flow speed until it
either responds to a lead vehicle or recognizes that it must stop;

4. Vehicle initially decelerates essentlally to a nonpowered cruise of -1 ft/sec’; and

5. Vehicle decelerates to stop at -7 ft/sec?®.

Vehicles are constrained, of course, by the trajectory of any lead vehicle. Hence,
a car-following law that is superposed onto (and supersedes) the speed profile described
above had to be developed. Initially, finite-difference representations of the classic
differential car-following equations were considered and found wanting for this model.
Instead, a model tailored to the program logic was developed, and that led to the follow-
ing equation:

ar=[7(s, - 8¢ - Ves » At - L,) + %(2V? - 3V%)1/(Vyy + 3) (1)

where

as = acceleration of the following vehicle now being processed;

At = simulation time step = 1 sec;
V:; = speed of following vehicle at beginning of this time step;

V. = speed of lead vehicle at end of this time step;

L, = effective length of lead vehicle;

s; = distance of lead vehicle from upstream node at end of time step; and

sy = distance of following vehicle from upstream node at beginning of time step.

This expression is derived under the assumption that a "'normal' deceleration is 7
ft/sec?; the application of this value and assignment of At = 1 account for the apparent
inconsistency in units. No attempt was made to validate this expression rigorously;
detailed testing uncovered no instabilities in vehicle trajectories and indicated realistic
vehicle headways.

In the following sketch,

s; = distance traveled by the lead vehicle during deceleration at 10.5 ft/sec’® (50 per-
cent above "normal'') to a stopped position; and

s: = distance traveled by following vehicle during deceleration at 7 ft/sec’ to a
stopped position.

The model seeks the value of acceleration (or deceleration) that the following vehicle
must now (at the beginning of the time step) apply to prevent a collision with the lead
vehicle, if the latter should begin to decelerate at 10.5 ft/sec’ to a stop. The followmg
vehicle's deceleration, if this event should occur, would be normal, i.e., 7 ft/sec’.

The rationale is that a driver anticipates a sudden deceleration (50 percent above nor-
mal) and maintains his speed and spacing appropriately to prevent a collision. This
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scenario may be written mathematically (in the limiting case of near collision) as

St =8 +8; -8 - Asy - Ly, 2)
Writing
s; = Vi/2d, = Vi/21,
st = Vi/14,
Ve =V + AV,

Vi~ Vi + 2Vy AV,
Asy = /a(Va + Vi) A,
V =a,* At
At =1,
and substituting appropriately into Eq. 2 yield

(Vii + 2Vftaf)/14=sz+(Vf/21) - St - [Vu + (31/2)] - L,
Solving for a, yields the expression shown above ("% rounded to 3).

QUEUE DISCHARGE

Each vehicle at the head of a queue prior to the onset of green is stochastically as-
signed a start-up delay that must be exhausted after the green phase is activated and
before it is discharged. Each following vehicle in the queue is stochastically assigned
a discharge headway that is related to the specified mean headway value, the statistical
distribution about that mean, and its original position in the queue. When a vehicle is
discharged, the remaining members of the queue move up in response to a '"green wave"
propagating upstream at a speed of 1 vehicle (~20 ft) per sec. Hence, the ninth vehicle
in a queue when the green phase is activated remains motionless for 8 sec after the first
vehicle discharges.
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Left-turn movements represent a critical component of design. For unprotected
phases, a iefi-turn vehdcle first in queue may "juinp the gun' before oncoming traffic
(determined probabalistically), seek an acceptable gap in the oncoming traffic (also
determined probabalistically), or negotiate the turn during the following amber signal.
A multitude of tests are made for each vehicle ready to discharge, depending on its in-
tended maneuver, type, status of traffic on receiving link, its lane assignment in that
link, and many other factors.

BUS TRAFFIC

It is well recognized that, although urban bus vehicles constitute a relatively small
percentage of total traffic, their impact on general operations is profound. The need
for buses to maneuver at stations, the blockage effect of buses dwelling at stations,
their size, and their sluggish operating characteristics, all contribute to degrading
overall traffic performance. Considerable effort was expended to ensure that bus traf-
fic was explicitly and realistically treated by the model. Vehicles, identified as buses
in the sense of vehicle length and acceleration characteristics, traverse prescribed
paths (routes) through the network servicing those stations assigned to that route. The
probability of stopping and the duration of dwell are assigned to each vehicle stochas-
tically. Impedance with other traffic, queuing that prevents buses from accessing their
stations, possibility of station storage being saturated, and many similar factors are
rigorously modeled. Separate sets of statistics are accumulated and displayed for bus
traffic.

RESPONSIVE SIGNAL CONTROL

The model was designed for the express purpose of evaluating responsive signal con-
trol policies. To this end, the ability of the model to identify the status of each vehi-
cle—lane position, location, speed, type, and intended maneuver—provides it with the
means of replicating almost any control policy, either local (intersection-specific) or
global (system-wide). Such policies may be introduced into the model, through the
medium of additional FORTRAN code, with no interface problems whatever. This is
achieved by providing as many as 9 "windows'' in the code that permit the addition of
snhroutines to reflect these policies. Each subroutine, representing a particular
policy, may refer to one or more specified intersections of the network. In addition, a
computer-monitored control system, responding to signals accessed by detectors as
determined by the surveillance simulation (another optional component of the model),
can be rigorously simulated by UTCS-1 to predict its overall performance prior to im-
plementation.
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GAP-ACCEPTANCE CHARACTERISTICS IN FREEWAY
TRAFFIC FLOW

Juergen Pahl, University of California, Los Angeles

Aerial data were used to determine average spatial and time sizes of the
accepted gaps and the lag gaps in gap-acceptance maneuvers for exiting ve-
hicles close to their intended off-ramp and for through vehicles as a function
of distance from the off-ramp. Furthermore, an attempt was made to
quantify the accident risk that was assumed by each lane changer and the ac-
cident risk that was imposed by each lane changer on the lag car of the ac-
cepted gap. Results were obtained for an 8-, a 6~-, and a 4-lane freeway site
and for various flowlevels. In general, the average spatial and time gap and
lag gap sizes of gaps accepted by exiting vehicles decrease as the exiting ve-
hicles approach the off-ramp. The corresponding average values for through
vehicles show less, if any, dependency on distance from the off-ramp. Av-
erage gap and lag gap sizes of gaps accepted by exiting and through vehicles
decrease with increasing flow levels. Within the assumptions made, it was
found that a larger accident risk is accepted by exiting vehicles than by
through vehicles in their lane changes, whereas the accident risk imposed
on the lag car of the accepted gap is smaller for lane changes by exiting
vehicle than by through vehicle.

e THE AVAILABILITY of quantitative data for gap-acceptance characteristics is very
important for the understanding of quantitative features of freeway traffic flow. Some
rather general results on gap-acceptance characteristics are available (1, 2, 3), but
more detailed results are urgently needed. Recently, a methodology was developed
(4) that enabled the acquisition of data suitable for this purpose., This methodology
involves the application of aerial photographic techniques to obtaining discrete trajec-
tories of vehicles traversing a given freeway site and the subsequent analysis of these
trajectories to discern quantitative features of the freeway traffic flow.

In this paper, gap-acceptance characteristics are investigated for exiting vehicles
close to their intended off-ramps and for through vehicles. The investigated parameters
include spatial and time sizes of the accepted gaps and of the lag gaps in each gap-
acceptance maneuver. For each gap-acceptance maneuver, a further attempt was made
to quantify the accident risk that was assumed by the lane changer as well as the acci-
dent risk that was imposed by the lane changer on the follower of the accepted gap.

DATA

The 3 freeway sites selected each contained an off-ramp and an upstream section of
the freeway. The gites were situated in the Los Angeles area and consisted of an 8-lane
freeway (Ventura Freeway, westbound, at White Oak Avenue off-ramp), a 6-lane free-
way (Santa Ana Freeway, southbound, at Washington Boulevard off-ramp), and a 4-lane
freeway (Newport Freeway, northbound, at Katella Avenue off-ramp).

The data were collected with a 70-mm Maurer camera operated from a helicopter
that hovered over the studied freeway site. The camera took pictures at time intervals
of 1 sec, and the length of the photographed freeway section was of the order of 1 mile.
The pictures were scanned in successive order so as to obtain digitized positions of
vehicles. A specialized software system deduced individual trajectories from the
digitized vehicle coordinates. The resulting trajectories yield the space-time history
of each vehicle within the studied freeway site. They include longitudinal and lateral
position and speed for each car in time intervals of 1 sec.
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The acquired data were subjected to a statistical a.nalysis to isolate those time
periods in which the average fiow level remained constant. The leagth of the obtained
time periods ranged from 1.5 to 15 min. The data were aggregated into groups where
the average flow levels of the selected time periods differ only within a small range in
order to improve the statistical significance of the derived analysis results, Table 1
gives the resulting data groups that were used for this study (more details are given
in another report, 4).

SPATIAL AND TIME CHARACTERISTICS OF
GAP-ACCEPTANCE MANEUVERS

In this study of gap-acceptance characteristics as a function of distance from the in-
tended off-ramp of exiting vehicles, each study site was divided into zones of 600-ft
lengths starting at the nose of the off-ramp and progressing upstream. In each zone
all lane changes of exiting and through vehicles were determined, and for each lane
change the leader and the follower of the gap that was accepted by the lane changer
were defined. An accepted gap was always assigned to the same zone in which the lane
change occurred, even though the leader or follower of the gap or both may have been
positioned outside this zone at the moment of the lane change. Figure 1 shows a sketch
of a gap-acceptance maneuver and some of the parameters of interest in such a
maneuver.

For each zone, the spatial sizes of all accepted gaps, s, ¢ (front bumper to front
bumper), were determmed at the moment of the lane change. For through vehicles and
exiting vehicles separately, the gap sizes were classified into 50-ft intervals, and the
sample probability density

« (d)/[N(d) x 50 ft] (1)

was computed for each zone, where n,(d) denotes the number of gaps in the kth gap-
size interval in the zone at distance d from the off-ramp, and N(d) denotes the total
number of lane changes of through and exiting vehicles respectively in the same zone.
For each zone, the estimators of the average gap size

- (/N Y s, 2
i=1
and its variance
N
=1/ NN-1 ) (s,,-5)° (3
i=1

were also computed.

Analogous procedures were applied to all lag gap sizes, se,;.

In addition to this study of spatial gap and lag gap sizes, an analogous study for the
associated time gap and lag gap sizes was also performed. For this purpose, the time
size of each accepted gap was computed as

h, = 8./v¢ (4)
and the time size of the lag gap was computed as
he = (8¢/ve) = (8 /v.) (5)
The meaning of the symbols is shown in Figure 1. For through vehicles and exiting ve-

hicles separately, these time gaps and lag gaps were classified into 0.5-sec intervals,
and the sample probability density was computed as



Table 1. Average flow levels of study sites. Figure 1. Gap-acceptance maneuver.
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Figure 2. Spatial size of gaps accepted by exiting vehicles, 8-lane site, high
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n; (d)/[N(d) x 0.5 sec] (6)

for each zone, where n;(d) denotes the number of gaps in the kth time gap size interval
for through and exiting vehicles respectively in the zone at distance d from the nose of
the off-ramp. Average time gap sizes and their variances were estimated by equations
similar to Eqs. 2 and 3. Analogous results were computed for the time sizes of the

lag gaps.

A detailed graphical presentation of the obtained results is given in another report
(4, Appendix D). Figure 2 shows an example that is typical of the results obtained for
the spatial sizes of gaps accepted by exiting vehicles in the high-flow group on the 8-lane
freeway. So that the obtained results could be easily compared, smooth curves were
fitted through the average values obtained in each data group, and these curves are
shown in Figures 3 through 8.

ACCIDENT RISK

An attempt was also made to quantify the accident risk involved in the gap-acceptance
maneuvers. For this purpose, a computation was made of how long the follower of a
gap could delay his braking onset after the leader of the gap had started to brake, such
that the follower just barely avoided a collision (this is a modification of the St. John
and Kobett time sum concept, 5). In the following these results will be called the "per-
missible braking delay.'" For example, the distance between the front bumper of the
lane changer and the back bumper of the leader (Fig. 1) is s, - 17 ft, based on the gen-
erally used value of 17 ft for the average car length. It is assumed that the leader starts
to brake at time t = 0 with a constant deceleration X. It is further assumed that the lane
changer will decelerate with the same deceleration X when his brakes are activated. In
order to just barely avoid a collision with the leader, the lane changer has then the
permissible braking delay

Tc = [(sc = 17 ft)/vc] = (1/2\7‘,5&) (Vi = v:) (7)

The permissible braking delay for the follower (Fig. 1) with respect to the lane changer
is

Ty = [(Sr - 17 ft)/vr] - (1/2ve%) 2 - D) (9)

For this study, the deceleration value, ¥ = -10 ft/sec®, was chosen for the computations;
this value corresponds to an intermediate risk level (5).

Permissible braking delays ranged typically from values as low as -3 sec to values
of more than 10 sec. An earlier report (4) showed the sample probability densities of
the permissible braking delays for the various data groups as a function of distance
from the off-ramp. Figure 9 shows a typical example that was obtained for exiting-
vehicle lane changes in the high-flow group on the 8-lane freeway site.

Negative values of permissible braking delays indicate very high risk levels because
a collision is unavoidable, under the above assumptions, if the leader or the lane
changer were suddenly to decelerate 10 ft/sec®. However, because typical reaction
times are of the order of 1 sec, even all permissible braking delays, T. < 1 sec and
T:; S 1 sec, indicate high risk levels.

With this assumption, the percentage of cars with high accident risks in gap-
acceptance maneuvers were obtained for each data group. The results are given in
Table 2. The dependency of these percentages on distance from the off-ramp could
not be studied because the available data samples were not large enough for this pur-
pose. Because the available sample sizes varied considerably among the various data
groups, the accuracies of the percentages given in Table 2 are quite different from one
another. A rough indication of the statistical significance of each percentage given is
provided by the total number of lane changes from which each percentage was computed.

SUMMARY AND CONCLUSIONS

Figures 3 through 8 show that the average spatial and time gap and lag gap sizes of
gaps accepted by exiting and through vehicles decrease with increasing flow levels.



Figure 4. Estimated average time gaps accepted, 8-lane site.

LOW FLOW GROUP

LOW FLOW GROUP

LOW FLOW GROUP

(OW FLOW GROUP

MEDIUM FLOW GROUP
MEDIUM FLOW GROUP

HIGH FLOW GROUP

O
w
“ D | s e e e s e s ev s e alle e e e e ————
o 8 HIGH FLOW GROUP
& al- o
<«
w (]
H w
Bl i
=
2
-l
2 —
EXITERS
1 — — — THROUGH VEHICLES
o 1 1 1 | | L L 1 g (. 1 L ! L 1 ]
0 600 1200 1800 2400 3000 3600 4200 4800 600 1200 1800 2400 3000 3600 4200

DISTANCE FROM EXIT RAMP, FT

DISTANCE FROM EXIT RAMP, FT

Figure 5. Estimated average spatial gaps accepted by through vehicles, 6-lane site.
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Figure 7, Estimate average spatial gaps accepted, 4-lane site, medium flow.
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Figure 9. Permissible braking delay of exiting vehicles when accepting gap, 8-lane site, high flow.
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Table 2. Permissible braking delays less than 1 sec for lane-changing vehicles and for lag cars.

Vehicles Changing Lanes Vehicles Accepting Gaps of Lag Cars
Number Exiting Through Exiting Through
of Lanes
and Flow Percent Number Percent Number Percent Number Percent Number
8, low 34 87 22 379 ] 87 18 379
8, medium 32 75 22 500 21 75 23 500
8, high 55 271 29 1,399 19 271 34 1,399
6, medium 31 26 16 93 12 26 34 93
6, high 86 1 16 50 29 7 46 50
4, medium 30 50 14 246 14 50 22 246

Figures 3 and 4 show that, for the 8-lane freeway, the spatial and the time average
sizes of the gaps accepted by exiting vehicles decrease with decreasing distance from
the off-ramp. The only possible exception to this general trend may occur for the time
sizes of gaps accepted by exiting vehicles in the medium-flow group; but here, the
statistical accuracy of the data points is especially poor (4). Figures 3 and 4 also

show that the corresponding spatial and time lags in the gap-acceptance maneuvers

of exiting vehicles exhibit also a substantial decrease with decreasing distance from
the off-ramp.

For the 4-lane freeway, Figures 7 and 8 show a decrease in spatial and time aver-
age size of gaps accepted by exiting vehicles for decreasing distances from the off-
ramp. However, in this case, the spatial and time lag in gap-acceptance maneuvers
of exiting vehicles does not change with distance from the off-ramp. Unfortunately,
because of a lack of a sufficiently large data sample, no graphs are available for gap-
acceptance maneuvers of exiting vehicles on the 6-lane freeway site.

The corresponding average values for through vehicles show less, if any, dependency
on distance from the off-ramp. Figures 7 and 8 show that through vehicles accept, on
the average, shorter gaps with decreasing distance from the off-ramp for the medium-
flow group of the 4-lane site. Figures 3 and 4 show a similar, although weak, trend in
the low-flow group of the 8-lane site. No such trend is apparent in the medium- and
high-flow groups of both the 8-lane and the 6~lane sites. The spatial and time lags in
gap-acceptance maneuvers of through vehicles do not depend, on the average, signifi-
cantly on distance from the off-ramp for any of the data groups, with the exception of
the high-flow group of the 6-lane freeway. Figures 5 and 6 also show that, for the high-
flow group of the 6-lane freeway, the average values for through vehicles exhibit a
special and unique dependency on distance from the off-ramp.

Data given in Table 2 show that, as expected, a substantially larger accident risk
is accepted by exiting vehicles than by through vehicles in their lane changes. Further-
more, the accident risk of exiting vehicles in their lane changes tends to increase with
increasing flow levels. Somewhat unexpected, however, is the finding that the accident
risk imposed on the lag car of the accepted gap is substantially smaller for exiting-
vehicle lane changes than for through-vehicle lane changes.
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COMPARATIVE STUDY OF TRAFFIC CONTROL
CONCEPTS AND ALGORITHMS

P. K. Munjal and Y. S. Hsu, System Development Corporation,
Santa Monica, California

Traffic network control has been under extensive research in recent years.
Efforts and results are diversifiedin many respects, mainly because of the
various mathematical models selected to describe the network, the dif-
ferent prediction techniques, if any, and the stated objectives. In this
paper we discuss the merits and shortcomings of traffic control concepts
and algorithms that have appeared in major publications. Starting with an
isolated intersection and continuing to arterials and networks, all discus-
sions are in terms of the mathematical model, the prediction, and the
optimization of objectives. Some current network control programs in
progress are also addressed.

eTHE CONCEPT of controlling traffic operations in a network is currently undergoing
extensive research. For purposes of discussion, the majority of notable results ap-
pearing in the literature can be grouped into the following important components: the
mathematical model, the prediction, and the objective function.

A mathematical model is a set of mathematical expressions or equations that rep-
resent traffic dynamics and control. Factors influencing most mathematical models
in this field include

1. The configuration of the network, i.e., an isolated intersection, an arterial, a tree
type of network, or a general network including closed loops; and

2. The behavior of traffie, i.e., uniform, Poisson, binomial, or any other well-
defined probability distribution of vehicle arrivals and constant or random platoon
density.

Although a more sophisticated model is likely to produce more accurate results, the
computational load is also likely to increase.

Prediction is the forecast of traffic flow patterns for the near future, based on his-
torical data and current observations.

Objective function refers to the specific objective of traffic control. In the signal
setting of an isolated intersection, the objective is usually to minimize the average
delay per car. In that for an arterial, the maximization of bandwidth is usually cited
as the objective. In control of a network, a more general objective function—minimizing
a weighted sum of delay and stops—is gradually becoming a universal criterion.

This paper presents a broad investigation of important traffic control concepts and
algorithms from selected, recently published articles. Far from being all-inclusive,
our purpose is to illustrate the important features of the subject and to cover as wide
a gpectrum as possible within the limited scope of this paper. Although our focus is
primarily on sophistication and applicability, we shall discuss the concepts in terms of
the models used; the prediction techniques employed, if any; and the defined objective
functions.

MATHEMATICAL MODEL

The simplest model is one that describes an isolated intersection. An intersection
is isolated if arrivals in each approach can be considered as a population drawn in-
dependently from some well-defined probability distributions. A uniform model, first
analyzed by Clayton (8), is the simplest car-arrival model of an isolated intersection.
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A model is uniform if the headway has a constant mean and zero variance. A more
complicated car-arrival model is the binomial arrival model where cars arrive in-
dependently from a binomial distribution. This model was first analyzed by Winsten
(6). The well-known work by Webster (47) makes the assumption that arrivals form

a Poisson process. Newell (30) used a model in which the arrival headway has a shifted

exponential density
f(t) = Ae™*t t>to

ft) = 0 t<to 1

where t, = 1/s, s is the saturation flow rate, and X is the flow rate. A truncated ex-
ponential function

£t) = xe™/(1-e) 0stsd4/A @)

was proposed by Gafarian et al. (g). A combination of the 2 models given above used
by Munjal and Fitzgerald (27) has the following form:

[A/(1 - e=*))e™t tost<4/A+t,

f(t)

fit) = 0 otherwise

®3)

This is called a truncated-shifted exponential density function.

The Poisson and exponential type of distributions are among the most widely used.
The nonshifted exponential distribution is inferior to other distributions in single-lane
traffic because it has the maximum probability density at zero headway, which is con-
trary to our experience that the probability density is zero at zero headway, gradually
increases to a maximum at some point depending on traffic demand, and then decreases
as headway increases. In this respect, it seems a Poisson distribution is more real-
istic in terms of describing traffic. Similarly, we could also devise a shifted Poisson
distribution function like the shifted exponential. It is also noted that when traffic is
very light vehicles can overtake freely, and car arrivals are independent. When traffic
becomes heavy or the overtaking is limited by the environment, then some drivers, on
catching up to slower vehicles, are forced to follow behind. In this circumstance, a
simple independence of individual vehicle can be substituted by a more sophisticated
independence of queues. Miller (24) and Tanner (39) have analyzed this problem, and
their results are in 2 more complicated mathematical form than those described above.

Many other arrival models have also been presented in the literature. Each model
results in a different expression of delay—and, therefore, in a different optimal cycle
time—for the objective of minimizing delay.

Seldom are intersections in urban areas isolated from one another. In other words,
vehicles do not arrive independently but rather in platoons. The simplest model to
describe the platoon is the uniform model, which assumes that the platoon has a con-
stant density and travels at a constant speed. The work of Morgan and Little (26),
Little (20), and Yardeni (50) on signal settings of an arterial is based on the uniformity
of platoons. For networks, SIGOP (40), the combination method by Hillier (16), and
the work of Inose et al. (19) and Chang (7) all use the assumption of uniform platoons.
Because of its simplicity, the uniform model is likely to be inaccurate and unrealistic.

An improvement of the uniform model is to consider the deceleration and compres-
sion of the platoon when it stops for a red signal and the acceleration and dispersion of
the platoon when it starts moving at the beginning of a green signal. In the Sperry Rand
study (38), the calculations for queue, delay, and travel time are based on the uniform
platoon assumption and a set of experimentally obtained acceleration and deceleration
characteristics.
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The TRANSYT model by Robertson (36) is a more sophisticated model that uses ex-
perimentally derived 50-part histograms to simulate downstream platoon shapes. The
model is claimed to be significantly more accurate than uniform models, for it counts
the random fluctuations of the platoons. The work by Allsop (2) illustrates the relation
between platoon shape and traveling distance from a signal light. Other models that
consider a single intersection linked to nearby intersections include Miller (25) and
Weinberg et al, (48). They essentially use detector-measured data and prediction
techniques to relate the delay, traffic movements, and signalization.

For control purposes, we like to have a sophisticated model that provides accurate
information for prediction and optimization. However, this is likely to increase the
model's complexity, which makes optimization a much more difficult task. The need,
at present, is to have for a general network a modular mathematical model that, when
transformed into a digital computer simulation model, will have high real-time/simu-
lated real-time ratio and can provide a test bed for any control algorithms before they
are applied to a real traffic network.

PREDICTION

Most conventional control techniques do not require prediction. Signal settings are
either completely determined by detector measurements—as in the case of fully or
semiactuated controllers—or predetermined, based on historical and time-of-day traffic
data—as in the case of multidial systems or of a malfunctioning detector. The more
advanced traffic control techniques or traffic-responsive controls do require that cer-
tain traffic data be predicted for later use in the optimization stage. The amount of
data to be predicted and the method used for prediction are certainly questions inter-
woven with the optimization problem and the mathematical model.

If an intersection is isolated and arrival is uniform, it is clear that no prediction is
needed. The best signal setting is one that allows just sufficient effective green time
to each approach, provided the traffic is unsaturated. Unfortunately, this is not the
case in real traffic. In the work by Miller (24) and Weinberg et al. (48), exponentially
weighted, moving-average predictors have been employed for estimafing car arrivals
during the next few seconds. This type of predictor has the general form

Xarr = Xa + A(Xa - Xa) (4)

where .., is the predicted value for time n+ 1, X, is the measured value at time n, X.
is the past prediction for time n, and A is a positive constant less than 1. This method
is fairly simple, but its statistical properties and how to make the best choice of A\ are
still unknown. In TRANSYT (3@), an expression given for A is claimed to best fit the
data.

For fast-changing traffic, the moving-average type of predictors will produce con-
siderable lag in the predictor. An improvement could be made by a consideration of
the increasing rate or decreasing rate. That is, instead of Eq. 4, we have

)21;.;.1 = Xn + )\(Szn - xn) + A

Ba= Y - Xamy) + (1 - Y)Aun (5)

for 0 = ¥ = 1 and some initial value of A, depending on the traffic pattern. The recur-
sive predictor Eq. 5 is believed capable of catching the trend of traffic more quickly.
TRW is currently conducting a network control software research program that re-
quires an accurate prediction of traffic patterns 15 min into the future. It is believed
that any dynamic type of control (real-time or variable cycle timing) requires fast and
accurate prediction of traffic flow patterns. Here we have a dilemma: If we predict
traffic patterns farther into the future, the optimization process is able to employ more
future information and is likely to produce better signal settings; on the other hand,
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the predicted value is likely to reflect greater error. A good procedure seems to be
the following:

1. Use all currently available information to form predictions;

2. Input the predicted traffic load to the mathematical model and optimize its output
(minimizing delays, stops, and the like) for some fairly long time period in the future,
say, T min;

3. Follow this optimal strategy for a short time period, say, AT min, AT < T;

4, Update the predictions based on the new information; and

5. Recompute the optimal strategy and repeat the process.

This procedure, in fact, illustrates the interrelation of the mathematical model, the
prediction, and the optimization.

OPTIMIZATION OF OBJECTIVE FUNCTIONS

In conventional traffic control methods, e.g., traffic-actuated or 3-dial systems,
signal settings are determined either by trial and error or by engineering judgment.
The performance is difficult to evaluate by any criterion except "it is known to produce
satisfactory results under certain conditions."”

In this section we shall discuss systematic methods of signal settings. Results
found in current literature fall into 3 categories of control: a single intersection, an
arterial, and a network. We shall examine each category.

Signal Settings of a Single Intersection

As previously stated, the simplest model of a single intersection assumes that ar-
rivals form an independent and identically distributed random sequence for each ap-
proach. In this case, the departure rate is either zero when the signal is red (or,
rather, effective red, when we count the lost time), or the saturation flow rate when
queue has not dissipated completely, or merely the arrival rate when there are no
queues in that approach when the signal is in its effective green duration. Different
situations arise when the single intersection model is treated deterministically or
stochastically. We shall examine these 2 cases separately.

There are, in general, 2 approaches for controlling a 2-way intersection: the
vehicle-actuated control and the fixed-cycle control. Conventional vehicle-actuated
controllers, which include semiactuated and fully actuated controllers, yield good re-
sults when traffic is light but fail to operate properly when traffic is heavy. They are
also observed to yield poor results for linked intersections. More advanced vehicle-
actuated controllers use computers in which a set of algorithms is employed to obtain
signal settings based on currently measured and predicted traffic data. The works of
Miller (25), Weinberg et al. (48), Grafton and Newell (14), and Martin- L5f (22) belong
to this cafegory. In the last two, a dynamic programming approach is used to obtain
optimal signal settings. As noted by Newell (33) and Newell and Osuna (34), a general
rule that usually yields minimum delay is to switch the signal as soon as the queue is
dissipated. For this type of controller, there is no cycle time; the minimum green,
the maximum green, and the switch-command signal determine the signal settings.

For fixed-cycle signals, Clayton (8) was probably the first to study the behavior of
an isolated intersection analytically.” His work was followed by that of Wardrop (44).
Both assumed stationary, deterministic arrival and departure in unsaturated traffic.
Total delay is minimized by the optimal cycle time being just long enough in each ap-
proach to discharge all vehicles that arrive in that approach during the cycle.

In general, it can be shown that the average delay time, D;, per car for approach i
for any intersection (not necessarily an intersection with 2 one-way streets) is

D, = rtz/{ZC[l = (dx/sz)]} (6)

where d,, si, and r; = split, arrival rate, and effective red time for approach i; and C =
cycle time.
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As we shall see later, the expression for D, in Eq. 6 often appears as the first term
in the expresgion for hv—nr\r-fnd delay per car in a stochastic model.

Although it is a 51mp1e matter to obtam optimal cycle time for regular arrivals, the
result may not have wide application because of the random behavior of traffic. Another
widely studied model is the Poisson arrival model. The first and most extensively
used expression for delay of a Poisson model for any intersection is due to Webster
(47). This is,

D, = {{C(1 - 2)?V/[2(1 - AX)]} + {X*/[2d (1 - X)]} - 0.65(C/d?)*X*** )
where
X = 1 - (r;/C), ratio of effective green to cycle time for approach i;
d,; = average arrival rate for approach i; and
AX = d;/sy, and X is degree of saturation.

The first term in Eq. 7 is the same as the term in Eq. 6. The additional delay
caused by Poisson arrival is due to the fact that a queue is not necessarily cleared
during each cycle. To minimize Eq. 7 Webster found the best cycle to be approximately

= (1.5L+ 5)/[1 - £(d./s1)]sec (8)

where L = £ L;, and L, is the lost time for approach i. Therefore, the cycle times
are higher for random arrivals than for regular arrivals. When the optimal cycle is
determined, the choice of split is a simple matter. This is given by

= (d1/81) C+ 1.5L1 + (5/1’1) (9)
fori=1, 2, ..., n, and for n-phase signal. It is easy to verify that
n
> g =C (10)
i=1

The discussions given above for the determination of optimal signal settings are
only for unsaturated intersections, that is, when the denominator in Eq. 8 is greater
than zero. When an intersection frequently saturates or oversaturates, i.e., when the
denominator is equal to or less than zero, it is called a critical intersection. Gazis
and Potts were probably the first to consider the oversaturated intersection, specifically
an isolated intersection with 1-way uniform traffic flows in which the demand is a linear
and deterministic function with respect to time. They observed that the cycle time and
split to minimize the total delay are those that dissolve both queues simultaneously at
the end of oversaturation. In a later paper, Gazis (12) considered 2 interconnected in-
tersections containing 3 one-way traffic flows. Pontryagin's maximum principle was
employed to develop an optimal control law that minimizes the total delay.

Further algorithms have been developed by Green (15), Longley (21), Gordon (13),
and Ross et al. (37). Green considered 2 one-way traffic flows with random arrivals
and compared the Gazis-Potts algorithm with a modified vehicle-actuated algorithm.
Longley considered the problem of unblocking the secondary roads when the primary
roads are oversaturated. For fixed cycle time, the split is determined by current
queue length and clearance of as many secondary intersections as possible. Gordon
considered the same problem as Longley and used Z-transform analysis for the de-
velopment of a control algorithm. The stability condition was also derived. The work
by Ross et al. considered not only the minimization of the delay of the critical inter-
section but the minimization of the downstream intersection delay as well. Their
method is based on the control concept of Miller (25) and Weinberg et al. (48), wherein
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a computer-control algorithm was developed for real-time control and simulation re-
sults were presented.

All those research efforts on single-intersection control seem to indicate that little
is left for further investigation except the oversaturated traffic condition and the stra-
tegic control. We could study, for example, under what circumstances is a fixed-cycle
control better than an actuated control and vice versa. The results could be helpful to
traffic engineers in selecting different control strategies.

Signal Settings of an Arterial

Most researchers uphold the minimum delay criterion of signal settings at a single
intersection but do not do so for an arterial. In this case, there is no satisfactory ex-
pression for delay—at least for the present—that links delay, cycle time, splits, and
other necessary traffic parameters, so that the minimization process can be carried
out in a manner similar to that for a single intersection. The difficulties arise from
2 sources: the increasing number of variables and the nonindependent arrivals due to
the short distance between each pair of adjacent intersections.

Morgan and Little (26) have developed an algorithm that is based on the criterion of
maximum bandwidth. Based on their definition, the bandwidth along a street where
there is a sequence of signals all of which have the same cycle time is that portion of
a cycle during which a car could start at one end of the street and, traveling at a pre-
assigned speed, go to the other end without stopping for a red light. Basically, their
algorithms do the following:

1. Synchronize the signals to produce bandwidths that are equal in each direction
and as large as possible, given an arbitrary number of signals, a common signal cycle,
the green and red times for each signal, and specified travel times between adjacent
signals; and

2. Adjust the synchronization to increase one bandwidth to some specified, feasible
value, and maintain the other as large as is then possible.

A mixed-integer linear program formulated by Little (20) calculates the common
cycle time, speed between signals, and offsets to maximize the sum of the bandwidths
for the 2 directions, given an arbitrary number of signals, the red-green split for each
signal, upper and lower limits on signal period, upper and lower limits on speed be-
tween adjacent signals, and limit on change of speed.

The algorithms given above obviously assume that the platoon moves at a constant
speed between each pair of adjacent intersections and that traffic does not turn either in
or out. Besides these shortcomings, an algorithm that maximizes bandwidth may or
may not yield minimum total delay. This is particularly true when the number of in-
tersections along an arterial is large and irregularly spaced. Under such circum-
stances, the maximum equal bandwidth is likely to be zero for a given cycle time and
split.

The algorithm developed by Yardeni (50) is similar to the maximum bandwidth de-
sign in many respects. Yardeni's concept is probably the same as that of Morgan and
Little; that is, it is desirable to have nonstop travel along an arterial. However, the
approach is different in that it is not trying to maximize bandwidth; instead it defines
a generalized least squares fit criterion for the minimization. He observed that the
ratio of the bandwidth to the cycle time depends only on the product of the cycle time
and the design speed. The least squares process is to set the round-trip travel time
between each pair of intersections at the design speed as close as possible to an in-
teger multiple of the common cycle time. When the common cycle time is given, off-
sets are chosen to give the best feasible throughband. Although the performance of
Yardeni's algorithm has not been thoroughly evaluated, his offset design is less effec-
tive than those of the others, for instance, the design by Morgan and Little (26) and the
combimtion method by Hillier (16). This fact is observed by Wagner et al. (@5).

Newell (31) also analyzed the 2-way arterial problem. In his analysis he made the
following assumptions:

1. There is no turning traffic, and the same number of vehicles pass each intersec-
tion in each cycle; and
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2. The platoon released at one intersection is still accelerating when it reaches the
novt and hna not caught un with the £ail of the nreceding nlatoon, and the flow is high
enough for the arrivals at each intersection to be spread over a period longer than the
effective green time.

He showed that the delay is minimized for one direction by an offset that allows the
last vehicle in the platoon arriving at any signal to cross the stop line just before the
effective green time ends. For 2-way traffic, the offset that gives the least total delay
between each pair of intersections is the one that gives the smaller minimum delay in
either of the 2 directions. A second analysis by Newell (33) considered high flow of
traffic in an arterial such that the cycle time and the effective green portion are the
same for all intersections along the arterial. Furthermore, if we let S; and S, be the
2-direction saturation flow rates at each intersection, it is assumed that the flow is so
high that, throughout the entire effective green period, the departures are at the sat-
uration rates S, and S; for the 2 directions. Newell showed under the assumptions given
above that, if there is no turning traffic and travel speeds are the same, the delay and
the number of stops are both minimized by the offset on the link with the higher sat-
uration flow being made equal to the travel time on that link for the case S; # S;. For
S: = Sz there can be a range of offsets that minimizes both the delay and the number of
stops, and we can therefore select the offset as either t (the travel time between the 2
intersections of the link) or C - t—they gave identical results.

The results given above are deceptively simple, for traffic rarely satisfies the as-
sumptions. None of the algorithms given above has considered the left-turn or right-
turn effects, optional lane effects and multiphase signalization. However, in a study of
the signal control of a diamond interchange arterial by the authors (28), some of the
algorithms have been extended to include these important factors. It is observed that
no single algorithm gives uniformly better results than any of the others for different
traffic flow levels and patterns.

Yagoda et al. (49) have developed for 2-way arterial signal settings a new technique
that allows the cycle time to be variable and uses the excess capacity available at the
various intersections along the arterial to obtain best progression. An advantage of
this method is the relatively simple computation procedure. Again, the method does
not give the minimum of a linear combination of the total delay and stops on the arterial.

Other control concepts and algorithms developed for networks can also be applied
to arterials if arterials are considered as special networks. They are discussed in
the next section.

Signal Settings of a Network

There are, in general, 4 types of networks: tree, ladder, tree of ladders, and gen-
eral grid.

A single intersection and an arterial are special cases of a tree, the simplest type
of network. The results of Newell (33) immediately apply to this case, provided the
assumptions stated in the previous section still hold for each link.

Algorithms particularly developed for tree networks are those by Hillier (16) and by
Inose et al. (19). In the work by Hillier, networks are considered as graphs, intersec-
tions as vertexes, and links as axes. A ladder or a tree of ladders can be successively
simplified into a single link or tree by combining pairs of axes in parallel and in series.
The calculation of delay used the assumption that the flow in each link is considered
uniform, and 2 flow levels correspond to the effective green and red periods. The ob-
jective function is the minimization of total delay in each link. The total delay per
cycle on each link is assumed to be a function of the offsets of the signals at the ends
of this link, for a given cycle time and splits, and independent of the other offsets in
the network. An integer N is also given, so that the offset can only be integral mul-
tiples of cycle C divided by N. The algorithm then calculates the sum of 2-direction
delay by varying the offset iC/N, i =0, 1, 2, ..., (N - 1), and selects the one that gives
minimum 2-direction delay. This is known as the delay-difference method. This
method appears time-consuming for calculating the offset for a single link but has an
advantage in that the computation increases linearly with the number of links in the
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network, as compared with other methods in which computations generally increase
nonlinearly.

Allsop (1) extended Hillier'swork to cover general grid networks, i.e., networks that
cannot be simplified to a tree by successive serial and parallel combinations. An
algorithm that minimizes total delay and gives global minimum was developed later
by Allsop (3), using a dynamic programming approach, and was written in FORTRAN.
Unfortunately, the computer running time is too long for a medium-sized network (50
intersections), and the algorithm cannot be used for real-time computer control. One
shortcoming of the combination method is the assumption of independence of the delay-
difference function from the offset. The other is that it requires excessive computer
core storage.

The algorithms developed by Inose et al. (19) applied only to tree networks. The
cycle time of this network is taken as the maximum of the individual intersection ideal
cycle time. The individual intersection ideal cycle time is one that minimizes the in-
tersection delay time by considering the intersection as being isolated and having a
uniform arrival rate. Once the common cycle is chosen, the splits are also obtained
by minimizing the average delay with uniform arrival rates. Offsets are obtained by
simplifications that neglect turning traffic and assume constant vehicle speed between
intersections. The offset is chosen in each link as the travel time corresponding to the
direction with higher flow. In a general network, this can be freely chosen provided
that the links do not form any closed loops. They, therefore, choose a maximal tree
in the graph. If the network has n vertexes, the maximal tree is the first n - 1 links
that give the most delay saving, when we minimize the delay of each link. Let us
identify each link in decreasing order, selecting them one by one and assigning the
ideal offset to each. If a link happens to close a loop, it is discarded and the next one
is considered, until all vertexes are covered. This method is simple and effective if
there is little or no turning traffic. However, it is unlikely that this choice of maximal
tree gives minimum total delay of the network.

Weinberg at al. (48) use the same principle as used for an isolated intersection to
determine the signal settings of a network. Once again the decision whether to extend
the green time or to switch depends on the estimated difference in delay for the com-
peting approaches. The additional information needed in this case includes the estima-
tion of the nearby signal settings. There are 2 drawbacks to their approach. First,
the nearby intersection signal settings have to be estimated. It is unlikely that these
estimates will be very accurate, because they are dependent variables of the current
optimization. Second, it is assumed that the delay at one intersection is independent
of delays at all other intersections, except those immediately nearby. Their algorithms
have not been programmed yet. The effort involved in programming these algorithms
is expected to be extensive.

SIGOP developed by Traffic Research Corporation (40) is probably the first sys-
tematic computer optimization program for a general network. For any given cycle
length, the program first computes the phase split for each intersection. The length
of each phase is set proportional to the total flow or critical flow in each phase or any
desired combination thereof. Total flow is the sum over all lanes and all approaches,
and critical flow is the maximum flow observed per lane through an intersection. To
assist traffic engineers in selecting the best cycle length for this system, the program
will optimize and evaluate up to 10 given cycle lengths in a single computer run. The
optimization procedures include the determination of ideal offset differences for every
link and the computation of optimal offsets for the entire network.

For a given link, the offset difference is the difference in time between the beginning
of green at the downstream and upstream signals. Some ideal offset difference exists
that minimizes delay or stops or a linear combination thereof. From the work by
Newell (31), it seems desirable to stop the head of a platoon for a short period of time
and allow the last vehicle of a platoonto clear. If, as Inose et al. assumed, there is no
platoon dispersion, then the ideal offset difference is just the travel time, provided the
green time is about the same for upstream and downstream signals. The exact platoon
dispersion and its stochastic behavior affect the true ideal offset differences.
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In general, there does not exist a set of offset differences for the entire network
such that all links have their ideal offset differences. SIGOP is to find a set of optimal
offset differences that minimize a weighted sum of squares of the differences between
the ideal and optimal set for each link. Different weighting factors can be assigned to
each link, according to their importance, which can be specified by the traffic engineer.
More specifically, the delay at link ij per cycle is approximated by

fi5 = Ay (Ryy + My + dy - dy)*+ Sy, (11)

fori, j=1, 2, ..., n, and for an n-node intersection network,

where

i is the upstream intersection;
j is the downstream intersection;
d, is the offset of intersection i;
Ry, is the ideal offset difference for the link;
Ay, is the link weighting factor;
Sy, is a constant;
f,, is the delay for the link; and
M,; is an integer chosen such that - % < Ryy + My, + d, - d; < Ye, all dy and Ry,
are expressed in fractions of a cycle.

SIGOP is to find d;, i = 1, 2, ..., n such that
F=Y Y Aiy(Ry+ My +d; -dy)?+ Sy (12)
i=1  j=1

is minimized.

If all d's are held constant except d, and d;, M,; can be shown to have, at most, 3
distinct values: minimum M’, M' + 1, and M' + 2. Each M,, is just a hyperplane, and
they form parallel planes for each pair of intersections. Each group of hyperplanes
is intersected by every other hyperplane. It is shown that the entire space is divided
into 3® by 5* subregions, where p is the number of 1-way links, and q is the number of
2-way links. It seems a formidable task to find the global minimum by examining the
local minimum of each subregion. However, in SIGOP, it can be seen that, of the local
minimum in one subregion is found, all other neighboring subregion minimums can be
found. The search for the global minimum starts at the local minimum of a randomly
chosen subregion and transforms to the least of the adjacent local minimums. This
process is continued until a subregion is found where the local minimum is less than
that of any adjacent subregion minimum and is taken as a first estimate of the global
minimum. This process is repeated with new randomly selected starting points and
new estimates of the global minimum, comparisons are made with the old minimum,
and the smaller minimum is maintained. This process terminates if any of the 10 esti-
mates do not give a smaller minimum value than the old estimated global minimum.

Mathematically, we can see that SIGOP does not guarantee that the global minimum
will be found; moreover, unless we start at a good initial point, a huge number of esti-
mates may be necessary to terminate the computation. Furthermore, an inversion of
n by n symmetric matrix is needed during the computation, where n is the number of
intersections. This becomes a time-consuming task if n is large. Besides these
shortcomings, the assumption by SIGOP that the ideal offset difference of each link is
independent of cycle time, as it uses up to 10 different cycle lengths to compute optimal
offsets without recomputing R,; each time, is likely not valid. It is also observed that
f,, is only a very crude estimate of the delay except when the computed offset differ-
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ence is very close to the ideal offset difference. Nevertheless, SIGOP has been shown
to be an improvement over existing signal settings and compared favorably with other
methods (Wagner et al., 46).

Unlike the algorithms mentioned above, the method by Chang (1) regards both the
green phase splits and the offsets as variables. He assumes thaf traffic arrives in
platoons but is uniform within the platoon and that traffic enters each link from only
one approach at the upstream signal. He then obtains equations determining the queue
length for any signal settings. The objective function is

T

n
F=(/T) X q, (t)dt (13)
i=1 0

where T is the cycle time, and q, (t) is the steady-state queue length at intersection i at
time t. A gradient technique is developed to minimize F over all possible offsets and
splits. However, it is suspected that the gradient search will provide only a local
minimum of F. :

A more sophisticated model and a more effective optimization technique are em-
ployed in TRANSYT by Robertson (36). This model has been described earlier in this
paper. TRANSYT makes the following assumptions:

1. All major junctions of the network have signals (or are controlled by a priority
rule);

2. All signals in the network have a common cycle time or a cycle time half this
value;

3. Traffic enters the network at a constant specified rate on each approach; and

4, The platoon of traffic turning left or right at each signal remains constant through-
out the cycle.

The objective function is a linear combination of delay and stops. The common cycle
time at the signals is divided into 50 equal units of time. All TRANSYT calculations
are made on the basis of the average values of flow rates and vehicle queues that are
expected to occur during each of these units of time. In practice, the random behavior
of individual vehicles will vary the average flow pattern; a smoothing process is there-
fore employed to give average platoon shape. They observe that a cycle time that is
long enough to clear the queue within one green period for uniform arrival rate may
not be sufficient for random arrival for every cycle. The extra delay per car caused
by the random behavior of the platoon is found to be

D = X%¥/[4d(1 - X)] (14)

where X is the degree of saturation, and d is the average arrival rate.

It is interesting to note that Eq. 14 is exactly one-half of the second term of Webster's
delay equation (Eq. 7). Webster claims that his second term is due to the randomness
of the arrival. In Webster's derivation, an intersection is considered as being isolated
and arrivals as being independent, identically distributed random sequences. This is
no longer true for platoons: It results in the reduction to half of Webster's observa-
tion. It is also interesting to point out that Webster's equation for determining cycle
length is generally too long for arterials or networks for the same reason that delay
is overestimated, and Inose et al. (19), or all others who assume uniform arrival rate
to determine optimal cycle length, generally specify too short a cycle time in that they
have underestimated the delay.

A computational procedure called hill-climb is used by TRANSYT to find the minimum
of the objective function. The number of computations involved increases in the order
of the square of the number of intersections. This optimization procedure seems more
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encouraging than that of SIGOP, which involves the inversion of a symmetric matrix of
order of the number of intersections and a space divided into a tremendous number of
subregions. However, the same difficulty occurs in TRANSYT as in SIGOP: We may
end up with a local minimum instead of the global minimum of the objective function.

TRANSYT has been field-tested in London and Glasgow and has shown better results
than the combination method. SIGOP, the maximum bandwidth, and the combination
method have been compared by simulation and field tests by Wagner et al. (46). In their
study, cycle time is allowed to vary. There is no indication that one method is uni-
formly better than the other. There is also a plan to test TRANSYT and compare it
with SIGOP in some American cities of which San Jose, California, is one of the candi-
dates. SIGOP has also been field-tested in Kansas City, Missouri, where improve-
ments were reported on both travel time and total stops over existing systems. Five
other cities are currently ready to implement the program. SIGOP is also to be tested
in Glasgow, Scotland, where a comparison between TRANSYT and SIGOP will be made.

Inasmuch as the most complete and systematic network control algorithms are the
combination method, SIGOP, and TRANSYT, we shall give a summary of them in Table 1
for comparative purposes.

We also need to know that the 3 algorithms are all for fixed-time control and that
computing is generally too long for real-time computer control.

CURRENT DEVELOPMENTS IN TRAFFIC NETWORK CONTROL

A series of urban network control research programs are currently in progress for
the Federal Highway Administration. They are generally known as the First Genera-
tion, the Second Generation, and the Third Generation Control Software Programs.

The First Generation Control Software Program was conducted at Sperry Rand (38).

The major tasks were to establish traffic parameters to be used as the basis for on-line
selection and evaluation of control strategies and to develop concepts for a traffic signal
control system that can readily implement experimental control strategies. The traffic
parameters selected consist of occupancy, volume, queue, stops, delay, speed, and
travel time—the first four are used in the algorithms that determine the traffic signal
settings, and the last four measure system effectiveness. These parameters are ob-
tained either from direct detector measurements or from a set of equations that as-
sume uniform platoon behavior with a set of deceleration characteristics. The control
strategy is basically table-look-up type, with stored historical data. Table selection
could be achieved by a calculation of the sum of squares of the differences between
certain measured traffic parameters (e.g., volume, speed, and occupancy are suggested
by the Department of Transit and Traffic, City of Baltimore, 4) and those that would
result in the signal settings in the table and a selection of the one that gives the mini-
mum. Signal timing can be switched every 15 min—if the new traffic differs signifi-
cantly from any of the stored histories for a set of controllers, SIGOP is then employed
off-line to generate new timing plans based on the new traffic data. Critical intersection
control is also provided, where a critical intersection is one that frequently oversat-
urates. When critical intersection control is necessary, the split at a critical inter-

Table 1. Comparison of major network-control algorithms.

Optimization
Algorithm Model Prediction Objective Technique Network
Combination Uniform None Minimizing delay Delay-difference Tree, ladder,
(dynamic prog.)* tree of ladders
(any)*
SIGOP Uniform None Minimizing least squares devia- Gradient Any
tion from ideal offsets
TRANSYT Stochastic Dispersion of Minimizing linear combination Hill climb Any
platoon of delays and stops

®Parentheses give Allsop’s extensions to Hillier's work.
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section is set proportional to the smoothed queue length ratio. Bus priority control is
also implemented at certain critical intersections. The decision whether to grant addi-
tional green time for a particular phase depends on the queue ratio as well as on the
detection of a bus on the approach to the intersection.

From the discussion given above, we understand that the First Generation Control
Software Program employs a fairly simple model to describe traffic dynamics, and
the optimization of signal timings depends on SIGOP. Therefore, it is not a true mini-
mization of delay.

The Second Generation Control Software Program is currently being developed by
TRW. The primary objective is to provide on-line generation of optimal signal set-
tings. Once again, SIGOP is used—with minor modifications—for optimization of off-
sets. The Second Generation Control Software Program differs from the First Gen-
eration Control Software Program in that it requires network decomposition so that the
optimization time of each subnetwork by SIGOP is short enough compared to the 15-min
signal timing setting. Signal settings are modified every 15 min according to the mea-~
sured and predicted traffic data for the next 15 min. A predictor that can project traf-
fic conditions for the next 15-min period is necessary to achieve this task. The criteria
for subnetwork decomposition are those proposed by Walinchus (43). Once again, these
decomposition criteria rely on the least squares principle, whose relations to the min-
imum delay are not clear.

The near real-time (15 min) computer control gives better traffic operation than
that given by all existing computer control systems, it is claimed by TRW in its SAFER
(Systematic Aid to Flow on Existing Roadways) system. It is also demonstrated by the
authors (29) that near real-time operation yields better results than multidial systems
for a closed-loop network.

Under general conditions, using a common cycle time for the entire network may not
yield better results than employing uncommon cycle times. This leads to the research
of the Third Generation Control Software Program (U.S. Department of Transportation,
41), which can be characterized by the dynamic optimization of traffic signal settings
without the up-to-now imposed requirement of a background cycle. This results in the
development of a variable-cycle signal-timing program.

There are perhaps only 2 dynamically responsive control algorithms that have ap-
peared in the literature. The first, proposed by Miller (25) and developed by Weinberg
et al. (48), has been discussed earlier; it minimizes total delay n seconds into the future,
where n'is small. This procedure is questioned because it records immediate gain
without analysis of the consequence of the action. In an extensive simulation of a fairly
elaborate intersection at a variety of flow levels by Van Zijverden et al. (42), a mini-
mized short-term delay strategy provided no better results than a good traffic-actuated
strategy. For these reasons, algorithms by Miller and Weinberg at al. are considered
at this time to be of dubious value.

The second dynamically responsive control algorithm, PLIDENT by Holroyd and
Hillier (18), was field-tested in Glasgow, Scotland. This scheme has neither fixed-
cycle nor offset concepts, but adjusts signal settings to suit various platoons. Platoons
on main roads are identified, and their arrival times at downstream signals are pre-
dicted. Despite the elaborate PLIDENT algorithm, it produces very poor results in
terms of travel time, compared to those of TRANSYT and the combination methods.
One clear fault is the way in which cross-street traffic was not considered in the cal-
culation of the signal settings. Furthermore, PLIDENT does not minimize delay, and
the other 2 methods do.

The Third Generation Control Software Program, using the same concept of no fixed-
cycle time and offsets, approaches the optimal signal setting in a mathematically deli-
cate and rigorous way. This can be illustrated by the 3-dimensional time-space dia-
gram shown in Figure 1. Let us consider intersection 1, where the X-axis represents
the history of the north-south signal and the Z-axis represents the history of the east-
west signal. The objective is to minimize a linear combination of delay and stops over
all intersections and over the entire time period of interest. If the platoon is con-
sidered uniform, i.e., no compression and dispersion of the platoon, then delay and
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Figure 1. Three-dimensional time-space diagram.

LEGEND: HEAVY SOLID LINE essss=s SHOWS RED PERIOD

stops can be expressed during each cycle as functions of the platoon conflicts A, B,
and C. More specifically,

d=~A.qc- M1+ (A/2)]+B.qy - [Tz2+ (B/2)]1+ C - qs- (C/2) (15)

s=A:q:+B-qy+C-qs (16)

where A, B, and C are respectively eastbound platoon, northbound platoon, and south-
bound platoon to be stopped; q. is the corresponding platoon density, i = E, N, S; T is
the east-west effective red period; T, is the north-south effective red period; d is the
total delay suffered by the 3 platoons at intersection 1; and s is the number of stops of
the 3 platoons at intersection 1.

The objective is to minimize a linear combination of d and s over all intersections
and over the entire time period of interest. To do this requires that an accurate math-
ematical model first be developed. The sophistication of the model depends on how
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platoon behavior is defined. Inasmuch as the direction is toward increasing sophisti-
cation, the platoon canbe uniform and travel can be at a constant speed, it can be uni-
form with increased complexity of compression and dispersion characteristics, or it
can be of a stochastic nature with random fluctuations. This mathematical model,
then, serves as a basis for predicting traffic patterns for the next T min, where T is
fairly large. Accurate prediction techniques will also be developed to obtain predic-
tions of necessary traffic data for optimization. The optimization program employs
the predicted data and calculates optimal signal settings (or suboptimal, if the network
has to be decomposed). The optimal signal settings are followed for a short period of
time, after which the predictor updates its prediction and the optimization processor
reoptimizes signal settings. This procedure is repeated for the entire time period of
interest.

This seems plausible. The key point for success is the speed of the optimization
program. If it is too slow, say, 5 min, then the signal settings must follow the calcu-
lated optimums for at least 5 min before the optimization program can reoptimize by
using updated traffic data. The error rate is likely to be high in this case. Therefore,
the network may need to be decomposed into subnetworks to achieve higher optimization
speed. SIGOP, used bythe First and Second Generation Control Software Programs, is
definitely too slow; furthermore, it fails to give minimum delays or stops. The Third
Generation Control Software Program is a new control concept. If successful, the
problem of traffic control of networks can be greatly benefited.

Two major problems that are of vital importance in terms of real-time control and
have not received much attention in the research literature are the transition and rec-
onciliation problems. The former has its role in first and second generation control
in that, when a new signal plan is determined, there should be a smooth transition from
the old signal plan to the new one so that traffic disturbance is kept minimal. The
latter has its role in second and third generation control in that, when a network is
decomposed into subnetworks, some mechanism is needed to reconcile signal settings
between subnetworks so that traffic disruption is minimal in the boundaries and, at the
same time, to achieve some degree of optimality (if not true optimal) of each subnet-
work. Walinchus (43) has addressed the reconciliation problem and suggested some
approaches to solutions. However, we feel that adequate optimization criteria should
be defined, so that we can systematically solve the transition and reconciliation prob-
lem. We mention a possible way to achieve transition in the following.

Within each subnetwork, we can add a constant to the offset of each intersection; and
the relative offset differences between each pair of intersections are unaffected. Only
the offset differences between the intersection in the subnetwork and the master clock
are affected. By adding a constant to the newly calculated offsets, we may achieve
minimal disturbance within the subnetwork. That is, we find x for an n-intersection
subnetwork such that

n
y = Z 6 - ¢4 -x+ kic)a (17)
i=1

is minimized, where

C = new cycle time for next signal timing period;

6: = old offset for intersection i with respecttoC, 0 < 6, < C;
¢: = new offset for intersection i, 0 < ¢, < C; and

k; = an integer such that - (C/2) <6, - ¢, - x+ k, C < (C/2).

Let x, be the minimizing value of x. The addition of x, to 6; for each i minimizes the
least squares deviation between the old and the new offsets. If there is more than one
subnetwork, we must reduce their differences to zero gradually so that all subnetworks
are synchronized. This can be achieved by increasing or decreasing the cycle time of
some subnetworks by 1 or 2 sec each cycle until synchronization. We credit this con-
cept to the City of Baltimore Department of Transit and Traffic (4).
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Dynamic programming is also an encouraging technique for optimizing the objective
functions. The works by Okutani (35) and Gartner (10, il) beiong to this category.
Okutani considers a general network with common cycle time and splits given. The
objective function of a link is assumed to depend only on the flow on this link, and the
offset difference is independent of the offset differences of other links. The mathe-
matical principle is that the optimization problem is considered a multistage decision
process, and the objective function is minimized in passing through each stage.

The work of Gartner, in many respects, is similar to that of Okutani. However,
Gartner uses graph theory to simplify the network. By doing so, he greatly reduces
the number of intersections in the simplified network. This makes the optimization
process more feasible if a real-time computer control operation is desired because the
computer running time increases only linearly with respect to the number of nodes of
the simplified network. Although both authors have used simplified traffic models like
the fluid model and their results have not been compared with other control algorithms,
we believe that the dynamic programming technique may yield more fruitful results in
traffic network control in the near future.

SUMMARY

We have discussed major traffic control concepts and algorithms, reported in recent
published literature, in terms of the mathematical model, the prediction technique, and
the optimization of the objective function.

For an isolated intersection, we have described several arrival models. In each
case, an expression for delay is given that minimizes the expected average delay. Dif-
ferent arrival models result in different expressions for the average delay. Optimal
control schemes are summarized for both vehicle-actuated controllers and fixed-cycle
controllers. For vehicle-actuated controllers, the optimal scheme is to switch signals
as soon as the queue is cleared. For fixed-cycle controllers, the optimal scheme is,
in general, to keep the cycle time as small as possible while the demand is being
observed.

For the control of an arterial, the mathematical models used usually involve the
description of platoonbehaviors. Uniform and stochastic models, with or without com-
pression or dispersion, are both discussed in the literature. The objective function is
usually to maintain progression, to maximize the bandwidth, or to obtain best least
squares fit.

For the control of a network, a wide variety of models are proposed. Many algo-
rithms require the prediction of traffic parameters and patterns. The objective func-
tion is usually the minimization of delay or a linear combination of delays and stops.

In either case, the optimization procedure is extremely complicated, and even sophisti-
cated computational methods do not give the global minimum of the objective function.
If real-time or near real-time control is desired, breakdown of the network into sub-
networks is proposed to decrease computer running time necessary for calculating
optimal signal settings.

Current trends in the research of network control are also discussed.
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