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FOREWORD 
The papers contained in this RECORD discuss the application of interactive graphics 
to various aspects of transportation planning and design. 

Beilfuss discusses the first phase of a project completed for NCHRP, which con­
sisted of review and definition of an interactive design technique applicable to highway 
engineering, development of specifications, and the highway design process. 

Ruiter and Sussman discuss the potential role of interactive graphics in transporta­
tion system analysis. The general characteristics and benefits of interactive graphics 
are explored, and application in the transportation and planning fields is reviewed. 

Gur describes the Interactive Transportation Analysis System, which is a man­
computer interactive graphics system designed to serve transportation and urban plan­
ners. The author defines the need for interactive graphics in planning, where it might 
be used effectively, and the major problems in its implementation and use. 

Rapp and Gehner describe a man-computer interactive system that was developed 
and applied to a series of experiments designed to identify the characteristics of high­
performance bus rapid transit systems for CBD-bound passengers who reside in a 
suburban corridor. The solution spaces of each of 12 problem cases derived from the 
combination of several trip densities, highway network characteristics, and trip-making 
behaviors are explored in an interactive graphics search process. 

V 



INTERACTIVE GRAPHICS IN HIGHWAY ENGINEERING 
Charles W. Beilfuss, Control Data Corporation 

In September 1970, an NCHRP project was initiated that had as its overall 
objective the development of an interactive computer graphics software 
system capable of being used by highway engineers in the design of high­
ways. The first phase of the project was completed in August 1971 and 
consisted of the following major activities: review and definition of inter­
active design and roadway perspective system applicable to highway engi­
neering; development of specifications for interactive graphics software, 
user action requirements, and modifications to current system and pro­
grams; review and delineation of interactive graphics terminal hardware 
specifications; and consolidation of findings and determination of the fea­
sibility of interactive graphics to the highway design process. The end re­
sult of the project will be a new method of computer-aided roadway design. 

aTHE HIGHWAY engineering community was one of the earliest users of, and has con­
tinued to be a leader in, the application of computers in engineering work. There has 
been a continued growth in the sophistication of the computer techniques employed. 
Even with this continued growth, the engineer, in general, has still not been able to 
realize the full potential of the computer because of restrictions placed on his ability 
to communicate with the machine and guide its decision-making process. These re­
strictions are a direct result of the manner in which information is transferred between 
man and machine by computer hardware and software. It has been widely acknowledged 
that benefits to be realized from the computer will be significantly increased when the 
user can gain more control over the programmed decision process through improved 
communication techniques. 

Most recently, the thoughts of highway engineers are turning to the use of interactive 
graphics as a means to overcome these communication restrictions. One such thought, 
toward which briefly positive steps have been taken, resulted in a project to study the 
feasibility and development of system design specifications for using interactive graph­
ics in roadway design. This project was sponsored by the American Association of 
State Highway Officials under the auspices of the National Cooperative Highway Re­
search Program. This paper will discuss the way in which this NCHRP project planned 
to apply interactive graphics to a specific task of highway engineering, final roadway 
design. 

In September 1970, NCHRP contracted with Control Data Corporation to perform 
phase I of an intended two-phase research project to result in a functioning interactive 
graphic roadway design system (IGRDS). As of this date, the phase I effort has been 
successfully completed and the design accepted. but all further funding of this and other 
similar projects through the NCHRP was terminated by AASHO. 

To elaborate a bit more on this work so that the nature of the system can be more 
readily assessed, I would like to highlight a few key points of this project. The key ob­
jectives of the project were 

1. To study existing applicable hardware as well as procedures and techniques de­
veloped in other interactive graphic applications and 

2. To design engineering procedures and software to create a system for interactive 
graphic roadway design. 

1 
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The project effort was to emphasize the engineering procedures to be part of such a 
system. The role of roadway design programs in the system, insofar as the project 
was concerned, was to be that of a data generator. 

The Texas Roadway Design System (RDS) was selected to be used as part of the in­
teractive graphic system to be designed by this project. Selection was based primarily 
on the broad capabilities of RDS, its modularity, clarity of file design, and the fact that 
Federal Highway Administration support of RDS would probably make it one that would 
be much used in the future. The system was not to be machine dependent; it was to be 
a useful and economically justifiable tool. 

Two complete papers would be required to cover both the interactive graphics road­
way design procedures and the design recommendations for the specialized interactive 
graphics software. This paper will be restricted solely to the former concepts and 
leave the latter for another forum. 

IGRDS was to be a research tool that would permit the practical in-service study of 
interactive graphic techniques by highway engineers. The results of this research study 
were to provide a practical base for future interactive graphics development in other 
areas of highway engineering. 

The project was made up of work of two different, but related, kinds: 

1. Development of procedures for a roadway designer's use of a computer interac­
tive medium and 

2. Design and preparation of specifications for computer programs that will allow 
RDS to work in conjunction with interactive hardware and software in a manner that will 
permit the performance of the prescribed procedures. 

The former category of work consisted primarily of creating new procedural con­
cepts. It involved analyzing each step of the roadway design process and determining 
what the designer needs and desires to do at each step. As each need was identified, 
it was necessary to determine of what assistance RDS could be to the engineer at that 
design step and what interactive graphic techniques could effectively be utilized to pro­
vide these design capabilities. The resulting procedures were then recorded in docu­
mentary form. 

The second type of work included the study of existing interactive graphic hardware 
and software and the selected RDS to determine what additional interactive graphic pro­
gram functions were necessary to create a combined system that would effect the de­
sired procedures. This work type also includes determination of whether the proposed 
interactive engineering procedures were possible. Whenever it was found that the sys­
tem could not perform in accordance with the procedures first proposed, another ap­
proach that was more compatible with the interactive graphic capabilities was sought. 

IGRDS DESIGN CAPABILITIES 

RDS capabilities are almost exclusively pointed at pure roadway design functions, 
i.e., design related to horizontal and vertical alignments, earthwork, and geometrics. 
It is a final design system with limited capabilities for preliminary design and route 
location because of the way it builds and handles the terrain model. It includes approxi­
mately 250 clearly defined programs and subroutines with a large data base of design 
and terrain-related information, which enables the roadway design engineer to work 
simultaneously with multiple roadway configurations toward an optimized design. The 
data base, referred to as project data files (PDF), consists of tabular design informa­
tion (e.g._, template criteria, slope criteria, and equation tables), station-oriented de­
sign data (e.g., horizontal and vertical alignments and templates), and individual cross­
sectional data (e.g., terrain and design cross sections with related pointers and values). 
The comprehensive data structure of the PDF permits access by IGRDS to prepare its 
response to user requests for data and graphic displays. 

The design concept of IGRDS acknowledges the probability that design approaches 
vary among individual designers, and it is to be expected that changes or additions to 
the system command set will be desired. The design concept is not tied to a particular 
fixed command set in advance of first trial use: rather, it is one of providing the user 
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with a comprehensive set of commands, software to modify these commands to operate, 
and a convenient means of modifying the set to fit his own desires. 

There are three major divisions of command components that IGRDS must contain to 
enable the design engineer to function effectively while interacting with the RDS applica­
tion and its project data files. 

1. Geometric, vertical alignment, and cross-sectional design components; 
2. Design data input as a direct data entry to PDF; and 
3. Analytic displays including mass haul diagrams via earthwork computations, 

perspective views, and combinations of orthogonal and perspective projections. 

The project report contains about 60 design-oriented commands. 
The objective of the command structure is to provide a primarily production-oriented 

system. The concept employed in the user command capability is that, at each step in 
the roadway design interactive process, the user should have a set number of known, 
suitable commands available for his selection. Upon selection of any command, the 
system should act in some specific, expected way, and another set number of suitable 
commands will be made available for selection in the next step. The selection of each 
new command is based on the results of the last. 

A detailed description of the command structure is not possible in a paper of this 
scope. Rather, to achieve an understanding of the effect of the commands, the paper 
will describe the steps an engineer might take as he effects a series of design changes 
through IGRDS. 

DESIGN -ORIENTED COMMANDS 

Commands that enable the user to perform design functions in IGRDS occur exclu­
sively in the design command component of the system. They are typified by their ef­
fect on the PDF, which is updated to reflect the intended result specified by a selected 
command. 

Horizontal Alignment Geometrics 

When working with a horizontal alignment, the user will see it displayed against a 
grid representing the design coordinate system. There will be no topography or planim­
etry in the background inasmuch as no such display data are available in the RDS data 
file; therefore, the design work he performs at the interactive device will generally be 
already laid out on the design mapping prior to initiation of the interactive process. It 
is possible to display special grid reference symbols, however, that would represent 
some controlling feature the user wants to locate in a trial-and-error process. 

Upon entry to the horizontal alignment segment of the system, the user defines initial 
specifications for the display he needs to perform the intended design function. Included 
in these specifications is a definition of scale and range of interest. Even the largest 
commercially available display units will not be able to satisfy all users' needs concur­
rently. If he wants to see the entire station range, the scale will necessarily be very 
small. This handicap may be overcome, at least partially, by the zoom and window 
features of the system. He may "zoom in" on a point of immediate interest to a degree 
where he is able to work with the display. Simultaneously, however, the "window" 
through which he sees the display permits him to observe an increasingly smaller sta­
tion range. This impediment may also be overcome by providing him with the ability 
to move the viewing window from time to time in the design process, or he may "zoom 
out" to again obtain an overview of the alignment. 

The commands will permit the user to build and extend horizontal alignments, or to 
review them, in a number of ways. The horizontal alignment is reduced to its elemental 
parts, and each command is aimed at doing something to an element that generally re­
sults in a reconfiguration of the alignment. The reconfiguration is reflected in the PDF 
and displayed on the interactive device. Before the design change is passed on to the 
RDS application for file update, however, IGRDS will display the new geometric align­
ment for visual verification. 
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Upon entry to horizontal alignment, the screen is blank except for the project file 
irlontifiriotinn nnrl th" flnmmnnrl li~t,:_ r-r,h" nn.f'r 1 P. firP.t nrtinn iP. tn f'hnru=~.f' n nnmhf'l" of 

commands in the display specification list, which result in the painting of the picture 
shown in Figure 1. The system's simplified space allocation techniques have generally 
put the labels he requested where they can be read and understood; however, their ar­
rangement may not please him, and he may choose to enter the display administration 
command list to obtain a more satisfactory presentation. 

The original painting produces a clear overwrite conflict between the station equation 
and the label for PI 4, and the user moves the equation label (Fig. 2a). He also asks 
that one latitude and one departure on the background grid be identified so that he will 
be better oriented. Now, for a zoom of PI 2, he moves some other labels, including 
the north arrow, closer to the alignment so that they will remain in his viewing window. 

The zoom action produced three unique pictures in the viewing window, each with an 
apparent scale double that of the last. Although this final scale does not please the 
engineer, he is willing to work with it because it is not necessary to use an engineer's 
scale. The zoom was reasonably good (Fig. 2b). He has an excellent picture of the 
curve he wants to work with, and he managed to keep the north arrow in the viewing 
window. The station label for 400+00 also stayed in the window, but it is no longer 
referencing the correct station tick. Although the graphics are all in the picture, he 
wants a little more information about them before proceeding with the intended design 
revision. 

Figure 2c resulted from the user's choice of commands from three separate command 
lists. First, he reentered the display specifications and changed the interval for dis­
playing labels on station ticks. He also asked that a crossroad alignment be included 
in the display. From the data request table, he obtained curve control stationing, tan­
gent bearings, and complete curve data for the curve at PI 2. Finally, in the display 
administration command list. he asked for identifying labels on two of the background 
grid lines and on the main alignment. 

Following a rearrangement of the screen display by choosing a number of commands 
in the display administration command list, the user finally reaches the goal of his entry 
into the horizontal alignment branch of the system, that of relocating PI 2 (Fig. 2d). He 
has chosen the command "MVPI Tn" from the design command list and has been advanced 
in state to accomplish the relocation in the desired manner. At the conclusion of the 
required actions, the system displays his reconfigured alignment for verification. 

Before finally deciding that the design change is what he wants, the user may s ee the 
effect of the revision at Pl 3. He therefore "windows" down his alignment until the curve 
at PI 3 is in view (Fig . 2e) . 

General Geometry 

When general geometric computations are performed under IGRDS_, an initial display 
is generated for the user on the display device after he specifies certain parameters 
that define a skeleton configuration with which he wants to work. These specifications 
are akin to those occurring in the horizontal alignment segment: the major difference 
stems from the fact that he has the permanent file of geometrics available to him. and 
th e "skeleton" might be a partially, or fully, completed configuration that he had pre­
viously constructed. The relatively small working surface is an ever-present handicap. 
but it is probably less serious in general geometry . The r each of alignment of interest 
to him when he is working geometry is much more confined; the refore, he will oft en be 
able to see his entire area of inte rest displayed at a r easonably satisfactory scale . The 
zoom and window features of the system are available t o s olve problems that might a rise . 
The fact that he has no background, other than the coordinate grid, is also l ess s e rious 
inasmuch as geometry seldom depends on topography_, and special grid referenc e sym ­
bols may be used to represent controlling features of planimetry. 

The command set designed to provide geometric design capabilities for IGRDS is 
based on the existing capabilities of RDS. To be able to perform geometry efficiently 
on an interactive graphic device r equires that the unique hardware and software features 
of +h o rlo1riroo ho llc:'!Orl 'lnn th ,:::,, fl n mmo:Jnrl c:'!tr11rot11rP. ~nnitinn ~ ll y h P 11niq11P to p ff p,rt 11tili 7~-



tion. It is much easier and faster to point to an item of interest than it is to find an 
element identification and enter it through a keyboard. 
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A highway-oriented geometric configuration is constructed from unique line elements. 
Points tie these elements together by mathematical definition. Most of the command set 
is designed to create unique line elements. The remaining commands enable the user to 
define relationships between sets of elements. Once specific geometric elements have 
been defined as a set, the set may be saved in a file for future recall use or modification. 

The user enters the general geometry segment with only the command lists appear­
ing on the display. Through display specifications, he gets the centerline of his align­
ment to appear in a workable orientation, and he adjusts the viewing window to provide 
space where he needs it. Based on design policies of his highway organization, he es­
tablishes the nose of a left-turn lane into an entrance ramp at station 26+35 and then 
uses commands to establish a construction line normal to the centerline at this station. 

With this basic skeleton as a beginning, he proceeds to establish construction points, 
lines, and curves to build his geometric configuration. Because it takes fewer com -
mands to construct the geometry without controlling the length of line and curve seg­
ments, his configuration begins to take on the rather wild appearance shown in Figure 
3a. For a time, he is mentally able to keep the maze sorted and continue building the 
geometric configuration components. The point in time arrives, however, when he 
must take time out to clear up redundancies before proceeding. 

The result of "debris removal" is shown in Figure 3b. 

Vertical Alignment Design 

The command set for vertical alignment is similar to the horizontal alignment com­
mand set. The principal difference between them lies in the manner in which design 
functions are performed, and this dissimilarity may be traced to the difference in which 
measurements are made. In horizontal alignment, measurements are made in an infi­
nite number of directions; only two, vertical and horizontal, have meaning to vertical 
alignment. This simple measuring scheme, together with the use of parabolas with 
vertical axes to effect curvature, renders the vertical alignment decidedly less com­
plex than the horizontal. 

The very things that simplify vertical alignment have somewhat of an opposite effect 
on IGRDS. The zoom and window features are available in the vertical alignment seg­
ment. Windowing is equally as effective as it is elsewhere, but zooming loses some of 
its effectiveness. A zoom is a scaling device that changes scale equally along both axes. 
It does not recognize differences in the vertical and horizontal scales. Therefore, a 
zoom that results in a satisfactory horizontal scale will seldom retain a satisfactory 
vertical scale, so the vertical scale will have to be reset following the zoom. 

The background grid of a vertical alignment will consist of station reference ordi­
nates and elevation reference lines. Design functions may be carried out more effec­
tively in the vertical alignment segment because all the basic background data needed 
for vertical alignment design may be represented in the display. Most important is the 
terrain profile at centerline and, if need be, additional terrain profiles along offsets to 
the centerline. The command set also gives the designer the ability to display a number 
of "grade control symbols" consisting of points that may be moved horizontally and ver­
tically to positions that control the design of the vertical alignment, e.g., culvert and 
structure clearance points. 

The most effective use of the vertical alignment segment will occur when the design 
engineer wants to design a profile grade for a new alignment. After bringing out his 
terrain profile on the display device and setting all known grade controls, he can es­
tablish an initial "grade" by describing a single tangent segment extending the length 
of the specified station range. This might be likened to the initial step of the manual 
process of laying grade where the profile paper roll containing the plotted terrain pro­
file is spread on a long table and black thread, pinned at one end, is held taut by a 
dangling weight at the other. Commands to introduce a series of new VPis replace the 
manual function. VPis may then be relocated, just as the designer would move selected 
pins, to effect an apparent optimization of the grade layout. The manual process is 
interrupted at this point while the thread is replaced by penciled lines and vertical 



Figure 1. Horizontal alignment. 
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curves, and further adjustments are made without the benefit of the thread. The IGRDS 
user retains his "thread" throughout the process, and, once vertical curves are defined, 
they will follow VPI adjustments, which will enable him to see their exact effect on the 
design. 

Approximately 6 miles of vertical alignment and terrain profile at centerline are 
shown in Figure 4a with vertical curve length labels. Curve control symbols and tan­
gents to the parabolic curves have been suppressed in the display because they are dis­
tracting at such a small scale. A number of grade control symbols have been brought 
out and maneuvered into meaningful positions. 

Figure 4b shows the results of a combination of zooming in on Figure 4a through four 
successive frames on the VPI at station 490 +00 and respecifying a vertical scale. The 
grade control symbol originally specified remains in the picture, and, in addition, the 
user asks for the parabolic constant to appear with vertical curve length. 

Cross-Sectional Design 

Four separate segments are included under the cross-sectional design component of 
IGRDS. Only one may truly be considered a design function. The others, given below, 
are design aids: 

1. Edit terrain cross sections, 
2. Interpolate terrain cross sections, 
3. Edit and adjust design cross sections, and 
4. Trace profile of selected cross-sectional points. 

In the first segment, the roadway design engineer can have the digital terrain cross­
sectional data residing in the PDF displayed in graphic form for purposes of visual in­
spection. No interactive data purification capabilities are provided for two important 
reasons. First, when the display reveals suspicious data, correction should be pre­
ceded by verifying that the data are erroneous. There is danger that the ease of inter­
active purification would introduce as many errors as it co·rrects. Second, even when 
an obvious error is found, the user is not likely to have the information at hand that is 
needed to make the correction, and, even if he does, the time required for the research 
would detract from the efficiency of the interactive process. 

Fully automated interpolation of terrain cross sections has never been a complete 
success, primarily because there is no programmed fail-safe method of logically finding 
longitudinal lines of interpolation, i.e., ridge and valley lines. The interaction of 
IGRDS provides user decision capabilities to assist in this task. 

A shallow, natural drainage channel meanders diagonally across the alignment where 
a terrain cross section is to be interpolated (Fig. 5). Normal longitudinal interpolation 
would be erroneous, so the user tells the computer how to do it correctly. There is 
insufficient data on the right side of the two base cross sections to guarantee complete 
accuracy at the same end of the interpolated section, but the ground trend indicates that 
any errors that might be introduced would be small. 

The interpolation provision in IGRDS will divide the display area on the graphic device 
into two subareas. One area displays the base cross sections for the interpolation pro­
cess. The other displays the centerline (normal lines representing the base cross sec­
tion superimposed with visible offset points representing break points) and a line repre­
senting the subject cross section to be interpolated. The user can define all the lines 
of interpolation and see them represented in the plan view, or he may ask that the RDS 
application generate these lines, by using its own technique, and that IGRDS display 
them. He may then purge erroneous or redundant lines and replace them with lines of 
his own choosing. Finally, he may trigger the interpolation process and have the inter­
polated cross section displayed for his inspection. 

The one true design function of the cross-sectional design component occurs in its 
third segment. The roadway design engineer can access the design cross sections 
logically generated by the RDS application and make individual adjustments dictated by 
engineering judgment. 

Figure 6 shows the typical cross-sectional display used for final adjustment of the 
section. The two roadways of a divided highway and a pair of ramps diverging as sta-
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Figure 6. Cross-sectional display used for final 
adjustment. 
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tioning increases are illustrated. Note that, although data are carried in the display 
files for the complete cross section at station 431 +00, the viewing window is not quite 
large enough to show all of it. Windowing downward slightly would probably result in 
a visible display containing three full cross sections. 

The final segment of the cross-sectional design component also divides the display 
surface into two display areas: one reserved for the display of a single terrain-design 
cross section and the other for a profile view. The user may designate a station range 
of interest and other pertinent specifications that will result in the display of the first 
cross section of the range indicated and a background grid of station reference ordinates 
and elevation reference lines for the profile. He may then choose a point of interest on 
the displayed cross section and request that a profile be traced that is representative of 
that point through the station range. When the project data file of the RDS application 
contains information that makes the chosen point identifiable on each successive cross 
section (e.g., slope stakes are generally identifiable), the process of obtaining the pro­
file trace may occur automatically. If the point is not internally identifiable, the user 
must perform the identification on each successive cross section. 

When point identification takes place, the sequence of events that follow on the display 
device provides the engineer with an attractive new design technique. Each successive 
cross section is displayed sequentially with its profile grade reference point fixed in 
one spot on the face of the interactive graphic device. Elevation reference lines are 
adjusted with each new display to accomplish this. With each new cross-sectional dis­
play, a line segment is added to the profile trace. When the last cross section in the 
station range appears, the completed trace is displayed for whatever analytical purpose 
the engineer had in mind. 

One such purpose is to determine the requirements for special ditches and toe ditches. 
For instance, by tracing the profile of a slope stake of a section of embankment and 
simultaneously watching the slope trend of the existing ground adjoining the side slope, 
the engineer can quickly discover small pockets of ponding water where toe ditches are 
needed for drainage. The command set allows the user to request and obtain precise 
data from the two views, so that in another design step he may enter the data to include 
the toe ditch. 

In Figure 7 the profile of the left slope stake is traced as successive cross sections 
appear in sequence on the display screen. The vertical scale in the profile view is pur­
posely warped to make variations in slope more recognizable. Note that, if the se­
quenced cross section views had shown that the terrain were sloping downward to the 
left against the referenced slope stake between stations 430 +00 and 440 +00, a pocket or 
ponding would be indicated that would need to be drained with a toe ditch. 

COMMANDS RELATED TO PRESENTATION OF ANALYTICAL DISPLAYS 

In addition to commands that can change the nature of the roadway design itself, 
there are those that, at the user's request, provide him with displays of the data repre­
senting the current status of the roadway. 

The first of the analytic displays permits the design engineer to trigger earthwork 
computations over a specified station range in which specified roadways contribute to 
the volumes. He describes various display parameters, and the mass diagram result­
ing from the earthwork computations appears for his analysis. He will need the ability 
in the command set to strike balance lines and to adjust them on the display. He will 
also need the ability to request data that the mass diagram is uniquely qualified to give 
and data resulting from the earthwork computations themselves. 

Figure 8 shows a mass diagram with a zero reference ordinate originating at the 
initial specified station. The user may strike any number of supplementary balance 
lines and request data to be computed for volumes and haul quantities within each balance 
and between balance lines. 

Perspective drawings, through use of real design and terrain data, of a highway as 
viewed from a driver's eye position will be possible with IGRDS. This will be accom­
plished by the perspective programs developed by the U.S. Department of Transportation, 
Federal Highway Administration, Region 9, that are currently being installed in RDS. 
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The perspective view component of IGRDS will permit the user to view selected 
reaches of his alignment when he specifies a station range of interest for each reach, 
together with a vantage point and a sight point. 

The system described in this paper is both a production tool and a research tool. 
Such a system would be one of the first useful systems to aid the highway engineer 
through interactive graphic techniques. As such, it would leave much room for future 
improvement, in both breadth and sophistication. It would, however, provide the means 
to study these techniques in a production environment and to obtain the reactions and 
evaluations of practicing design engineers. 



INTERACTIVE COMPUTER GRAPHICS IN TRANSPORTATION 
Earl R. Ruiter and Joseph M. Sussman, Department of Civil Engineering, 

Massachusetts Institute of Technology 

This paper considers the potential role of interactive graphics in trans­
portation systems analysis. The general characteristics and benefits of 
interactive graphics systems are explored, and a survey of existing systems 
is presented. In particular, applications in the transportation and planning 
fields are reviewed, and conclusions on the use of interactive graphics 
systems for transportation systems analysis are presented. 

•THE FJELD of transportation systems analysis is becoming increasingly complex . 
The number, size, and scope of the transportation systems the profession is being called 
on to consider are growing exponentially. Public awareness of the political, social, and 
economic impacts of these systems is likewise increasing. It is clear that the analyst 
needs help as he considers the many alternatives open to him in making transportation 
decisions . 

One largely unexplored mechanism for assisting the transportation analyst in his 
decision-making is interactive computer graphics. The purpose of this paper is to 
consider the possibilities of interactive computer graphics for use in the transportation 
field. To accomplish this, the general characteristics and benefits of interactive graphics 
systems are explored, and a survey of existing production interactive graphics computer 
systems is presented. A limited benefit model highlighting the important aspects of such 
systems is introduced. 

Then, applications of interactive computer graphics in the transportation and planning 
fields are reviewed. Based on the above, conclusions on the use of interactive graph­
ics systems in general and in transportation in particular are presented. 

BACKGROUND 

Interactive computer graphics systems have a very short history. The initial major 
pioneering efforts took place at M.I.T. and General Motors in the early 1960s. During 
this period, Ivan Sutherland experimented at M.I.T. with a cathode ray tube (CRT), light 
pen, function console keyboard, and the experimental TX-2 computer. This effort led 
to the SKETCHPAD system, with applications in the areas of drafting and structural 
analysis (25). During the same period, the Design Augmented by Computer (DAC) 
project was under way at General Motors. This project led to the development of 
DAC-1, a system used for automotive design (11). Following these initial efforts, 
interactive graphics systems were developed by industry and universities. A num-
ber of these efforts are discussed in this paper. 

Although a great deal has been accomplished in the 10 years since Sutherland's 
original breakthrough, the potential of interactive computer graphics in production use 
is largely unrealized. There have been a few efforts to utilize interactive graphics in 
production work, but these have tended to be isolated examples . 

The principal reasons for the slow development of interactive computer graphics 
were 

1. Hardware costs-Interactive displays tended to be extremely expensive in terms 
of the display device itself, support hardware, and the amount of machine time used 
during operations. 

2. Software support-Interactive graphics applications are only meaningful if they 
are integrated with a well-designed application software system, and few well-designed 

11 
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application packages existed with which interactive graphics capabilities could be in­
tegrated. 

3. Man-machine interaction-The application of interactive graphics was not well 
understood. Analysts with some computer background were oriented toward batch 
processing computer operations. The introduction of such concepts as remote job 
entry, time sharing, plotting, engineering input-output stations, and computer graphics 
radically changed the environment between the analyst and the computer. Significant 
questions were raised relating to where, how, and to what extent interactive computer 
graphics fit in the decision-making process. 

The past 10 years can be viewed as the decade of research and experimentation in 
computer graphics. This period corresponds to the decade of 1950-1960 when com­
puters were first introduced. The potential of computers was acknowledged, but the 
realization of that potential was a difficult, lengthy, and expensive process. A dramatic 
change occurred between 1950-1960 and 1960-1970. Hardware costs declined, and 
processing capabilities increased. Applications evolved from simple numerical com­
putations to large-scale information systems. The analyst began using computers as 
a real tool in decision-making rather than as simply a substitute for the slide rule and 
desk calculator. 

The same kinds of changes are now occurring with regard to interactive computer 
graphics. Significantly less expensive display devices are available. Application pack­
ages that can utilize interactive graphics capabilities are being developed. The analyst 
is beginning to understand better an interactive graphics environment and how the many 
capabilities are best used. All in all, these changes point to increased use of interac­
tive computer graphics over the next decade. Given that, it is useful to examine where 
we have been and what has been accomplished in the field to date. In this light, this 
paper proceeds to establish (or, more accurately, review) the perceived advantages of 
interactive graphic systems and then survey existing graphics systems with respect to 
these advantages. 

DEF1NITIONS AND CHARACTERISTICS 

A useful definition of computer graphics given by Siders (22) is as follows: "The 
term ... refers to the concept of man communicating with a computer by means of 
graphical symbols such as lines, curves, dots, and so forth." However, interactive 
graphics implies characteristics above and beyond this definition. In this paper, the 
following considerations pertain: Computer graphics is interactive when man and com­
puter may engage in a dialogue. In particular, interactive computer graphics involves 
both graphical output and graphical input. Computer graphics is interactive when the 
graphics capabilities can communicate with an analysis system. (" Analysis system, 11 

as used here, refers to the computing capabilities that can exist without computer 
graphics, e.g., a structural analysis system, but that are enhanced if used with com­
puter graphics.) Through the graphics system, the user has control over the operation 
of the analysis system, and the user can observe, often dynamically, the progress of 
the analysis system as it proceeds through its runs. 

An interactive graphics system may be interactive in one or the other or both of the 
senses described. The desired degree of interaction depends on an evaluation of the 
added costs of highly interactive hardware and software systems versus the added bene­
fits of these systems. These benefits will, of course, vary from problem area to prob­
lem area. However, in general, they can be classified in three general catagories: 
time savings, the development of better alternatives, and cost savings. 

Time Savings 

A number of authors have quoted various amounts of time savings associated with 
the use of computer graphics systems. Typically, these quotations vary from a ratio • 
of time with computer graphics to time without computer graphics of anywhere from ½ 
to over 1/1, ooo. This wide range can be narrowed by differentiating between direct time 
saved and elapsed time saved. Direct time savings can be expressed as the ratio of the 
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time required to perform a specific task entirely with a computer graphics system to 
the time required to perform the same task entirely without theuseofcomputergraphics. 
Typical ratios for direct time savings are in the range of 1/s to 1/1,ooo. Similarly, elapsed 
time savings can be expressed as the ratio of the total time required to complete a 
major design effort with the use of computer graphics to the total time required when 
computer graphics are not used. Typical ratios for elapsed time savings are in the 
range of½ to ¼. 

Development of Better Alternatives 

Computer graphics can lead to better solutions to engineering problems for two major 
reasons. First, the direct time advantages described in the previous paragraph allow 
the engineer to do more experimentation. In problems that involve trial-and-error 
analysis, as most engineering problems do, the engineer can explore a wider range of 
potential solutions. The probability of finding a better solution is therefore much 
greater when the engineer uses some portion of the time savings available to him to 
explore his "solution space" more carefully. 

Second, the engineer is more likely to obtain an intuitive "feel" for the problem he 
is observing when he is able to make modifications almost instantaneously and to ob­
serve the results of these modifications in a graphical display. Given this "feel," the 
engineer is more likely to propose better solutions to his problem. This phenomenon 
has been described by many as "synergy," or the 2 + 2 = 5 effect, in which the capa­
bility of the engineer to solve problems heuristically (the trial-and-error approach) 
is combined via graphics communication to do a better job than either can do separately. 

Cost Savings 

In most applications, computer graphics will ultimately be evaluated by using monetary 
measures. In the private firm, the measure is usually the contribution to increased 
profits. In the case of a public agency concerned with transportation planning, the mea­
sure should be net benefit or net cost savings. This type of evaluation, however, must 
be based on a definition of costs and benefits that is broad enough to include all who will 
be ultimately affected, both positively and negatively, by a computer graphics system 
for transportation planning. Some cost savings will be directly felt by the public agency 
that has at its disposal a transportation graphics system. Others, such as reduced 
operating costs on highways due to the design of better alternatives, will be less directly 
felt but no less important in the evaluation of graphics systems. 

The advantages discussed in the previous paragraphs can be expressed as cost sav­
ings. Direct time savings are reflected in reduced engineering costs. Also, engineers 
who are able to continue work on a project, without time-out to wait for computer output 
and drawings of the results, can keep their trains of thought in motion with no delay to 
recall and rethink previous work toward a solution. 

Elapsed time savings reduce the time from project initiation to project completion. 
In the case of transportation facilities, this normally means that travel cost or time 
savings or both will begin sooner for the users. 

Better alternatives can also result in significant cost savings. Alternatives may be 
better in that they cost less to construct. And, as mentioned above, alternatives may 
be better in that they result in lower operating costs. 

An additional potential area of cost savings also exists: Computer graphics can re­
duce the overhead cost of engineering and planning work by reducing the number of 
hard-copy documents, both graphic and tabular, that must be produced and maintained. 
In some engineering operations, about one-half of the wages and salaries are devoted 
to drafting. If the analyst can see, almost instantaneously, the information he needs on 
a computer graphics display, he can do without many of the hard-copy displays and 
computer listings that tend to clutter his working space and that cost significant amounts 
to produce and maintain. 

We have discussed the potential advantages of computer graphics without being spe­
cific in terms of existing or proposed systems. Also, we have ignored the disadvantages 
or costs of computer graphics. These considerations are included in the remaining 
sections of this paper, where specific existing systems are discussed. 
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EXISTING SYSTEMS IN PRODUCTION USE 

The existing interactive graphics systems with engineering applications, for which 
some information on costs, benefits, or overall cost-effectiveness is available in the 
literature, are discussed in this section. For the evaluation of the systems to be valid, 
we felt that they should be working versions rather than academic systems, research 
efforts, or system proposals. At the present time, the number of such systems is very 
limited. This is undoubtedly due to the relatively short period of time during which in­
teractive graphics hardware has been generally available, the even shorter time that 
the required software (plotting packages, communications packages suitable for inter­
active graphics, and time sharing) has been available, and, until recently, the high costs 
of both hardware and software. 

It was hoped that one or more systems with transportation planning capabilities 
would be found that met these criteria, but no such systems were found. The major 
systems meeting the criteria have all been developed and used by industrial concerns. 

General Motors 

The first major development of an interactive graphics system by an industrial firm 
was the DAC-1 effort, begun by General Motors in about 1959 and not announced until 
1964 (11). The hardware for the system was built by IBM to GM specifications and 
later became the prototype of the IBM 2250 console. The GM system has been developed 
to be useful in various portions of automotive design, including body styling, crash 
simulation, and automatic drafting. Elapsed time savings for the complete process of 
automobile design of 2 years using DAC-1 versus 4 years using noncomputer graphics 
procedures have been quoted. Based on the experience with DAC-1 using second­
generation computers, the system has been modernized to form DAC-2, a system based 
on the IBM 360/67 and 360/65 computers and 2250 graphics terminals. DAC-2 is now 
in normal production use, and present plans call for expanding the system as time goes on. 

Lockheed- Georgia Company 

The Lockheed-Georgia Company has been among the leaders of the aerospace firms 
in developing and applying computer graphics (8, 17). Its prototype work was done by 
using CDC Digigraphics hardware. The production version initially used DEC 340 de­
vices and later IBM 2250 devices. The first working capability was the generation of 
automated machine tool control tapes. Interactive computer graphics was used, re­
placing the standard Automatically Programmed Tools (APT) programming language, 
to prepare the tapes, which control the manufacture and finishing of small parts. This 
capability was first available in 1965 and has been found to reduce the tape generation 
elapsed time from a week to 24 hours. In addition to the time savings, major benefits 
of the capability are that it eliminates the need for programming expertise in the APT 
language and results in fewer rejected parts due to faulty machine control tapes. 

Following this initial success with interactive graphics, Lockheed-Georgia has gone 
on to add a number of capabilities to the system. Some of these are as follows: 

1. Structural analysis of airframe sections, 
2. Generation of airplane fuselage surfaces, 
3. Design of printed circuit layouts, 
4. Simulation of aircraft landings, 
5. Interpolation and data smoothing of three-dimensional airframe test data (com­

puter graphics has reduced this task from being a job of 1 or 2 weeks to one of a few 
minutes), and 

6. Placement of parts on large standard-size surfaces. 

Mobil Oil Company 

Using IBM 2250 hardware, Mobil Oil Company has developed interactive computer 
graphics capabilities @) in the following areas: 
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1. Design of fractionating towers (computer graphics has reduced the elapsed time 
for this task from months to hours and has resulted in more efficient and cheaper de­
signs), 

2. Analysis of seismic data for oil exploration, and 
3. Layout of pipeline complexes and control systems. 

McDonnell Douglas Corporation 

Among the extensive interactive computer graphics systems surveyed, McDonnell 
Douglas is unique in that it was developed largely by its ultimate users in an open-shop 
environment ~. 14). This approach has led to a wide range of capabilities: 

1. Input and editing of three-dimensional aircraft shapes with direct time savings 
of 1 month to 10 minutes, 

2. Structural analysis, 
3. Analysis of airfoil performance with direct time savings of 6 weeks to minutes, 
4. Simulation of flight paths with direct time savings of from 4 weeks to 1 hour, 
5. Scheduling of projects using PERT, 
6. Prediction of passenger seat-miles using an econometric model, 
7. Comparison of the costs of surface and air freight in a distribution cost model 

with direct time savings of days to minutes, 
8. Scheduling of airlines, 
9. Analysis of airport runways, 

10. Continuous system modeling program with graphic output, and 
11. Calculation of the return on investments. 

This wide range of graphics capabilities includes a number that are of a type foreseen 
in a transportation graphics system, especially items 6 through 11. 

The quantitative information available for the systems described in this section, 
basically direct or elapsed time savings, is only part of the picture of their true cost­
effectiveness. In each case, a number of intangible benefits, including competitive 
advantages and the ability to improve products and reduce their costs, are highly sig­
nificant but not quantified. In fact, in spite of the impressive time savings that have 
been observed with these systems, some authors believe that the development and use 
of existing computer graphics systems can only be justified by taking into account the 
intangible benefits; direct time benefits are not believed to be enough to justify the sys­
tem costs that have been involved in existing systems (9, 14). 

The fact that computer graphics development is conffnmng in industry indicates that 
it is the view of management that these systems are significantly cost-effective, although 
whether these gains are perceived as short term or long term is unclear. 

A BENEFIT MODEL 

A useful mechanism for summarizing the preceding sections is a simple benefit 
model. This model shows the basic relation that exists between interactive computer 
graphics costs and benefits: 

TB+ 1B + DCB 

where 

TB = total benefit of using interactive computer graphics, 
1B other intangible and indil·ect cost benefits including benefits due to elapsed 

time savings, to better and/ or more economical products or alternatives, 
and to efficiencies in the design process, and 

DCB = direct cost benefits. 

1B is, by its very nature, difficult to quantify and clearly will vary from application to 
application. It is obvious, though, that IB can be very large in cases where the product 
has a high value, leading to meaningful savings when the product is improved. If one 
considers the products to which production interactive computer graphics systems have 
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been applied (automobiles, airplanes, fractionating towers, airport design), it seems 
clear that the value of the product is implicit in the decision to uRP. the technique. 

DCB, in dollars per year, is somewhat simpler to quantify. 

DCB = T[w. - F(w, + vcc + Ace; FC)] 

where 

T total time spent on application without graphics, hours/year; 
w. wage rate for manual work in application area, dollars/ hour; 
Wg wage rate for work at graphics console in application area, dollars/ hour; 

F time saving rate using graphics= (time using graphics)/(time using manual 
methods); 

VCC hourly variable computer-related and console-related computer costs for 
graphics applications, dollars/ hour; 

ACC annual fixed console-related and computer-related computer costs due only 
to graphics, dollars/year; 

FC = annual fixed costs for graphics software and overhead, dollars/ year; and 
D = maximum console usage rate, hours/year. 

D applies to all applications using a system, whereas the formula itself refers to a 
single application. Clearly, D ~ TF. 

Although we stress that it is erroneous to consider only DCB in evaluating a graphics 
system, the expression for DCB is useful in that it illustrates the following points: 

Due to the fixed costs, which include developments and can be very high [O'Neill (14) 
estimates 60 man-years of development effort in the McDonnell Douglas system], the­
total time spent on work in graphics application areas (T) must be high to ensure posi­
tive cost benefits. 

The time saving rate using graphics must be significantly less than (manual wage 
rate)/ (graphics wage rate+ fixed and variable console costs) or 

F = W. 
[W. + VCC + (ACC = FC)/ D] 

If the rate is equal to or greater than this quantity, cost benefits will be negative. As 
manpower costs increase over time, the required value of F will increase, and more 
systems will become cost-effective. 

Console costs can be critical. Assuming that console and computer costs continue 
to decrease, as they have in the last 3 or 4 years, more and more graphics applications 
will change from negative to positive direct cost benefits. 

As more experience is gained with the design and implementation of graphics sys­
tems, the fixed costs (FC} of these systems can be expected to decrease. The avail­
ability and use of standard packages of system and utility programs will also cause a 
decrease in fixed costs. These changes will have a direct positive effect on the direct 
cost benefits of graphics systems. 

In summary, based on this simple model of the direct cost benefits of computer 
graphics systems, graphics systems can be expected to become increasingly cost­
effective as (a) manpower costs rise, (b} console costs decrease, and (c) development 
costs decrease. 

EXISTING SYSTEMS WITH APPLICATION TO 
TRANSPORTATION AND PLANNING 

The previous sections have reviewed the general state of the art in interactive com­
puter graphics and have, it is hoped, given the reader an understanding of the conditions 
under which the concept is a cost-effective one. Before we go on to draw any conclusion 
on the relevance of this technique to the field of transportation, however, it is first useful 
and necessary to review the state of the art of computer graphics applications related 
to transportation and planning. These systems either are at the proposal state, have 
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only been used in a test or prototype environment, or are in production use although no 
information on their cost-effectiveness is available. 

Highway Design Systems 

The first highway plotting using digital plotters in the United States was done at the 
Department of Civil Engineering at M.I. T. in 1961 (20). Since that time, a large num­
ber of programs have been developed, and many organizations have incorporated com­
prehensive plotting packages into production usage. Packages normally include geom­
etry, profile, and cross section routines, and, in addition, many include network and 
traffic plotting capabilities. Existing packages are not interactive, and usually the 
output device is a paper plotter. Organizations using these capabilities include nearly 
every state highway department and many consultant firms who do highway design work. 

The earliest highway perspective plotting was performed by Nordick, a European 
engineering firm, in the early 1960s. In recent years, a number of organizations have 
developed perspective drawing programs, some of which include a "scene walking" 
capability that permits a user to "drive" along the proposed roadway in a simulated 
fashion. 

At the present time, interactive graphics systems for highway design are in the pro­
posal, system design, and prototype stage. The proposal for the California Division of 
Highways systems (2) contains the following summary of estimated annual savings for 
a system of 166 storage device CRT terminals: 

Item 

Present design hours 
Design hours with graphics 
Design hours saved 

Item 

Wages saved ($7.25/hour) 
Additional computer charges 
Annual cost savings 
Hardware acquisition 
System development 

Time 
(million hours) 

4.15 
3.44 
0.71 

Cost 
(million dollars) 

5.15 
1.95 
3.20 
1.48 
0.58 

In addition to the time savings quantified, additional savings due to higher quality design 
were predicted but not quantified. 

Urban Planning 

The most significant area in which computer graphics has been applied to urban 
planning problems is computer mapping. A s urvey of the systems available is given in 
Goldstein, Wertz, and S\veet (7). All systems surveyed were non-interactive . A num­
ber of research-oriented or prototypical interactive graphics systems with applications 
to urban planning now exist . Some of the more interesting of these follow. 

DISCOURSE-This is a system (15) that allows the planner to describe an area 
divided into a grid by specifying theattributes of the cells. Once the area has been 
described, the planner can select subsets of cells that meet any number of conditions, 
such as having the value of specified attributes in given ranges and being adjacent to a 
particular kind of cell. New attributes can then be assigned to these subsets. Because 
attributes can represent such things as single-family housing construction and transit 
stations, the planner can propose changes to his analysis area, investigate the effects 
of these changes, and then accept or reject them. The planner is able to do this in an 
interactive computer-aided mode. In the first version of DISCOURSE, graphics pro­
vides just one of the aids available in the system: a "map" of the analysis area showing 
the values of a single attribute for each cell. Compared with normal planning practice, 
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graphics is definitely downgraded in the system. The developer of DISCOURSE feels 
that this is justified, saying that "its graphics are intended only for the purpose of 
, .... ,,1"1, ........ , ........ .:.......... ,..,,.,.,.,. ... ,,. .... , .. ,.. : ,, '' 
p.1. '-"•,;n,.,u,1,u.1,.1.v.u.-.1.1v1, u..u,Q.J.yo.1.c. 

As a reaction to typical urban planning, which is often highly graphics-oriented, this 
approach to a system designed to improve the planning process appears to be warranted. 

URBAN5-The purpose of this system (13) is to provide intimate communication be­
tween an urban designer and a machine, sothat an evolutionary process can occur and 
so that the machine eventually will exhibit a kind of design intelligence, reflecting the 
methodology of a specific user. URBAN5 is therefore designed to study the artificial 
intelligence possibilities of a computer applied to urban problems. This highly exper­
imental system allows the user to design within a three-dimensional rectilinear space 
and keep track of its own and user-supplied criteria such as maximum number of ver­
tical surfaces in shadow and incompatibility of education and industrial spaces in the 
same location. Although the system was successful in providing a highly interactive 
system for the design of spaces, it was found to lack the generality necessary to be a 
true learning system. 

URBAN COGO-This system (21) provides an urban information system based on 
such g-eometric objects as parcels, blocks, regions, and networks. Each of these ob­
jects, and a number of simpler ones, can be described with a user-generated set of 
attributes, such as number of buildings and number of families on a parcel. The graph­
ical capabilities of the system include the following: 

1. Graphical output capabilities, including both soft- and hard-copy displaying of 
objects or groups of objects with or without translation, rotation, or magnification, 
density mapping, selective mapping, and detailed mapping with full annotations; and 

2. Graphical input capabilities by digitizing on a display screen or digitizing from 
hard copy on a flat- bed plotter digitizer. 

URBAN COGO is designed to provide the base and direction for urban information sys­
tems of the future. 

Santa Clara County Planning Department-In cooperation with IBM and the city of 
San Jose, the Santa Clara County Planning Department is developing a system of inter­
active computer programs for the prediction of the spatial distribution of households 
and commercial establishments (4). The system includes econometric, demographic, 
and location models that operate on a common data base. The graphical capabilities 
allow the user to display portions of the data base in a number of ways, including nu­
merical listings on a CRT and analysis area maps with user-specified variables or 
operations on variables displayed for each analysis zone. When data are displayed 
numerically, they can be modified using the light pen and CRT keyboard. Development 
is continuing on additional submodels and expanded display capabilities. 

The system is being used to study and evaluate the urban development policies of the 
local governments in Santa Clara County. This use is providing significant insight into 
the requirements for an interactive model system as a tool for regional planners. 

Transportation Planning Studies 

A pioneering use of CRT graphics was the "cartographatron" developed for the 
Chicago Area Transportation Study to display such transportation data as trip and loca­
tions and desire lines of area trips superimposed on an outline map of the Chicago 
metropolitan area. This device was operational as early as 1959 (3). In spite of this 
early beginning, computer graphics has played a relatively small part in transportation 
planning studies. Some use of the printer plotter mapping capabilities available in 
SYMAP exists (5). The paper plotter network displays available in the Bureau of Public 
Roads urban planning package of computer programs are used by a number of studies 
(26). Both of these applications are non-interactive. No cases of the use of interactive 
graphics by transportation studies are known. 

Transportation Analysis Research 

Although interactive graphics is not now being used in a production environment by 
transportation planners, research in this area has been very active in recent y1:: ... rs. 
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In particular, the work done at the University of Washington, M.I.T., and the University 
of Illinois at Chicago Circle is of interest. 

At the University of Washington, the Urban Systems Laboratory has been active in 
using an ARDS CRT console and a time-shared computer to develop three sets of capa­
bilities: (a) a network manipulator that allows networks to be built and modified (18), 
(b) a network generator that seeks to find the "best" set of network changes (19), and 
(c) a prototype of an interactive transit system analysis package (12). Of thethree, the 
latter appears to be the one most advanced from the prototypical stage to the production­
oriented stage. 

The M.I. T. Department of Civil Engineering has been experimenting with interactive 
graphics, as well as with ways to use a small computer with graphics capabilities as an 
engineering input-output station for the last 6 years. Before transportation application 
work was done, Foster (6) developed communications capabilities that allow the transfer 
of data between an IBM Tl30 and an IBM 360. Stotland used these capabilities to send 
graphics information specified in 360 programs to an 1130 for plotting. At the 1130 
end, the user can specify the plotting device but has little additional control of the pic­
ture produced (24). Silverstone and Mumford used Stotland's routines to produce net­
work and desire-line displays generated in ICES TRANSET, a traffic assignment sub­
system (23). Also, they experimented with the dynamic display of transportation data. 
For example, the speed on links of a network was displayed using dashed lines that 
"moved" from origin node to destination node at varying speeds. 

Pradas-Aracil and Blumsack have developed a general system for the display of 
points and lines in one, two, or three dimensions (1, 16). This system allows files of 
n-dimensional points, and lines connecting them, to be read, edited, transformed, 
ordered, and stored for use in graphical outputs. Graphics can be drawn with a num­
ber of options, including specifying the dimensions of the axes, fitting of regression 
lines to points, and showing envelopes of maximum and minimum values. Although 
general in terms of the types of point and line graphs that can be obtained, this system 
does not include special features for such typical transportation graphics as network 
flow maps. The output device for which the system is designed is an ARDS CRT ter­
minal with a keyboard for user input of information. Experimentation with this system 
has indicated that simple, only partially interactive systems can have sizable direct 
cost benefits. 

At the University of Illinois at Chicago Circle (10), the Department of Systems Engi­
neering has begun the development of a general computer system for the interactive 
analysis of planning and transportation problems. The development philosophy is 
similar to M.I. T. 's in that the emphasis is on a number of analysis models that operate 
on a common data base, as well as a package of graphical capabilities that can be used 
to display information from the data base. The initial version of the system has been 
named INTRANS (Interactive Transportation Analysis System). It currently includes, 
as one of a number of potential models, a subsystem for data analysis named BROWSE. 
This subsystem allows spatial variables to be displayed on a map of the study area and 
frequency and functional variables to be displayed in mathematical plots. Data base 
variables may also be transformed using mathematical operations. Future plans call 
for the addition of new subsystems to INTRANS, to include transportation analysis capa­
bilities, to operate both on real data, such as zonal populations and commercial de­
velopment, and on network data, such as multimodal transportation networks. 

Summary 

The use of graphics in the field of transportation can be summarized as follows: 

1. There have been a variety of applications developed, production systems tend to 
be static rather than interactive, and those interactive systems that do exist have tended 
to be experimental in nature; 

2. A great many of the applications are geographically based; 
3. Experimentation on cost-effectiveness of the use of graphics in the transportation 

field has been encouraging (work at M.I. T. has indicated that even rather simple static 
systems can have cost benefits to the user); and 
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4. Some very useful first steps have been made, but a comprehensive interactive 
graphics system for transportation is still a long way off. 

CONCLUSIONS 

The underlying notion of our research has been to consider the relevance of inter­
active computer graphics in transportation analysis. The method chosen was a com­
prehensive look at trends in the field in general and existing operational systems both 
within and without the transportation field. Based on this work the following conclusions 
were reached. 

From a direct cost viewpoint, interactive computer graphics has historically been 
uncompetitive, even though existing production systems demonstrate that man-time 
savings are easily achievable. This stemmed from the very high hardware and software 
costs present in the field. However, hardware costs are falling as are software costs 
(in fact, software now often exists for particular applications). At the same time man­
time costs are rising. Therefore, it is expected that computer graphics will become 
more competitive in the future. 

The intangible benefits of getting the job done better and more quickly must be con­
sidered in evaluating an interactive computer graphics system. This has historically 
been the case, in that existing production interactive graphics systems have been de­
veloped where the "product" was one of high value, due either to high costs (as in the 
aerospace industry) or to high volume (as in the automotive and oil industries). Be­
cause the product in transportation systems analysis is typically extremely high-valued 
and also very long-lived, the motivation for using techniques that will enhance the prod­
uct clearly exists. An added incentive to the development of transportation computer 
graphics systems is the high social costs associated with "second-best" transportation 
systems, which are so closely meshed in our society. 

A survey of proposed or prototype transportation graphics capabilities reveals that 
a substantial amount of work has been done in many aspects of the field. The potential 
for effective use of interactive computer graphics in transportation has been demon­
strated. In addition, it does not appear that graphics capabilities need be fully interac­
tive to be useful and cost-effective in all applications in the transportation field. Ex­
perimentation with the prototype M.I. T. transportation graphics indicates that simple, 
only partially interactive systems can have sizable direct cost benefits. 

As indicated by the formula for direct cost savings, the amount of analysis time that 
lends itself to graphics applications is a critical variable in the determination of direct 
cost benefits. Existing industrial graphics systems have all been developed by very 
large firms with very large engineering staffs. It therefore becomes necessary at some 
point in time to approximate the potential use of a large-scale transportation graphics 
system. Initial thinking indicates that the system may require use by a substantial 
number of transportation analysts in order to have positive direct cost benefits. This 
argues for a coordinated approach to the development and use of an interactive graphics 
system by the transportation planning community. 

In summary, the direct cost picture in interactive graphics is changing for the better, 
as hardware and software costs fall and man-time costs rise. The public climate is 
such that arguments for mechanisms for developing better transportation alternatives 
are likely to be heard. Substantial progress has been made by individual researchers 
in the field who have demonstrated that interactive graphics can be effective in trans­
portation systems analysis. We feel that the time is ripe for the profession to take a 
coordinated cooperative look at the use of interactive graphics in transportation sys­
tems analysis, a look that will hopefully lead to useful modular interactive packages for 
the field at large. 
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INTRANS AND BROWSE: AN INTERACTIVE GRAPHICS 
SYSTEM FOR PLANNING RELATED DATA ANALYSIS 
Yehuda Gur, University of Illinois at Chicago Circle 

This paper describes the Interactive Transportation Analysis System 
(INTRANS). INTRANS is a man-computer interactive graphics system 
designed to serve transportation and urban planners. Currently, INTRANS 
is being used mainly for analysis of spatial data. Its major use in the 
future will be as a skeleton for interactive planning models. INTRANS 
operates in the Computer Center of the University of Illinois at Chicago. 
It uses an IBM 370 as the central processor. The paper defines the need 
for interactive graphics in planning, the areas where its use is likely to be 
effective, and the major problems in its implementation and use. It then 
describes the design of INTRANS, its major elements, and how the system 
as a whole is being used. The paper concludes with a description of plans 
for development for both the short term and the long term. 

•DURING the last 2 decades, a new type of sociotechnological planning process has 
emerged. It was initiated in the mid-1950s with the urban transportation planning pro­
cess (1); during the 1960s, it was spread to various urban growth and activity allocation 
models [e .g. , Boyce and Day (2)]. Currently, this type of planning process is applied 
to other urban subsystems as well as in other related areas. 

This process is characterized by the set of tools that are inherent in its application. 
These tools are called he.re, in aggregate, the data-models-computer (DMC) system. 
Large volumes of data are collected and produced by the planning process. These data 
are used as a basis for a detailed quantitative description of the region. The data are 
analyzed by a set of mathematical models including prediction, cost, and network anal­
ysis models. 

The handling of data as well as the calibration and application of the models is pos­
sible only through the use of computers. As a matter of fact, specific analysis proce­
dures have always been designed by considering the limitations of available computers 
and have been improved with advances in computer technology. 

The DMC system has been continually growing and improving with increased volumes 
of data and better models and computers. Its potential to supply knowledge on our en­
vironment and to support planning activities is quite large. However, the utility of the 
DMC system is curtailed by the difficulties in communications between it and the human 
users. Improving communication and interaction between people and the DMC system 
is a most cost-effective step in the current state of affairs. 

CHARACTERISTICS OF INTERACTIVE GRAPHICS SYSTEMS 

A promising way to improve man-DMC communications is by the use of man-computer 
interactive graphics systems (IGS). In these systems, the user and the computer com­
municate in real time; a large part of the information transfer is done graphically 
through a cathode ray tube. In this paper, the development and performance of such a 
system are described. 

A number of advantages of IGS are obvious. Most important is the significant reduc­
tion in time consumption. Real-time interaction cuts the overhead time spent in punch­
ing cards, submitting a job, and waiting for the output to return. Graphic displays 
enable perception and comprehension of information much faster than do other methods; 
this is particularly true in spatial analysis where both the intensity relationships and 
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the locational relationships between variables are important. Direct access to the 
computer enable~ un~ tu assign tu it a l a:rge nun1.bcr uI ri:;latl·v·ely srna.11 tn..sks th~ other 
wise would be done manually. It also enables immediate access to large amounts of 
data and various model programs that are stored in the computer and its peripheral 
equipment. 

Potential Uses of IGS in Planning 

Access to Information-Because of its characteristics, IGS might be used effectively 
in many phases of the planning process. Easy access to large amounts of information 
may enable planners and model builders to examine raw data and final, as well as in­
termediate, outputs of various models much more thoroughly than currently feasible. 
This may result in a significant reduction of errors, better understanding of the models, 
model improvements, more realistic assessment of their limitations, and reliability of 
model outputs. 

No less important is the potential use of IGS in presentations to the general public 
and to decision-makers. Easy access to large amounts of information (and, possibly, 
models) will enable proper immediate response to a wide range of inquiries and the 
development of meaningful and factual discussions in many, possibly unexpected, direc­
tions. This will be a significant improvement on the existing situation where presenta­
tions are limited to material that is fully prepared beforehand. 

IGS can be used effectively to access a "bank" of base information on a region. Such 
information could be stored permanently on the IGS files and then retrieved in response 
to users ' requests. Flexibility in choosing the format and content of the retrieved in­
formation and hard copy capabilities, which are usually available, are very useful for 
this purpose. Using IGS in this framework can substantially increase the quality and 
speed with which planning agencies can respond to information requests, both internal 1 

and external. 
Editing-Another potential application of IGS is in data editing, particularly in cases 

where human judgment is required in the editing and where graphical display of the 
stored information might be of help. Such a case is, for example, the editing of coded 
networks (5). Here, the required record keeping, cross references, and routine calcu­
lations can-be done by the computer, relieving the analyst of these error-prone activi­
ties . T his is additional to the advantage of being able to observe graphically the parts 
of the network that are of interest, in the manner in which they are coded. 

Interactive Planning and Design-A family of applications in which IGS seems to have 
a large potential is in plan formulation, plan modification, and design. Here, the so­
phistication of the systems can vary significantly. In one extreme, IGS can be used as 
an editor, enabling easy storage, retrieval, and changes in plan details and not much 
more. Systems could be somewhat more sophisticated, where, through the use of vari­
ous cost and prediction models, they would supply the analyst with estimates of required 
resources and impacts of alternative plans. They may also make routine calculations 
and fill standard details. At the other extreme, interactive graphics planning systems 
may be quite sophisticated. By using programming techniques, they may find optimal 
plans, in response to the analyst's specification of the solution space, the constraints, 
and the objective function. In this field of applications, IGS seems to be most useful in 
sketch planning where rough examination of many alternatives is required and in intro­
ducing and analyzing small-scale local improvements in an existing plan where the 
marginal impacts can be estimated by simple models without reanalyzing the whole plan. 

Difficulties in Use of IGS 

The list of potential uses can be made much longer. However, there are a number 
of constraints on the effective use of IGS that strongly limits its applicability. Some of 
the constraints are inherent in the characteristics of IGS and human users; others are 
temporary and likely to be relieved in the future. The constraints are due to the char­
acteristics of the human analyst, available computer technology, the type of problems 
in transportation planning, and the institutional structure of planning activities. 
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First, the large power of IGS and the interactive environment impose a high load on 
the analyst using them. The rate of information being transferred to the analyst and 
the rate of decisions that he has to make increase significantly. Effective use of IGS 
will strongly depend on how well it will be adapted to human constraints. For example, 
to make the use of IGS easy, the user would tend to make his commands simple. At the 
same time, in order to maximize user control of the IGS operation, a large set of com­
mands, hence a complicated command structure, is necessary. This trade-off between 
simplicity and flexibility is only one of the difficult but necessary decisions that have 
to be made in order to make IGS best fit human characteristics. It is likely that new 
planning strategies, new techniques, and special training will be required before IGS 
can be implemented effectively. Only actual experience can point out optimal IGS de­
signs. 

Constraints due to computer technology are numerous. First, IGS demands, by def­
inition, a short response time (maximum of a minute or so). If we consider the speed 
of available computers, this limitation excludes a large number of problems and exist­
ing models. It is likely that many models will have to be reformulated (e.g., by using 
marginal analyses) in order to be used by IGS. The need for fast "number crunching" 
and access to large data files implies the need for large computers. At the same time, 
special technical needs of IGS cause difficulties in running these jobs in- a multiple-job 
environment typical to large computers. Some of these problems can be solved by ded­
icating full installations (on a full- or part-time basis) to planning IGS. (This has been 
done by Design IGS, being used in the automobile and aerospace industries.) However, 
transportation planning is currently being done by many separate, small- or medium­
sized agencies using different computing facilities. 

Good cost-effective solutions to these problems are yet to be found. However, con­
tinual improvements in computer technology allow many of the problems to diminish 
quickly with time. 

The nature of activities in transportation planning imposes some limitations on IGS 
applicability. Many of the activities in the planning process are not repetitive or are 
repeated very infrequently. This implies that activity-specific computer programs 
will not be used very frequently. Because the overhead in designing and implementing 
any IGS is quite high, it might not be cost effective. No less difficult a problem is the 
fact that many of the activities in transportation planning have not been standardized yet. 
They differ significantly from place to place and from problem to problem and are 
being modified continuously. This implies that it will be difficult, if not impossible, to 
implement a general transportation planning IGS. In a number of problems where there 
is standardization, e.g., geometric design, these problems are less serious. [ Such a 
system was designed by Beilfuss, Dwyer, and Phillips (4).] With increased standardiza­
tion in the field, e.g., the BPR system (6) and the HUD transit package now under ex­
tensive development, these problems mTght be diminished but are unlikely to vanish. 

In the following paragraphs, the development and performance of an IGS, called the 
Interactive Transportation Analysis System (INTRANS), is described. Many of the con­
siderations described affected the design and implementation of INTRANS. In the de­
scription, points where trade-offs had to be made are specified, and the reasons for the 
specific decisions are presented. 

DESIGN AND IMPLEMENTATION OF INTRANS 

The Computer System 

At the very start of the project, it has become clear that the scope of INTRANS will 
depend strongly on the available computer system. More than that, the resources avail­
able to this project preclude any substantial investments in computer hardware. Thus, 
the problem for this project has been to find the most powerful yet accessible computer 
and design the IGS around it. 

The system that has been chosen is an IGS developed by the computer center at UICC. 
The system is shown in Figure 1. This system, together with the available software, 
has the following characteristics. 
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1. Calculation3, data storage, and data management are done by the IBM/370 under 
08. 'l'his enables access to most of thP. P.quipment around it, in particular, disk packs 
for data and program storage. It also enables the use of the full capacity, power, and 
speed of the 370 CPU and core memory. 

2. The computer system provides for the use of many higher level programming 
languages, as well as many of the available library programs. 

3. The IBM 1800, with the Channel, is used as a controller for fast data transfer. 
Its potential use as an auxiliary processor has been recognized but not yet implemented. 
Alternatively, its existing functions can be performed by less "intelligent" and much 
cheaper devices. (It is expected that by mid-1973 INTRANS will operate through stan­
dard high-speed time-sharing communication devices, with no need for the 1800 com­
puter.) 

4. The Tektronix storage display tube has a screen measuring 16 x 22 cm. It does 
not enable dynamic images to be displayed (as is possible with some other displaytubes). 
This limitation pays off in a much lower hardware cost, lower load on the computer 
during display, and higher resolution. 

5. The basic software for communication between the Tektronix and the 370 includes 
Plotter-type commands for creating graphic displays and routines for two-way transfer 
of character strings. All these routines can be called by FORTRAN. 

6. The system operates under TSO (time sharing). This ensures that, while the user 
"scratches his head," the load on the 370 is minimal. The option to operate in batch 
mode (where the program resides permanently in core) is available. It might be useful 
for smaller computers or in especially large problems. This attribute substantially 
decreases the cost and operating difficulties of INTRANS as compared to similar IGSs. 

7. Currently, the user communicates with the program through a keyboard. A joy 
stick with a cursor is being added to the system for efficient graphic input. 

System Design 

Given the capabilities of the computer system and the need for and problems in using 
IGS in transportation planning, the desired characteristics of INTRANS can be specified. 

Real-World Applicability-The capabilities of the available computer system seem 
to be large enough to enable the use of INTRANS in relatively large problems. Thus, 
the development of features that might have immediate applications in full-scale, real­
world problems has been stressed. 

A System-Not a Model-INTRANS has been designed as a system that can support a 
large set of interactive graphics models rather than as one specific model. This has 
been done to enable easy adaptabilityto the wide range of planning applications, to study 
man-IGS interaction characteristics in simple applications, and to enable continual 
growth with increased experience. INTRANS consists of the elements that must be in­
cluded in any planning-oriented IGS. Each separate model is written using the elements 
of INTRANS, thus ensuring relatively easy future aggregation with other models. 

INTRANS is designed to include the elements that are most difficult to program. 
Thus, adaptation of specific models can be done by people without advanced knowledge in 
computer programming. 

BROWSE-A Model for Data Analysis-A natural first step in developing a planning 
IGS seemed to be a model for interactive analysis of existing data. A model called 
BROWSE has been developed for this purpose. It consists of the basic elements of 
INTRANS with minimal additions. Besides being used for the many needs of data anal­
ysis, BROWSE may be used to study characteristics of man-IGS interaction and to 
evaluate the outputs of other interactive models that will be implemented in the future. 

Elements and Structure of INTRANS 

When we consider the general type of problems that INTRANS is likely to be used 
for, the programming problems, and the requirements specified, it becomes apparent 
that INTRANS has been designed in detail. The major elements in the system are shown 
in the lower part of Figure 2. In the design of each of these elements, there is a com­
promise among the consideration of simplicity, minimal core, speed, flexibility, and 
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will show whether the options chosen are the right ones. 

Geographic Identification Methods 
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A major decision in performing spatial analyses is how locations are to be defined 
and identified. This decision has implications for the structure of data files as well as 
for details in the logic of many computer programs. INTRANS is an analysis system 
intended to be used in many different areas and for many different problems. Thus, it 
should use a specific identification method rather than a unique system to which data 
management and program logic will be adapted. 

Geographical identification is needed for points (e.g., location of a road intersection 
or a school) and for areas. For points, it is required that any point in the area be 
identified uniquely. The most widely used method is the Cartesian coordinate system. 
More than that, this is the method used in the existing interactive computer software. 
Thus, it has been adopted by INTRANS as the only reasonable choice. 

For areas, it is required that the whole region be subdivided into mutually exclusive 
and conclusive analysis subregions, called zones, and that each zone be identified 
uniquely. The two major alternative methods are a general system and a grid. In the 
general system, boundaries of zones, their size, and their shape are specified at will, 
usually by considering the needs of the analysis; zones are identified nominally. In the 
grid method, grid squares are considered to be zones. By choosing an origin, direction, 
and scale for the grid, the exact boundaries of each zone are fixed. Zone identification 
number can be easily related to its location. 

After these alternatives are compared, the choice has been to use a grid system. 
Following are the major factors that affected the choice. 

Simplicity and Economy-In using a grid, much information is available on a zone if 
its number is known. This includes location of centroid, boundaries, adjacent zones, 
and area. The coding, storage, and analysis of this information in the general system 
are expensive in manpower, core, and computer time. 

Display Clarity-When a grid is used, the density of zone centroids is uniform. This 
enables the creation of effective displays of areal distributions by relating the amount 
of light in each grid to the intensity of the corresponding variable, for example, by using 
different characters on a "gray scale." (See, for example, SYMAP.) When the general 
system is used, the distribution of light intensity depends largely on the areas of zones 
(or distance between centroids). 

Data Availability and Use by Planning Agencies-In general, the many agencies that 
collect and analyze data use different and noncompatible areal units, e.g., census tracts, 
zip codes, communities, towns and cities, and school districts. From this point of view, 
there is an advantage to the general system. However, when this factor is considered, 
it should be noted that many planning agencies, including those in the Chicago region, 
use a grid as a basis for zone definition. 

Efficiency in Analysis-The major drawback in use of a grid system is its ineffi­
ciency in analysis. In the general system, it is possible to relate zone sizes to anal­
ysis needs, defining small zones only where details are needed. In this way, it is pos­
sible to get the required level of detail without a substantial increase in the amount of 
calculations. This freedom is not available in the grid system. 

After all these factors were weighed, it has been judged that the advantages of the 
grid system outweigh the disadvantages . It is possible to use INTRANS for many prob­
lems where a general areal ID system is used. However, in general, this might require 
special adaptation, and it does not give all the capabilities available to the grid user. 

DATA MANAGEMENT SYSTEMS 

The important function of the data management system (DMS) in INTRANS cannot be 
overstressed (3). First, compatibility between various models depends largely on com­
patibility in data handling. Second, INTRANS is intended to handle large amounts of 
data. The efficiency and speed of the system depend largely on the efficiency of the 
I/O operations. A third reason for the importance of the data system in INTRANS is 
the need for advanced programming techniques. FORTRAN is quite inefficient in terms 
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of core in its nonstandard I/0 codes when compared to what can be done in machine­
oriented lan~naeP.s. 'T'hus, it is important to relieve the application programmer from 
the need to program this element. 

Functional Organization of the Data 

The study Area-This is the major element in the structure of DMS. Most of the 
likely analyses by INTRANS will be done on one study area at a time. A study area is 
represented by a grid of given dimensions (NCOL by NROW) and a given scale (size of 
a grid). Each INTRANS data set refers to one such study area. 

Files-Each study area includes one or more files. Each file stores a cross­
sectional picture of the area. For example, different files might relate to different 
years; alternatively, files might relate to different alternative plans. It is possible to 
specify summary files that include variables of each of the separate files. 

Variables-Each file consists of a number of variables. Variables in different files 
might have identical names. This is quite efficient for malting the individual programs 
file-independent . Each variable consists ofa number of elements; itispossiblethatdif­
ferent variables within a file have different numbers of elements. A variable might be, for 
example, population. Each element gives the population in one ofthe zones. Similar to 
most variables currently used, this variable has NZ ONE elements. However, another 
variable, say trip length distribution, might have a different number of elements. I/0 
operations are done on the level of variables; i.e., all the elements of a variable are 
stored and retrieved simultaneously. 

Technical Details 

DMS uses the structure of partitioned data sets. Each study area is one data set; 
each variable is a member. Each variable, as well as the data sets, can be labeled 
with up to 56 characters. Labels are stored in the data set directory. Variables are 
stored in binary form; they are retrieved directly into the required location without 
intermediate buffering. There are practically no limitations to the number of variables 
that can be stored. 

DMS programs are used off-line for creation and maintenance of data sets. During 
interaction, the user can access these programs in order to create or delete variables. 
The display and compute routines, as well as other models, use DMS programs to re­
trieve and store variables. 

DISPLAY ROUTINES 

The quality of the interactive system being constructed depends, to a large extent, 
on the quality of displays it can produce. The clearer the displays are, the easier it 
will be for the user to perceive the information they contain. This will determine both 
the efficiency and the utility of the system. 

Good displays are especially important if the system is to be used to transfer infor­
mation to nontechnicians. In this case, the system will not be usable unless the dis­
plays are easily understood. They should be understood even by people who do not have 
advanced training or experience with the system. (It is not intended that nontechnicians 
will actually operate INTRANS with no training. However, they should be able to get 
clear answers to inquiries given to an operator.) 

Thus, INTRANS includes the capability to create many types of displays and to closely 
control the design of these displays. 

Types of Displays 

The following types of display are available in INTRANS (Appendix). 
Map-Maps displaying the areal distribution of intensity of zonal variables (on a grid) 

canbe produced. This type includes three options: 

1. Triangles on a 10 x 15 grid with a triangle whose side is proportional to the in­
tensity of the displayed variable in the center of each grid, 

2. Numbers on a 10 x 15 grid with one or two 3-digit numbers showing the intensity 
of the variable(s) within each grid, and 
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3. Symbols on a 40 x 60 grid with the intensity of variables in each grid described 
by a character as in SYMAP. 

Symbols are used mostly for describing general trends in an area, whereas triangles 
and numbers "zoom in" for further details. The user can overlay the display with any 
of a number of precoded maps, showing locations or networks or both. 

Distribution-Distributions display frequency or accumulative distribution of vari­
ables. 

Function- Functions display functional relationship between two variables. 
Distributions and functions can be described as a scattered diagram, polygon, step 

function, or column diagram. As an option, the user may get basic statistics (means, 
totals, correlations, regression lines) of the variables being displayed. 

Controlling the Display Design 

The display programs are called by the display command. Display command can be 
input either by the interactive user or by FORTRAN routines. By specifying the value 
of control variables, the user can specify the type of display, group, transform, scale, 
and bound of the displayed variables and thus control in detail the display design. Alter­
natively, the user can use very short commands, leaving the design of the display to the 
program. 

THE INTERPRETER 

The function of the interpreter is to accept user inputs from the keyboard (in the 
future, also from a joy stick) and change them into numbers that are used as values or 
addresses by the other programs. 

The sophistication of an interpreter increases with the amount of flexibility given to 
the user. In a highly flexible system (e.g., interpretive languages), the interpreter 
should be very powerful, enabling the user to give almost any instruction he wants. In 
a more restrictive environment, the user has very few options, mostly requesting that 
certain routines be called. In such an environment, the interpreter is quite simple. 

In INTRANS, the general tendency is toward a relatively restr~ctive environment. 
However, the interpreter that has been implemented is relatively flexible. This may 
even be some "overdesign." 

The main reason for the designed flexibility is that INTRANS is a general system 
rather than a specific model. The interpreter is intended to serve almost any require­
ment by a specific model that is yet unspecified. It seems preferable to add some 
slack now, rather than be forced later to introduce additions that will probably cause 
incompatibilities. 

Another reason for the relative flexiblity of the interpreter is that it was designed 
to answer the needs of the display routines in the BROWSE mode. It is not likely that 
many other models will give the user so much flexibility as is required for this specific 
application. 

The interpreter is called by the main model program. It accepts a string of char­
acters, which is called "command" from the user. The interpreter breaks a command 
into words and checks them for validity. Valid command words cause the interpreter 
to assign specific numbers to specific locations in an array. A nonvalid command word 
causes the command to be rejected. The application programmer is able to specify 
the command words, put constraint on their order, and specify the form in which the 
interpreted command will be transferred to his program's control. 

The interpreter is capable of handling prespecified command words, free-format 
numbers, and names. 

THE COMPUTATION COMMANDS 

The computation commands are intended to give the interactive user the ability to 
formulate and perform computational procedures during interaction. It is expected 
that most of the procedures will be precoded as subroutines, and the user will have 
only to choose among them. The computation routines are intended to be used in the 
few cases where this extra capability is needed. 
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For example, consider analysis of data on zonal population and land use for a num­
ber of years. The analyist might be intt:1°ested in seeing thing.; like p;;r.;;;ntage o.r pop­
ulation increase, net and gross densities, intrazonal relations among various land uses, 
etc. 

It will be practically impossible to precompute or code the routines to compute all 
the possible combinations. Using the computation command, the user can directly ask 
exactly what he is interested in. 

A second example might be in evaluation. A user might be interested in formulating 
various measures of performance or weighing schemes. In many cases, it is much 
simpler to specify the measures during analysis rather than precode all the possible 
formulations. A typical computation command may look like 

DDEN = POPl/ RESAl - POP2/ RESA2 

This calculates the net residential densities for two cases and the difference between 
them. The difference is stored in the variable DDEN for further reference. The com­
putation commands use their own interpreter. 

OTHER ELEMENTS IN INTRANS 

Utility Commands 

A number of utility commands are included in INTRANS and are directly available to 
any specific models. For example, SHOW DIRECTORY lists all the variable names in 
the data set, together with their labels; SHOW MENU displays all the valid command 
words. A data editor that enables the user to list and change variables and elements 
is also available. 

Support Procedures 

A number of batch processing routines are available for INTRANS users. First, 
there are programs for data maintenance and program library maintenance. Second, 
there are FORTRAN batch processing programs that simulate the interpreter and dis­
play routines. These programs are used in the debugging of new models. Third, there 
is a time-sharing version of INTRANS without graphic displays. It is accessible from 
remote terminals. 

USING INTRANS FOR AN INTERACTIVE MODEL 

INTRANS alone is a set of relatively independent routines. To activate INTRANS 
requires that all these routines be tied together with specific model routines into one 
system. Figure 2 shows the elements needed for making an interactive model that 
uses INTRANS. 

The major added element is the model's control program. Usually quite short, the 
program's main function is to call the interpreter and the required routines and re­
trieve and store the data based on instructions received from the interpreter. 

Each model has its own set of command words. They should be entered into the re­
quired interpreter arrays in advance, using a special program. Each model usually 
has its own computing routines. 

CURRENT STATUS AND PLANS FOR FURTHER DEVELOPMENT 

At the present, the programming of INTRANS and the model BROWSE for data anal­
ysis has been completed. Manuals for interactive users and application programmers 
have been written (8). An extensive data set on the Chicago area has been assembled 
and used for experiments in interactive analysis. Thorough testing of BROWSE has 
been completed. A number of relatively simple additional models are being developed. 
One is a model for study of the behavior of the gravity and opportunity distribution 
models. The second is a model for estimating the spatial characteristics of the effect 
of pollution emission from the area's expressway systems. 



Figure 1. INTRANS computer hardware. 
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Further development of INTRANS will be made in five parallel paths, as shown in 
Figure 3. This includes the development of INTRANS as a teaching tool, a research 
tool, and a pla.r.u1ing· tvvl. The tvr"o other paths a.re the 111a.inten:1nce and improvement 
of the existing system and the development of a general, large-scale policy-testing 
model (POTEM). 

A Teaching Tool 

At present, INTRANS may be used in teaching in a number of ways. First, students 
of urban systems may study structures of regions and relationships between intensities 
of various variables. Second, INTRANS may be useful in the study of graphic reporting 
techniques. Third, it is possible to use INTRANS as a laboratory for comparative anal­
ysis of the behavior of various models. With future availability of planning models, 
INTRANS may be used as a laboratory for interactive planning. 

Limited experience during winter 1972 showed that effective use of INTRANS with 
the time constraints of a regularly scheduled course requires detailed development of 
laboratory manuals and problems. It seems that INTRANS can be used effectively 
mostly in advanced undergraduate and graduate courses because of the need for rela­
tively wide background knowledge. Available time on the Tektronix also limits the 
amount of use of INTRANS for this purpose. 

A Research Tool 

INTRANS can provide substantial aid to research of problems with important spatial 
aspects. By using the available capabilities of the system, the user is relieved of much 
of the effort in data handling and analysis. This is additional to the ability to program 
specific problems for interactive data analysis. 

Research projects that may use INTRANS are of a wide range of size and complexity. 
At one extreme, they may be student projects or independent study courses . At the 
other extreme, it may be possible to use INTRANS as an aid in large projects, partic­
ularly those that are data analysis oriented. 

Developments in this area are expected to be initiated by researchers of specific 
problems rather than by the INTRANS development group. Thus, the extent and depth 
of use are unknown. 

Currently, a number of projects are under way. First, there are three projects 
involving allocation of nodal services. One project is aimed at developing a multiple­
root minimum tree-building program, which will be used in many optimal allocation 
problems. The second project deals with developing an interactive model for allocation 
of fire stations. The third project in this group uses INTRANS as an aid to study the 
allocation of trauma centers in Illinois. 

A Planning Tool 

Much effort has been spent to get planning agencies to use INTRANS as part of their 
activities. Only with experience in such applications will it be possible to develop the 
system to its full potential. In the immediate future, the most promising application 
seems to be browsing and editing of large data sets. Using the experience that will be 
gained in relatively simple applications will allow more sophisticated problems to be 
tried. 

Currently, a study of the use of INTRANS by the Chicago Area Transportation Study 
is under way. It includes the experimental application of INTRANS for evaluation of a 
land use-activity data set and output of the transit assignment packages. Another proj­
ect aimed to implement INTRANS as a "bank" for base information for the Illinois De­
partment of Transportation. 
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APPENDIX 

TYPICAL INTRANS DISPLAYS 

The following figures are reproductions of photographs of the screen, taken with a 
35-mm camera on black-and-white film. 

Figure 4. Directory of file BDLAKECO. 
Socioeconomic data on Lake County, Illinois, 
1 grid = 1 mile square. 

Figure 5. Calculation on TEMPA-automobile 
ownership rate (core size for this version 
prevents storing more than two variables in 
core at once). 
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Figure 6. Displaying TEMPA as a function of 
its array location. Two extreme values 
indicate likely errors. 

Figure 7. Editing the variables, to find and 
correct error in element 297 (making it 0). 

Figure 8. Map showing automobile ownership 
distribution in the region (overlayecl with a 
grid in order to specify windowing). 
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Figure 9. Directory of file BDSAMPLE 
(spatial data from a home interview, including 
a sample of 500 transit trips). 

Figure 10. Relative frequency distribution of 
trip starting time. 

Figure 11. Arrival time distribution as a 
function of automobile ownership showing 
increased concentration of trips during rush 
hours with increased automobile ownership. 
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CRITERIA FOR BUS RAPID TRANSIT SYSTEMS IN 
URBAN CORRIDORS: SOME EXPERIMENTS WITH AN 
INTERACTIVE GRAPHIC DESIGN SYSTEM 
Matthias H. Rapp*, Ecole Polytechnique Federale de Lausanne, Switzerland; and 
Claus D. Gehner, Urban Systems Laboratory, University of Washington, 

A man-computer interactive graphic system, developed at the University 
of Washington, is applied to a series of experiments designed to identify 
the characteristics of high-performance bus rapid transit systems for 
CBD-bound riders who reside in a generalized suburban corridor. The 
solution spaces of each of 12 problem cases, derived from the combina­
tion of several trip demand densities, highway network characteristics, 
and trip-making behaviors, are explored in an interactive graphic search 
process. The purpose of the search is to identify optimal solutions using 
two operator objectives, one maximizing profit and the other maximizing 
patronage within a given subsidy constraint. Furthermore, the search is 
aimed at identifying solutions that cannot be dominated in terms of any 
combination of patronage and profit, thus forming an envelope in the pa­
tronage versus profit-deficit space. From a comparison of these enve­
lopes some general relationships between bus rapid transit operating char­
acteristics and external conditions are developed. Similarly, relationships 
between system characteristics and external conditions are derived from a 
comparison of the penoptimal solutions. Finally it is shown that the pen­
optimal solutions may violate some of the environmental, social, or po­
litical constraints commonly imposed on public transit systems, and it is 
also demonstrated that, by complying with such constraints, the operator 
may incur significant losses. 

•BUS RAPID TRANSIT (BRT) systems are a form of urban public transportation em­
ploying rubber-tired vehicles that operate for pickup and delivery on surface streets 
and for line-haul on limited-access highways or on exclusive rights-of-way. BRT sys­
tems may include parking facilities, allowing a user to drive to a park-and-ride lot as 
well as to walk to a bus stop on a pickup route. 

A convincing case has been made stating that BRT systems have a high potential for 
successfully competing with the private automobile for trips that originate along an 
urban-suburban freeway corridor and that are destined to a major traffic attractor 
such as the CBD (1). It has also been shown that BRT systems have an economic ad­
vantage over rail rapid transit systems in corridors that generate less than 4,000 one­
way peak-hour transit riders (2). BRT systems have been implemented and are being 
demonstrated in Washington, D. C., Los Angeles, and Seattle, and such systems are 
under consideration in many other U.S. cities. 

It appears that existing or proposed BRT designs are based more on pragmatic con­
siderations and qualitative judgment than on the results of analytical explorations of the 
great number of possible design alternatives. This may be due to the fact that the 
"urban transportation model system," the state-of-the-art tool for simulating urban 

*Mr. Rapp was with the Urban Systems Laboratory, University of Washington, when this paper was written. 
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transportation system performance, is not sensitive to the entire range of design op­
tions of BRT systems (in particular the level-of-service options related to user con­
venience and comfort) and that the time and cost effort is too large to evaluate many 
different designs. 

The lack of opportunity to broadly explore the space of BRT design possibilities may 
also be linked to the fact that there exists little theory about how BRT systems should 
be structured. Previous studies have been concerned with comparing BRT and rail 
rapid transit with respect to costs, speed, and capacity (2) and with operational prob­
lems of freeway metering and the use of exclusive bus lanes (3, 4). Many general ques­
tions concerning the network structure, level of service, andpri cing of BRT systems 
are still unanswered. For example, there seems to be little knowledge concerning the 
general conditions under which BRT systems should provide area coverage, essentially 
whether every user should be offered the opportunity to walk to and from stations or 
whether service should be offered to only a few selected access points that are reached 
by the traveler by private automobile. We do not know how many such park-and-ride 
access points should generally be provided or whether they should be spatially distrib­
uted over the entire area to be served or only linearly along the corridor axis. We have 
little knowledge of how the relationships among level-of-service variables, transit pa­
tronage, and operator benefit behave under various external conditions. 

This paper attempts to answer some of these questions about the design of BRT sys­
tems in urban freeway corridors by using a series of experiments of BRT design alter­
natives under various external problem conditions. The experiments employ a man­
computer interactive graphic system for transit system design. Hence, as a second 
contribution, this paper demonstrates the application of the interactive graphic problem­
solving methodology to answering a transportation research question. 

OBJECTIVES 

A CBD-oriented BRT system operating in an urban or suburban freeway corridor 
can be defined in terms of a set of design variables, i.e., the variables that are to be 
set in the design process. In a general case, the following variables may be included: 

1. The number of park-and-ride lots; 
2. For each park-and-ride lot, the location, size, and parking fee; 
3. The number of transit routes; 
4. For each transit route, the location of stops (i.e., the sequence of network links 

traversed), the number of transit vehicles, and the type of transit vehicles (i.e., pas­
senger capacity, comfort level); and 

5. The fare from each transit stop or park-and-ride lot to the destination. 

A design process involves solving the complex problems of finding the optimal values 
for each design variable, where "optimal" usually refers to many, and sometimes con­
flicting, objectives. It is obvious that there is no general set of optimal design vari­
ables for BRT systems: A feature that is desirable in one case may not be efficient iri 
another case. There are four principal external conditions that determine BRT system 
characteristics: 

1. The amount and spatial distribution of travel demand; 
2. The highway network characteristics, including the traffic conditions and CBD 

parking conditions; 
3. The travel behavior of trip-makers (in particular their attitudes toward driving 

and riding transit); and 
4. The objectives of and constraints on BRT operation (in particular, the extent to 

which economic profit is pursued versus the extent to which a high level of ridership is 
sought). 

The objective of our study is to find some general relationships between external 
conditions on the one hand and BRT system features and their associated performance 
measures on the other. 
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Figure 1. Trip component impedances considered by modal split 
model. 
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EXPERIMENT DESIGN 

To achieve the desired objective requires that a modal split-network equilibrium 
model be used to predict the performance of alternative BRT designs under varying ex­
ternal conditions. The modal split submode! partitions the total number of trips from 
each origin to their common destination into three sets: walk-and-ride trips, park-and­
ride transit patrons, and drivers, i.e., nontransit users. The partitioning is performed 
on the basis of the sum of the perceived disutilities via each mode (Fig. 1) using a logit 
function. The transit trips generated by the modal split function are assigned on an all­
or-nothing basis to the transit lines and parking lots on the paths with the minimum to­
tal impedance (i.e., perceived disutility) for each mode. A detailed description of the 
model is given elsewhere ( 5). 

A hypothetical freeway corridor is used as the environment within which the BRT de­
signs are generated. This corridor is assumed to be a sector of the metropolitan struc­
ture (Fig. 2). The street network within the corridor is shown in Figure 3. The popu­
lation density is assumed to follow a distribution generated by the superposition of two 
negative exponential functions describing the influences of the CBD and a suburban cen­
ter. The density surface for CBD-bound trips (Fig. 4) is generated by applying a grav­
ity function to the population distribution. 

To explore the relationships between alternative external conditions and the charac­
teristics of BRT systems generated under these, we treat the former as variables. 
Specifically, we examine three trip density levels, which, when integrated over the 
entire BRT service area, correspond to total peak-hour demands, before modal split, 
of 5,000, 10,000, and 15,000 person-trips. Two cases of highway network speeds are 
considered. The first case represents the condition in which traffic flow on all links 
is fairly unrestricted and in which transit buses travel at the same speed as private 
cars. In the second case, the freeways and ramps are assumed to be congested; buses 
travel on exclusive bus lanes and are given preferential treatment at the freeway en­
trances. The travel speeds on all link types (Fig. 3) for the two cases are given in 
Table 1. Further, two alternative trip-making behaviors are assumed, each expressed 
by a set of average values for the disutility coefficients associated with the various trip 
components (Table 2). The first case is representative of a behavior that places a rel­
atively high value on trip costs (including the hidden costs of operating an automobile) 
and a relatively low value on trip time and convenience. The second case is represen­
tative of the converse behavioral preferences. We shall refer to the former behavior 
as "money conscious" and the latter as "time conscious." The combination of these ex­
ternal conditions yields 12 solution spaces (three density levels x two network charac­
teristics x two behavior patterns). 

To be able to compare individual solutions within the solution spaces, we define two 
operator objective functions, toward which an optimization of the BRT designs are at­
tempted. These objectives represent the private operator, who endeavors to maximize 
his profit, and the public agency, which seeks to provide maximum service subject to 
a subsidy constraint. In the case at hand, the maximum allowable subsidy is assumed 
to be $2,000 per day. This then defines the 24 problem cases under consideration here. 

In addition to the variables mentioned, the model requires as input a number of other 
parameters, which are held constant throughout the experiments. Among these are 
land values, parameters of the park-and-ride lot cost model, and the average CBD 
parking fee for nontransit users, which is assumed to be $1.50 per day. Finally two 
alternative bus types with the characteristics listed below are assumed to be available; 
no constraint is placed on the number of such vehicles. 

Type 

1 
2 

Capacity 

Seated 

20 
40 

Standing 

5 
10 

Cost Per 
Hour (dollars) 

12 
16 
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Figure 3. Hypothetical street network within corridor. 
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In an attempt to explore the relationships between external conditions and BR T sys -
tern features and their performance measures, two alternative approaches are possible. 
One approach would consist of analyzing the performance of a number of predetermined 
representative BRT designs under the 24 combinations of external conditions. The dis­
advantage of this approach is that it only allows a comparison of the relative merits of 
the predetermined solutions and those of the external conditions but does not allow gen­
eral statements on the range of possible solutions, in particular the optimal among 
these. The other approach consists of a trial-and-error search that uses an imple­
mentation of the model in an interactive graphic environment. This approach is selected 
because it allows both the efficient exploration of the entire solution space for any given 
problem case and an approximation of the problem-specific optima. 

RESULTS 

An extensive man-computer interactive search was conducted by using the Interac­
tive Graphic Transit Design System (IGTDS) (5, 6, 7), implemented at the Urban Sys­
tems Laboratory of the University of Washington": - In IGTDS the user designs a BRT 
system by specifying routes, park-and-ride lots, vehicle characteristics, 'frequencies, 
and fares, and the computer immediately predicts and graphically displays on a CRT 
terminal patronage volumes, economic performance, and other impacts on his design. 
In this way 637 configurations, i.e., an average of 53 for each of the 12 solution spaces, 
are generated and evaluated. 

The results of these experiments are presented in three parts. In the first part we 
present graphs of patronage versus profit-deficit for each of the 12 problem cases and 
analyze the effects of varying external conditions. We then show those configurations, 
among the ones tested, that best satisfy the two objectives for each of the 12 cases. 
These solutions are termed "penoptimal" in that an infinite number of designs to meet 
the experimental objectives are expected to add only imperceptibly to their optimality. 
From the correlation of the characteristics to the external conditions under which they 
have been generated, an attempt is made to suggest some general BRT design rules. 
Finally, some social and environmental constraints are imposed in addition to the sub­
sidy limit on one of the designs to analyze and illustrate their effect on the penoptimal 
solution. 

Before proceeding to the presentation of the results the reader should be aware of 
the following qualification: The results are a function of parameters entering the model 
as discussed in the previous section, which at this point represent only an estimate of 
the likely range of these parameters. Thus the analysis of results presented here em­
phasizes trends and relative comparisons rather than absolute values. 

Trade-Off Between Modal Split and Profit-Deficit 

For analysis of alternative BRT solutions, it is useful to view their performance in 
terms of the patronage attracted versus profit-deficit incurred, i.e., as one point in the 
modal split versus profit space. When all solutions are plotted in this way, it is found 
that there exists a set of solutions that cannot be dominated; i.e., no solution exists that 
has both a higher modal split and a greater profit (or lesser deficit). The locus of the 
points representing these solutions is called an envelope. This means that a set of ex­
ternal conditions imposes ultimate limits on the performance of a transit operator. It 
is further noted that the envelope is always convex with a negative slope that varies from 
-co to 0. The envelope is very flat above a certain modal split, which implies that any 
further increase of service is highly uneconomical. A limiting modal split, less than 
100 percent, is asymetrically approached by the envelope when it reaches a slope of 0. 
This is the ultimate modal split because the corresponding configuration is character­
ized by complete route coverage of the street network, zero fare, and zero headway, 
i.e., an infinite number of vehicles. 

It is found that all solutions represented by points on the envelope have two common 
characteristics. First, the solutions represent demand-supply equilibria with all park­
and-ride lot capacities being exactly equal to the respective park-and-ride demand and 
with the transit seating capacity exactly equaling the passenger flow demand in any 
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Table 1. Assumed network travel speeds. 

Average Link Speeds (mph) 

Case Mode Type 1 Type 2 Type 3 

Uncongested network Bus 40 30 30 
Car 40 30 30 
Walk 3 

Congested network Bus 50 30 25 
Car 30 10' 25 
Walk 3 

'Type 6. 
bRepresents an average delay of 2 min at freeway entrances and exits. 

Table 2. Assumed impedance coefficients. 

• Case 

Money Time 
Activity Conscious Conscious 

Walking 0.20/mln 0.40/min 
Driving 0,12/min 0.16/min 
Riding 

Seated 0.08/min 0.16/min 
standing 0.24/min 0.48/min 

Waiting 0.20/min 0.40/min 
Paying 

0.04/cent 0. 02/cent Fare (one-way) 
Parking fee 0.02/cent 0.01/ cent 

Figure 5. Average fares associated with solutions to problem 12. 
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transit line, i.e., neither standees nor empty seats. Second, solutions on the envelope 
are characterized by the absence of backtracking paths; i.e., there is no incentive for 
transit patrons to choose a longer path in order to save on fare or waiting time or both. 
It has been shown (5) that this condition is achieved if the combination of fares and head­
ways at each stop produces a uniform impedance (e.g., lower headways compensated by 
higher fares and vice versa). Solutions with these two characteristics are called ef­
ficient solutions. 

By investigating the solutions associated with points on the envelope it is also found 
that, the higher the modal split is, the lower the fare will be, as shown in Figure 5. 
It is further seen that, if the BRT system has been operating at a deficit, but efficiently, 
and a fare increase is instituted, then this fare increase, if accompanied by an appro­
priate reduction in service (i.e., again leading to an efficient service), will always re­
sult in a lower loss. (This reduction of deficit may not, in truth, be realizable because 
of labor practices prevalent in the transit industry.) If, on the other hand, an efficient 
BR T operation has been producing a profit, then an increase in fare (again accompanied 
by, for example, a decrease in the frequency of service) can lead to a higher or lower 
profit (Fig. 5). (Although possible in theory, this profit region of the envelope may 
never be reached in practice because of the political difficulty of raising fares and re­
ducing service at the same time.) 

The envelopes corresponding to the 12 problem cases may be compared by examin­
ing Figure 6, and the following trends can be noted. 

1. As trip demand density increases, the envelopes shift to the right and upward. 
This effect can be attributed to economies of scale; for the same per-passenger cost, 
a higher density allows a lower headway or more extensive route coverage, both re­
sulting in a higher level of service. 

2. As congestion increases (assuming buses are given preferential treatment and 
exclusive rights-of-way), the envelopes shift to the right and upward, because transit 
becomes more competitive with the private automobile. 

3. The envelopes corresponding to money-conscious behavior dominate those cor­
responding to time-conscious behavior throughout. This trend is expected in the situ­
ation of uncongested networks; however, one would expect time-conscious behavior to 
favor transit to a greater extent than money-conscious behavior in the situation of a 
congested network with busways because of the speed advantage of transit. This seem­
ing paradox is explained by the fact that the saving resulting from not having to pay the 
CBD parking fee ( $1. 50) dominates and makes the money-conscious trip-makers more 
apt to use transit than their time-conscious counterparts. In this context, however, 
the attention of the reader is called to the percentage increase in profit at a given modal 
split level between the envelopes corresponding to time- and money-conscious behaviors. 
It is noted that this relative increase is greater in the case of congested networks than 
uncongested networks (e.g., the relative increase associated with problems 9 and 10 is 
greater than that associated with problems 11 and 12), which is a reflection of the ex­
pected preference for transit of the time-conscious behavior in the latter situation. 

Characteristics of Penoptimal Solutions 

The reader will recall that within each problem case two objectives were defined 
toward which optimization of the design was attempted, namely, maximizing profit on 
the one hand and maximizing modal split subject to a subsidy constraint of $2,000 per 
day on the other hand. The penoptimal solutions obtained in the interactive graphic 
search are shown for comparison in Figure 7. The following commonalities can be 
observed. 

1. All park-and-ride lots are located at freeway entrances inasmuch as configura­
tions with park-and-ride lots at other locations within the corridor were found to be in­
ferior. This can be explained by noting that the freeway is the axis of symmetry for 
both the network and the demand distribution and thus represents the locus of lot loca­
tions that yield the highest accessibility. 



Figure 6. Summary of modal split versus profit-deficit envelopes. 
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2. All park-and-ride lots are connected to the CBD by nonstop express routes. 
This can be rationalized by the fact that the time penalty associated with intermediate 
stops (dwell time and detour time) and the underused bus capacity on the outer part of 
the route outweighs the gain in frequency of service achieved by combining routes. fu 
this context it appears that consolidating two or more park-and-ride lots that are in­
frequently served is more advantageous than merely combining the routes serving them. 

3. As a result of the above and the apparent superiority of efficient solutions (ca­
pacity exactly equals the passenger flow demand) the frequency on lines serving park­
and-ride lots is found to be proportional to the lot sizes. It thus follows that in order 
to provide decent headways park-and-ride lots must be quite large (e.g., to sustain a 
5-min headway with 50-passenger buses, a lot must produce 600 trips per hour). 

In addition to these commonalities, inspection of data shown in Figure 7 reveals cer­
tain trends from which some general BRT design rules can be derived. 

It is found that most of the penoptimal solutions represent "pure" park-and-ride sys­
tems, i.e., configurations in which there exist only park-and-ride facilities and the 
routes connecting them with the CBD. Only in three cases were mixed park-and-ride/ 
walk-and-ride systems found to be superior. This situation occurs only when modal 
split maximization is the objective of the operator, and these cases are further charac­
terized by a deficit, high trip densities, and a money-conscious clientele, the members 
of which are willing to walk to bus stops in order to save the costs of driving an auto­
mobile. However, even in these conditions favorable to transit, pure walk-and-ride 
solutions have been found to be inferior. 

As density of trip demand increases, the extent of route coverage either is the same 
or increases. This is again a result of the economies of scale. 

The modal split associated with maximum profit increases with increasing density, 
again because of economies of scale. However, it may be seen that the maximum modal 
split associated with the $2,000 per day subsidy does not increase with increasing den­
sity but remains constant or even decreases as in the sequence of penoptimal solutions 
2B, 6B, and lOB. This seeming paradox can be explained by consideration of the fact 
that the per-person subsidy is higher in the low-density cases. 

The solutions associated with the condition of the congested network show greater 
aerial coverage by their route networks than those associated with the uncongested net­
work. Because of the speed advantage of transit in the former case, more patrons are 
attracted, who pay higher fares, which sustains a higher level of service and which in 
turn allows a more extensive route coverage. This speed advantage also provides an 
incentive to intercept park-and-ride transit users at a greater distance from the des­
tination. 

The solutions generated under the condition of money-conscious behavior show a 
greater route coverage than those associated with the time-conscious behavior. Again 
the high CBD parking fee is responsible for inducing more of the former to choose tran­
sit, which results in higher revenues and which sustains a higher level of service. 

If the operator desires to maximize modal split, then any deficit constraint is al­
ways binding. 

If the operator desires to maximize his profit, he should charge high fares and offer 
minimal service, except in those situations that highly favor transit usage (i.e., con­
gested network, money-conscious behavior). It is understood that in the real world ad­
ditional constraints that prevent the operator from attaining the maximum profit state 
are usually imposed. 

In most cases it is found to be advantageous to use the larger of the two vehicle types. 
Only in the solutions associated with low modal splits and where the clientele is time 
conscious is use of the smaller vehicle more profitable, because of the critical influ­
ence of waiting time at transit stations. 

Effect of Additional Design Constraints 

The design of transit systems in our experiment was not subject to any environmental, 
social, or political constraints because we wanted to explore the unlimited solution 
spaces of the 12 problem cases. However, in any real-world design situations, such 



46 

constraints are likely to be imposed. Therefore, in this section, we speculate about 
how some typical additional r.nnstraints would affP.r.t thP. optimal r.onfigurations WP. found 
and the conclusions we drew from these. 

When the optimal transit designs generated for the 12 unconstrained problems are 
examined (a problem is "unconstrained" if it is subject to a maximum subsidy allowance 
but not to any additional constraints), the question arises whether any of the design 
variables or impact variables have values that would be clearly unacceptable to the tran­
sit operator or to the public at large. To answer this question, we selected a set of 
constraints that reflect the value ranges of transit system attributes that are some­
times mentioned in transit system planning. The following constraints are included: 

1. No transit line should have a headway of more than 30 min; 
2. No park-and-ride lot should be larger than 1,000 stalls; 
3. The fare from any origin should not exceed 60 cents; 
4. At least 20 percent of the clientele should live within a 5-min walk of a bus stop; 

and 
5. At least 40 percent of the clientele should live within a 5-min drive of a park-and­

ride lot. 

The performance of the 24 optimal configurations with respect to the five constraints 
is shown in Figure 8. In each diagram the value of the performance measure has been 
normalized relative to the maximal allowed value. In Figure 8d and Be, the constraints 
have been reversed in order to depict all constraints as "less-or-equal" inequalities. 
It can be seen that the constraints concerning park-and-ride lot size and percentage of 
trip-makers within a 5-min walk are in most cases violated. The largest violation oc­
curs in the optimal solution to problem case 6, which has only two park-and-ride lots, 
one of them with 7,482 stalls. The fare constraint is violated by the solutions to most 
problem cases in which the operator attempts to maximize his profit. All solutions 
comply with the 30-min headway requirement. 

To determine whether the optimal configurations can be modified to conform to the 
constraints, we undertook a new search on problem case 6, the solution that violated 
the constraints most. The search was again subject to maximizing total patronage sub­
ject to the maximum deficit allowance, in addition to the five new constraints. The best 
solution we found after nine trials is shown in Figure 9. The solution features five 
park-and-ride lots (as opposed to two lots) and four walk-and-ride transit routes. 
These routes are necessary to bring the required 20 percent of the riders within the 
5-min walking perimeter, but they are all associated with deficits, i.e., the fare-box 
revenues on these lines do not cover the costs of the buses. 

Of the six constraints, three are binding and three have a slack. The binding con­
straints are the maximum deficit allowance, the maximum parkirig lot size, and the 
minimum percentage of trip-makers within a 5-min walk to station. (The small 
amounts of slack associated with these variables could be redu'ced by conducting a 
more extensive search.) Not binding are the constraints concerning maximum fare 
(with a slack of 23 cents), maximum headway (with a slack of 14 min), and minimum 
percentage of trip-makers within 5-min drive time to lots (with a slack of 39 percent). 

Most significant is the modal split associated with the solution. Whereas the uncon­
strained solution showed a modal split of 36.3 percent (Fig. 7, case 6B), the best con­
strained solution shows a modal split of 29.3 percent. In other words, the constraints 
"cost" the operator a loss of 7 percent patronage or, with 200 operating days, 140,000 
trips per year. Similarly, if the patronage of the unconstrained problem were to be 
achieved, a significantly greater deficit would be incurred. This study is not the place 
for a philosophical discussion of whether the environmental, social, or political bene­
fits associated with these or similar constraints justify their costs, but we have dem­
onstrated that it is important to question the typical planning constraints by comparing 
the effectiveness of the optimal unconstrained solution with that of the optimal con­
strained solution. The fact that the man-computer interactive graphic methodology 
enables a user to do this is one of its most significant features. 



Figure 8. Performance 
of optimal 
configurations given 
typical design 
constraints. 

Figure 9. Best 
configuration for 
problem 6 subject to 
additional constraints. 
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CONCLUSIONS 

The r~s11.l!B of O"..!r ~xporimcnts suggest that, if the environment \vithin 1.,vhich BRT 
systems operate changes from low to high trip demand densities, from uncongested to 
congested highways with a policy of preferential treatment of transit, and from an 
automobile-oriented society to one that is more transit oriented, the potential for a 
profitable BRT operation will increase substantially. However, under all but the most 
favorable conditions a profit can only be produced if high fares are levied and minimal 
service is offered, i.e., if transit caters only to a small share of its potential market; 
a low-priced, equitable, and extensive service is likely to incur a deficit. It has also 
been demonstrated that the per-passenger subsidy required to attract marginal patron­
age rises sharply above relatively low modal splits. 

Moreover, it should be noted that the results reported here are optimistic vis-a-vis 
the situations experienced by actual transit operators in most urban areas for two rea­
sons: First, our analysis focused exclusively on optimal configurations, whereas it is 
not likely that real-world transit designs, which have changed little in many decades, 
represent the optimal solutions und.er the prevailing conditions. Second, the BRT sys­
tems studied represent one of the most efficient types of bus transport service, namely, 
the many-to-one system. Consequently, the economics associated with many-to-many 
origin-destination service, which is the more common urban transport requirement, 
must be expected to be even less favorable to transit. 

The interactive graphic problem-solving process used in these experiments has 
proved to be invaluable for efficient exploration of the respective solution spaces. With­
out it the results leading to the conclusions presented could not have been obtained. It 
is felt that the interactive graphic approach has been established as a useful tool in an­
swering planning research questions. 
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