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FOREWORD The results of this study have been evaluated sufficiently to permit immediate application. 
Combination with previous research and experience such as that contained in NCHRP 

B 	Report 43 provides a valid basis for adequate calibration and practical field use of 

	

Y ta1 	
commercially available nuclear density and moisture content gauges for the control of 

	

Highway Research Board 	compaction during highway construction. The report also describes the development and 
use of the Quality Factor concept for combining all identified errors of a nuclear density 
gauge into one parameter that can be used as an indication of the over-all performance 
of the gauge. The report should be of particular interest and value to highway depart-
ment materials and testing engineers and others concerned with the quality assurance of 
embankment and base course construction. In addition, the report contains considerable 
technical and investigative background information on nuclear measurement principles 
which should prove useful to researchers and nuclear equipment manufacturers. 

The majority of acceptance specifications or quality assurance procedures for con-
trolling the compaction of highway embankments, subgrades, and base courses involve 
the determination of densities and moisture contents of soil and aggregate materials 
during the construction process. Nuclear gauges for making these measurements first 
became available in the late 1950's. However, although the gauges seemed to answer a 
need for rapid and nondestructive testing, growth in their acceptance and use has been 
rather slow until the past few years, due largely to questions concerning measurement 
accuracy. Early experiences with regard to field reliability, economics, radiation, and 
licensing of operators also tended to discourage the use of nuclear equipment by highway 
departments, but these problems appear to have been overcome in recent years. 

The accompanying sketch shows the operational principles of gamma-ray nuclear 
density gauges. When gamma rays are emitted from a radiosotope source in proximity 
to a surface they interact with the material and are scattered or absorbed. The count of 
the gamma rays emerging from the surface at some point is influenced by the density 
and the composition of the material. A typical gauge consists of a gamma-ray source, 
a detector with associated counting electronics, and shielding between the two to prevent 
direct transmission of the gamma rays from the source to the detector. A wide variety 
of gauge configurations is possible, involving source energy and intensity, type and 
efficiency of detector, and source-detector separation. The most universally employed 
method of determining density with a gamma-ray gauge is by use of a calibration curve 
prepared from the empirically determined relationships between density and response 
for each individual instrument. The calibration curve for a particular instrument is 
originally obtained by plotting the response measured by the gauge for a set of calibration 
standards of known density. 

NCHRP Report 43 describes the factors that influence the accuracy of nuclear 
density gauge measurements and methods that can be used for their reduction. The pri-
mary sources of error were identified as (1) inaccurate calibration techniques, (2) sensi-
tivity to soil composition, and (3) sensitivity to surface roughness. The first two sources 
of error apply about equally to both direct-transmission and backscatter-type gauges. 
The surface roughness problem is considerable for backseatter-type gauges and almost 
negligible for the transmission type. The report describes a mathematical model tech-
nique for preparation of calibration curves of suitable accuracy for highway construc-
tion control for identifiable soil types, thus making it possible to practically eliminate 
the first two sources of error. However, it was also found that a dual-gauge technique 
was equally effective and did not require knowledge of the soil composition. This dual-
gauge technique consists of using two gauges, each with a different relative sensitivity 
to soil density and composition, and solving the calibrations models of each simultane-
ously. A nomograph solution of the air-gap calibration method, which employs the dual-
gauge principle, is included in Appendix A of NCHRP Report 43. It is recommended 
as the most practical method for using existing nuclear density gauges. 



Backseatter Type 	___________ 	 Transmission Type 
i-i- 	I 

Shield 	 I 	 I 	II 	Shield 

Source 

Representative gamma-ray paths for density gauges.* 

Determination of the dry density of the soil or aggregate materials being placed, 
which is necessary for computing percent compaction, depends on a reasonably accurate 
method for measurement of moisture content. When nuclear equipment is used to deter-
mine total density, the same equipment is normally used to measure the moisture content 
of the soil. A neutron moisture gauge essentially consists of a fast-neutron source and 
a slow-neutron detector with associated counting electronics. When the gauge is exposed 
to a surface the number of slow neutrons in the vicinity of the detector is determined 
mainly by the hydrogen content of the surface material. If most of the hydrogen is 
present in the form of water, the gauge, with proper calibration, can be used to measure 
the moisture content. 

According to NCHRP Report 43, nuclear moisture content gauges are sensitive to 
variations in soil density and to soil composition. However, the accuracy of these gauges 
has not been questioned to the same extent as that of density gauges, probably for the 
reason that a greater percent error of moisture content can be tolerated. When the 
moisture content of the soil is about 10 percent, 10 percent deviation from the mean will 
result in a possible error of only 1 pcf. 

The objective of the study reported herein was to minimize the errors identified with 
measurement of density and moisture content of soils using nuclear gauges. In approach-
ing the problem of optimization of density gauges the North Carolina State University 
researchers recognized the need to consider the interaction of all possible errors. For 
example, the best gauge configuration or technique for minimizing surface roughness 
errors might result in an increase in errors influenced by composition. To provide a 
reasonable basis for optimization, the errors were combined to yield a single criterion, 
the Quality Factor, which can be used to evaluate the over-all performance of a nuclear 
density gauge. Research aimed at minimizing moisture content measurement errors 
involved using the Monte Carlo or random walk method to simulate gauge response, 
checking the results of the simulation against experimental studies, and attempting to 
generalize the Monte Carlo results. 

The over-all project objectives were accomplished by several somewhat independent 
research efforts under the supervision of Dr. R. P. Gardner, who then prepared the main 
body of this report. The independent efforts culminated in three graduate theses, which 
are included as appendices. 

The study has verified that, with proper calibration, currently available nuclear 
equipment for measurement of density and moisture content provides satisfactory 
accuracy for the control of compaction of highway embankments and base courses when 
used within the concept of random sampling and statistically based quality assurance 
programs. It has also provided the Quality Factor as a means for evaluating the per-
formance of existing nuclear gauges and methods to refine the calibration of gauges when 
improved accuracy is desired. In addition, the research provides the necessary technical 
and investigative background for the production of the next generation of nuclear density 
and moisture content measurement equipment, which should be even more accurate and 
require less surface preparation than current models. Thus, the results will provide 
highway agencies with both immediate and long-range benefits. 

* Gardner, R. P., and Roberts, K. F., "Density and Moisture Content Measurements by Nuclear Methods." 
NCHRP Report 43 (1967). 
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OPTIMIZATION OF DENSITY AND 
MOISTURE CONTENT MEASUREMENTS 

BY NUCLEAR METHODS 
Section I 

GAMMA-RAY GAUGES FOR MEASURING SOIL DENSITY 

CHAPTER ONE 

INTRODUCTION AND RESEARCH APPROACH 

In previous work (1, 2) on the gamma-ray soil density 
gauges three sources of error were identified: (1) sensi-
tivity to surface roughness, (2) sensitivity to soil composi-
tion, and (3) inaccurate calibration techniques. The last 
two of these errors were minimized to the point of being 
negligible by the calibration model method (2), which 
essentially consists of devising a mathematical model that 
relates the gauge response to both the density and the 
composition of a soil. Then a calibration is performed to 
determine the model constants by taking the responses 
for a given gauge on a series of laboratory standards of 
known densities and compositions. With these specific 
values of the constants the model can be used to calculate 
the calibration curve for that gauge for soil of any arbi-
trary composition. 

A major disadvantage of the calibration model method 
was having to determine the composition of the soil being 
measured by some independent means. Subsequent to the 
development of the calibration model method, the dual-
gauge principle, which eliminates this disadvantage, was 
discovered (2). This principle essentially consists of using 
two gauges that have different relative sensitivities to den-
sity and composition. The calibration models for these 
two gauges are solved simultaneously for density while 
eliminating composition. Kuhn (3) had previously dis-
covered the ajr gap method, which is based on the same 

underlying principle but uses the same gauge at two heights 
above the soil surface. Subsequent testing of these methods 
has shown that they can be used to eliminate the effect of 
soil composition (4, 5, 6, 7, 8, 9). However, both meth-
ods are still significantly affected by sensitivity to surface 
roughness, as are all commercial surface-type nuclear 
density gauges. 

It appeared that the further development and complete 
optimization of the dual-gauge principle should be based 
on the minimum combination of all the important errors, 
such as those due to surface roughness and soil composi-
tion. These errors have been combined in the present 
work to yield a single criterion, the Quality Factor, that 
can be used to judge gauge quality. 

The work presented here is directed solely toward the 
improvement of the backscatter-type density gauges. Trans-
mission-type gauges have significantly lower errors than 
the simple backscatter-type gauges, but suffer from the 
disadvantage that they require the punching or drilling of 
a hole in the soil sample. This means that these gauges 
do not give a truly nondestructive measurement and are, 
therefore, somewhat limited in application. If the measure-
ment interferences pertinent to the backscatter-type density 
gauge can be made comparable to those pertinent to the 
transmission-type gauge, the backscatter-type gauge would 
be preferred. This objective was accomplished in the 
present work. 
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CHAPTER TWO 

FINDINGS 

The results of the current study of gamma-ray soil density 
gauges are divided into five parts. The first part identifies 
and defines the errors that are considered to be important 
in gamma-ray soil density gauges. The second part de-
lineates the Quality Factor concept, which attempts to 
approximately weight and combine all the errors into a 
single parameter that will serve as the criterion for evalu-
ating these gauges. The third part contains the results of 
the studies on optimization of the air-gap method used 
with existing commercial gauges utilizing the Quality Fac-
tor concept. The fourth and fifth parts give the results of 
the studies on optimization of simple-detector dual gauges 
and more sophisticated configurations utilizing the Quality 
Factor concept. 

IDENTIFICATION AND DEFINITION OF ERRORS 

The errors considered to be important in the use of gamma-
ray soil density gauges are: (1) those due to variations in 
soil composition, (2) those due to variations in the surface 
roughness of samples, (3) that due to uncertainty in the 
detection of radiation, and (4) that due to sample hetero-
geneities other than that attributed to surface roughness. 
The first of these can be determined by comparing the 
measured densities with the known densities of a set of 
soil samples that have a representative range of densities 
and compositions. It is impractical, however, to obtain 
such a set of soil samples. Therefore, a particular set of 
standard materials has been chosen. These consist of 
magnesium, aluminum, chalk, and limestone, representing 
a range of densities from 110 to 168 pcf and compositions 
ranging from sand plus 3.6 percent iron to sand plus 11.8 
percent iron. The soil composition standard error is then 
defined as 

r 4  (pi—pi)2  

4 	
(1) 

in which o(p) is the standard error due to composition 
variations, pi is the known density of the ith one of the 
four standard materials, and pi is the measured density 
of the ith one of the four standard materials. 

The second error (surface roughness) is similar to the 
first in that it can be determined by comparing the mea-
sured densities with the known densities of a set of samples 
that have representative densities and surface roughnesses. 
However, because it would be impossible even to ascertain 
what surfaces are representative, a somewhat arbitrary 
definition of surface roughness must be used. The pro-
posed definition of error due to surface roughness is that 
error introduced by comparing the density measured IA6 in. 
above a smooth surface with the density measured flush 
on the same surface. This error is denoted Ese. Accurate 
methods of measuring this error are described in Ap- 

pendices A and B. It should be noted that this error, 
unlike the composition error, is not normally distributed. 

The third error, that due to uncertainty in the detection 
of radiation, can be determined from the slope of the 
calibration curve and the standard deviation of the count-
ing rate measurement; that is, 

ap 
o8(p) =

aR 
 o-(R) 	 (2) 

in which o-8 (p) is the standard error of the measured value 
of density, ap/SR is the slope of the calibration curve, and 
o(R) is the standard deviation of the counting rate mea-
surement. The standard deviation of the counting rate 
depends on the statistical nature of counting rate measure-
ments and the instability of the associated electronics. If 
at least 10,000 counts are accumulated to ascertain the 
counting rate, and if the ratio of the sample counting rate 
to the counting rate of a standard is taken as the gauge 
response, R, a good rule of thumb is to takc o-(R) as 1 
percent of the gauge response, R. 

The fourth error, that due to sample heterogeneities 
other than surface roughness, is again like the first two. 
It could be obtained if measurements could be made on 
a set of samples of known densities with representative 
density heterogeneities. Again, it would be impossible to 
ascertain what heterogeneities are representative. This 
source of error is further complicated by the fact that 
no one sample depth or size can be established as the 
optimum because this varies from one application and one 
user to another. However, as a general rule, sample hetero-
geneities are minimized if the effective sample volume 
being measured is increased. Therefore, a volume factor 
is defined and taken as a measure of the error due to 
sample heterogeneity. This volume factor is taken as 

VF=0.1 x w d/288+0.9 	(3) 

in which VF is the volume factor; x is the effective sample 
depth, in inches; w is the sample width, in inches; and d 
is the source-to-detector distance, in inches. The effective 
sample depth is taken as the first moment of the response 
with respect to sample depth and is determined as de-
scribed in the report by Gardner and Roberts (2). The 
sample width is taken as 4 in. and the source-to-detector 
distance can be measured directly. For a transmission-type 
gauge the sample width, w, would be one-half the detector 
width and the effective sample depth, x, would be the 
depth that the source (or detector) had been inserted into 
the sample. The factors 0.1, 288, and 0.9 are used to 
force the volume factor to vary from a minimum of 0.9 
to a maximum of 1.0 50 that this factor is not given much 
weight in comparison to the other errors. (If one does 
not wish to take the trouble to measure the volume factor 



of a given gauge, a value of 1.0 can be assumed for the 
calculation of the Quality Factor if the gauge design is 
similar to that of existing commercial gauges.) 

Table 1 gives some representative values of these errors 
for commercial backscatter-type and transmission-type 
surface gauges. These results were obtained on four repre-
sentativé backscatter-type and two representative trans-
mission-type commercial gauges at the Nuclear Soil .Gauge 
Calibration Workshop-Symposium (5). 

QUALITY FACTOR CONCEPT 

The Quality Factor concept as developed by Dunn and 
McDougall (9) is an attempt to combine all of the errors 
identified and defined in the previous section to form one 
parameter that can be used as an indication of the quality 
of a nuclear soil density gauge. (Large values of the 
Quality Factor indicate higher-quality gauges.) Because 
the composition and counting-rate measurement errors, 
o 0(p) and -8(p), are normally distributed, they may be 
combined in the usual way to obtain a total normal error, 
(r,j(p); that is, 

cT(p) = Vo02(p)+0Y(p) 	 (4) 

This normal error may either add to or subtract from 
the surface roughness error, E. If the lowest most prob-
able error is defined as that obtained when the normal 
error is subtracted from the surface roughness error, and 
the highest most probable error as that obtained when the 
two are added, 

LEse crn(p) 	 (5) 

H=Ese +on(p) 	 (6) 

in which L and H are the lowest and highest most prob-
able errors. Inasmuch as the value of o-(p) is always 
positive, the lowest most probable error is representative 
of the error level. The range of the error is obtained by 
taking the difference between the highest and lowest most 
probable errors, or 

D=H—L=2o(p) 	 (7) 

in which D is the error range. A good indication of the 
total of the three errors is obtained by taking the square 
root of the sum of the squares of the level and range of 
the errors. However, when the error level is negative 
(o(p) >Ese), one would like to take the difference in the 
sum of the squares. Therefore, 

E=VD2 ±L2 	 (8) 

in which E  is the total error and the plus sign in the 
square root term is used when L is positive and the minus 
sign when L is negative. If it is desired to make the 
Quality Factor large for better gauges, one could combine 
Et  and VF in the following way to obtain the Quality 
Factor: 

QF= 2VF 
VD2 ± L2  

The factor of 2 is used to normalize the Quality Factor 

TABLE 1 

TYPICAL ERRORS FOR REPRESENTATIVE 
COMMERCIAL NUCLEAR SOIL DENSITY 
GAUGES 

GAUGE 	
ERROR (PcF) 

TYPE 
	

o(p) 	 Ese 	 o(p) 

Backscatter 	2.0-5.0 	6.7-13.0 	0.7-1.2 
Transmission 	1.7-4.0 	1.4— 2.1 	0.5-0.8 

to 1 when VF = 1.0, E,, = 1 pcf, and o(p) = 1 pcf. 
One would strive for a Quality Factor of 1 as representa-
tive of a high-quality gauge. 

To illustrate the dependence of the Quality Factor on 
the individual errors, Figure 1 shows the Quality Factor for 
various values of the normal error and the surface rough-
ness errors when each is held alternately constant at 1.0 
pcf. Note that the Quality Factor decreases monotonically 
when either the normal error or the surface roughness 
error increases while hoMing the other error constant. 

Some typical Quality Factor values for backscatter-type 
and transmission-type commercial nuclear density gauges 
are given in Table 2. The data used in obtaining these 
values were collected during the Nuclear Soil Gauge Cali-
bration Workshop-Symposium (5). 

OPTIMIZATION OF THE AIR-GAP METHOD 

The air-gap method is an important method for applying 
the dual-gauge principle, because it can be used with exist-
ing commercial backscatter-type nuclear density gauges. 
The method essentially consists of taking the normal gauge 
response flush on the surface of a sample and another at 
a predetermined height above the surface. The ratio of 
the two is then used to determine the density. This ratio 
is found to be less sensitive to variations in composition 
than the normal response. The air-gap height was origi-
nally obtained by determining the height at which the 
gauge response was a maximum. 

A more refined technique for eliminating soil composi-
tion dependence by the air-gap method is illustrated by 
Gardner, et al. (4) using the solution to an accurate 
mathematical model of each gauge response. The optimum 
air-gap height in this case was determined as the height 
that would give the minimum composition error. It ap-
peared that an even better optimization of this principle 
could be obtained by maximizing the Quality Factor as 
a function of air-gap height. This was done for the data 
presented by Gardner, et al. (4), the maximum Quality 
Factor so obtained being 0.36 at an air-gap height of 2 in. 
The previous technique had yielded an optimum air-gap 
height of 23/4  in. However, the Quality Factor did not 
exhibit a sharp maximum, varying only from 0.344 to 
0.359 over the range of air-gap heights from 1 3/4  in. to 
23/4  in. Nevertheless, the Quality Factors so obtained were 
considerably better than the best (0.183) found by the 
original air-gap ratio method, which did not incorporate 
the mathematical model approach. 



TABLE 2 

TYPICAL QUALITY FACTORS FOR REPRESENTATIVE 
COMMERCIAL NUCLEAR SOIL DENSITY GAUGES 

QUALITY FACTOR 

GAUGE TYPE 	 RANGE 

Backscatter 	 0.17-0.33 
Transmission 	 0.36-0.56 

TABLE 3 

SURFACE-EFFECT ERRORS AND QUALITY FACTORS 
FOR TYPICAL COMMERICAL BACKSCATrER-TYPE 
GAUGES WITH AND WITHOUT AIR-GAP METHOD 

pc f 

SURFACE-EFFECT ERROR QUALITY FACTOR 

WITHOUT 
AIR-GAP WITH WITHOUT WITH 

GAUGE (PcF) AIR-GAP AIR-GAP AIR-GAP 

A 12.2 8.5 0.180 0.239 
B 13.0 12.5 0.171 0.179 
C 6.7 6.1 0.329 0.359 
D 12.3 11.7 0.180 0.188 
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Figure 1. Quality Factor as a function of normal error and 
surface-effect error. 

A significant finding of this study is that the surface 
roughness error cannot be minimized to any significant 
extent by the air-gap method, so that the air-gap method 
is limited in the amount of improvement that it can make 
over the use of conventional gauges. This is illustrated 
by Table 3, which gives the values for four typical com-
mercial gauges. 

OPTIMIZATION OF SIMPLE-DETECTOR, DUAL GAUGES 

A program was undertaken to optimize the dual-gauge 
principle for gauges with simple, Geiger-Mueller-type de-
tectors. Such detectors are eminently suited for routine 
field application because they are rugged, stable, and inex-
pensive. To obtain the optimum dual gauge for this case, 
the Quality Factor previously described was maximized 
with respect to the four variables: source energy, source-
detector distance, Geiger-Mueller counter type, and source 
collimation. This study is described in detail in Ap-
pendix A. 

The optimization program was carried out by first de-
veloping the calibration model for 46 individual gauges 
with various values of the four variables previously men-
tioned. The calibration model relates the gauge response 
to the density and composition of the soil sample. It is 
described in NCHRP Report 43 (2) and in Appendices A 
and B. The source energies used consisted of 133Ba with 
gamma-ray energies up to 0.38 MeV, 137Cs with a gamma- 

Data collected during the Nuclear Soil Gauge Calibration Workshop-
SYM2OItUt51 5). 

ray energy of 0.66 MeV, and 60Co with gamma-ray ener-
gies up to 1.33 MeV. The source-detector distances were 
varied from 4 to 12 in. Geiger-Mueller types included a 
simple stainless steel thin-wall type with relatively small 
low-energy efficiency, and, at the other extreme, the same 
counter with 10 mg/cm2  of platinum plated on the inner 
wall to obtain relatively large low-energy efficiency. Source 
collimation was varied by placing the source from ½ in. 
from the bottom of a 4g-in.-diameter hole to 2 in. from 
the bottom. 

The optimum dual-gauge design with a Quality Factor 
of 1.34 was obtained by searching through 826 possible 
dual-gauge combinations. The optimum two single-gauge 
configurations combined to form the best possible dual 
gauge had the design parameters given in Table 4. It 
should be noted that the design parameters are not particu-
larly critical except that the source-detector separation of 
one configuration should be small whereas the other should 
be large, and one Geiger-Mueller counter should have a 
relatively low efficiency whereas the other should have a 
relatively high efficiency for low-energy gamma rays. A 
total of 19 dual-gauge configurations were identified with 
Quality Factors greater than 1. 

Perhaps the most significant result of this study was to 
show that the surface roughness error could be reduced 
by proper dual-gauge design to essentially negligible values. 
Twelve of the best 25 dual-gauge designs had surface 
roughness errors of less than 0.35 pcf compared to the 
lowest value of 6.1 pcf for the existing commercial back-
scatter-type density gauges. 



OPTIMIZATION OF EN ERGY-DISCRI M I NATION, 

STRINGENTLY COLLIMATED GAUGES 

The possibility exists that batAscauer-type gauges with 
energy-discrimination and stringent collimation of source 
and detector capabilities can be designed to eliminate or 
minimize the effect of soil composition and surface rough-
ness, respectively. The work of Preiss (10) is representa-
tive of this approach to density gauge design studies. The 
principle behind this energy-discrimination approach is 
essentially that the gauge response due to high-energy 
gamma rays is almost entirely independent of the normal 
fluctuations in soil composition. Therefore, if low-energy 
gamma rays are excluded from the gauge response by 
discrimination with a detector system capable of gamma-
ray spectrometry, the resulting gauge will be free of the 
soil composition measurement interference. 

The energy-discrimination principle appears to be a 
promising concept for the elimination of the soil composi-
tion measurement interference in nuclear density gauges. 
However, this relatively simple principle has several dis-
advantages that have not been fully recognized by many 
workers in this field. The first of these disadvantages is 
that the necessary detection systems capable of gamma-
ray spectrometry are less stable, less rugged, and more 
expensive than the simple Geiger-Mueller counters that 
can be used in other gauges. The second is that only a 
very small percentage of the gamma rays scattered back 
from the soil are energetic enough to be free from the soil 
composition measurement interference. This means that 
more intense sources have to be used with this principle. 
A third disadvantage is that the response of backscatter-
type density gauges depends on density and composition 
in a more complex way than that of transmission-type 
gauges and this means that a simple comparison of indi-
vidual gamma-ray sensitivities to soil density and soil 
composition is not legitimate. An analysis described under 
"Sensitivity Analysis for Application to Gauge Response" 
in Appendix B indicates that a comparison of these sensi-
tivities should never be made directly on a one-to-one 
basis. The actual sensitivity to soil composition is always 
higher than the simple one-to-one comparison would indi-
cate. The fourth and final disadvantage is the fact that the 
total gauge error is not necessarily reduced when the com-
position error is reduced by this technique. In fact, the 
present studies indicate that the surface roughness error 
is increased for a given gauge configuration when low-
energy gamma rays are excluded from the gauge response. 
This can be explained on the basis that the surface rough-
ness error is accentuated when the depth response of a 
gauge is reduced. As might be expected, backscattered 
gamma rays of low energy have undergone more inter-
actions on the average and, therefore, have come from 
greater depths within the sample. 

To eliminate the last of these disadvantages of the 
energy-discrimination principle it has been suggested that 
the source and detector be stringently collimated to force 
the backscattered gamma rays to have a deeper sample 
penetration. In conjunction with gamma-ray energy dis-
crimination the stringent-collimation principle might ac- 

TABLE 4 

DESIGN PARAMETERS FOR THE INDIVIDUAL 
GAUGE CONFIGURATION GIVING THE 
OPTIMUM SIMPLE-DETECTOR DUAL GAUGE 

SOURCE- 	 GEIGER- 
GAUGE 	 DETECTOR COLLIMA- MUELLER 
CONFIG- 	 SEPARATION TION LENGTH COUNTER 
URATION SOURCE 	(IN.) 	(IN.) 	 TYPE 

1 	'Co 	4.5 	10/16 	Standard" 
2 	°°Co 	10.0 	10/16 	Special b  

Harshaw model G17-6 with a 0.020-in-thick stainless steel wall, 1%2- 
in. outer diameter, 77/g  in. long, filled with halogen gas. It has a relatively 
low efficiency for low-energy gamma rays. 

"Harshaw model G17-6P; identical to Harshaw model G17-6 except that 
it has a 10-mg/cm2  coating of platinum on the inside of the tube wall. It 
has a relatively high efficiency for low-energy gamma rays. 

complish the desired objective of reducing the soil com-
position and surface roughness errors simultaneously. The 
reasoning behind this is that high gamma-ray energies 
detected under a stringent collimation of source and de-
tector would be those that travel in a path indicated by 
the intersection of the lines drawn along the directions of 
the source and detector collimations. For example, sup-
pose both the source and the detector were collimated at 
450 angles to the sample surface and were directed toward 
each other as shown in Figure 2. If the source and detec-
tor collimators are 6 in. apart at the sample surface, the 
gamma ray would first travel 4.25 in. into the soil then 
would be scattered at a 900  angle toward the detector, and, 
finally, would travel 4.25 in. back through the sample to the 
detector. The energy of such a gamma ray can be calcu-
lated by application of a simple formula relating the scat-
tered energy of a gamma ray to the original gamma-ray 
energy and scattering angle, 

E0  
E8=1 +(l —cos9) E0/0.51 	

(10) 

in which E., is the scattered gamma-ray energy, E0  is the 
original gamma-ray energy, and C is the angle of scatter. 

For example, the scattered energy of a 1.33-MeV gamma 
ray emitted by 60Co and scattered through an angle of 
90° would be 0.368 MeV. It was assumed by some re-
searchers that gamma rays undergoing more than one 
scatter, and therefore traveling a more tortuous and pos-
sibly shorter path within the sample, would have lower 
energies by virtue of the fact that they would be scattered 
more than once. This assumption is easily proved wrong 
by simply applying Eq. 10 twice. If instead of a single 
90° scatter two 45° scatters are hypothesized, the resulting 
doubly scattered gamma ray with original energy of 1.33 
MeV has an energy of 0.525 MeV, which is considerably 
higher than the 0.368 MeV calculated for a single 90° 
scatter. 

In spite of these misconceptions and overlooked dis-
advantages, the principles of energy discrimination and 
stringent collimation still appeared to offer some possible 
improvement in gauge design. However, it appeared that 
studies of these principles should also be based on the 
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A is the source point 	 0 	1 	2 	3 	4 

B is the center of the detector face 	 (inches) 

d is the source-detector separation distance 

Figure 2. Final prototype gauge design. 

concept of maximizing the Quality Factor, inasmuch as 
this concept is based on total gauge error. 

A study was made of these energy-discrimination and 
stringent-collimation principles by designing a prototype 
gauge that incorporated gamma-ray spectrometer capa-
bility with stringent, variable collimation of source and 
detector. This prototype gauge is described in detail in 
Appendix B. A complete gamma-ray, pulse-height spec-
trum could be taken with this gauge for any of the three 
gamma-ray sources, 60Co, 137Cs, and 133Ba, representing 
a range of gamma-ray energies from 0.38 to 1.33 MeV. 
The source and detector collimators were adjusted to 
allow sample surface entrance angles from 150  to 450  and 
the source-detector separation was adjusted from 4 to 6 in. 
This study indicated that an optimum gauge was obtained 
with a 137Cs gamma-ray source (gamma-ray energy of 
0.662 MeV), source and detector collimation entrance 
angles of 15°, a source-detector separation of 4.75 in., 
and a gamma-ray, pulse-height energy range from 0 to 
0.110 MeV. The maximum Quality Factor for this case 
was found to be 0.664. However, this value is somewhat 
misleading because it is based on a composition error 
calculated from composition-corrected calibration curves. 
This implies that such a Quality Factor is possible only if 
the soil composition is known. It is likely that the best 
Quality Factor obtainable when an average soil calibration 
curve is used would be around 0.3. 

This disappointingly low Quality Factor is caused pri-
marily by the fact that the surface roughness error was 
never reduced to less than 2.5 pcf and the lower values of 
this error were paired with relatively high soil composition  

and counting-rate measurement errors. Because of this it 
was decided to apply the dual-gauge principle to this type 
of gauge. This effort was also somewhat disappointing 
because the highest Quality Factor obtained for any dual-
gauge combination was only 0.46. 

One encouraging result of these studies was that effective 
sample depths approaching 6 in. were obtained with the 
optimum single gauge using the energy-discrimination and 
stringent-collimation prototype gauge. This is about 2.3 
times as large as any of the commercial gauges reported 
previously by Gardner and Roberts (2). 

These results led to a preliminary study of a triple-
gauge principle. One cannot expect that a combination 
of two gauges (the dual-gauge principle) can eliminate 
the two measurement interferences of soil composition 
and surface roughness. To accomplish this without relying 
on encountering fortuitous compensating phenomena, one 
must use gauge responses from three separate gauge con-
figurations. This leads to a rather complex mathematical 
problem involving the solution of a cubic equation. The 
preliminary study is described in detail in Appendix B. It 
essentially consists of modifying the previous gauge re-
sponse model to include density, soil composition, and 
air-gap height. It is reasoned that the surface roughness 
error can be simulated by some equivalent air-gap height. 
The responses to three separate gauge configurations are 
then solved simultaneously for density independent of the 
soil composition and surface roughness (simulated by an 
arbitrary air-gap height) measurement interferences. This 
triple-gauge principle looks promising, but no conclusive 
results were obtained in this preliminary feasibility study. 



CHAPTER THREE 

INTERPRETATION, APPRAISAL, AND APPLICATION 

The Quality Factor concept developed in this study ap-
pears to be an excellent method for comparing the over-all 
quality of all types of nuclear density gauges. Because it 
is based on combining all the significant gauge errors, it 
would seem to be an ideal method for evaluating the 
performance of existing and future gauge designs. On the 
basis of this Quality Factor it is found that the existing 
commercial transmission-type density gauge is significantly 
better than the existing commercial backscatter-type den-
sity gauge. However, the transmission-type gauges require 
that a hole be punched or drilled in the sample. 

The performance of existing commercial backscatter-
type density gauges can be significantly improved by using 
the air-gap dual-gauge approach suggested by Gardner, 
et al. (4). However, the Quality Factors obtained by this 
method are still not as large (not as good) as are those 
for the existing commercial transmission-type density 
gauges. In deciding whether to use the transmission type 
or the backscatter type with the air-gap dual-gauge method, 
the potential user must judge whether or not the increased 
accuracy of the former offsets the disadvantage of having 
to punch or drill a hole in the sample. His choice will be 
governed by the availability of one type or the other to him. 

It has been shown possible to design a backscatter-type 
dual gauge on the basis of the maximum Quality Factor 
that will show significant improvement over either the 
transmission-type gauge or the backscatter-type gauge used 
with the air-gap dual-gauge method. In fact, the surface 
roughness error has been reduced so significantly in these 
new dual-gauge designs that most of the surface prepara-
tion time required could be essentially eliminated, thereby 
allowing many more measurements to be made in a given 
workday. 

This brings up an important point on the use of these 
new gauges. Inasmuch as many more density data can be 
taken when these gauges become commercially available,  

the concepts of statistical sampling and acceptance speci-
fications should be reexamined in this light when they are 
introduced. 

At present, nuclear gauge users may wish to apply the 
Quality Factor concept in the evaluation of different types 
of gauges they have on hand, or in deciding on which 
new gauges to purchase. The Quality Factor can be mea-
sured for a given gauge by performing the following steps: 

Make a gauge calibration using measurements on the 
four standards specified in NCHRP Report 43(2). The 
user should calibrate according to the method of use 
envisioned. The options available include a single calibra-
tion curve to be used for all soil types, multiple calibration 
curves to be used for identified soil types, or the air-gap 
dual-gauge method outlined in NCHRP Report 43. 

Calculate the soil composition standard error, o-0(p), 
as given by Eq. 1. 

Calculate the standard error due to uncertainty in 
the detection of radiation, o-8(p), as given by Eq. 2. 

Calculate the total normal error, Q(p), from Eq. 4. 
Measure the surface roughness error Ese  by deter-

mining the average error obtained on the four standards 
specified in NCHRP Report 43. This can be done simply 
by determining the difference in measured density between 
flush measurements and measurements made at 1A6 in. 
above the sample surface. More accurate measurements 
of this error can be made by the techniques. outlined in 
Appendices A and B. 

Assume a volume factor, VF, of 1.0. This is valid 
for existing commercial gauges or if other similar gauge 
designs are to be compared. More accurate and refined 
techniques for evaluations of this factor are given in 
Appendices A and B. 

Calculate the Quality Factor as outlined by Eqs. 5 
through 9. 
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CHAPTER FOUR 

CONCLUSIONS AND SUGGESTED RESEARCH 

The following conclusions can be made as a result of this 
study: 

The Quality Factor concept, which combines all the 
pertinent nuclear density gauge errors, is an excellent 
measure of gauge quality. 

Either the existing transmission-type or backscatter-
type commercial density gauges used with the air-gap 
dual-gauge method can be used at present with relatively 
high Quality Factors and corresponding low total errors. 

New backscatter-type dual-gauge designs of signifi- 

cantly higher Quality Factors and correspondingly low 
total gauge errors can now be constructed. These new 
gauges will also allow many more measurements to be 
taken per unit of time, due to the reduction of surface 
preparation time. 

The new three-gauge principle incorporating energy dis-
crimination and stringent source and detector collimation 
may offer a future further improvement in gauge design. 
This principle should be studied and developed in more 
detail. 



Section II 

NEUTRON GAUGES FOR MEASURING SOIL 
MOISTURE CONTENT 

CHAPTER FIVE 

INTRODUCTION AND RESEARCH APPROACH 

In previous work (1, 2) on nuclear soil moisture content 
gauges three practical sources of error were identified: 
(1) sensitivity to soil density, (2) sensitivity to soil com-
position, and (3) inaccurate calibration techniques. The 
approach pursued here to minimize these errors is the 
calibration model method. This method, as with the nu-
clear density gauges, consists of developing a calibration 
model that relates gauge response to soil moisture content, 
density, and composition. The responses to homogeneous, 
stable laboratory samples can then be used with a least-
squares method to determine the model constants. Cali-
bration curves for every nuclear soil moisture content 
gauge can then be prepared for every soil density and 
composition that is likely to be encountered in the field. 

The density as measured by a nuclear soil density gauge 
can be used to establish the proper density calibration. 
Another independent measurement of the soil composition 
must be made to establish the proper composition cali-
bration. 

In the present work an attempt has been made to use 
the Monte Carlo or random walk method to simulate 
nuclear soil moisture content gauge response. The results 
of this simulation have been checked against experimental 
studies and a tentative empirical generalization of the 
verified results has been developed. Results of the ap-
plication of this model for the North Carolina State 
University Nuclear Soil Gauge Calibration Workshop-
Symposium (5) are reported. 

CHAPTER SIX 

FINDINGS 

The results of this study of neutron soil moisture content 
gauges are divided into four parts. The first describes the 
Monte Carlo or random walk simulation of the gauge 
response; the second, the experimental studies carried out 
to verify the Monte Carlo results and an attempt to develop 
homogeneous, stable laboratory standards. The third part 
describes an attempt to completely generalize the Monte 
Carlo results, which failed, and a less ambitious attempt to 
generalize these results for a more limited range of soil 
and gauge variables, which appears promising. The fourth 
describes the suggested method of use for the tentative 
calibration model that has been developed. 

MONTE CARLO SIMULATION 

Previous attempts to develop a suitable calibration model 
(1, 2, 11, 12, 13, 14) for the surface-type nuclear soil 
moisture content gauges by the neutron diffusion treatment 
have met with difficulty. This treatment is particularly 

difficult to use under neutron source and boundary condi-
tions that represent an adequate approximation to the 
surface-type gauge. Because of this difficulty a Monte 
Carlo simulation has been attempted. The conditions 
chosen for this simulation are (a) a point source of 
neutrons with energies distributed from 0 to 11 MeV, as 
in a Ra-Be isotopic source, (b) situated on the surface of 
a homogeneous, infinite half-space medium, with (c) com-
positions and densities representative of soil. The details 
of this simulation are given in Appendix C. Much of the 
development given here is adapted from Lippold, Carnesale, 
and Gardner (15). 

A very general and detailed Monte Carlo neutron trans-
port computer code, "05R," available from the Radiation 
Shielding Information Center (16) at Oak Ridge National 
Laboratory, was used in this study. The code was modified 
to permit simulation of a point source of neutrons on the 
surface of a homogeneous, infinite half-space medium. 
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The neutron source had the distribution of energies from 
0 to 11 MeV reported by DePaugher (17) for the isotopic 
neutron source 226Ra-Be, and the infinite half-space was 
approximated by a right circular cylinder with radius and 
length of 25 cm. The neutron point source was placed at 
the center of the top (ground-surface) circular face of the 
cylinder. This modified version of the 05R program is 
written in FORTRAN IV and assembly language and is 
compatible with the IBM 360/75 computer. Neutron cross 
sections required in the simulation were also obtained from 
the Radiation Shielding Information Center (16). Cross 
sections for all the elements used in the present study were 
available in the energy range from 0.025 eV to 12 MeV. 
Each Monte Carlo simulation was performed in two parts. 
Part I consisted of generating a large number of neutron 
histories (i.e., random walks) and, for each neutron emerg-
ing from the upper surface of the medium, recording the 
distance, r, from the source to the point of emergence; the 
neutron energy, E, at emergence; and the three direction 
cosines characteristic of the emergent direction of motion. 
These data were obtained for 9,000 histories for each of 
19 simulated construction soil media (requiring several 
hours on the IBM 360/75), and were permanently stored 
on magnetic tape for future use. Part II of the simulation 
involved determination of the expected fraction of the 
emergent neutrons that would be detected by a right circu-
lar cylindrical detector lying on the surface of the medium, 
with the line of contact between medium and surface being 
perpendicular to a line drawn from its midpoint to the 
source. 

Because the yield (number detected per total number 
of neutrons emitted) of the surface-type neutron gauges 
is quite low, several variance reduction techniques were 
incorporated into the simulation to reduce the number of 
random walks required for a given accuracy. Firstly, only 
those neutrons from the isotropic neutron source directed 
into the cylindrical medium were considered. This effec-
tively reduces by a factor of two the number of random 
walks required. Secondly, no neutron absorption events 
were allowed; instead, a weighting factor equal to the 
nonabsorption probability was applied after each scattering 
event. Finally, because the number of neutrons emerging 
per unit area of surface should depend only on the distance 
from the source (i.e., radial symmetry should exist)

'
the 

emergent neutrons recorded in Part I of the simulation 
were assumed to be emergent from each of 40 sectors of 
equal size encompassing the entire circular top of the 
cylindrical medium. The probability, p, of detection of 
each emergent neutron was determined by 

p=1_em 	 (11) 

in which m = 	a 1, 1,, is the macroscopic absorption 
cross section for the detector, and 1 is the neutron path 
length through the detector. 

Due to the several variance reduction techniques used, 
the variance of the Monte Carlo results could not be 
obtained from simple binomial probability distributions. 
However, an estimate of the variance of these results was 
obtained for several runs known to be representative of 
the range of variances to be encountered. This was ac- 

complished by splitting each run into 9 parts of 1,000 
random walks each so that the final detected number of 
neutrons, n, for each 1,000-random-walk run could be 
used in the general experimental estimator to predict the 
variancy for any single 1,000-history run. Thus, 

02(n) 
=::: 

(n—ñ) 2/(N— 1) 	(12) 

in which 0-2(n) is the variance of the predicted yield of 
any 1,000-random-walk run, ni  is the yield of the ith 
1,000-random-walk run, 11 is the average yield of all runs, 
and N is the total number of 1,000-random-walk runs 
(N = 9 in this case). The predicted variance of the aver-
age value obtained from all runs is obtained from 

(13) 

The relative standard deviations, o-( fl) /, obtained by this 
method varied from 6 to 10 percent over the range of 
media considered. The media with higher hydrogen con-
tent corresponded to the lower relative standard deviations. 

Monte Carlo simulation results were obtained for 19 
different media. First, results for 10 media were obtained 
for a particular detector, detector position, and neutron 
source. These media were reproduced in the laboratory, 
and experiments were performed to determine if the 
Monte Carlo simulation correctly reproduced experimental 
results. Mixtures of pure silica sand, iron powder, and 
polyethylene powder to simulate water were used as the 
media in these 10 runs. The next 8 runs corresponded to 
simulated media containing a range of water contents in 
two typical soils; one composed of pure silica sand, and 
the other containing pure silica sand and 15 percent (by 
weight) iron. All of these 8 soil media had a constant wet 
density of 2.082 g/cm3. The final (19th) result was ob-
tained for conditions identical to Sample 5 except that 
water replaced the polyethylene powder. This run was 
used to accurately simulate water. The important char-
acteristics of the media for the 19 samples are given in 
Table 5. 

The predicted counting yields for the first 10 samples 
for two BF3  proportional counter detectors are given in 
Table 6. Corresponding experimental results for these 
samples are also listed here for comparison. The BF3  
detectors used have a filling pressure of 25 cm of Hg, inside 
diameters of 3.5 cm, lengths of 16.9 cm; were 96 percent 
enriched in 1013; and were placed on the surface of the 
medium with their centers 2.5 cm away from the center 
of the neutron source. 

As mentioned previously, the neutron yield at the me-
dium surface as a function of distance from the source, 
neutron energy, and the three direction cosines was gen-
erated for the 19 media and has been permanently stored 
on magnetic tape. It is possible to use Part II of the Monte 
Carlo simulation program with these data to predict the 
counting yield of any type and size of neutron detector 
for any of the solid media. However, Part II of the pro-
gram takes a considerable amount of computer time per 
calculation. Therefore, cumulative thermal and epithermal 
neutron yields as a function of distance from the source 
have been calculated from the detailed Part I data and 
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TABLE 5 

CHARACTERISTICS OF THE MEDIA FOR ALL SAMPLES 

SAMPLE 
NO. 

WET 
DENSITY 
(0/CM3) 

WEIGHT FRACTIONS 

CH2 	H2O 
_________________________________________ 

Si02 Fe 

HYDROGEN 
DENSITY 
(c/CM3) 

la 1.335 0.080 0.000 0.920 0.000 0.01535 
2 1.078 0.160 0.000 0.840 0.000 0.02479 
3 0.912 0.240 0.000 0.760 0.000 0.03147 
4 0.821 0.320 0.000 0.680 0.000 0.03789 
5a 0.863 0.320 0.000 0.530 0.150 0.03970 
6 0.987 0.240 0.000 0.510 0.150 0.03406 
7 .1.206 0.160 0.000 0.690 0.150 0.02773 
8 1.466 0.080 0.000 0.770 0.150 0.01685 
9 1.590 0.000 0.000 1.000 0.000 0.00000 

10 0.999 0.000 1.000 0.000 0.000 0.11177 
11 2.082 0.000 0.066 0.934 0.000 0.01535 
12 2.082 0.000 0.107 0.893 0.000 0.02479 
13 2.082 0.000 0.136 0.864 0.000 0.03147 
14 2.082 0.000 0.164 0.836 0.000 0.03789 
15 2.082 0.000 0.172 0.678 0.150 0.03970 
16 2.082 0.000 0.147 0.703 0.150 0.03406 
17 2.082 0.000 0.120 0.730 0.150 0.02773 
18 2.082 0.000 0.073 0.777 0.150 0.01685 
19 0.863 0.000 0.414 0.436 0.150 0.03970 

"These samples have been retained for further use. 

are also permanently stored. Epithermal neutrons are 
taken here as those with energies between 1 eV and 100 
KeV. Efforts are now being made to fit these data to 
empirical expressions. Sample thermal and epithermal 
cumulative neutron yields as a function of distance from 
the source for Sample 4 are given in Figure 3. 

The neutron yield data generated in Part I of the Monte 
Carlo analysis are of a more general nature than is imme-
diately apparent. Indeed, proper normalization permits 
extension of the results for each of the 19 simulated soils 
to soils of the same relative composition but differing in 
density. This normalization is accomplished by expressing 
the distance from the source to the point of emergence 
in terms of the product pr, where p is the density of the 
simulated soil. Then, if the cumulative neutron yield is 
described as a function of pr (rather than r), the resultant 
function is applicable without reference to the soil density. 
(The validity of this assertion may be established by noting 
that all neutron cross sections are linearly proportional to 
material density; hence, all mean free paths are inversely 
proportional to material density.) Care must be taken not 
to extend this generalization to soil densities far below the 
density employed in the corresponding Monte Carlo cal-
culation, for then the finite medium (a cylinder of 25-cm 
radius and 25-cm length) employed in the simulation may 
not reasonably represent an infinite half-space. It is ex-
pected that extension to densities as low as one-half of the 
computational density is always permissible, because this 
corresponds to an improvement in the simulation of the 
infinite half-space. Figure 3 shows the cumulative neutron 
yields for Sample 4 as a function of the product pr as 

well as for r. 

TABLE 6 

MONTE CARLO PREDICTIONS AND EXPERIMENTAL 
COUNTING YIELDS FOR BF3 PROPORTIONAL 
COUNTERS 

SAMPLE 
NO. 

MONTE 
CARLO 
COUNTING 
YIELD AT 

(x10") 
2.5 CM  

EXPERIMENTAL COUNTING YIELD ( x 10 4
) 

AT2.5CM 	AT6CM 	AT 10CM 

1 0.674 0.830 0.775 0.617 
2 1.467 1.765 1.565 1.285 
3 2.034 2.284 1.995 1.572 
4 2.550 2.903 2.399 1.943 
5 2.360 2.620 2.235 1.867 
6 2.028 2.233 1.926 1.719 
7 1.611 1.701 1.515 1.158 
8 0.840 0.792 0.650 0.612 
9 0.017 0.006 0.028 0.008 

10 9.904 9.482 6.008 3.020 
11 1.167 - - - 
12 2.268 - - - 
13 2.990 - - - 
14 3.657 - - - 
15 2.985 - - - 
16 2.514 - - - 
17 1.802 - - - 
18 0.820 - - - 
19 2.553 - - - 

The Monte Carlo detector yield results given in Table 6 
illustrate the effect of sample density and sample composi-
tion. These effects are shown in Figure 4. The samples of 
curves 1 and 2 have a constant wet density of 2.082 g/cm3  
and compositions that are representative of low- and high- 
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Figure 4. Effect of sample composition and density on detector yield predicted by Monte Carlo. 

absorbing media, respectively. Although the samples of 
curves 3 and 4 have variable wet densities, their densities 
average about one-half of those in curves 1 and 2 and 
the compositions of the curve 3 and 4 samples are also 
representative of low- and high-absorbing media, respec-
tively. Therefore, the effect of sample density on detector 
response can be observed by comparing curves 1 with 3 

and 2 with 4, while the effect of sample composition (low-
or high-absorbing media) can be observed by comparing 
curves 1 with 2 and 3 with 4. It can be seen that a change 
in sample density by a factor of about 2 affects the detector 
yield slightly more than a relative change in iron content 
from 0 to 15 percent. These results are indications of the 
effects that can be studied with the Monte Carlo simulation. 
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EXPERIMENTAL STUDIES AND LABORATORY STANDARDS 

To check the Monte Carlo predictions, experimental detec-
tor yields were taken under conditions that duplicated the 
Monte Carlo calculations for Samples 1 through 10. Sam-
ple containers were made by cutting in half steel drums 
having radii of 29 cm, slightly larger than the 25 cm used 
in the Monte Carlo simulations. The samples of sand, 
iron powder, and polyethylene powder were mixed in a 
small portable concrete mixer, then placed in the drum and 
shaken for 16 to 20 min at 17 cycles per second with a 
lateral amplitude of 1.2 mm. Sufficient sample was pre-
pared to ensure a sample depth of 25 cm. The major 
deficiency of these samples is that they are not representa-
tive of actual construction soil densities. The wet densities 
of these samples range from 0.824 to 1.590 g/cm3, con-
siderably lower than the average value of about 2 g/cm3  
for construction soils. 

Two BF3  detectors as described in the previous section 
were used with a 1. 1-millicurie 226Ra-Be isotopic neutron 
source to experimentally determine the counting yields. 
The neutron source was calibrated against a standard 226Ra-
Be source and found to have a total neutron emission rate 
of 3.295 X 104 neutrons per second. In addition to deter-
mining experimental counting yields at source-to-detector 
distances of 2.5 cm, results were also taken at 6 and 10 cm 
distances (Table 6). 

The correlation between the results predicted by the 
Monte Carlo simulation and the experimental results is 
shown in Figure 5 for the first 8 samples at a source-
detector separation of 2.5 cm. The straight line through 
the 8 samples determined by a least-squares analysis of 
the data has a slope of 0.870 and an intercept of only 
0.050. The standard deviation of the Monte Carlo yields 
from this least-squares straight line is ± 0.079 x 10, 
which represents a maximum deviation of about 12 per-
cent when referred to the smallest Monte Carlo yield of 
Sample 1. Inasmuch as the relative standard deviation of 
the Monte Carlo yields is estimated to vary from 6 to 10 
percent, the straight-line correlation appears to be at least 
as good as the individual results can be interpreted. The 
very small intercept of the least-squares straight line indi-
cates that the Monte Carlo results deviate from the experi-
mental results by a simple, constant bias. This could easily 
be caused by obtaining the wrong value for the source 
emission rate or the wrong value for the macroscopic 
absorption cross section of the BF3  detectors, or any similar 
simulation discrepancy. Considering the accuracies with 
which these factors can be obtained, the correlation be-
tween the Monte Carlo simulation and the experimental 
results is considered to be good. 

GENERALIZATION OF MONTE CARLO RESULTS 

An effort was made to generalize the Part I results of the 
Monte Carlo simulation for subsequent use in a numerical 
integration of all emergent neutrons that would be de-
tected by a detector of any type, size, and location. To 
reduce this problem somewhat, only emergent thermal 
neutrons (energy less than 1 eV) and epithermal neutrons 
(energy from 1 eV to 100 KeV) were treated. The cumu- 

1 	 2 	 3 	 4 	 5 

Experimental Counting Yields(x104) 

Figure 5. Correlation between Monte Carlo and experimental 
counting yields. 

lative number of emergent neutrons in each of these 
energy groups was tabulated as a function of distance from 
the source for each of the 19 Monte Carlo runs. These 
data have been stored on computer cards for future use. 

Several semiempirical forms derived from two-group 
diffusion theory treatments were tried for fitting the cumu-
lative number of emerging neutrons versus distance of 
emergence from the source. Only the forms found most 
successful are reported here. For the thermal group of 
neutrons the cumulative number of emerging neutrons 
could be fit by 

Ct (rp) =A[l _(i +*)e_tP/t2 ] 
	

(14) 

in which C(rp) is the cumulative number of neutrons 
emerging at the distance, r, from the source when the 
total soil density, is p and A1  and A 2  are constants deter-
mined by a least-squares analysis of the data for each 
sample. For the epithermal group of neutrons the expres-
sion was 

C(rp) = B1  [B2  (1 - e_P/B2) - B2  (1 - eP/B3] (15) 

in which B1, B2, and B3  are constants determined by a 
least-squares analysis of the data for each sample. The 
corresponding differential number of neutrons per unit 
area can be obtained from 

1 dC(rp) 
= 	 (16) 

	

çb(r,p) 	
dr 

in which çb(r, p) is the differential number of neutrons per 
unit area at distance r and density p. It should be noted 
that q!(r, p) depends on both r and p and not solely on the 
product rp. The thermal differential number of neutrons 
per unit area becomes 
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cbt 
= A j p2cP/ 41 

(17) (r, p) 	
2r A9 2 

and the epithermal differential number of neutrons per 
unit area becomes 

çhe(r, p) = 	[e_rP/B2 - e-"PI' 3 ] 	(18) 
2,rr 

The constants for these expressions were obtained for the 
19 Monte Carlo results. Assuming that the emerging 
neutrons were equally distributed in all directions out of 
the surface, the differential number of neutrons per unit 
area per total number of neutron histories was multiplied 
times the macroscopic detector absorption cross section 
times the effective detector dimension in the direction of 
the emergent neutron times the fractional solid angle 
subtended by the detector. This product was integrated 
over the entire sample surface. The results of this inte-
gration did not match the specific Part II Monte Carlo 
predictions of gauge response previously given, indicating 
that the assumption that the neutrons emerging at all 
points were emitted in equal numbers in all directions 
out of the surface is not correct. Attempts at this com-
plete generalization have been abandoned at present. 

A more limited generalization attempt has met with 
better success. The Monte Carlo Part II results for gauge 
response previously reported for a BF3 detector placed 2.5 
cm from the source have been fit to the expression: 

	

/ 	 '1.31+1.87w 

	

R?n = 0.00636 (6.05 WFe + 1) p2 2 082( 	Pn 1 	
Fo 

\ p / 
 

in which Rm is the Monte Carlo predicted gauge response 
per unit source intensity, WFF is the weight fraction of iron 
contained in the sample, and p is the hydrogen density 
in grams per cubic centimeter of hydrogen. In the more 
usual engineering units this expression becomes 

/ 02327 
R, = 1.633 X 10-6 (6.05 WFe + 1) p2( 

\ 	

Pw 
'1.31+1.87 lO 

p 

 

in which the density, p, and the moisture content, Pw' are 
in pounds per cubic foot. This empirical formula fits the 
8 Monte Carlo runs (11 through 18) to within a relative 
standard deviation of 2 percent. It will adequately serve 
as a tentative calibration model for neutron gauges of the 
general type that use a BF3 proportional counter, any 
alpha-particle-emitting radioisotope with beryllium neutron 
source, and an approximate source-to-detector center dis-
tance of 1 in. It probably should not be used with neutron 
gauges that contain neutron moderators such as polyethyl-
ene and have a large background response when no mois-
ture is present in the sample. 

USE OF THE TENTATIVE CALIBRATION MODEL 

The proposed use of the tentative calibration model first 
involves determining if the nuclear moisture gauge to be 
calibrated is adequately described by the tentative calibra-
tion model. The previous section showed that the gauge 
should have the following design characteristics: (1) a 

BF3 proportional counter as the detector, (2) an alpha-
particle-emitting radioisotope mixed with beryllium iso-
topic source (226Ra-Be and 241Am-Be are proper), (3) an 
approximate source-to-center-of-detector distance of 1 in., 
and (4) no moderator material incorporated in the gauge 
that would give a high background or zero moisture gauge 
response. If there is some doubt about these characteristics 
the manufacturer should be consulted. Second, one must 
construct four to six laboratory standard samples such as 
the ones described under "Experimental Studies and Lab-
oratory Standards." If desired, one could also construct 
samples consisting of iron powder, sand, and water. How-
ever, such samples would not be stable and may not have 
a homogeneous distribution of water. At any rate, the 
samples should have a representative range of moisture 
content (say from 5 to 30 pcf), a representative range of 
total density (say from 110 to 140 pcf), and a representa-
tive range of composition (say from 0 to 10 percent by 
weight of iron). Third, one should obtain gauge responses 
on all the prepared samples. Fourth, one should determine 
the best least-squares analysis of the data to obtain the 
constant in the calibration model: 

R=kRm 	 (21) 

in which R0 is the gauge response and k is the constant 
to be determined by a least-squares analysis of the response 
data. The ptrtiint values of the Monte Carlo predicted 
gauge response, R6 , can be obtained by substituting the 
appropriate values of weight fraction of iron, total sample 
density, and moisture content for each sample in Eq. 20. 

Once k in Eq. 21 has been determined by this method, 
it is suggested that a family of calibration curves for vari-
ous values of iron content and total sample density be 
prepared by use of Eq. 21. A typical family of such curves 
is shown in Figure 6. In the field one would use the 
particular calibration curve having the value of density 
and iron content closest to that encountered. 

One point should be made about the sample composi-
tion. Iron content has been taken here as being completely 
representative of the effect of soil composition. Although 
it is probable that iron is the major component of interest 
in most soils, other elements have a similar effect. The 
"iron equivalent" should be used for other elements that 
exhibit this effect. It can be obtained from 

Wi(~F 	i, (22) 
Ai 

in which We j is the equivalent weight fraction of iron, w 
is the weight fraction of the element of interest, AF6 and 
Aj are the atomic masses of iron and the element of inter-
est, and 0Fe and a are the effective absorption cross sec-
tions of iron and the element of interest. Table 7 gives 
some conversion factors for typical elements likely to be 
encountered. Of the elements listed, potassium has about 
0.6, sodium about 0.25, and calcium about 0.15 the im-
portance of iron due to their relative abundance in soils. 
These conversion factors can be used in 

w,=Cw 	 (23) 

The tentative calibration model has been checked for 
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Figure 6. Calibration curves predicted by the tentative calibration model. 

four commercial gauges on 15 prepared soil samples at TABLE 7 

the North Carolina State University Nuclear Soil Gauge CONVERSION FACTORS FOR GENERAL ELEMENTS 
Calibration Workshop-Symposium (5). 	No attempt was OF INTEREST FOR OBTAINING EQUIVALENT 

made to obtain the proper composition calibration curve, IRON WEIGHT FRACTIONS 

but density corrections by the use of Eq. 21 did reduce 
the standard deviation of all gauges from the average to 

CONVERSION 
FACTOR, 

ABUN-
DANCE 

1.2 pcf from a value of 2.2 pcf when the single calibration ELEMENT 	 C (%) 
curves of the manufacturers were used. It is probable that Sodium 	 0.465 2.8 
if the proper composition calibration curves were estab- Potassium 	 1.150 2.6 
lished the standard deviation would be reduced further Calcium 	 0.229 3.6 

by about one-half. 
Iron 	 1.000 5.0 
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CHAPTER SEVEN 

INTERPRETATION, APPRAISAL, AND APPLICATION 

Several important future uses for the Monte Carlo simula-
tion results and program are worth describing here. The 
program can be used directly in design studies for mini-
mizing density and composition effects by calculating opti-
mum source-detector separations and investigating different 
types of detectors. Unfortunately, the present code cannot 
be used to study the effects of reflectors or moderators 
incorporated in the gauge design. 

Part II of the program can also be used with experi-
mental responses on several of the samples described in 
Table 1 to calibrate neutron moisture gauges. This would 
be accomplished by calculating detector yields for all of 
the 19 samples listed in Table 1 for the particular detector 
type and size employed in the gauge of interest. Then 
experimental detector yields would be obtained by taking 
responses on several of the samples. A comparison of the 
Monte Carlo detector yields with the experimental yields 
would hopefully give a constant factor, as it did in the 
results of this study. This constant factor would then be 
applied to the Monte Carlo results for typical soils (Sam-
ples 11 through 18) to give calibrations for two repre-
sentative soil compositions—one a low-absorbing, the 
other a high-absorbing soil. With minor modifications the 
program could be used to calculate detector yields for 
these samples at various densities by taking advantage of  

the normalized form of the results previously discussed. 
Samples 1, 4, 5, and 8 have been retained for this purpose. 
A preliminary investigation of this technique gave promis-
ing results. 

The calibration technique just mentioned would be rela-
tively expensive, due to the large amount of computer time 
required. As an alternative to this technique, one could 
develop a simple integration approach similar to that of 
Olgaard and Haahr (12). This would first require that 
the thermal neutron flux as a function of position be avail-
able for the various samples. The most convenient method 
of accomplishing this would be to obtain empirical rela-
tionships for the flux for each sample; however, these 
fluxes could be used directly in a numerical integration as 
derived from the Part I data stored on magnetic tape. 

Probably the most important use of the Monte Carlo 
results generated here would be in their use for substan-
tiating any analytical model that might be developed for 
the surface-type-neutron gauges. Such a model would be 
much more convenient to use for either calibrations or 
design studies. 

The tentative calibration model should prove useful for 
the more limited case when a gauge is used that incor-
porates a BF3  proportional counter at a source-to-detector 
center distance of about 1 in. It should be pointed out that 
this method has not been extensively tested. 

CHAPTER EIGHT 

CONCLUSIONS AND SUGGESTED RESEARCH 

The conclusions that can be drawn from this study of 
nuclear moisture content gauges are that: (1) the Monte 
Carlo simulation of these gauges is accurate, but requires 
a large amount of computer time; (2) attempts at a com-
plete generalization of the Monte Carlo simulation results 
have not been successful to date; and (3) a less cdmplete 
and empirical generalization of the Monte Carlo results 
appears promising as tested at the North Carolina State 
University Nuclear Soil Gauge Calibration Workshop-
Symposium. 

A numerical solution of the neutron transport equation  

as a possible more general calibration model for the neu-
tron soil moisture content gauges should be investigated. 
If this model is successful, a dual-gauge principle for 
eliminating the effect of soil composition should also be 
investigated. The researchers plan to use the Monte Carlo 
results in the near future in other projects to determine 
the effect of various kinds of detectors on the neutron 
gauge sensitivity to soil composition and density. In addi-
tion to the BF3  proportional counter detectors studied in 
the present work, lithium-loaded crystal detectors and 
3He-filled proportional counter detectors are to be investi-
gated. 
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APPENDIX A 

OPTIMIZATION OF A DUAL-GAUGE PRINCIPLE FOR 
GAMMA-RAY BACKSCATTER DENSITY GAUGES * 

By WILLIAM L. DUNN 

One specific problem to which radioisotope applications 
have been addressed is that of measuring certain soil pa-
rameters for highway construction purposes. Nuclear 
gauges for determining weight density and moisture con-
tent of soils have been developed and have attracted con-
siderable attention because they offer some obvious advan-
tages over their nonnuclear counterparts, including speed 
and ease of measurement, reproducibility, and, in the case 
of surface-type backscatter gauges, nondestructiveness of 
the measured sample. This appendix considers one type 
of nuclear gauge, the gamma-ray backscatter gauge for 
measuring density. 

The type of gauge is based on the principle that a flux 
of gamma radiation incident on a soil surface is attenuated 
due to scattering and absorption within the soil, and that 
the scattered gamma flux reemerging from the soil surface 
carries information about the density and chemical com-
position of the soil. The absorption is due to the photo-
electric absorption process, which is dependent on soil 
composition and density, whereas the scattering is due 
mainly to the Compton scattering process, which is de-
pendent essentially only on density. Density is the parame-
ter to be measured; thus, soil composition represents a 
measurement interference. 

A typical gauge consists of a sealed isotopic gamma-ray 
source, a detector with associated counting electronics, and 
shielding between the two, as in Figure A-i. The gauge 
can be used flush on the sample or raised, leaving an air 
gap between the sample surface and the bottom of the 
gauge. Until more completely defined under "Experi-
mental Apparatus," a gauge configuration as used here 

* This appendix comprises the essential portions of a thesis bearing the 
same title prepared under the NCHRP Project 10-5A contract and sub-
mitted to the North Carolina State University (1970) in partial fulfillment 
of the requirements for the degree of Master of Science. 
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Figure A-i. Major features of a typical gamma-ray backscatter 
density gauge. 

refers to any single combination of a source fixed in loca-
tion, a detector and its shielding, a fixed source-detector 
separation, and a fixed air-gap height. 

The type of detector most often used is the Geiger-
Mueller (G-M) tube because of its ruggedness, stability, 
and low cost. The backscattered gamma rays detected by 
the G-M tube are counted by a scaler, and the response 
in number of counts per unit time is used to find density. 
The method employed almost universally at present for 
determining density from response involves use of a cali-
bration curve; i.e., a graph of response, R, in counts per 
minute (cpm), or the ratio of a test count to a standard 
count, versus density, p, in pounds per cubic foot (pcf). 
The graph is originally obtained by fitting a curve to the 
responses taken on a set of calibration standards (samples 
of known density, and sometimes of known composition). 

Since the advent of nuclear gauges in about 1950 there 
has been some question as to their accuracy. It has long 
been maintained that nuclear techniques were potentially 
as accurate as others for measuring soil density; however, 
widespread acceptance of nuclear gauges has been delayed 
because their measurements have not always agreed well 
with those obtained by conventional gravimetric tech-
niques. Methods to improve their accuracy have been 
sought and their sources of error have been identified as 
(a) sensitivity to variations in sample composition, (b) 
poor calibration technique, and (c) sensitivity to surface 
heterogeneities. Three gauge errors are defined in a later 
section, together with a means of combining them into a 
quality factor by which gauges can be compared. 

Use of a particular mathematical model for gauge re-
sponse (calibration model), also considered in a later 
section, forms the basis for much of the study of gauge 
performance and gauge errors. This model is used to 
obtain the dual-gauge principle, which, briefly, involves 
simultaneous solution of calibration models for two gauges 
to eliminate the measurement interference of chemical 
composition while solving for density. It is now suggested 
that the dual-gauge principle can be used to reduce the 
composition error and optimum use of this principle can 
minimize the combined error to acceptable values. 

The section on "Experimental Apparatus" discusses the 
gauge parameters studied in order to optimize the dual-
gauge principle and describes the prototype gauge used. 
It should be understood that a dual gauge consists either 
of two separate gauges with different calibration models 
or of a single gauge used in two configurations that have 
different calibration models. One of the parameters stud-
ied, air-gap height, can be varied on existing commercial 
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gauges, thereby affording them the capability of acting as 
dual gauges. There is an optimum value of this parameter 
such that the dual-gauge solution is characterized by the 
largest quality factor (quality factor, defined under "Gauge 
Errors," increases for decreasing combined error and in-
creasing measurement volume). 

LITERATURE REVIEW 

According to Gunderman (15, p.  1), Pieper (14) reported 
in 1949 the results of his experimental study of soil mois- 
ture content measurements by neutron thermalization. This 
subject gains relevance to the subject of gamma-ray back-
scatter density gauges when it is realized that the two have 
since developed very closely: nuclear methods for the 
measurement of moisture content and density have often 
been studied simultaneously, and a large percentage of 
commercial nuclear density gauges are also moisture-
measuring devices. Thus, the plausibility of using nuclear 
techniques to measure soil properties had begun to be 
investigated. 

In 1950 Beicher, et al. (2) presented results of their 
studies using subsurface nuclear probes, including a radium 
source and G-M tube detector for density measurements; 
and in February 1952, Belcher, et al. (3) described surface-
type nuclear instruments for measuring soil moisture con-
tent and density, concluding that further development was 
required to obtain instruments for field use. 

In 1953 Horonjeff and Goldberg (10) stated that sub-
surface nuclear probe measurements were reproducible but 
varied as much as 25 percent from measurements by con-
ventional means. 

During the mid-1950's most publications were concerned 
with moisture gauges and transmission-type density gauges. 
Then, in October 1958, Hoffmeyer (9) reported that an 
average accuracy of. ± 2 pcf was obtained by use of a 
preliminary engineering model of a surface density gauge 
manufactured by Nuclear-Chicago. Portable nuclear mois-
ture and density gauges became commercially available in 
about 1959 (11). In 1960, Carlton (4) described the use 
of surface-type nuclear soil meters for compaction control 
testing during actual construction and concluded that the 
reliability of nuclear methods for compaction control was 
comparable with that of nonnuclear methods. 

Kuhn (13) in 1963 proposed an air-gap ratio method 
for using backscatter density gauges. This first dual-gauge 
density measurement method has been used to some extent 
in recent field work. 

The question of nuclear gauge accuracy drew increased 
attention when, at the 1964 Highway Engineering Course 
at Oak Ridge, the gauge manufacturers present tested sev-
eral sites (under poorly controlled conditions) and varia-
tions as large as 20 pcf were reported (15, p.  7). This 
caused enough concern that in July 1965 the Virginia 
Council of Highway Investigation and Research conducted 
a correlation conference so that comparative tests could 
be run among nuclear gauges under well-controlled condi-
tions. Results of this conference (11) showed standard 
errors of 11.0 pcf for backscatter gauges using normal  

calibration techniques and 2.6 pcf for backscatter gauges 
using the Kuhn air-gap calibration technique. 

In 1964, NCHRP Project 10-5, "Density and Moisture 
Content Measurements by Nuclear Methods," was begun 
with Dr. R. P. Gardner, of Research Triangle Institute, as 
principal investigator. Gardner and associates proposed a 
mathematical model for density gauge response (pre-
sented later herein) and used it to study some of the data 
from the Virginia correlation conference. The result was 
that "when the Gardner model was used to calculate the 
calibration curves, 26 of the 42 results had standard errors 
of less than 2.4 pcf" (15, p.  9), a considerable improve-
ment over most results presented earlier. 

In 1965 Ballard and Gardner (1) summarized their 
work to date on Project 10-5 in an interim report that 
concluded that composition dependence of density gauges 
was the most significant source of error and stressed that 
nuclear backscatter density gauge results were more repro-
ducible and potentially as accurate as results from non-
nuclear techniques while offering the additional advantage 
of nondestructiveness. In 1967 Gardner and Roberts (6) 
issued a final report on Project 10-5 containing a complete 
analysis of their mathematical model for density gauges 
and a thorough summary of their dual-gauge studies. 

In March 1967, Gardner, et al. (7) published a work 
that used the Gardner model to demonstrate the optimiza-
tion of the air-gap method of using nuclear density gauges. 

In July 1969, McDougall, et al. (16) reported a method 
of calibrating gauges according to a dual-gauge nomo-
graph, as well as definitions of various gauge errors and 
results of laboratory and field testing of four commercial 
gauges. 

Finally, in 1969, Gardner (8) described the develop-
ment of the calibration model approach, the dual-gauge 
principle, and the identification of errors for nuclear den-
sity and moisture gauges. 

THEORY OF THE DUAL-GAUGE PRINCIPLE 

Calibration Model 

The calibration model alluded to previously and reported 
by Gardner and Roberts (6) is presented here as 

R = C exp10 (a+bC+cP) 	(A-i) 

in which R is the gauge response; C and P are the nor-
malized * Compton scattering and photoelectric absorption 
probabilities, respectively; a, b, and c are model constants; 

c=±— 	
wZ 	

(A-2) 
10  

P = -± , wi Z 5  
106 i=1 A j 	

(A-3) 

p is sample density in pcf; w, Z, and Ai  are the weight 
fraction, atomic number, and atomic weight, respectively, 
of element i; and m is the number of elements in the 
sample. It is important to note that the Compton scatter-
ing probability, C, is approximately equal to p/ 20, because 

* C and P are normalized to values near 1 as required for the best 
least-squares fit; hence, the factors 10 and 108  in the denominators of 
Eqs. A-2 and A-3, respectively. 
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for most elements contained in soils the ratio Z/A is very 
nearly 0.5 (a notable exception is hydrogen, for which 
Z/A 1). On the other hand, the photoelectric absorp-
tion probability, P, is strongly dependent on elemental 
composition, since it varies as Z5/A. The dependence of 
gauge response on composition can now be recognized as 
due primarily to photoelectric absorption. A simple argu-
ment verifies this. Consider two soil samples of equal 
density but different composition. A flux of gamma rays 
incident on one sample would experience scattering and 
absorption in the soil and would produce at the soil surface 
a backscattered flux that could be detected. If an identical 
flux was incident similarly on the second sample, the scat-
tering would be much the same (because the scattering 
probability, C, is much the same) but the flux degradation 
would be different (because of the difference in the absorp-
tion probability, P) and so the response at the soil surface 
would be different. Hence, the dependence on composition. 

A more detailed description of the response term, R, in 
the calibration model now seems appropriate. Generally, 
the response will be considered to be 

R=(r—B)/(P—B) 	 (A-4) 

in which r is the total number of counts registered by the 
gauge on the test sample, P is a reference count equal to 
the total number of counts registered on a reference 
sample, and B is the background (which might be thought 
of physically as the total number of counts registered on 
a sample of zero density, r (0)). 

The a, b, and c parameters of Eq. A-i have previously 
been identified as model constants. Because the back-
ground, B, is difficult to measure accurately, it is con-
sidered as a fourth model constant and must be found by 
fitting data to the calibration model. Each gauge con-
figuration has a unique set of model constants. They are 
determined by first choosing an interval for B (for in-
stance, 0 :~ B :!~ R3 - 10,000, in which R5 is the smallest 
of the four calibration sample responses) and using a 
Fibonacci search routine to locate a minimum composition 
error, o (p), in that range (the Fibonacci search routine 
does not guarantee that the absolute minimum in that 
range will be located; if there are relative minima, one of 
these may be located). For each value of B chosen, a 

RESPONSE, R 

/\X 1_1x~', 
(pcf) 	 DENSITY , p 

Figure A-2. A graph of the calibration model, R= 
ClO", versus density, p, for "average" values of C 
and P. 

least-squares analysis of data taken on a set of m calibra-
tion standards is performed, as explained by Gardner and 
Roberts (1), to obtain the a, b, and c model constants; 
then the density, , of each standard is backcalculated 
using a Newton-Raphson iteration technique and compared 
with the actual density, p, as follows: 

m 	(p " )2
T cr6(p) 	

m 	
(A-5) 

By searching on B until a minimum o-0 (p) is found, an 
"optimum background" and the corresponding a, b, and c 
constants are obtained. 

Use of the ratio of net count to net reference count in 
Eq. A-4 is considered good engineering practice, as it 
minimizes the effects of drifts in counting rates between 
separate uses of a gauge. 

If some average values of C and P are used, the calibra-
tion model can be graphed as in Figure A-2. The points 
refer to data for each of four hypothetical calibration 
standards. They are displaced from the "average curve" 
because in general the standards will have Compton and 
photoelectric probabilities different from the "average" 
values. The least-squares equations are used to find the 
model constants a, b, and c, which best fit the calibration 
model to these points. For calibration purposes, standards 
that represent the extreme high and low values of p, C, 
and P expected in soils to be tested should be used. 

Dual-Gauge Solution 

The dual-gauge solution for density was an outgrowth of 
the attempt by Gardner and associates to devise a mathe-
matical model for gauge response. The fact that the den-
sity dependence and the composition dependence were 
located in separate terms in the calibration model led to 
the idea that two models could be solved simultaneously 
for density independently of the composition parameter, P. 
Several methods of applying this principle have been de-
veloped, and the mathematics behind these have been 
published (6, 7). A skeletal presentation of some of the 
major methods and arguments is given here for conveni-
ence. 

Consider the calibration models of two gauges and de-
note them by subscripts 1 and 2. Thus, 

R,,=Cexp10 (a,+bC+cP) i1,2 (A-i) 

Solve each for P, obtaining 

P = [log(R1/C) - a1 - b1C1/c1 	(A-6a) 

and 

P= [log(R2/C) - a2 - b2C1/c2 	(A-6b) 

Use the relation C' = C/p and let T be the difference be-
tween the two solutions for P, above. Then 

T(p) = 

log(R1/C'p) - a1 - b1C'p log(R2/C'p) - a2 - b2C'p 

Cl 	 C 2 

(A-7) 
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Differentiating T with respect to density gives 

dT(p) 	0.434294 + b2C' 0.434294 + b1C' 
T(p)_ 

- dp = 	 c1  
(A-8) 

The Newton-Raphson iteration technique for solving non-
linear equations can be used to find the zeros of T; i.e., 
the values of density for which T(p) = 0. First a value 
of density is assumed and labeled p.  Then other values 
of density, p, are calculated from 

Pj+ 1=p,,—T(p)/T'(p) 	(A-9) 

The process is continued until 	- pJ/p < E, where 
E is arbitrarily chosen (as 10-6  for calculations reported 
herein), in which case p=p 1. 

Other possible dual-gauge solutions include an exact 
solution of the equation T(p) = 0 after substitution of 
the series approximation (7) 

1 
log p 	

p - 130 
log 130 + 0.86859[ + 130] (A-b) 

and a nomograph solution (7). 
Thus, using the calibration model presented as Eq. A-i, 

methods are available for finding approximations to den-
sity, p, independent of the composition variable, P. 

GAUGE ERRORS 

Development of the calibration model has afforded the 
opportunity of an entirely new approach to the study of 
gauge errors. Whereas previously sources of error could 
be hypothesized, now errors can be defined, calculated, 
and at least partially explained. Past work has mentioned 
as sources of error such things as variations in elemental 
composition, poor calibration technique, and surface rough-
ness. Recent work on NCHRP Project 10-5A has led to a 
formulation of gauge errors as follows: 

Composition error, due to the range of chemical 
compositions found in soils. 

Surface-effect error, due generally to rough and ir-
regular soil surfaces. 

Counting rate measurement error, stemming from 
the inherent uncertainties in counting rate measurements. 

These errors are discussed and defined individually in 
the following in terms of the calibration model and the 
dual-gauge principle, and a method is given of combining 
them and forming a quality factor by which gauges can 
be compared. 

Counting Rate Measurement Error 

As noted in the previous section Gardner, et al. (7) have 
published a method for using two calibration models 
simultaneously and making the series approximation 

— 1301 log Pc2.11394+0.8 	p 6859[ 130] (A-il) 

in which X, a constant for any particular dual-gauge com-
bination, is given by 

X = 0.05 (c1  b2  - c2  b1) 	 (A-13) 

and Y and Z, functions of the two gauge responses, R1  
and R2, are given by 

Y=c2  log R1 —c1  log R2 ---i.6815 (c2 —c1) + 

c1 a2  - c2  a1  + 6.5 (c1  b2  - c2  b1) (A-14) 

and 

Z= 130 c2  log R1 — 130 c1  log R2 +7.2384 (c0—c1)+ 
130(c1 a2 —c2 a1) (A-15) 

The solution for density is, then, 

-Y ± (Y2  —4 X Z) 
2X 	

(A-16) 

The statistical nature of radiation counting places un-
certainties on the gauge responses, denoted by o-(R1) and 
o-(R2). The propagation of these uncertainties results in 
an uncertainty in the value of density obtained from the 
responses. According to the study of statistics, propaga-
tion of error follows the rule 

raM0l 
cr2(x0) 	

L 	[-] 
o-2(x) 	(A-17) 

in which xi  is the ith measured quantity; x0  = f(x1, x2, 
., x,,); M is the mean of the distribution function, 

P(x), for ;; M0  is the mean of the distribution function, 
P(x0), for x0; a-2 (xj is the variance of the ith measured 
quantity; 0-2(x0 ) is the variance of M0; all the Mi  are 
independent; and m is the number of measured quantities. 
Thus, a measure of the uncertainty in the value of density 
due to the uncertainties in the measured counting rates is 
given by the counting rate measurement error, o 8(p), 
defined as 

R (p) 
=

ap 	
cr(R1) + 

(,)2 
o.2(RZ)]2(A-i8) 

in which o(R j) is the uncertainty in the measured value 

of R 	
ap 

and -- is calculated from Eqs. A-13 through A-16; 

i.e., 

ap Y 
a 

- 2X 
az 

aRi
- 	-Mj  1 
(Y2-4XZ)i ], 

i=l,2 (A-19) [-5Ri 

(A-20) 
R1  R1 1n10 

ay 	C1  
(A-2 1) 

R0 1n10 

and 

az 
i=1,2 	(A-22) 

Two solutions for aplaR, are available from Eq. A-19 (no-
tice the symbol). The one is chosen which corresponds 
to the solution for density froin Eq. A-16, which is nearer 

to obtain the quadratic equation 

Xp2 +Yp+Z0 	 (A-12) 
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the actual (known) value of density on which the measure-
ments were taken (i.e., the + sign is chosen in Eq. A-19 

_y_(y2_4XZ)i 
if I - pI P1 

= 	 2 X 	
, is smaller than 

—Y+(Y 2 -4XZ)i 
I P 	PzI' P2 

= 	 2 X 	
, and vice versa). 

As a rule-of-thumb approximation, any measured count-
ing rate, r, such that r ~! 10,000 cpm, will be within about 
1 percent of the true mean 68 percent of the time for 
measurements from ordinary counting systems; that is, 

0(r) 	0.01 r, r 10,000 cpm 	(A-23) 

Actually, because the constant, B (obtained through the 
Fibonacci search), is subtracted from r to obtain the best 
model fit, the "net" counting rate, n = r - B, should be 
in excess of 10,000 cpm in order that o-(n) be 0.Qln and 
counting rate measurement error be minimized. Hence, 

o-(n)/n=VnIn+a(n)/n=0.0l, n 10,000 cpm 
(A-24) 

in which &(n) is the uncertainty due to system instabilities 
and r(n) is the over-all uncertainty in the "net" counting 
rate, n. 

The uncertainty in ratio response, R, is ordinarily ob-
tained from 

R=n/z 	 (A-25) 

in which ii is a net reference count. Then, 

o 	= 

I

- (R) (y 2 (n) + (--)2(h)]l 

= [(0.01 R) + (0.01)R12' 
_— '/2(0.O1R) 	 (A-26) 

However, in the region of interest (n ~! 10,000 cpm) un-
certainties due to system instabilities (a(n)) begin to 
dominate the uncertainties due to normal fluctuations in 
counting rate measurements (Vi) and n and Il are no 
longer truly independent, so the foregoing derivation of 
o(R) does not apply. Instead, the uncertainties due to 
system instabilities (dead time, electronic drift, decay of 
source with time, etc.) are minimized by use of the ratio 
technique. Evaluation of the actual uncertainty in ratio 
response, o-(R), would be determined only by extensive 
experimentation with each system and cannot be specified 
in general in a manner that can be easily calculated. Hence, 
it is considered a good approximation that the uncertainty 
in ratio response is given by 

o(R) = 0.01 R 	 (A-27) 

Finally, it should be noted that the magnitude of -8 (p) 
depends somewhat on the density of the sample measured, 
since it depends on the ap/aR, i= 1, 2, which are certainly 
not constant over the entire density range of soils encoun-
tered in routine field work. The sample used by the author 
to determine o-8 (p) was Pyrex, with a density of 135.4 pcf. 

Composition Error 

If the model constants have been determined, the calibra-
tion model can be used to back-calculate the density of a 

test sample. Consider a gauge that is calibrated on a set 
of m samples (a response is determined on each sample 
and these responses are fit to the calibration model). If 
p is used to denote the actual density of sample i, and 
p' the dual-gauge back-calculated density,* then a com-
position error, o(p), can be defined as 

r..çm (p_pj)21i 
, m~:4 (A-28) 

m 

Because the back-calculated densities will sometimes be 
larger and sometimes smaller than the actual densities, any 
one back-calculated density is liable to be accurate only 
within ±o(p). Actually, this will be a standard error if 
the m samples used to calculate °c(P) have standard de-
viations of density and composition representative of those 
of soils encountered in field work and if density and 
composition vary approximately linearly with gauge re-
sponse. 

Thus, this error gives an indication of how much, on 
the average, a gauge is likely to miscalculate density due 
to variations in composition among soils and inaccuracies 
in the model fit. The magnitude of this error will, of 
course, depend on the calibration standards used; those 
used in this study are described under "Laboratory Stan-
dards." 

Surface-Effect Erro! 

Rough, warped, or irregular soil surfaces provide poor 
seating for a gauge and this introduces another error, called 
the surface-effect error. It is impractical to attempt to 
reproduce every type of surface condition likely to be 
encountered in field work, to somehow measure errors due 
to each of these, and to find a probable surface-effect error 
from these. It is possible, however, to simulate a surface-
effect error by calculating the difference between a density 
measurement, p', taken flush on a smooth sample surface 
and a measurement, p", taken with the gauge raised a 
small distance, A, above the sample surface. Thus, a 
surface-effect error, Ese, is defined as 

Ese = Ip' - p"I 	 (A-29) 

in which p" is a function of A. It seems helpful, and 
realistic, to assume that this error can be represented by 
this change in density; for one could argue that a gauge 
for which 

' - p"I is small should be less sensitive to 
surface heterogeneities than a gauge for which Ip' - p"I 
is large. Thus, the surface-effect error gives a measure of 
how sensitive a gauge is to the irregularities of soil surfaces. 

Several things should be noted concerning this defini-
tion. First, Ese may be either a single- or a dual-gauge 
error, depending on whether p' and p" are back-calculated 
from the single-gauge calibration model or by a dual-gauge 
method. Second, Ese is a function of the air gap, A, chosen 
to determine p", and is thus a relative error. The value 
of A has arbitrarily been chosen to be 1/16 in. for all calcula-
tions reported in this study. Third, generally p" will be 
greater than p'. For a single gauge this is obvious, because, 

* Unless otherwise stated, a dual-gauge back-calculated density always 
refers to a density obtained by use of the Newton-Raphson iteration 
technique previously outlined. 
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generally, R(A = %6 in.) > R(A = 0) and a look at the 
calibration curve (Fig. A-2) reveals that the larger the 
response, the smaller the density, on the right-hand portion 
of Ilie eui ye, Which is usually the region of iiiLeiesl. 
Fourth, it is observed that generally the response, R(A), 
increases with increasing A to some maximum and then 
begins a slow descent. Fifth, the value of this error de-
pends, to some extent, on the sample tested, inasmuch as 
the response-versus-air-gap curve depends, to some extent, 
on the sample tested. 

To evaluate surface-effect error, the responses at A = 0 
and A = Y16 in. must be evaluated. Responses are deter-
mined on Pyrex flush and at three or four air-gap heights, 
A. A cubic equation of the form 

R(A) =y A3 + A2+e A+ 71 
 

is fit to the data by a Fibonacci search on 71, R(0) - 
0.01R(0) 	R(0) +O.O1R(0), and a least-squares 
analysis for the remaining three constants, y, , and f. Of 
course, the fit is exact for data taken at only three air-gap 
heights (any four points can be fit exactly to some cubic), 
but it is also noted that the fit is well within statistics in 
every case for which data were taken at four air-gap 
heights. The equations for ', , and e obtained from the 
least-squares analysis are 

S2- 5753 

Si - S8 s5_56s7_s653 
_  

D 	 S8 	S8 

2 S5 S6 S7 
S52—

S62 572 	 (A-31) 
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-— 
S8 

and 

S6—C S7 
(A-33) 

S8  

in which 

S1= A (R—) 	 (A-34) 

S2= I A 2 (R4 —'q) 	 (A-35) 

S3= A1 (R1 —) 	 (A-36) 

S4= A16 	 (A-37) 

S5= A 	 (A-38) 

S6 = I A14 	 (A-39) 

S7 = I A13 	 (A-40) 

S8= I Al2 	 (A-41) 

Minimum Combined Error Criterion 

Having noted that a-4(p) and °c(p), the counting rate 
measurement and the composition errors, respectively, are 

normally distributed, it is logical to define a combined 
normal error, o(p), as 

o(p) = [o 2 (p) + cr 2(p)1i 	(A42) 

In order to combine this with the nonnormally distributed 
surface effect error, Ese, the following quantities are 
formed: 

L = Ese 	°()I 	 (A-43) 

and 

W2 o(p)I 	 (A-44) 

The combined error, E, is defined to be 

E0 = [W2 ± L2]i 	 (A-45) 

in which the + sign is used if L> 0 and the - sign is 
used if L < 0. This combined error can be used with 
information concerning the effective sample volume mea-
sured by a gauge to form a quality factor by which gauges 
can be compared. 

Gardner and Roberts (6) defined an effective sample 
depth for a single gauge as 

(A-46) 

in which k is a constant found by a least-squares fit of 
experimentally determined x and R (x) to the model 

R(x)=[R(OD) —R(0)] (1—e) +R(0) 	(A-47) 

in which R(x) is the response of a gauge taken on a 
sample of thickness x. The effective sample depth, , is a 
cut-off depth such that 68 percent of the response is due 
to gamma rays that penetrate no farther than x. Multipli-
cation of by d, the source detector separation, and , the 
effective sample width (assumed to be 4 in.) gives the 
effective sample volume, V. measured by the gauge; that is, 

V=. d 	 (A-48) 

For a dual gauge an average effective sample volume, 
is defined as 

(A-49) 

in which the subscripts refer to the two configurations in 
a dual gauge. 

A volume factor, V, obtained as a mapping of J2 onto 
the interval 0.9 :!~ V < 1.0 is defined by the transformation 

V = 0.9 + 0.1- 	 (A-SO) 
288 

in which 288 is an arbitrarily selected maximum effective 
sample volume, in cubic inches. Then the quality factor, 
Q, for a dual gauge is defined as 

Q=2V/E6 	 (A-Si) 

The factor of 2 is used merely to normalize the quality 
factor to unity for a gauge having Ese = 1.0 pcf, o(p) = 
1.0 pcf, V = 1.0. 

This quality factor is defined whenever 0 E 	OD, 
0 	o(p) < 03, and 0.9 	V 	1.0. It is infinite only 
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when E. = 0 (a dual gauge is "infinitely good" when its 
combined error is zero). To investigate when E0 = 0, 
consider two cases: 

L 1_0orE80 ~_o-(p). Then, 
W+L=Q => W=L=OEse =crn(p)=0 

L<OorEse <an(p). Then, 

cr,(p) = Ese, 
which is impossible because o(p) > E8 . 

Hence, combined error, E0, is zero only when E 0 = 
o-(p) = 0. Quality factor is plotted versus surface-effect 
and counting rate measurement errors in Figure A-3. 

EXPERIMENTAL APPARATUS 

Development of an optimum dual-gauge combination in-
volves the design of two gauge configurations, which, 
when used as a dual gauge, are characterized by the largest 
quality factor. In this study, three major design parameters 
were studied: source energy, source-detector separation, 
and shape of the detector efficiency spectrum. In addition, 
some study of source collimation was included. A proto-
type gauge was constructed which affords variation of the 
mentioned parameters. 

Prototype Gauge 

A schematic representation of the prototype gauge is shown 
in Figure A-4. The main components are the source 
holder and collimator (A), the shadow shield (B), the 
gauge housing (C), the source (D), and the detector (E). 
The associated electronics are considered exterior to the 
gauge proper and are discussed in a later section. 

The gauge housing is a 17 X 10 x 4-in, aluminum 
chassis with holes 6 x 9 in. and ½ in. in diameter cut out 
of the bottom (see Fig. A-5). The source holder consists 

Note: maximum is not at x 0.0 pcf, 

	

2.2 	 as would be hoped; however, a (p) will 
seldom, if ever, be less than tmabout 0.6 pcf. 
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Figure A-3. Quality factor plotted versus each of 
surface-effect and counting rate measurement errors 
with the other error held constant and V=1.O. 

of two 4 X 4 x 2-in, lead bricks placed one on top of 
the other so as to form a cube 4 in. on a side (see Fig. 
A-5) with an approximately /8 X ¼ x 2-in, hole fol-
lowed by a cylindrical hole of 3/i6-in. diameter and 2-in. 
length cut in the center (see Fig. A-6). The shadow shield 
is a 1 x 2 X 8-in, lead brick that is mounted in the chassis 
so as to be moveable over a 9½-in, interval (see Fig. A-5). 
The source is one of three capsules consisting of an ap-
proximately ½ x ½ x ½-in, cube centered above a 2-in. 
by 'l6-in.-diameter cylindrical shaft enclosing an isotopic 
source of gamma rays near the end away from the tube 
(see Fig. A-7). It is assumed that the source is located 
1/s in. from the tip of the cylindrical shaft. The detector 
is any one of three G-M tubes (see Fig. A-5). The as-
sembled prototype gauge is also shown in Figure A-5. 

The prototype gauge, as described, permits study of four 
design parameters: gamma-ray source energy, E; detector 
efficiency spectrum, €(E); source-detector separation, d; 
and source collimation length, s. Three different gamma-
ray sources are available for study, 133Ba, 137Cs, and 60Co, 
with low, medium, and high gamma-ray energies, respec-
tively. The 133Ba source, of strength 5.0 millicuries (6/1/ 
68), was obtained from New England Nuclear Corpora-
tion, and has a gamma-ray spectrum as follows (17): 
(lower isomeric state, 7.2 years) 0.081 MeV (delayed), 
0.36 MeV, 0.30 MeV, 0.08 - 0.38 MeV (several energies 
included). The 137Cs and 60Co sources, Tracerlab models 
R-59 and R31-10, respectively, have source strengths of 
5.55 millicuries (8/64) and 10.4 millicuries (5/19/65), 
respectively, and have predominant gamma-ray energies 
of (17): (137Cs, 30 years) 0.662 MeV; (60Co, 5.26 years) 
1.33 MeV, 1.17 MeV. Source-detector separation, d, refers 
to the distance between the source and the G-M tube, as 
shown in Figure A-4, and is adjustable from 4 in. to more 
than 12 in. Source collimation is provided by the 3A6-in.-
diameter by 2-in.-long hole in the source holder and is 
characterized by source collimation length, which refers 
to the distance denoted by s in Figures A-4 and A-8, and 
which is adjustable from ½-in, to 2 in. G-M tube effi-
ciency as a function of energy, €(E), depends on the tube 
dimensions and material and is in general a complicated 
function of the energy of the gamma ray to be detected. 
This parameter is more complex than the others because 
it requires consideration of the entire efficiency spectrum. 
By using G-M tubes of different wall materials and/or 
thickness one can vary the detector efficiency spectrum. 
Four G-M tubes were used in this study, denoted by the 

2in 	 c 
-source/ 

V/V,LE Thmu 

d __ 

- 4mn_H 
Figure A-4. A schematic representation of the proto-
type gauge. 
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numbers 1, 3, 4, and 5. Tube I is a Baird Atomic Model 
908-690 thin-wall stainless-steel tube, cathode diameter 
% in., over-all length 5% in., three-pin base, wall thick-
ness 30-40 mg/cm2, halogen quenched. Tubes 3 and 4 
are Harshaw Model G17-6 and Model G17-6P tubes, re- 

spectively. Tube 5 is also a Harshaw Model G17-61? and 
was used in place of Tube 4 after the latter was damaged. 
The G17-6 has the following characteristics: 	-in. outer 
diameter by 6-in, active length (7%-in, over-all length), 
halogen quenched, stainless-steel 446 wall material and 

. . . . . . . . . . . 

N 	Jill 

Source holder 

Assembled gauge 

Figure A-5. The major components, individually and assembled, of the prototype gauge. 
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Figure A -6. The source holder and collimator. 
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sule inserted, 
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length. 
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Figure A-?. Any one of the source capsules. 

0.020-in, wall thickness. The G17-6P's are identical to 
the G 17-6 except that they have platinum coatings of 
approximately 10-mg/cm2  thickness on their inner walls to 
increase their low-energy efficiencies. The effect of placing 
thin sheets of lead (one 81/6  x 1 y x %; in. and one 
61 n X '' x ¼ in., see Fig. A-9) under the G-M tubes 
to decrease low-energy efficiency was also investigated. 

source holder 
with source cap-
sule inserted. 

in collimation 
length. 

Figure A-8. Source collimation. 
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The Ortec electronic equipment 

Lead energy filters (left); the blocks 
The gauge taking depth data 
	 used to raise the gauge for taking air- 

gap data 

Figure 4-9. Some of the related laboratory equipment. 
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A gauge configuration consists of any single combination 
of the four gauge parameters, and a dual gauge refers to 
a combination of any two gauge configurations. A short-
hand notation used Lu describe a configuration consists of 
the following: four characters to specify the source (i.e., 
Co60, C137, or B133), a comma, the source-detector 
separation expressed in inches, a comma, the number of 
the G-M tube used (i.e., 1, 3, 4, or 5), another comma, 
and the collimation length expressed in M6ths of an inch. 
Thus, Co60, 6, 4, 12 describes the configuration consisting 
of the 60Co source and tube 4, separated from each other 
by 6 in., and employing a 3%j,  source collimation length. 
If one of the lead sheets is placed under the G-M tube to 
act as an energy filter, the notation will be extended to 
include another comma, the thickness of the lead sheet 
used, and an F (for filter). Thus, C137, 6.25, 53  10, 1/8F 
refers to the configuration with the 137Cs source, a source-
detector separation of 61/4  in., tube 5, ¼-in, collimation 
length, and the ½ -in.-thick lead sheet placed under the 
G-M tube. 

Related Laboratory Equipment 

To determine surface effect error, responses were taken 
at various heights, A, above a Pyrex sample. To raise the 
gauge, small metal blocks in thicknesses of 0.050, 0.065, 
and 0.130 in. and ¼-in, plywood blocks were used (see 
Fig. A-9). Some of the electronic equipment and the 
laboratory standards are also shown in Figure A-9. 

Electronics System 

A schematic diagram of the electronics system used is 
shown in Figure A-b. Figure A-9 shows the ORTEC 
equipment in an ORTEC Model 401A bin and the power 
supply. 

Laboratory Standards 

Seven standards were available for use with the prototype 
gauge: magnesium, two slightly different chalk samples, 
Pyrex, limestone, glass, and aluminum. Four were chosen 
for calibration purposes, representing the extremes of 
density and composition variables that might normally be 
encountered in field work. These closely approximate the 
"optimum box shape" described by Gardner and Roberts 
(6, p.  5). Table A-i gives the density and composition 
characteristics of these four calibration standards, together 
with those of the Pyrex sample, which was used to take 
data to determine counting rate measurement error, surface 
effect error, and effective sample volume measured. These 
five samples are homogeneous and stable, and measure 
18 x 18 X 6 in., except for the limestone, which is 14 X 
17 X 9 in. In addition, the magnesium, aluminum, and 
pyrex samples are cut into 1-in-thick slabs. Detailed 
elemental composition of all standards is given in Table 
A-2. 

Three of the standards (magnesium, chalk, and alumi-
num) were mounted on a steel frame so that they were 
about 22 in. above the floor and about 8 to 10 in. apart. 
The limestone was mounted on concrete blocks and placed 

Ortec Model 446 I High Voltage I Voltage Supply 

Ortec Model 435 
G-M detector Active 

O'ilter Amplif I 
Amplifier 

i  

Timer 

	

i;]_ 	

Scaler 

	

Ortec Model 225 	Ortec Model 429 Scaler 
Mechanical Timer 

R - 5 Mi 

C 	100 pf, 3 CV rating 

Figure A-jO. A block diagram of the electronics system. 

TABLE A-i 

DENSITY AND COMPOSITION CHARACTERISTICS 
OF THE SELECTED CALIBRATION STANDARDS 

STANDARD 
DENSITY COMPOSITION 

SAMPLE DESCR. p (PCF) DESCR. P 

Magnesium Low 110 Low 1.7635 
Chalk Low 121.7 High 4.0371 
Limestone High 144.9 High 4.7687 
Aluminum High 167.8 Low 2.9648 
Pyrex - 135.4 - 1.1769 

TABLE A-2 

COMPOSITIONS OF THE LABORATORY STANDARDS 

WEIGHT FRACTION 

MAG- 	 LIME- ALUM!- 
ELEMENT 	NESIUM CHALK PYREX STONE NUM 

Boron 0.03946 
Carbon 0.11943 0.12089 
Oxygen 0.47757 0.54719 0.48169 
Sodium 0.02388 
Magnesium 0.94600 0.00060 0.01000 
Aluminum 0.03500 0.00060 0.01217 0.96795 
Silicon 0.00050 0.00149 0.37730 0.00400 
Sulfur 0.00073 
Calcium 0.00040 0.39938 0.39879 
Titanium o.00i 50 
Chromium 0.00250 
Maganese 0.00450 0.00180 
Iron 0.00010 0.00080 0.00700 
Copper 0.00050 0.00275 
Zinc 0.01300 0.00250 

o From Gardner and Roberts (6), except chalk, obtained from Texas 
Quarries, Austin, Tex. 

about 11 in. from the chalk so that its top was at approxi-
mately the same height as those of the other three stan-
dards. The Pyrex sample was placed on a 28-in, tall stool 
several feet from the other samples (Fig. A-9). 
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SEARCH ROUTINE FOR OPTIMUM DUAL-GAUGE DESIGN 

The dual-gauge principle was designed to minimize com-
position error. There is no immediate reason, then, to 
assume that use of the dual-gauge principle would signifi-
cantly reduce the surface-effect error. Consider the over-all 
problem of measuring the density of a sample with a 
dual-gauge system. The measured density, p', is subject to 
tour measurement interferences: soil composition (re-
flected in the photoelectric absorption probability, P), 
surface roughness (reflected in the air gap, A, used to 
calculate surface-effect error), and the uncertainties in the 
two gauge responses, o-(R1), and a-(R2). The last two 
measurement interferences give rise to the counting rate 
measurement error, an inherent error that can never be 
eliminated but that can be minimized by minimizing o(R j), 

ap 	ap 
ã_., and --- (see Eq. A-18). Thus, p = f(p, P, 

, o-(R), o-(R2)), where p is the actual sample density, 
and it is desired to eliminate the measurement interfer-
ences, P and A. Theoretically, this would require three 
independent responses, R1, R2, and R3. But only two re-
sponses are available from the dual-gauge system and 
these are used to minimize the effects of composition varia-
tions. Thus, there is no obvious justification for assuming 
that the dual-gauge principle should also eliminate the 
effects of the remaining measurement interference, 6,, or 
surface roughness. However, there is ample experimental 
evidence to show that indeed the surface-effect error of a 
dual gauge is often reduced by a factor of 2 or 3 or more 
as against the surface-effect errors of either of the two 
single-gauge configurations that comprise the dual gauge. 
For example, Table A-3 gives the surface-effect errors of 
four commercial single gauges, the corresponding surface-
effect errors of these same gauges used in combinations as 
dual gauges, and reduction factors that represent the ratio 
of dual-gauge surface-effect error to the smallest of the 
two corresponding single-gauge surface-effect errors. 

That use of the dual-gauge principle can result in signifi-
cant reduction of both composition and surface-effect 
errors is a rather fortuitous characteristic of this principle. 
At the outset of this investigation of dual-gauge systems it 
was hoped, but not assured, that the dual-gauge principle 

TABLE A-3 

SURFACE-EFFECT ERRORS FOR COMMERCIAL 
SINGLE AND DUAL GAUGES 

E,0 	 REDUCTION 

GAUGE 	 (PcF) 	 FACTOR 

A 12.2 - 
B 13.0 
C 6.7 - 
D 12.3 - 
A and B 3.6 0.295 
A and C 1.1 0.164 
A and D 3.1 0.254 
B and C 10.8 1.61 
B and D 2.5 0.203 
C and D 4.5 0.672 

could be used to simultaneously reduce composition and 
surface-effect errors substantially while also keeping the 
counting rate measurement error small. At any rate, the 
purpose of the program was to design an optimum dual-
gauge system on the basis, mainly, of finding the minimum 
combination of the gauge errors. 

Actually, in order to evaluate the performance of a 
dual gauge the quality factor, Q, as defined previously, is 
calculated for that dual gauge. The data necessary to 
make that calculation consist of the following for each 
configuration of the dual gauge: a response on each of 
the four calibration standards; air-gap responses on Pyrex 
(i.e., a flush response and responses for at least three dif-
ferent air-gap heights greater than zero); and, if possible, 
responses on 1-, 2-, 3-, 4-, 5-, and 6-in, depths of Pyrex 
(the 6-in, depth response is the same as the flush air-gap 
response). 

To search for an optimum dual gauge, data for N 
different configurations are taken, each configuration is 
calibrated, and finally dual-gauge combinations are formed 
and the respective quality factors are computed. The 
gauge with the largest quality factor is the best dual gauge, 
and further study is dependent on the trends noticed. 

To analyze the data, a computer program was written 
in the FORTRAN IV language for use on an IBM model 
360/75 digital computer. A complete listing of the program 
is not given here, but is available to qualified researchers 
on request to: Program Director, NCHRP, Highway Re-
search Board, 2101 Constitution Avenue, Washington, D.C. 
20418. A description of the program, accompanied by 
mathematical or other explanations, follows. 

The following data are read in (not all at the beginning 
of the program): 

KMAX The total number of gauge con- 
figurations. 

DEN(J), CC(J), The density, Compton and photo- 
PC(J) electric interaction probabilities, re- 

spectively, of laboratory standard 
J, J = 1, 4. 

GR(J), S(KK), The gross responses taken on lab- 
SD(KK), ITU(KK), oratory standard J, J= 1, 4; the 
ICOL (KK), NGAP source, source-detector separation, 

G-M tube number, and collimation 
length of the KKth configuration, 
1 	KK 	KMAX and the number 
of different air-gap responses taken 
on Pyrex. 

DEL(I) The air-gap heights at which air- 
gap responses were taken on Pyrex, 
1 	I 	NGAP. 

RD(I) The 	air-gap responses 	taken 	on 
Pyrex. 

RDEP(L) The Pyrex depth responses, L = 1, 
2,...,5. 

C, P RHO The Compton and photoelectric in- 
teraction probabilities, and the den- 
sity of Pyrex, respectively. 

The model constants, B, a b, and c, are determined for 
each configuration using a Fibonacci search on B and a 
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least-squares fit of the calibration model (Eq. A-i) to the 
ratio responses, R(J), J= 1, 4, for the four laboratory 
standards. The ratio responses are obtained from the 
gross responses as 

R(J) GR(J) —B 
= 

GR(1) —B' 
J=1,2,3,4, 	(A-52) 

in which the gross response of laboratory standard i 
(magnesium) is used as the gross reference response and 
B is varied according to the Fibonacci search. In the case 
that a ratio response is larger than the corresponding 
maximum response of the calibration model, the ratio 
response is set equal to the maximum response so that a 
back-calculation for density using that response will exist. 
The maximum response, Rmax, is calculated as follows: 

Let C = C/p and P = P/p. Then, 

R = C' exp10  (a +bC'p + cP'p) 	(A-53) 

and 

aR 
= C exp10  (a + bC'p  + cP'p) I 1 + p log10  

(bC'+cP') I (A-54) 

Then, if 	= 0, p' can be found as 
p r p' 

—1 
log10  (bC' + cP') 	

(A-55) 

Finally, 

R118  = C'p' exp10  (a + bC'p' + cP'p') (A-56) 

The Newton-Raphson interation technique is used to 
back-calculate the density of each laboratory standard and 
a standard deviation, STD, is formed, 

[] 2 
STD 'v 4   = 	4 	

(A-57) 

in which p1  is the actual density of standard 1 and p'  is 
the back-calculated density of standard i. 

The air-gap data are fit to a cubic (see Eq. A-30) and 
the flush and Mo-in, air-gap responses, PYR and PYRP, 
respectively, are determined from the cubic. 

If data to determine effective sample depth, i, have been 
taken, an effective measurement volume is calculated. 

The different configurations are combined into pairs 
(dual gauges) as desired and the following dual-gauge 
error analysis is performed for each dual gauge. If effec-
tive measurement volumes have been calculated, the 
volume factor (see Eq. A-SO) is formed. A check is 
made to ensure that both flush responses, PYR(KK), 
KK = 1, 2, on Pyrex are greater than their corresponding 
maximum responses. If R, 	> PYR(I), / = 1, 2, the 
Newton-Raphson iteration technique is used to find the 
dual-gauge back-calculated densities of the laboratory 
standards and of Pyrex, and the composition error, o 0(p), 
is calculated as in the earlier section on "Gauge Errors." 

If PYR (1) Rmaxi, the flush and air-gap responses on 
Pyrex are adjusted as follows: 

PYR(i) = Rn)axi - (PYRP(1) - PYR(i)), 	(A58) 

PYRP(i) Rmax 	 (A59) 

and similarly for PYR(2), and execution continues as in 
the foregoing case where Rn,axj  > PYR(I), I = 1, 2. Next, 
the Mo-in, air-gap responses on Pyrex, PYRP(I) = 1, 2, 
are tested to see if they are greater than the corresponding 
maximum responses. If one is, a linear relationship be-
tween response and air-gap height, i, is assumed for 
0 	1/16 in., A is halved and ' = /2, and the re- 
sponse at L' is checked against its maximum response. 
The halving process is repeated, if necessary, until the 
response is less than or equal to the maximum response. 
(If both air-gap responses are greater than their corre-
sponding maximum responses, the foregoing halving pro-
cedure is applied to both air-gap responses.) Then, the 
dual-gauge, air-gap back-calculated density, p0  (s'), of 
Pyrex is determined and the surface-effect error, Ese,  is 
calculated by 

Ese =2Ips(0) — p3(z')j 	(A-60) 

in which p8(o)  is the dual-gauge back-calculated density 
of Pyrex using the flush responses, p8(i') is as described 
previously, and n is the number of times A was halved (see 
Fig. A- li). 

The counting rate measurement error, o-8(p), is then 
determined using the flush responses on Pyrex, PYR(K), 
K = 1, 2, and finally the quality factor, Q, is calculated. 
This completes the dual-gauge error analysis. 

After all desired dual-gauge combinations have under-
gone the dual-gauge error analysis, the program is termi-
nated. Figure A-12 is a flow diagram of the computer 
program. 

EXPERIMENTAL RESULTS 

Results of two experimental programs, denoted initial and 
secondary, as well as results of final testing of the optimum 

Response, r 

PYRP 

(cpm) 

PYR 

1 	 1 
(inches) 	-g 

..ir gap, A 

Figure A-lI. Linear approximation to the response versus 
* Omitted if Pyrex depth data are not available 	 air-gap height curve. 
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Figure A-12. Flow diagram of the calibration and error pro-
gram. 

TABLE A-4 

THE CONFIGURATIONS STUDIED IN THE INITIAL 
AND SECONDARY EXPERIMENTAL PROGRAMS 

NO. CONFIGURATION NO. CONFIGURATION 

I-i Co60,4,1,10 1-24 Co60,4,3,10(2)° 
1-2 Co60,6,1,10 1-25 Co60,4,3,10,1 /16F 
1-3 Co60,8,1,10 126 Co60,4,3,10,1/8F 
1-4 C137,4,1,10 1-27 Co60,4,3,18 
1-5 C137,6,1,10 1-28 Co60,5,3,10 
1-6 Co60,4,4,10 S-i Co60,4,3,11 
1-7 Co60,5,4,10 S-2 Co60,4.5,3, 11 
1-8 Co60,6,4,10 S-3 Co60,4.75,3,1 1 
1-9 Co60,7,4,10 S-4 Co60,5,3,11 
1-10 Co60,8,4,10 S-5 Co60,4.75,3,14 
I-li Co60,9,4,10 S-6 Co60,4.75,3,17 
1-12 Co60,10,4,10 S-7 Co60,4.25,3,8 
1-13 C137,4,4,10 S-8 Co60,4.25,3,10 
1-14 C137,6,4,10 S-9 Co60,4.5,3,10 
1-15 C137,8,4,10 S-10 Co60,4.5,3,8 
1-16 B133,4,4,10 S-li C137,4,3,14 
1-17 B133,5,4,10 S-12 Co60,10,5,4 
1-18 B133,6,4,10 S-13 Co60,10,5,8 
1-19 C137,4,3,10 S-14 Co60,10,5,9 
1-20 C137,6,3,10 5-15 Co60,10,5,10 
1-21 Co60,4,3,10 S-i 6 Co60,10,5,6 
1-22 Co60,6,3,10 S-17 Co60,10,5,2 
1-23 Co60,8,3,10 S-18 Co60,1i,5,4 

The (2) in this notation indicates that this is the necond time this 
configuration appears in the table. 

dual gauge, are discussed. The results were obtained, for 
the most part, from three separate runs of the calibration 
and error program, referred to as Runs 1, 2, and 3 for 
convenience in identification. The experimental programs 
consisted of data accumulation for individual configura-
tions and a search via the calibration and error program 
for an optimum dual-gauge combination of two configura-
tions. The initial criterion for judging dual gauges is the 
quality factor. Among those dual gauges with the largest 
quality factors other considerations (such as feasibility of 
commercial production and cost to manufacture) may be 
used to determine the "optimum" dual gauge. 

Selection of the "optimum" dual gauge is based on a 
search only over certain discrete values of the design 
parameters; the actual dependence of quality factor on 
each of the design parameters has not been determined, 
so a continuous multivariable search could not be per-
formed. 

Initial and Secondary Experimental Programs 

The configurations studied in determining the "optimum" 
dual gauge are identified and the results of Runs 1 and 2 
of the calibration and error program are presented. Finally, 
the conclusions based on these results are given and an 
"optimum" dual gauge design is proposed. 

- Configurations Studied 

Initially, data for 23 single-gauge configurations designed 
to cover the ranges of the three major design parameters 
were taken. To roughly study the effects of inserting lead 
energy filters and of increasing source collimation length, 
and to further study the effects of small changes in souree-
detector separation, data for five more configurations were 
taken. These 28 configurations, comprising the initial ex-
perimental program, are given in Table A-4 as I-i through 
1-28. 

Based on the results of the initial experimental program 
(see Table A-5 and Fig. A-i 3), a secondary experimental 
program consisting of 18 configurations was formulated. 
These configurations are given in Table A-4 as S-i through 
S-18. The secondary program was a refinement of the 
initial program in which small variations in source-detector 
separation and source collimation length about those values 
which the initial program indicated were contained in the 
better dual gauges were studied. 

For configurations I-i through 1-28 the source collimator 
consisted of a 4 X 4 x 4-in, cube with an approximately 
5/ X 	X 1/2 -in. hole in the center of one side followed 
by a cylindrical hole of 6-in. diameter and 21/2 -in, length 
(Fig. A-14). This allowed for a minimum source collima-
tion length of about 5/ in. When a more detailed study of 
source collimation length was desired, it was necessary to 
extend the 5/ X 5/ -in. hole to a total length of 2 in., so 
that the collimator was as described under "Experimental 
Apparatus—Prototype Gauge." Thereafter, source colli-
mation length was adjusted in a standard way by use of 
nuts and washers of known thicknesses. Thus, comparison 
of source collimation lengths among configurations within 
the group I-i through 1-28 or within the group S-i through 
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TABLE A-S 

THE TEN BEST DUAL GAUGES ON THE BASIS OF QUALITY FACTOR, 
OBTAINED FROM RUN 1 OF THE CALIBRATION AND ERROR PROGRAM 

DUAL GAUGE 

NO. 	CONFIGURATION (PcF) (PcF) V 

Q 
RUN 1 RUN 2 

1 	Co60,4,3,10-Co60,10,4,10 0.23 0.99 0.94 1.03 1.13 
2 	C137,4,3,10-Co60,10,4,10 0.19 1.05 0.95 0.99 1.18 
3 	Co60,4,3,18-Co60,10,4,10 1.92 0.89 0.94 0.92 0.48 
4 	C137,4,1,10-Co60,10,4,10 1.02 1.05 0.95 0.90 1.13 
5 	Co60,4,3,10-C137,8,4,10 0.20 1.21 0.94 0.85 0.83 
6 	Co60,4,4,10-Co60,10,4,10 0.11 1.25 0.95 0.85" 0.96 
7 	Co60,4,3,10(2)-C137,8,4,10 0.42 1.17 0.94 0.85"' 0.59 
8 	B133,4,4,10-Co60,10,4,10 0.39 1.19 0.95 0.85 0.88 
9 	C137,4,3,10-C137,8,4,10 0.32 1.23 0.94 0.83 0.37 

10 	Co60,4,3,18-C137,8,4,10 2.16 0.99 0.94 0.82 0.72 

'The Pyrex flush and air-gap responses had to be adjusted as described under "Search Routine for Optimum 
Dual-Gauge Design" for the first configuration listed. 

b The response on magnesium had to be adjusted to the corresponding maximum response as described under 
"Search Routine for Optimum Dual-Gauge Design" for the first configuration listed. 
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Figure A-13. Plot of quality factor versus source-detector 
difference for 72 of the dual gauges studied in Run 1 of the 
calibration and error program. 

S-18 could be made with confidence, whereas such com-
parisons between the two experimental programs were 
subject to some uncertainty, as the method of determina-
tion was not uniform. The amount of uncertainty is 
expected to be within 1/ig in. 

Tabulated Results 

The 28 configurations of the initial experimental program 
can be paired into 378 different dual-gauge combinations. 
Run 1 of the calibration and error program was used to 
form and evaluate these dual-gauge combinations, with 
the following deviations: 

The flush and M6-in. air-gap responses, PYR and 
PYRP, on Pyrex were obtained by constructing the re-
sponse-versus-air-gap-height curves by hand instead of 
using the least-squares fit to a third-degree polynominal. 

The Fibonacci search for "optimum background," B, 
was taken over the interval B1 - 0.5B1 :~ B :~ B1 + 0.5B1, 
in which B1 was a laboratory background obtained as the 
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Figure A-14. The source collimator as used 
in the initial experimental program. 
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response on lead, a sample of essentially infinite density. 
3. The depth data to determine i, effective sample 

depth, was taken nonuniformly and was affected by the 
material below the various thicknesses of Pyrex. 

Obviously, these results are lacking and cannot be used 
as true, accurate indications of gauge performance; how-
ever, they were used to give some indication of trends in 
gauge performance and were the basis for designing the 
secondary experimental program. For these reasons the 
ten dual gauges with the largest quality factors as deter-
mined in Run 1 of the calibration and error program are 
listed in Table A-5. Also listed in the table, for compari-
son, are the corrected quality factors determined in a later 
run (Run 2) of the calibration and error program. For 
uniformity, the convention is adopted of listing first the 
configuration having the smaller source-detector separation. 

It is helpful to define a new variable, called source- 

detector difference, ?, as 

2=d2 -d1 	 (A-61) 

in which d1  and d2  are the smaller and larger source-
detector separations, respectively, of the two configurations 
comprising a dual gauge. In Figure A-13, quality factor is 
plotted versus source-detector difference for 72 of the 
dual gauges formed in Run 1 of the calibration and error 
program. 	- - 	 -- 	 - 

After the secondary experimental program had been 
completed, data were available for a total of 46 configura-
tions. There was no need to study all of the 1,035 possible  

dual-gauge combinations, because of the obvious trend for 
good dual gauges to have a large source-detector differ- 

ence, 2. Thus, Run 2 of the calibration and error program, 
as described under "Search Routine for Optimum Dual-
Gauge Design," * was run for the 448 dual-gauge com-
binations of those 32 configurations having source-detector 
separations less than or equal to 6 in. with those 14 con-
figurations having source-detector separations greater than 
6 in. (32 x 14 = 448). Table A-6 lists the 25 best dual 
gauges, on the basis of quality factor obtained from Run 
2 of the calibration and error program. 

Table A-7 indicates how varied the results of the initial 
and secondary experimental programs were and the sensi-
tivity of the quality factor to changes in the various gauge 
errors. 

Tables A-8 and A-9 give the effects of source energy on 
quality factor. These results were taken from Run 2 of 
the calibration and error program, as were those of Table 
A-10, which lists those configurations for which some 
response(s) had to be adjusted to the corresponding maxi-
mum response(s). 

Conclusions 

The most obvious conclusions to be drawn from the results 
of Run 1 of the calibration and error program (see Table 
A-S and Fig. A-1) is that quality factor in general in- 

creases with increasing source-detector difference, 2. df 

* Volume factors were not determined, because suitable depth data were 
not available. Thus, all volume factors were taken to be 1.00. 

TABLE A-6 

THE 25 BEST DUAL GAUGES, ON THE BASIS OF QUALITY FACTOR, 
OBTAINED FROM RUN 2 OF THE CALIBRATION AND ERROR PROGRAM 

DUAL GAUGE 

NO. 	CONFIGURATION (PcF) 
os(p) 
(PCF) 

E, 
(PcF) (PcF) Q 

1 Co60,4.5,3,l0-Co60,10,4,10 0.25 0.81 0.04 0.85 1.344 
2 Co60,4.75,3,1l-Co60,10,4,10 0.05 0.83 0.31 0.83 1.267 
3 Co60,4.5,3,8-Co60,10,4,10 0.25 0.75 0.78 0.79 1.261 

4 Co60,5,4,10-Co60,10,4,10 0.14 0.79 0.98 0.80 1.236 

5 C137,4,3,10-Co60,10,4,10 0.04 0.92 0.20 0.92 1.182 

6 C137,4,3,14-Co60,10,4,10 0.13 0.91 0.30 0.92 1.154 

7 C137,4,1,10-Co60,10,4,10 0.27 0.55 0.71 0.89 1.131 

8 Co60,4,3,10(1)-Co60,10,4,10 0.23 0.84 1.25 0.87 1.128 

9 Co60,5,4,10-Co60,10,5,6 0.19 0.83 1.55 0.55 1.088 

10 Co60,4.75,3,11-0060,10,5,6 0.38 0.87 0.81 0.95 1.053 
11 Co60,4.75,3,14-Co60,10,5,6 0.36 0.95 0.29 1.02 1.052 
12 C137,4,3,10-Co60,10,5,6 0.30 0.97 0.31 1.01 1.051 
13 Co60,4.25,3,8-Co60,10,4,10 0.10 1.07 0.11 1.08 1.037 
14 Co60,5,4,10-C137,8,4,10 0.35 0.90 1.15 0.97 1.028 
15 Co60,5,3,11-0060,10,4,10 0.22 0.95 1.23 0.98 1.014 
16 Co60,4.5,3,8-Co60,10,5,6 0.58 0.78 1.30 0.98 1.011 
17 B133,4,4,10-Co60,10,4,10 0.06 1.02 0.55 1.02 1.008 
18 C137,4,3,14-Co60,10,5,6 0.49 0.96 0.22 1.08 1.007 
19 Co60,4,4,10-Co60,10,5,6 0.30 1.06 0.13 1.11 1.006 
20 Co60,4.5,3,10-0060,10,5,6 0.59 0.85 0.52 1.03 0.999 
21 B133,4,4,10-Co60,10,5,6 0.37 1.08 0.05 1.14 0.997 
22 C137,4,4,10-Co60,10,5,8 0.46 0.92 1.77 1.03 0968 
23 Co60,4.25,3,11-C137,8,4,10 0.57 0.96 0.27 1.12 0.966 
24 C137,4,4,10-Co60,10,5,6 0.51 0.99 0.34 1.11 0.961 
25 Co60,4,4,10-Co60,10,4,10 0.50 1.00 0.30 1.12 0.959 
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TABLE A-7 

QUALITY FACTORS FOR SOME ARBITRARILY CHOSEN DUAL GAUGES, FROM 
RUN 2 OF THE CALIBRATION AND ERROR PROGRAM 

DUAL GAUGE 
o(p) 	o,(p) 	E,0  o(p) 

NO. CONFIGURATION 	 (PcF) 	(PcF) 	(PcF) (PcF) 	Q 
I C137,6,4,10-Co60,7,4,10 	15.96 	6.84 	11.43 17.36 	0.06 
2 Co60,6,4,10-Co60,7,4,10 	2.47 	8.37 	35.31 8.72 	0.06 
3 C137,6,3,10-Co60,8,1,10 	2.91 	6.16 	1.66 6.81 	0.16 
4 Co60,6,3,10-Co60,8,3,10 	4.82 	3.92 	1.97 6.21 	0.17 
5 Co60,5,3,11-Co60,8,3,10 	 3.05 	2.22 	2.70 3.78 	0.27 
6 B133,6,4,10 -Co 60,8,4,10 	 4.25 	1.77 	0.07 4.60 	0.25 
7 B133,6,4,10-Co60,10,5,10 	3.02 	1.18 	1.33 3.25 	0.32 
8 Co60,4,3,18-Co60,8,4,10 	1.63 	2.22 	3.28 2.76 	0.36 
9 Co60,4.5,3,11-Co60,7,4,10 	0.76 	2.25 	1.62 2.37 	0.43 

10 C137,4,3,14-Co60,10,5,10 	2.02 	0.85 	0.74 2.19 	0.48 
11 C137,6,3,10-C137,8,4,10 	0.88 	1.73 	0.29 1.94 	0.57 
12 Co60,4,1,10-Co60,8,1,10 	0.51 	1.85 	1.06 1.92 	0.54 
13 Co60,6,1,10-Co60,10,5,6 	0.41 	1.10 	3.36 1.17 	0.62 
14 C137,4,4,10-Co60,11,5,4 	0.48 	1.08 	2.93 1.18 	0.68 
15 Co60,4.75,3,11-Co60,10,5,2 	0.24 	1.02 	2.82 1.05 	0.73 
16 Co60,6,3,10-Co60,10,4,10 	0.33 	1.25 	0.72 1.29 	0.79 
17 Co60,6,1,10-Co60,10,5,8 	 0.55 	1.01 	1.34 1.15 	0.87 
18 Co60,5,3,11-Co60,10,5,6 	0.59 	1.01 	0.78 1.17 	0.87 
19 Co60,4.75,3,14-Co60,10,5,4 	0.65 	0.98 	0.18 1.17 	0.94 
20 Co60,4.5,3,9-C137,8,4,10 	0.82 	0.93 	0.07 1.24 	0.91 
21 C137,4,1,10-Co60,10,4,10 	0.27 	0.85 	0.71 0.89 	1.13 
22 CO60,4.5,3,9-Co60,10,4,10 	0.25 	0.81 	004 0.85 	1.34 

TABLE A-8 TABLE A-9 

VARIATION OF QUALITY FACTOR WITH SOURCE 	QUALITY FACTOR DEPENDENCE 
ENERGY FOR THOSE DUAL GAUGES INVOLVING 	ON THE COMBINATIONS OF SOURCE ENERGIES 
ONLY ONE SOURCE ENERGY USED IN THE DUAL GAUGES 

QUALITY FACTOR 	 QUALITY FACTORS, FOR 

DUAL GAUGE S="Co S=137C 	DUAL GAUGE 	 Co-Co 	Co-Cs Cs-Co 	Cs-Cs 
S,4,1,10-S,8,4,10 0.52 0.77 	S1,4,1,10-S,8,1,10 	0.54 	- 0.30 	- 
S,6,1,10-S,8,4,10 0.44 0.66 	S1,431,10-S,,8,3,10 	0.46 	- 0.27 	- 
S,4,4,10-S,8,4,10 0.60 0.86 	S,4,1,10-S,,8,4,10 	0.52 	0.78 0.37 	0.77 
S,6,4,10-S,8,4,10 0.37 0.37 	S1,4,1,10-S2,9,4,10 	0.63 	- 0.83 	- 
S,4,3,10-S,8,4,10 0.43 0.88 	S,4,1,10-S,,10,4,10 	0.91 	- 1.13 
S,6,3,10-S,8,4,10 0.32 0.57 	S,,4,3,10-S2,8,1,10 	0.44 	- 0.25 	- 

S1,4,3,10-S,,8,3,10 	0.39 	- 0.35 	- 
S1,4,3,10-S2,8,4,10 	0.43 	0.83 0.44 	0.88 
S,,4,3,10-S2,9,4,10 	0.84 	- 0.81 	- 

TABLE A-b S1,4,3,10-S2,10,4,10 	1.13 	- 1.18 	- 
S,,4,4,10-S2,8,1,10 	0.33 	- 0.21 	- 

CONFIGURATIONS FOR WHICH SOME RESPONSE 	S1,4,4,10-S2,8,3,10 	0.60 	- 0.44 	- 
HAD TO BE ADJUSTED BECAUSE IT WAS LARGER 	S,,4,4,10-S,,8,4,10 	0.60 	0.84 0.55 	0.86 
THAN THE CORRESPONDING MAXIMUM S,,4,4,10-S,,9,4,10 	0.67 	- 0.52 	- 
RESPONSE  

RESPONSES IN ONE 
PYREX FLUSH OR MORE OF THE 
AND AIR-GAP CALIBRATION 	 the design parameters studied and over the ranges con- 
RESPONSES STANDARDS AD- 	 sidered, source-detector separation has, by far, the strongest CONFIGURATION ADJUSTED JUSTED 

effect on quality factor. 	There are, of course, limitations 
Co60,4,4,10 Yes Yes (magnesium) 	on the values of source-detector separation that are feasible 
Co60,4,3,10,1 / I 6F 
Co60 5 3 10 

No 
No 

Yes (limestone) 	to use; no values smaller than 4 in. were considered be- Yes 
Co604.5,3,11 Yes 

(magnesium) 
Yes (magnesium) 	cause of background problems and no values larger than 

Co60,4.75,3,14 No Yes (magnesium) 	11 in. were considered because extremely long counting 
Co60,4.75,3,17 No Yes (magnesium) 	times (or source intensities) would have been required to 
Co60,4.25,3,8 No Yes (magnesium) 	produce large enough gross count responses. Co60,4.25,3,10 No Yes (magnesium) 

Among the better dual gauges as given in Table A-5, 
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those requiring the use of two sources (No. 2, 4, 5, 7, 8, 
and 10) are undesirable because of expense and shielding 
problems. They would be preferred over the others only 
if they were substantially better; because they are not, they 
have been, for the most part, eliminated from further 
consideration. Of the remaining four dual gauges (No. 1, 
3, 6, and 9) three involve use of "Co, implying that it 
is the best source. More as regards preferred source energy 
is considered later in this section. 

It is noted that dual gauges No. 1 and 3 in Table A-S 
are identical except that the source collimation length of 
the first configuration in dual gauge No. 3 is larger by 
½ in. The surface-effect error for dual gauge No. 3 is 
larger, indicating, though certainly not proving, that in-
creasing source collimation length causes surface-effect 
error to increase, as one might expect. However, the 
combined normal error of dual gauge No. 3 is smaller 
than that of dual gauge No. 1, indicating that a search on 
source collimation length is desirable to find an optimum, 
and such a search was incorporated in the secondary 
experimental program. 

The frequency of occurrence of the configuration Co60, 
10,4,10 in Table A-S, the fact that it occurs in each of 
the four best dual gauges, and the indication that 6oCo  
is the most desirable source, prompted a further study of 
configurations similar to this. The configurations Co60, 
10,5,s, s= 2,4,6,8,9,10, and the configuration Co60,1l,5,4, 
were thus included in the secondary experimental program. 

Inasmuch as Co60,4,3,10 or Co60,4,3,18 appeared in 
three of the best five dual gauges, in five of the best ten, 
and in the best dual gauge, it was decided to include many 
configurations similar to this in the secondary experimental 
program. It was noticed, however, that the calibration 
models of these configurations peak for p = 122 pcf and 
that responses on samples having low or medium densities 
are very near or greater than the maximum responses, a 
condition that is undesirable because a response greater 
than the maximum response must be adjusted. Also, back-
ground count is very high at 4-in, source-detector separa-
tions. Hence, many configurations with source-detector 
separations greater than, but near, 4 in. were included in 
the secondary experimental program. 

The best results from the combination of the initial and 
secondary experimental programs are summarized in Table 
A-6. The quality factors in Table A-7 vary over a large 
range, indicating that there is indeed an optimum use of 
the dual-gauge principle. Table A-8 seems to indicate that 
137Cs is the preferred source, and in Table A-9 quality 
factors are consistently larger for those dual gauges for 
which 137Cs is the source used in the configuration having 
the larger source-detector separation. An explanation of 
these results that also supports the argument that 60Co is 
the over-all preferred source is now proposed. It would 
seem that the lower-energy gamma rays would carry more 
useful information about the sample density, because they 
have interacted more with the sample. At any given source-
detector separation (for instance, those studied in Tables 
A-S and A-9) for which two source energies are used, the 
lower source, energy should give the best results, because 
the response due to the higher energy source would be  

masked by high-energy gamma rays. Hence, 137Cs would 
appear to be the better source. However, it happens that 
for source-detector separations larger than 8 in. the 137Cs 
source does not provide a sufficient response because of 
the drastic attenuation of its low-energy gamma rays, 
whereas the 60Co source does provide a significant response 
for source-detector separations as large as 10 or 11 in. 
By comparing results using 60Co and source-detector sepa-
rations of 10 in. with results using 137Cs and source-
detector separations of 8 in., the 60Co source becomes the 
obvious favorite. 

Table A-jo gives those configurations that are so sensi-
tive that responses taken on one or more of the laboratory 
standards had to be adjusted to the corresponding maxi-
mum responses, an undesirable characteristic. 

The best dual gauge in Table A-6 is seen to be Co60, 
4.5,3,10-Co60,10,4,10. However, it is noted that quality 
factors in this table vary over a small range (see Table 
A-7), indicating that any of a number of dual-gauge 
designs are near the optimum and might be suitable for 
commercial use. Choice of an optimum dual gauge is 
made difficult by the fact that the eight best dual gauges 
in the table involve use of G-M tube 4, which was dam-
aged after the initial experimental program and could no 
longer be used. Hence, the "optimum" dual gauge would 
have to be one that involves the use of tube S. The best 
dual gauge not involving use of tube 4 is seen to be 
Co60,4.75,3,11-Co60,10,5,6 and this is chosen as the "op-
timum" dual gauge. The configuration Co60,4.75,3,11, 
which is in the "optimum" dual gauge, was also part of 
the second best dual gauge, Co60,4.75,3,11-Co60,l0,4,10, 
lending further support that this configuration should be 
included in the "optimum" dual-gauge design. 

Final Experimental Program 

The experimental program designed to study the optimum 
dual gauge, the results of that program, and conclusions 
about the optimum dual-gauge design are discussed in the 
following. 

Data Taken 

In all, six sets of data were taken for the configuration 
Co60,4.75,3,11, and four sets for the configuration Co60, 
10,5,6. Table A-li outlines the data taken for the final 
experimental program. The following should be noted: 

Data were taken at various counting times to deter-
mine the best counting times (or, alternatively, the best 
source intensities). 

Data for configurations 3, 5, and 9 are not entirely 
independent from the data for configurations 2, 4, and 8, 
respectively, because each response from the former con-
figurations consisted of the corresponding response from 
the latter configurations plus an additional 4-min response. 

Data for configurations 2, 3, 4, and 5 were taken 
consecutively without changing any of the gauge design 
parameters, and similarly for data for configurations 8 and 
9; however, between any other two configurations the 
gauge was disassembled and reconstructed. Thus, repro-
ducibility among different constructions of the optimum 
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dual gauge can be studied, as well as reproducibility of 
one gauge construction tested several times. 

4. No air-gap responses were taken for configurations 
4 and 5, so the Pyrex air-gap rcsponscs from configuratiuiss 
2 and 3, respectively, were used for these configurations. 

5. Air-gap data were taken on chalk, as well as on 
Pyrex, for configurations 2, 5, and 8. 

6. Configurations 2, 3, 4, 5, 8, and 9 are considered 
the most reliable, because extra supports were used to 
ensure that the detector was more rigidly held in place, 
minimizing small changes in source-detector separation as 
the gauge was moved. 

To determine the effective sample depths of each con-
figuration, and thus volume factor for the dual gauge, data 
were taken at 0-, 1-, 2-, 3-, 4-, 5-, and 6-in, depths of 
magnesium and aluminum (the lowest and highest density 
samples, respectively). These data were taken only once. 
The gauge and the various thicknesses of the samples were 
suspended on two metal beams approximately 30 ft above 
the floor, as shown in Figure A-9. 

Tabulated Results 

For simplicity, the optimum dual gauge is abbreviated 
C1-C2, where C1  is one of the first six, and C2  one of the 
last four configuration numbers listed in Table A-li. Run 
3 of the calibration and error program evaluated the 24 
dual-gauge combinations of the 10 configurations com-
prising the final experimental program. Table A-12 gives 
these results, as well as the results of the two dual gauges 
that used the air-gap data on chalk to determine surface-
effect and counting rate measurement errors. Table A-13 
gives the variation of quality factor with counting time (or 
source intensity). Reproducibility of the system is studied 
in Tables A-14 and A-15. Table A-16 compares the results 
determined using the chalk air-gap data with the results 
determined using the Pyrex air-gap data in the same con-
figurations. 

Conclusions 

From Table A-13, one is led to deduce that there is an 
optimum counting time, or source intensity, for each 
configuration. Fortunately, these counting times appear 
to be about the same for the two configurations (approxi-
mately 9 to 10 min for the source intensity used). One 
would expect that for too small counting times insufficient 
back-scattered response would be obtained and for too 
large counting times electronic instabilities would become 
appreciable. 

Table A-14 is designed to study the reproducibility of 
the optimum dual gauge-or, really, the sensitivity of the 
quality factor. However, careful interpretation of the 
tables shows that in every case the dual gauge C1  - 9 has 
a smaller quality factor than C1  - 8, which is seemingly 
due, at least partially, to the fact that the counting times 
for configurations 8 and 9 are different (by Table A-13 
this would seem to be significant). Hence, care should be 
exercised in comparing quality factors in any column of 
Table A-14. The counting times for configurations 2 and 

TABLE A-li 

DATA TAKEN IN THE FINAL EXPERIMENTAL 
PROGRAM 

GAUGE NO. 	 CONFIGURATION 	 NOTES 

1 Co60,4.75,3,11 a,b,k 
2 Co60,4.75,3,11 b 
3 Co60,4.75,3,11 c 
4 Co60,4.75,3,11 b,h,j 
5 Co60,4.75,3,11 c,i,j 
6 Co60,4.75,3,11 d 
7 Co60,10,5,6 e 
8 Co60,10,5,6 f,j 
9 Co60,10,5,6 g,j 

10 Co60,10,5,6 a,f,l 

Data taken from secondary experimental program. 
"Counting time, 6 mm. 

Counting time, 10 mm. Data taken with preceding configuration; each 
6-min count was recorded and counting was resumed for 4 more 
minutes to obtain a 10-mm count. 

1 Counting time, 8 mm. 
Counting time, 9 mm. 
Counting time, 7 mm. 
Counting time, 11 mm. Data taken simultaneously with data No. 8; 

each 7-min count was recorded and counting was resumed for 4 more 
minutes to obtain an 11-min count. 

j  Only calibration data taken; air-gap data used were for configuration 
 

Only calibration data taken; air-gap data used were for configuration 
 
i Additional support was incorporated to keep the detector rigidly lo- 

cated during handling and movement of the gauge. 
"Configuration same as S-3 in Table A-4. 

Configuration same as S-16 in Table A-4. 

TABLE A-12 

RESULTS OF FINAL EXPERIMENTAL PROGRAM 

DUAL-GAUGE 
COMBINA- 
TION" 

o(p) 
(PCF) 

o,(p) 
(PCF) 

E,0 
(PCF) 

cr,,(p) 
(PCF) V Q 

1-7 1.00 0.84 0.78 1.31 0.92 0.72 
2-7 0.03 0.81 0.88 0.81 0.92 1.13 
3-7 0.41 0.73 0.60 0.83 0.92 1.12 
4-7 0.03 0.87 1.16 0.87 0.92 1.05 
5-7 0.00 0.75 0.79 0.75 0.92 1.23 
6-7 0.94 0.80 0.60 1.24 0.92 0.77 
1-8 1.57 0.84 2.11 1.78 0.92 0.52 
2-8 0.71 0.81 0.64 1.08 0.92 0.87 
3-8 1.03 0.74 0.85 1.27 0.92 0.73 
4-8 0.73 0.86 0.43 1.12 0.92 0.86 
5-8 0.68 0.76 0.70 1.02 0.92 0.92 
6-8 1.52 0.80 1.95 1.72 0.92 053 
1-9 1.77 0.63 1.94 1.88 0.92 0.49 
2-9 1.09 0.61 0.75 1.25 0.92 0.76 
3-9 1.34 0.55 0.93 1.45 0.92 0.65 
4-9 1.11 0.64 0.59 1.28 0.92 0.75 
5-9 1.06 0.57 0.80 1.20 0.92 0.78 
6-9 1.74 0.60 1.81 1.84 0.92 0.50 
1-10 0.38 0.87 0.81 0.95 0.92 0.97 
2-10 0.68 0.84 2.62 1.07 0.92 0.70 
3-10 0.25 0.73 2.25 0.77 0.92 0.86 
4-10 0.70 0.90 2.98 1.14 0.92 0.63 
5-10 0.71 0.76 2.48 1.04 0.92 0.73 
6-10 0.32 0.82 1.01 0.88 0.92 1.04 
2-8" 1.52 0.82 2.98 1.73 0.92 0.50 
6-8" 0.71 0.83 0.20 1.10 0.92 0.92 

See Table A-li for numbering of configurations. 
b Air-gap data taken on chalk and used to determine E,0 and ,r, (p). 

The calibration and error program was run separately to determine 
these results. 
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TABLE A-13 

VARIATION OF QUALITY FACTOR WITH 
COUNTING TIME 

CONFIGURATION 

NO. QUALITY FACTOR 

CJ\C2-* 8 	10 	7 	9 

COUNT- 
ING 
TIME 

(MIN) 7 7 9 11 

1 6 0.52 0.97 0.72 0.49 7 
2 6 0.87 0.70 1.13 0.76 9 
4 6 0.86 0.63 1.05 0.75 9 
6 8 0.53 1.04 0.77 0.50 7 
3 10 0.73 0.86 1.12 0.65 9 
5 10 0.92 0.73 1.23 0.78 9 

10 	8 	10 	10 Preferred 
counting time 
(mm) 

TABLE A-14 

REPRODUCIBILITY OF DUAL-GAUGE SYSTEM 
USING CONFIGURATIONS UNDER THE SAME 
CONSTRUCTION 	- 	 - 

CONFIGURATION 

NO. 	 QUALITY FACTOR 

C21 \C1-. 	2 	3 	4 5 

0.87 	0.73 	0.86 0.92 
9 	 0.76 	0.65 	0.75 0.78 

TABLE A-15 

REPRODUCIBILITY OF DUAL-GAUGE SYSTEM 
UNDER SEVERAL CONSTRUCTIONS OF 
EACH CONFIGURATIONS 

CONFIGURATION NO. 	QUALITY FACTOR 

C21\C1 -> 	 1 	2 6 

7 	 0.72 	0.77 1.13 
8 	 0.52 	0.53 0.87 

10 	 0.97 	1.04 0.70 

TABLE A-16 

QUALITY FACTORS USING PYREX AND CHALK 
AIR-GAP DATA 

QUALITY FACTOR 

DUAL GAUGE 	 PYREX 	 CHALK 

2-8 	 0.87 	 0.92 
6-8 	 0.53 	 0.50  

4 were the same, and similarly for configurations 3 and 5. 
Therefore, the most meaningful comparisons would be 
dual gauges 2-8 (0.87) with 4-8 (0.86), 2-9 
(0.76) with 4-9 (0.75), 3-8 (0.73) with 5-8 
(0.92), and 3 -9 (0.65) with 5 -9 (0.78). These 
show reasonable reproducibility, varying by at most 23 
percent. 

Table A-is can be interpreted similarly, keeping in mind 
that the variation in quality factor is partially affected by 
differences in counting times. This table, as well as the 
others, serves to demonstrate that performance of the 
optimum dual gauge is significantly affected by factors 
other than just the design (for instance, counting time and 
small variations in construction). 

Table A-16 indicates that quality factor is relatively 
independent of the sample used to determine the surface-
effect and counting rate measurement errors. This is 
significant, because it lends support to the belief that the 
errors and the quality factors reported are typical of those 
for most common materials having densities and composi-
tions in the regions of interest. 

The results of Table A-12 are used to find average 

surface-effect and combined normal errors, Ese  and r(p), 
respectively, from which is obtained an average quality 

factor, : 

= (A-62) 

Zr(p) 	
2(p) 

25 	
(A-63) c 26  o  

E0=[(2 &(p)) 2 + (Ese _ n(p)21i 	(A-64) 

and 

Q=2V/E 	 (A-65) 

The values obtained are: Ese  = 1.29 pcI, IT(p) = 1.28 

pcf, and Q = 0.78. 
It should be noted that better results would be expected 
for only one construction of the gauge and for data taken 
only at the optimum counting time. The reported values 
reflect all the results obtained in the final experimental 
program. 

SUMMARY AND CONCLUSIONS 

Faced with the task of ensuring that, for instance, road-
beds meet compaction requirements, the engineer can 
propose to use a secondary parameter, in this case density, 
as a guide or an indicator. Faced then with the problem 
of determining soil density, he can investigate the plausi-
bility of doing so by measuring the extent of interaction 
of gamma radiation with the soil. The problem then 
becomes one of converting a radiation measurement into 
a density measurement, which is accomplished by con-
structing a calibration curve-a simple, graphical state-
ment of the relationship between the two quantities. To 
improve the accuracy of the method-the efficiency of 
this conversion-an attempt is made to identify the mea-
surement interferences, in this instance variation in com-
position, surface roughness, and the uncertainties inherent 
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in counting rate measurements. Having identified these, 
two methods of minimizing their adverse effects are 
possible: 

Measure them by some independent means and con-
struct calibration curves for various combinations of values 
of the measurement interferences, 

Work to isolate them in a calibration model and 
mathematically eliminate them. (This corresponds to using 
separate, independent measurements, and the knowledge of 
how the interferences actually interfere, to determine the 
desired parameter independently of the undesired parame-
ters.) 

The latter procedure was employed by Gardner (6, 7, 8) 
and resulted in a dual-gauge principle designed to eliminate 
the composition variable in this calibration model. Gardner 
then proposed that a search be made for an optimum use of 
the dual-gauge principle whereby composition effects are 
essentially eliminated and the other interferences are mini-
mized. This is a report on the results of such a search. 

What has been obtained, the "optimum" dual gauge, is 
not, probably, an absolute optimum, but rather a relative 
optimum that is believed to be near the absolute (for this 
dual-gauge principle) and that is believed to provide sig-
nificant improvement over existing nuclear density-measur-
ing devices and sufficient accuracy for highway construc-
tion purposes. Specifically, the optimum dual-gauge de-
sign-represented by the notation Co60,4.75,3,1 1-Co60, 
10,5,6-is characterized by average gauge errors 	= 1.29 
pcf, &,(p) = 1.28 pcf, and corresponding quality factor, 

Q = 0.78. 
The optimum system described is somewhat sensitive to 

small variations in construction. Thus, a gauge built for 
field use based on this proposed optimum design would 
likely behave differently than the prototype system. How-
ever, based on the reproducibility of "good" results (quality 
factors greater than 0.7, for example) for various tests of 
the optimum system and for other systems with designs 
only slightly different from the optimum system, it is 
believed that gauges can be manufactured commercially 
that will be capable of comparable accuracy. 

Dual gauge 5 - 7 in Table A-12 represents the best 
results obtained with the optimum system; surface-effect 
error is 0.79 pcf, combined normal error is 0.75 pcf, and 
quality factor is 1.23. This is compared with quality fac-
tors of the order of 0.33 for the best use known to the 
researcher of the dual-gauge principle with commercial 
gauges. 
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APPENDIX B 

DESIGN STUDIES FOR OPTIMIZATION OF GAMMA-RAY 
BACKSCATTER DENSITY GAUGES * 

By FRANK H. MCDOUGALL 

The field of radioisotope applications is rapidly expanding 
due to new advancements in electronic equipment, im-
proved technology in the use of radioisotopes, and the 
increasing number of applications being developed. Spe-
cifically, gamma-ray backscatter density gauges are evolv-
ing in the same manner for the same reasons. This nuclear 
technique for measuring soil and aggregate densities was 
conceived because it offered the initial advantage of non-
destructive, rapid, and reproducible measurements. 

The concept of backscatter density gauges was intro-
duced as early as 1950 (Belcher, et al., 1950); however, 
the first commercial density gauges did not appear until 
the late 1950's. Although in current use by some state 
highway departments and others, gamma-ray backscatter 
density gauges have not, as yet, found widespread or exclu-
sive appeal, due to discrepancies found in comparing the 
nuclear measurements with conventional gravimetric mea-
surements. The questionable accuracy of these devices 
necessitated the formation of a committee on Nuclear 
Principles and Applications by the Highway Research 
Board. Project 10-5, and its extension 10-5A, entitled 
"Density and Moisture Content Measurements by Nuclear 
Methods," were initiated to resolve the inaccuracies of 
these gauges. The work reported here was part of the 
work scheduled under Project 10-5A. 

OBJECTIVES 

The research covered by this appendix is the last of three 
phases conducted under Project 10-5A. The first phase 
was concerned with neutron moisture gauges; the second 
phase was concerned with optimum design of a dual-
gauge system using existing gauge components; this final 
phase is essentially concerned with the application and 
optimization of new design concepts, including more so-
phisticated electronics, to eliminate the surface-effect error 
while minimizing other gauge errors. The prevailing objec-
tive of the over-all project is to reduce backscatter gauge 
errors to acceptable levels such that these gauges will be 
preferred for field use over both conventional and nuclear 
(probe- or depth-type gauges) destructive techniques. The 
accomplishment of this objective will provide speedy and 
accurate nuclear methods of density measurement. 

* This appendix comprises the essential portions of a thesis bearing the 
same title prepared under the NCHRP Project 10-5 contract and submitted 
to the North Carolina State University (1970) in partial fulfillment of the 
requirements for the degree of Master of Science. 

Other specific objectives are as follows: 

Evaluate the extent of the surface-effect or surface 
roughness error and discover means of eliminating or 
reducing it to an acceptable level. 

Evaluate the use of energy discrimination by gamma-
ray spectrometry as a means of reducing gauge errors. 

Determine a means to combine gauge errors or to 
describe the gauge in terms of all the gauge errors; i.e., 
assess the quality of the gauge or dual-gauge system. 

Evaluate new gauge design parameters such as col-
limation of source and/or detector. 

Design a prototype gauge that could be extended or 
modified for practical field use. 

Suggest new avenues of research for more applica-
tions or further improvement of these devices on the basis 
of results obtained. 

The interplay of the primary and other specific objec-
tives is such that all are interdependent and must be 
approached as such. 

The general approach here is to present all pertinent 
theory and conclusions, however briefly, for the purpose 
of completeness so that this appendix will represent not 
only the state of the art but also a review of previous 
accomplishments. 

LITERATURE REVIEW 

Previous literature surveys have been extensively reported 
by Ballard and Gardner (1965), Gunderman (1966), and 
Csathy (1962). Some of the literature surveyed by Ballard 
and Gardner (1965) is mentioned briefly here to consist-
ently cover the full range of concepts previously reported; 
however, this reference provides a more complete survey 
of earlier, more fundamental literature. 

Due to the undesirable chemical composition or soil-
type dependence of nuclear density gauges, the most sig-
nificant problem with these gauges to date has been with 
their calibration to cover the full range of soils that might 
be encountered. Gardner, et al. (1967) introduced the 
dual-gauge principle, which has been the most successful 
technique yet reported in reducing the composition error 
and in calibrating gauges to cover the full range of soil 
types. The principle involves combining two sets of gauge 
responses from two different gauge design configurations 
to obtain a solution for density that is independent of soil 
composition. This concept is discussed in detail herein. 
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The calibration model that is used in the dual-gauge prin-
ciple was developed in fundamental form by Ballard and 
Gardner (1965) and later refined by Gardner, et al. 
(1967). 

The history of developments in nuclear gauge tech-
nology is interesting, yet frustrating, because the nuclear 
technique was at first believed to be the solution to the 
problem of accurately measuring soil and aggregate densi-
ties. Early testing of a nuclear density gauge, involving a 
probe- or depth-type device, was reported by Belcher, 
et al. (1952), who noted that improvements were neces-
sary before these gauges would gain recognition and ac-
ceptance. Horonjeff and Goldberg (1953) reported dis-
crepancies between nuclear readings and conventional 
readings to be as much as 25 percent, although the nuclear 
readings were reproducible among themselves (Gunder-
man, 1966). The earliest reported use of a scintillation 
detection system was by Miles (1952), who studied energy 
distributions of gamma rays around a depth-probe device. 

Gauge inaccuracies have been reduced somewhat 
through the normal evolution of improved technology 
(e.g., improved stability of electronic counting systems). 
However, the chemical composition dependence of these 
gauges has plagued users and designers since it was recog-
nized by Semmler, et al. (1961) and Kuhn (1963) as a 
significant error, especially in surface-type gauges. Kuhn 
(1963) presented a method for reducing composition 
dependence that involved two readings with the same 
gauge, one normal flush reading, and another reading at a 
small air-gap height above the surface of the soil. The 
ratio of these responses was used in calibrating gauges, 
but only a small reduction in the error materialized. Bal-
lard and Gardner (1965) observed from the work of Kuhn 
(1963) that if two gap heights were found yielding the 
same gauge response, the difference in the heights could 
be related to the density and only slightly to the composi-
tion of the soil. This concept later led to formulation of 
the dual-gauge principle applied to the air-gap method by 
Gardner, et al. (1967). The reduction of the composition 
error by the dual-gauge air-gap technique was shown in 
laboratory and field tests performed at the North Carolina 
State University Nuclear Soil Gauge Calibration Workshop-
Symposium (McDougall, et al., 1969). 

Another surface gauge inaccuracy, which has not re-
ceived adequate study until recent years, is the surface 
roughness or surface-effect error which was discussed by 
Gardner and Roberts (1967). The work of Harland 
(1966a), who mathematically modeled the depth response 
of a gauge, also provided an excellent definition for effec-
tive sample depth which was applied by Gardner and 
Roberts (1967) and was used in the study reported herein. 
These valuable developments cleared the way for evalua-
tion of the magnitude of the surface roughness error. 

The research reported herein involved the use of a 
scintillation detection system which provides the capabili-
ties for studying energy distributions of scattered gamma 
rays. Miles (1952), Roy and Winterkorn (1959), Preiss 
(1964), Taylor and Kansara (1966, 1968), Simpson 
(1968), and Lin, et al. (1969) have based their designs 
on a single-scatter model of the gamma rays through the  

soil which was shown inadequate by Ballard and Gardner 
(1965). The work of Simpson (1968) showed careful use 
of energy discrimination, and his results of effective sample 
depth studies are, indeed, useful; however, his gauge design 
is not very practical for measuring soil density in the field. 
Simpson's gauge design is similar to the system used by 
Hine and McCall (1954) in their fundamental study of 
gamma-ray backscattering. The paper by Hine and McCall 
(1954), although seemingly unfamiliar to most gauge de-
signers and researchers, provides some very useful informa-
tion and insight into the observed energy distributions of 
backscattered gamma rays. 

The concept of optimization which employs both the 
calibration model developed by Ballard and Gardner 
(1965) and the dual-gauge principle developed by Gard-
ner, et al. (1967) and Gardner and Roberts (1967) is 
discussed by Gardner (1969). The optimization procedure 
involves minimizing three gauge errors collectively for the 
most accurate system. This procedure is necessary because 
attempting to minimize one error separately may adversely 
affect the other errors. 

An idea of the current performance status of nuclear 
density gauges may be attained from Table B-i. 

THEORY OF GAMMA-RAY BACKSCATTER 

DENSITY GAUGES * 

Interactions of Gamma Rays with Matter 

Gamma-ray density gauges employ a radioisotope source 
such as 137Cs (gamma-ray energy of 0.662 MeV). When 
sources such as 137Cs and others with gamma-ray energies 
less than 1.02 MeV are employed, only two interactions of 
the gamma rays with the sample material are considered: 
Compton scattering and photoelectric absorption. When 
radioisotope sources such as 60Co with energies greater 
than 1.02 MeV are used, a third interaction, pair produc-
tion, must be considered. Because high-energy sources are 
rarely used, pair production is not considered here; it is 
discussed in detail by Evans (1955). 

Compton Scattering 

A Compton scattering interaction involves a change in 
direction and energy loss of a gamma-ray photon as it 
interacts with a "free" electron. Most electrons in any 
material are "free" electrons because their binding energy 
is much less than the incident gamma-ray energy. For this 
reason, when a gamma ray of energy greater than about 
0.1 MeV interacts with electrons in a material like soil 
(most elements found in soil have low atomic numbers), 
Compton scattering is the predominant interaction. 

The energy of a gamma ray after striking the electron 
depends on the incident energy by 

in which E is the gamma-ray energy after the interaction, 
0.51 MeV is the energy equivalent to the rest mass of an 

* A background discussion of field applications of backscatter density 
gauges is available on request to the Program Director, NCHRP. 
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TABLE B-i 

HISTORY OF DENSITY GAUGE ERRORS 

ERROR 	 VIRGINIA 	NCSU 
DEFINITION 	 CONFERENCE WORKSHOP b 

Average standard error—back- ±11.0 e  ±3.81 
scatter gauges 

Average standard error—trans- ±7.53 ° ±2.60 
mission gauges 

Average standard deviation— 2.01 2.29 
backscatter gauges 

Average standard deviation— 3.1 ° 3.18 
transmission gauges 

° Definitions of these errors and details appear in Hughes and Anday 
(1967). 

b Definitions of these errors and details appear in McDougall, et al. 
(1969). 

° 29 gauges were used to determine these results. 
d 4 gauges were used to determine these results. 
° 11 gauges were used to determine these results. 

2 gauges were used to determine these results. 

electron, E, is the initial energy of the incident gamma ray, 
and 4) is the angle of scatter between incident and exit 
directions from the point of interaction. 

The probability that an incident gamma ray will interact 
by Compton scattering is described by the Compton cross 
section. The Klein-Nishina cross-section formula accu-
rately describes the energy dependence of the interaction 
probability, which decreases with increasing incident 
gamma-ray energy up to about 1.5 MeV. The Klein-
Nishina formula is complicated and is not necessary for 
the treatment of density measurement used here. Compton 
scattering interaction probability can be taken as simply 
proportional to the number and density of electrons in the 
atoms and sample material respectively, and is given as 

Wi Zi  
(B-2) 

A, 

in which C is the Compton scattering cross section, p  is 
the sample density, , wi  is the weight fraction of element i 
in the sample, Zi  is the atomic number of element i, and 
A j  is the atomic weight of element i in the sample. 

Note that the ratio Z jlAi  in Eq. B-2 is essentially a 
constant 0.5, for all elements normally found in soils 
except hydrogen (ZIA = 1). Gardner and Roberts (1967) 
provide a table that contains ZIA ratios for several ele-
ments found in soils. Thus, the Compton scattering inter-
action probability is essentially dependent only on the 
density of a normal soil and is very slightly dependent on 
the chemical composition. For this reason the Compton 
scattering interaction is associated with useful density 
information, a fact that will be more evident when con-
sidering the photoelectric absorption interactián in the 
next section. Sometimes it is convenient to use a scattering 
parameter, C', defined as C/p, which is a measure of the 
composition effect due to Compton scattering. More de-
tailed discussions of Compton scattering appear in Evans 
(1955) and Kaplan (1962). 

Photoelectric A bsorption 

In a photoelectric absorption interaction a gamma ray is 
completely absorbed by a tightly bound orbital electron. 
The electron is ejected from the atom with kinetic energy 
equal to the incident gamma-ray energy less the atomic 
binding energy of the electron. Except for low-atomic-
number materials, the photoelectric effect is the predomi-
nant interaction for gamma-ray energies less than about 
0.1 MeV. The photoelectric effect increases rapidly with 
increasing atomic number of the absorber and decreasing 
incident gamma-ray energies. For the present purpose, the 
photoelectric absorption probability is taken as 

p=pi 	 (B-3) 

in which P is the photoelectric cross section and w, Z, 
and Ai  are the weight fraction, atomic number, and atomic 
weight of element i, respectively. Eq. B-3 shows that the 
photoelectric absorption probability is proportional to 
density and is extremely dependent on the chemical com-
position of a sample material. The power of Z may ac-
tually vary from 3, for low gamma-ray energies, to 5, for 
high-energy gamma rays and high-atomic-number mate-
rials. In soils such elements as calcium and iron are the 
principal photoelectric absorbers with relatively high 
atomic number. 

In terms of density measurement, the strong dependence 
of the photoelectric cross section on chemical composition 
is a detriment. For this reason photoelectric absorption 
represents a measurement interference. However, if the 
reverse process of evaluating chemical composition is 
attempted, the photoelectric absorption process is bene-
ficial. This concept is not discussed here, but data are 
available on request to the Program Director, NCHRP. 
As in the case with Compton scattering, a composition 
parameter, P', may be defined as P/p. More complete 
treatments of photoelectric absorption appear in Evans 
(1955) and Kaplan (1962). 

Principles of Density Gauge Operation 

Surface-Type Backscatter Gauges 

The primary concern of this project is to improve surface-
type gamma-ray backscatter density gauges. Figure B-i 
shows an example of such a gauge. These gauges have 
been singled out by the Highway Research Board as having 
the greatest potential for widespread acceptance, their 
primary advantages being ease and speed of measurements 
and nondestructiveness. Other advantages such as safety 
and convenience in handling are also realized. The present 
disadvantage of requiring smooth soil surfaces decreases 
the effectiveness and efficiency of these gauges. 

Gauge Components and Parameters 

The primary density gauge components are source, detec-
tor, and shielding. This section is concerned with how 
these components are employed to establish the parameters 
that constitute a gauge configuration. In existing gauges 
the parameters are source-detector separation, source 
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energy and intensity, type of detector and efficiency, and 
air-gap, or response taken at a known height above the 
sample surface. The design parameters of concern in this 
project include the degree of source and/or detector col-
limation, detected energy region, and angles of incidence 
into the soil for both source and detector collimators. 

The purpose of shielding is to remove direct transmis-
sion gamma rays from being detected and to eliminate 
scattering off the gauge housing and immediate surface of 
the sample to be measured. Source intensity is chosen to 
provide a sufficient counting rate, usually at least 10,000 
counts per minute. A sufficient counting rate is necessary 
to minimize counting-rate measurement errors. Detector 
type may be varied to provide either greater or less effi-
ciency for detection, greater efficiency for a particular 
energy range or for ruggedness, stability, or special spec-
trometric capabilities. Geiger-Mueller tubes are rugged 
and stable, thus ideal for field use, but are less efficient in 
detecting gamma rays than NaT (Ti) scintillation detectors. 
They may be used to be more efficient in detecting low or 
high energies. Scintillation detectors such as Nal (Ti) may 
be used for their spectrometric capabilities and high effi-
ciencies; they suffer somewhat in ruggedness and stability 
compared to Geiger-Mueller tubes. 

Source-detector separation distance may be varied to 
perform two functions: to adjust the counting rates ob-
tained and to optimize sensitivity to density. According to 
Ballard and Gardner (1965), increasing source-detector 
separation increases sensitivity to density when other fac-
tors are held constant. By decreasing source-detector 
separation and holding other factors constant, a decrease 
in composition sensitivity occurs; thus, an optimum separa-
tion distance exists for each gauge (Ballard and Gardner, 
1965). 

The new design parameters are based on more complex 
theoretical considerations. Energy discrimination (the 
exclusion of part of the energy spectrum in favor of 
another part) was chosen because of its possible use to 
decrease sensitivity to soil composition and/or surface 
roughness. It may also be used to optimize the slope of 
the calibration curve. Source and detector collimation is 
aimed at both reducing gamma-ray transport at the sample 
surface and at increasing the effective sample depth of the 
gamma rays into the soil. These factors should tend to 
minimize the effect of a finite density difference due to 
surface roughness. The incident angles of source and 
detector collimators are varied, hopefully to detect an 
average path of the gamma rays through the soil. 

These parameters are referred to as "new" because to 
date they have not yet been included in existing commer-
cial gauge designs. Preiss (1964) has analyzed both 
collimation and energy discrimination with some of the 
same results reported in this project; however, his results 
and conclusions were neither complete nor entirely re-
liable. More detailed discussions of these new parameters 
in both individual and combined roles appear in later 
sections. 

gauge housing 

Figure B-i. Typical backscatter gauge. 

Gauge Response Models and Sensitivity Analysis 

Calibration Model for Single-Gauge Response 

Probably the most basic and significant development that 
led to recent improvements in backscatter density gauges 
has been the calibration model for single-gauge response 
developed by Ballard and Gardner (1965) and also dis-
cussed in references by Gardner, et al. (1967), Gardner 
and Roberts (1967), and Gardner (1969). The success 
of the model is due to the fact that it not only satisfies the 
boundary conditions of no net response at zero density 
and low net response at high densities, but it also separates 
the Compton scattering and photoelectric absorption de-
pendence of the response. The model is given here as 
defined by Gardner (1969): 

R = C 10a+bC+CP 	 (B-4) 

in which R is the gauge response, which may have units of 
counts per unit time for either net or gross counts or ratio 
of counting rate for a measurement to a standard counting 
rate; C and P are the Compton and photoelectric inter-
action probabilities as defined in Eqs. B-2 and B-3, re-
spectively; a, b, and c are model constants for a particular 
gauge configuration determined by a least-squares analysis 
of data taken on a set of optimum laboratory standards 
(see "Laboratory Calibration Standards," which follows). 
For improved sensitivity in the least-squares calculations 
C and P are scaled down by factors of 10 and 106,  respec-
tively. Computer programs for determining the model 
constants are not provided here, but are available to quali-
fied researchers on request to the Program Director, 
NCHRP. A plot of the calibration model for density is 
shown in Figure B-2. 

Dual-Gauge Principle 

One of the significant advantages of the calibration model 
just discussed is that it isolates the Compton and photo-
electric dependence of the gauge response. Because it is 
shown that the composition effect is a result of photo-
electric absorption, it is reasonable to assume that mini-
mization of the term cP to an optimum value in the ex-
ponent of Eq. B-4 would reduce the composition effect. 
Obviously, not enough information is available from the 
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Figure B-2. Calibration model plot for pilot group gauge no. 3, 
0-130 KeV discrimination level. 

single gauge reading described by Eq. B-4. To accom-
plish reduction of the term cP to an optimum value an-
other response from another gauge configuration is re-
quired, hence the term "dual-gauge" principle (Gardner 
et al., 1967). The principle was then extended to include 
any two combinations of gauge parameters, each possess-
ing a specific set of gauge calibration constants in Eq. B-4 
(Gardner and Roberts, 1967). 

For completeness the essential mathematics of the dual-
gauge principle is outlined. Eq. B-4 may be written as 

R = (p/20) lOa+(p/20)+cP 	(B-5) 

in which C is replaced by p!20 because from Eq. B-2 it is 
noted that C p!2 for most soil materials, and the pre-
vious section indicates that C is scaled down a factor of 
10. Using Eq. B-S for two single-gauge responses, denoting 
the first gauge response with subscript 1 and the second 
with subscript 2, taking logarithms and solving for P in 
each equation yields 

	

= log R1  log p log 20 a1 	b1p 

c 	 ------- (B-6a) 

	

1 	 .  

and 

log R2 	log 20 a2 	b2p 	
(B-6b) 

	

c2 	c2  c2  c2  20c2  

P may be eliminated by subtracting Eq. B-6a from Eq. 
B-6b, and p may be isolated as follows: 

(0.05) (c1b2  - c2b1) p + (Cl. - c2) log p = (Cl - c2) 

log 20 + c2a1  - c1a2  - c2  log R1  + c1  log R2  (B-7) 

Several methods are available for solving Eq. B-7 for 
density. Most methods for solving nonlinear equations 
may be applied (Ralston, 1965), but a preferred method, 
especially for use with a computing machine, is the 
Newton-Raphson method, due to its rapid convergence. 
When this method proves troublesome, the method of 
bisection may be used. Examples of these two particular 
methods appear in the previously referenced computer 
programs. The Newton-Raphson method is outlined 
briefly as follows. 

Eq. B-7 may be written in terms of the function T(p): 

T(p) = (0.05) (c1b2  - c2b1) p + (Cl. - c2 ) 

log p - (c1  - c2) log 20 - c2a1  + c1a2  

	

+ c2  log R1  - c1  log R2 	 (B-8) 

Taking the derivative yields 

Y(p) = 0.05 (c1b2  - c2b1) + q(c
1  - c2) 

(B-9) 
p 

in which q = log10  e = 0.434294 182. Newton's method 
provides that for an arbitrary initial value of density, p, 
usually taken as the known density of a laboratory stan-
dard, a new calculated value is given by 

pi+l = pi - T(pj/T'(p3 	(B-b) 

The process is iterated until a specified accuracy in ob-
taining the root is obtained. 

A more sophisticated method of solution of Eq. B-7, 
described by Gardner, et al. (1967) and Gardner and 
Roberts (1967), involves making a series approximation 
for the cumbersome log p term: 

log p  log  x+O86859(PX' 	(B-il) 
\p+x) 

in which x may be the actual known density of a laboratory 
standard or may be a typical soil density such as 130 pcf 
for field use. For x = 130 pcf, Eq. B-li becomes (Gard-
ner, et al., 1967) 

\ 

	

log P2.1l394+0.86859( 	
130 

p 
- 130 ) (B-12) 

When Eq. B-12 is substituted into Eq. B-7 the quadratic 
solution may be obtained as follows: 

—B— (B2 -4AC)i 
p= 	 (B-13) 2A 

in which 

A = 0.05 (c2b1 —c1b2); 

B = c1  log R2  - c2  log R1  - 1.6815 (c1  - c2) + c2a1  
- c1a, + 6.5 (c2b1  - c1b2); and 

C = 130 c1  log R2  - 130 c2  log R1  + 7.2384 (c1  - c2) 
+ 130 (c2a1 —c1a2). 

A nomograph solution, which according to Gardner and 
Roberts (1967) is "simple and surprisingly accurate," may 
be obtained by assuming that log p = log 130 = 2.11394. 
Using this assumption in Eq. B-7 yields an equation for 
density which takes the form 

1.. 2 

1.0 
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p = k, log R, + k 2  log R2  + k3 	(B-14) 

in which the constants k1, k9, and k3  are determined from 
a least-squares analysis of data (Gardner and Roberts, 
1967). The nomograph solution is particularly applicable 
to field use, as evidenced by the results obtained for the 
North Carolina State University Workshop-Symposium. 
A computer program with complete explanation for pre-
paring a nomograph calibration appears in the Final Re-
port of the North Carolina State University Workshop-
Symposium (McDougall, 1969). 

Sensitivity Analysis for Application to Gauge Response 

The technique of optimization in gauge design requires 
that both density and composition be considered at the 
same time for determining the sensitivity of a gauge. Eq. 
B-25 shows that the sensitivity of a gauge is inversely 
proportional to gauge response. The response is a non-
linear function of both density and composition; for this 
reason it is not acceptable to consider either density or 
composition separately with gauge response as others have 
done (Preiss, 1964). If Eq. B-4 is restated as 

R = (C/b) 10a+6+P = (qO/b) ea+1  (B-15) 

in which c 	bC, P = cP, and q = log10  e 0.4343, 
then 

(aR/aP) = (qÔ/b) e0+61P 	(B-16) 

and 

	

(SR/aê) =()e0 	 (B-17) 
b b 

and 

(aR/aP) -______ 

	

(aR/ac) - c+ 1 	
(B-18) 

Because Ô for any gauge that behaves according to the 
calibration model is negative (b is negative, C is positive), 
the foregoing ratio is always greater than one. However, 
if the response were expressed as a linear function of C 
and P 

R=O+P 	 .(B-19) 

or as in a transmission gauge 

R= e0' 	 (B-20) 

then the ratio (aR/aP) / (aR/aê) would equal to one in 
each case. 

Some useful information may be obtained by including 
the following relations from Evans (1955): 

o-(E) = NZ a-, (E) cm-' 	(B-21) 

r(E) = ra(E)N cm' 	(B-22) 

in which o-(E) is the Compton total linear attenuation 
coefficient, o-,(E) is the Compton average collision cross 

section at energy E in cm2  per electron, N is the number 
of atoms per cm3, T(E) is the photoelectric linear attenua-
tion coefficient at energy E, and r0(E) is the photoelectric 
atomic cross section at energy E in cm2  per atom. Using 
these equations and Eqs. B-2 and B-3 it can be shown that 
at a particular energy 

'=bC=xo-(E) 	 (B-23) 

P=cP=xr(E) 	 (B-24) 

in which x is the effective path length of gamma rays 
through the soil. The ratio bC/ cP is equal to the ratio 
cr(E)/r(E) which states that when the former ratio is 
known the effective energy of the gamma rays may be 
found by finding the energy at which the latter ratio is 
the same on a plot of linear attenuation coefficient versus 
gamma-ray energy. As an example, the value of bC/cP 
for pilot group gauge number three (see "Experimental 
Procedure and Results"), full energy range, on aluminum 
is 7.6 times the value of r(E) at about 0.11 MeV. This 
value may be interpreted as the effective energy measured 
by this gauge. A qualitative look at Figure B-6 shows that 
the effective energy should lie somewhere within 0.08 and 
0.20 MeV and should be closer to the larger peak; so, the 
value of 0.11 MeV appears a reasonable value. 

Results of this sensitivity analysis indicate that one must 
maintain the perspective that and P must be considered 
in respect to the proper gauge response sensitivity, and 
not as quantities that are of equivalent significance. More 
knowledge of the physical situation is obtained by con-
sidering c and P in terms of o-(E) and r(E), respectively. 

THEORY OF GAUGE QUALITY ANALYSIS 

Nuclear soil density gauges have not, as yet, lived up to 
their potential as the most preferred method of measure-
ment, because of the presence of three primary gauge 
errors. These measurement interferences are due to uncer-
tainties in counting-rate measurement as a result of normal 
statistical fluctuations and electronic capabilities, varia-
tions in soil composition, and rough, irregular soil surfaces. 
Throughout the course of NCHRP Projects 10-5 and 
10-5A these errors have been identified and evaluated. 
Composition error, discussed in conjunction with the dual-
gauge principle in the previous section, was once the pri-
mary concern. Recent success with minimization of com-
position error and subsequent isolation of the surface-effect 
error has led to the belief that the latter error is currently 
of prime concern. In the following sections these errors 
are mathematically defined and discussed in terms of the 
gauge parameters that may be used to minimize them. 
The optimization procedure aimed at minimizing all of 
the errors is discussed with regard to the quality factor of 
gauge performance. It is recognized that other errors exist, 
such as electronic gain shift; however, it may be assumed 
that every precaution was taken to minimize these prob-
lems. These steps are further discussed under "Gamma-
Ray Spectrometry for Energy Discrimination." 
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Gauge Errors 

Counting-Rate Measurement Error 

A gauge response has a well-known inherent statistical 
fluctuation governed by the random nature of radioactive 
decay. Electronic components also have a limited capacity 
to accept and transmit pulses at 100 percent efficiency. 
These two considerations are jointly termed the counting-
rate measurement error. This error may be defined for 
both single- and dual-gauge systems, the latter being an 
extension of the former. Figure B-3 shows that this error 
must necessarily depend on the slope of the specific cali-
bration curve of a gauge; because the relative sensitivity 
of a gauge to density is given by (Gardner and Roberts, 
1967) 

S = (1/R)(SR/3p) 	 (B-25) 

in which R is the gauge response, and aR/ap is the slope 
of the calibration curve. The steeper the slope the more 
sensitive a gauge- is to density measurement; thus, the re-
verse must be true for the statistical fluctuations in count-
ing-rate measurement. Denoting the uncertainty in measur-
ing density due to uncertainties in the measurement of 
counting-rate by o-3(p) in pounds per cubic foot (pcf), 
it may be stated that 

( \211 
a(p) 

= 	
r 	

ap 
2(R4) 

--) ] 	
(B-26) 

 aRi 

in which n is one for a single gauge and two for a dual 
gauge, o-(R) is the uncertainty in the measurement of 
the counting-rate itself, and E)plaRi is the inverse of the 
slope of the calibration curve. The terms aplaRi may be 
obtained by differentiating Eq. B-13 with respect to the 
response(s). 

To obtain an expression for o-(R) a rule-of-thumb 
approximation is made. It is assumed that a measured 
counting rate will be within 1 percent of the true mean 
68 percent of the time for most counting systems when a 
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Figure B-3. Dependence on slope of the counting-rate 
measurement error, shown for a hypothetical case. 

total count of 10,000 has been exceeded. This approxi-
mation inherently accounts for limitations in electronic 
counting systems, because, under the ideal systems, o(R) 
will be the square root of the total count, or better than 
1 percent when the total count exceeds 10,000. 

Thus, 

o-(R) = 0.01R, R ~: 10,000 	(B-27) 

when R is the total count. 
When statistical fluctuation in counting rate is the con-

trolling error, the standard deviation of a ratio response 
(measured response to reference standard response) is 
given by 

cr(R1/R3) [o.2 (Ri) v.2 (R)] 1 

R,/R, L R12 + R32 	
= (0.01) iJ2 	(B-28) 

in which R1 is the measured total count, and R is the 
standard reference total count, with both o-(R,) and cr(R8 ) 
defined by Eq. B-27. The ratio response, however, is 
taken for the purpose of minimizing the effects of elec-
tronic gain shift which becomes the controlling error when 
R1 and R3 exceed 10,000 total counts. Thus, when R1 
and R3 are measured within a time span that is small 
compared to the time span of any electronic gain shift that 
is present, they do not have normally distributed errors 
nearly as large as Eq. B-28 would imply. Therefore, their 
ratio may be treated as a single response and Eq. B-27 can 
be considered valid for a ratio response as well as for a 
total count response. The use of Eq. B-27 for ratio re-
sponses becomes more reasonable when it is considered 
that the use of Eq. B-28 would significantly increase 
counting-rate measurement error, yielding no advantage 
in the use of a ratio response. 

The most obvious way to minimize the counting-rate 
measurement error is to make the slope of the calibration 
curve in the density region of interest as steep as possible. 
This result may be accomplished by subtracting back-
ground or by energy discrimination. The former method 
may be used to eliminate contributions to the response 
that are not described by the calibration model such as 
X-rays from lead shielding. This is discussed further in 
"Results and Conclusions." 

Another method of determining the counting-rate mea-
surement error depends on random number sampling. A 
gauge is first calibrated to determine the model constants 
in Eq. B-4. The values for C, P, and density of a labora-
tory standard and the model constants are then substituted 
into Eq. B-4 to determine a back-calculated response. With 
this response as the mean value and a standard deviation, 
o, equal to 0.01R, where R is the back-calculated response, 
a random number is taken from a Gaussian distribution. 
This random number is then related to a new response, 
which is, in turn, used to determine a new density. 

To calculate the counting-rate measurement error on 
the basis of the back-calculated densities, the density dif- 
ference, i5,1 - p j, is determined, where 	is the back- 
calculated density of sample i and Pi) is the calculated 
density of sample i from random number j. The error is 
then calculated from 
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gauge principle (discussed previously). Table B-2 gives 
the results of the recent North Carolina State University 
Workshop-Symposium where the air-gap nomograph cali-
bration, an application of the dual-gauge principle, signifi-
cantly reduced the composition error and thus improved 
over-all gauge performance. Slight reductions in the com-
position error were noted for the air-gap ratio technique 
discussed in detail by Gardner, et al. (1967). 

Another method for reducing this error, evaluated in 
this project, is based on energy discrimination. A plot of 
cross-section (interaction probability) against photon 
energy (Preiss, 1964, and Evans, 1955) shows that the 
photoelectric absorption interaction probability varies 
strongly with energy decreasing to near zero at 0.2 MeV 
for most materials. The Compton scattering interaction 
probability varies only slightly with photon energy and 
is the predominant interaction for energies between 0.2 
and 1 MeV for most materials. With this in mind, it is 
reasonable to assume that discrimination against lower 
energy gamma rays would yield a response only slightly 
affected by photoelectric absorption, thus exhibiting little 
or no composition effect. Results of this approach are 
discussed in "Results and Conclusions." 

cTSR(p) = [ I i •
j (_p5)]z 	

(B-29) 
mn - 1 

in which m is the number of samples, and n is the number 
of random number samplings per sample. 

For the sake of continuity and completeness, the re-
mainder of the random number sampling technique is 
presented. To calculate the composition error on the 
basis of actual densities from the random number sampling 
technique, the density difference, pi  - p, is determined, 
where 	is the actual density of sample i and Pij  is as 
defined previously. The composition error is given by 

°dR(P) =[ 
	

($._..)2]l 	
(B-30) 

mn —i 

in which all symbols are as defined previously. From 
these values calculated on the basis of random number 
sampling and based on the assumption that only counting-
rate measurement error and model fit error constitute the 
composition error the model fit error may be defined as 

°M(P) = [ocR 2 (p) _o jr2 (p)]i 	(B31) 

Composition Error 
Surface-Effect Error 

Composition error is a direct result of the photoelectric 
absortion that increases with increasing atomic number of 
elements in the soil. It may be defined on the basis of 
normal fluctuations about the calibration curve described 
by Eq. B-4, as follows: 

Lv m ( i __pi) 21i 
c(P) = ± 

[' 	m 	], m 4 (B-32) 

in which O(p)  is the composition error in pcf, m is the 
number of samples, pl  is the density of sample i, and 
is the actual density of sample i. When the actual density 
is not known, the average density of all the samples is 
used in place of p and the denominator becomes m - 1 
due to a loss in accuracy. This error may be considered a 
standard error only when two conditions are met: 

The laboratory standards chosen should be repre-
sentative of the density and composition variations found 
in soil. Thus, an optimum set of laboratory standards (as 
described later herein) should be used; these standards 
appear to be statistically representative of compositions 
and densities encountered in the field. 

The approximation must be made that density and 
composition can be considered linear functions of the 
gauge response. 

This approximation results from the use of Eq. B-26. 
The composition error as defined in Eq. B-32 necessarily 
includes the error in the model-fit least-squares method 
and some statistical fluctuations inherent in determining 
the densities; however, it may be assumed that the counting-
rate measurement error may be separately evaluated. 

This error may be reduced significantly by the dual- 

* For actual field use the atomic number to atomic mass ratio of the soil 
varies and must be considered as part of the composition error. 

Soil surfaces are generally rough, warped, or cracked. The 
soil particles are also usually more loosely packed at the 
surface, which leads to a small, but finite, density differ-
ence. The path that an average gamma ray follows from 
source to detector includes this density differential in en-
tering and leaving the soil; thus, the response of a detector 
is usually higher than the true average density of the bulk 
soil would indicate due to less absorption or scattering, 
yielding a density measurement lower than the true density. 
This error in density measurement, known as the surface-
effect error, is a significant one and cannot be directly 
obtained.* It is possible, however, to simulate this error 
in the laboratory by assuming that the density heterogeneity 
at the surface is equivalent to an air-gap of thickness h, 

* It is conceivable that the bottom of a gauge housing could be uneven 
or dented contributing to this effect. 

TABLE B-2 

RESULTS OF NORTH CAROLINA STATE UNIVERSITY 
WORKSHOP-SYMPOSIUM 

AVERAGE 	AVERAGE 	AVERAGE 
GAUGE 	STANDARD STANDARD 

CALIBRATION 	 BIAS 	 ERROR ' 	DEVIATION 

Backscatter* 	+1.52 	3.81 	2.16 
Transmission 	—0.52 	2.60 	0.62 
Air-gap nomograph b + 0.05 	0.16 	0.57 

a Results based on manufacturer's calibrations supplied to Symposium; 
four backscatter gauges were used, while only two transmission gauges 
were used. 

Dual-gauge method outlined herein. 
Definitions of these quantities appear in McDougall, et al (1969). 
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above a smooth sample. The surface-effect error, Ese,  in 
pcf is defined as 

Ese  = I p - p'(h) I 	 (B-33) 

in which p is the density of the sample measured with the 
gauge flush on the sample surface and p'(h) is the density 
measured with the gauge at h air-gap above the surface, 
where h is arbitrarily taken as Mo in. More details con-
cerning the measurement or calculation of this error in-
cluding the determination of the response at h appear in 
the section on "Mathematical Modeling of the Surface-
Effect Error." 

It would appear that if the total path of an average 
gamma ray through the soil could be made long enough 
to make the path through the surface heterogeneity negli-
gible by comparison, the surface-effect error would be 
satisfactorily reduced. This theory may be tested by the 
use of collimation of source and/or detector. Collimation 
is used here to mean the elimination of the transmission 
of gamma rays in all directions by lead shielding save one 
small opening directed into the soil. Collimation reduces 
gamma-ray transport near the surface of the sample in an 
attempt to obtain a response that is more a function of the 
true density from deeper undisturbed soil. In the prototype 
gauge shown in Figures B-16 and B-15 the angles of inci-
dence of the source and detector collimators into the soil 
may be varied in an attempt to obtain a specific average 
path from source to detector that may be related to varia-
tions in surface-effect error. It is recognized, however, 
that gauge response is not primarily a function of once-
scattered gamma rays. The work of Ballard and Gardner 
(1965) bears this out in more detail. 

The possibility of reducing surface-effect error through 
energy discrimination also exists; unfortunately, this dis-
crimination adversely affects the composition error. Be-
cause, on the average, the low-energy gamma rays that are 
detected have been through more of the sample material, 
which usually means they have penetrated deeper into the 
soil, these photons are more representative of the true 
density. In this case, energy discrimination against the 
higher energies would emphasize the lower energy re-
sponse to reduce the surface effect. The use of energy 
discrimination in improving over-all gauge performance 
must depend on the extent of the opposing effects on 
composition and surface-effect errors. Results of the use 
of energy discrimination to reduce surface-effect error are 
discussed in "Results and Conclusions." 

Quality Factor 

The counting-rate measurement error and the composition 
error as defined previously are normally distributed errors; 
however, the surface effect error is not normally distrib-
uted, and combining these three errors into one representa-
tive error to measure over-all gauge performance is diffi-
cult. A method has been developed * that uses these three 
errors and sample volume measured to obtain a quality 
factor, which is a number whose magnitude describes a 

* The quality factor was developed in cooperation with W. L. Dunn 
who had a similar need for measuring gauge performance. 

gauge's over-all performance. The quality factor appears 
to be a promising figure of merit for use in the optimiza-
tion procedure underlying this project. 

A combined normal error, o(p), may be defined as 

cT(p) = [0-02 (p) + 0-32 (p)]l 	 (B-34) 

in which the errors, O(p) and o-8(p), are defined by Eqs. 
B-32 and B-26, respectively. The total error, E, is defined 
as 

E 	Ese  + on(p) 	 (B-35) 

in which Ese  is the surface-effect error defined by B-3 3. 
If a level, L, is defined as the lowest probable total error 
and a range, D, as the difference between the lowest and 
highest probable total errors, then 

L 	E50  - o(p) 	 (B-36) 

D 	[Ese  + o(p)] - [Ese  - a,j(p)] = 2o,,(p) (B-37) 

If by some chance two gauges had the same errors or 
the same level and range, the gauge measuring the greatest 
sample volume would be the preferred gauge. At any rate 
some importance should be placed on measurement vol-
ume. The relationship of detected response to sample 
thickness, x, is given by 

R(x) = R(Oo) 0 - e') 	(B-38) 

in which R(x), the response on a sample of thickness x, 
and R(OD), the response on a sample of effectively infinite 
thickness, are net responses (Gardner and Roberts, 1967). 
An effective sample depth, X, representing the depth to 
which 68 percent of the gamma rays penetrate and are 
detected from, is defined by 

(B-39) 

in which k is the constant from Eq. B-38 determined from 
a least-squares fit for a particular gauge (Gardner and 
Roberts, 1967, and Harland, 1966a). In a similar manner 
an effective sample width, il, may be defined. A volume 
factor may now be defined by 

VF 	0.1 
(xwod) 

+ 0.9 	(B-40) 
288  

in which w0  is a sample width taken arbitrarily as 4 in., 
d is the source-detector separation, and 288 is an arbi-
trarily chosen maximum sample volume based on an 
of 6, w0  of 4, and d of 12 in. The factors 0.1 and 0.9 
are used to force the volume factor into a small range 
from 0.9 for zero volume to 1.0 for 288 cu in. The effect 
of the volume factor will be small due to this range, as 
shown herein. 

The quality factor may now be formulated as 

QF = 2VF [D2  ± L2]-i 	 (B-41) 

in which VF is the volume factor, D is the range, and L 
is the level, all defined previously. The positive sign is 
taken when L is positive; the negative sign, when L is 
negative. The factor of two is used to normalize the 
quality factor to 1.0 when VF is 1.0, E55  is 1 pcf, and 
o(p) is 1 pcf. 
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Evaluation of the quality factor defined previously re-
veals that it is more sensitive to the range than it is to 
the level. For example, suppose two hypothetical gauges 
have the following errors: E55  of +4 pcf and °e(p)  of 
±2 pcf for the first, Ese  of +2 pcf and cr(p) of ±4 pcf 
for the second. For the second gauge a reading is possible 
with zero total error; however, because the range is 8 pcf 
the uncertainty in any measurement is greater than for the 
first gauge. If both gauges had a volume factor of 0.95, the 
quality factors would be 0.425 for the first gauge and 0.245 
for the second, indicating the range dependence. The range 
dependence may be justified even more when one considers 
that greater care of the measurement surface may reduce 
the surface-effect error, thus lowering the level. The range 
dependence is shown in Figure B-4. 

It should be noted that the quality factor is a figure 
of merit, not a true combined error, and is used only for 
rating over-all gauge performance. The definition is some-
what arbitrary and relative and is, therefore, subject to 
possible refinements. 

Gamma-Ray Spectrometry for Energy Discrimination 

Calibration Procedure 
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PC f 
Due to the use of the sophisticated electronic system 
shown in Figures B-12 and B-13, including a multichannel 
analyzer, stringent calibration procedures were required 
to obtain accurate responses between energy levels. The 
emphasis was placed on obtaining reproducible accuracy 
between spectral calibrations. Several steps were taken to 
reduce the various electronic instabilities for each set of 
data taken. The 256-channel pulse-height analyzer was 
found to drift due to electronic instabilities such as gain 
shift about one channel every 4 hr; thus, a new calibration 
spectrum from a 137Cs calibration source was taken at 
3- to 4-hr intervals. Each set of data was accompanied 
by a calibration spectrum, and a computer calibration 
program was used to determine the calibration and the 
responses for various energy discrimination levels. 

The effects of gain shift and dead-time losses were kept 
to a minimum. An upper limit of 5 percent dead-time 
losses was maintained for each measurement. Gain shift 
was controlled in part by the use of the computer calibra-
tion program, limited time of measurement per calibration 
spectrum, and the use of ratio responses as described 
previously. * * Each calibration was made to provide a 
0- to 1-MeV full-scale energy range by setting the 0.662 
MeV 137Cs photopeak at channel 170. Carefully con-
trolled and standardized procedures were performed in 
the taking of all data. Because of its significance, the 
computer calibration program is described here. 

Computer Calibration Pro gram—For each calibration 
spectrum a count time of 1,000 sec was deemed sufficient 
to provide at least 100,000 counts under the 0.662 MeV 
137Cs photopeak. This total count was considered adequate 
to yield an effective Gaussian distribution about the photo- 

* A description of the multichannel analyzer is available to qualified 
researchers on request to the Program Director, NCHRP. 

* * In all cases the responses were normalized to unity for the response 
n magnesium, since its response was usually the highest. 

or E se 

Figure B-4. Quality factor as a function of normal error 
and surface-effect error. 

peak primary energy. It was then assumed that the 10 
channels about the peak channel (11 channels in all) 
could be represented by a parabola, because the entire 
photopeak was generally within 36 to 40 channels (the 10 
channels about the peak channel were well above the 
peak's half-maximum). The complete calibration spec-
trum was read into the computer with paper tape punched 
by a teletype by signal directly from the multichannel 
analyzer. The first and last channel numbers of the 10 
channels about the peak were also part of the program 
input. Using each of the 11 channels as the assumed peak 
channel in turn, a least-squares fit to a parabola was per-
formed using five channels on each side of the assumed 
peak channel and the sum of the squares of the residuals 
for each separate fit was determined. A Fibonacci Search 
Routine (described subsequently) was then used to accu-
rately determine the true peak channel to within at least 
Mo of a channel. This peak channel was considered to 
be at 0.662 MeV; thus, the calibration in KeV per channel 
was accomplished. Using the resulting calibration, the 
pulse-height energies corresponding to the channel num-
bers to the nearest tenth of a channel were determined for 
the various energy discrimination levels. 

A technique described by Gardner and Whitaker 
(1967b) was used to determine the counts in a fractional 
channel. This technique involves linear interpolation of 
counts in the fractional channel. Suppose one desires the 
total counts between 50 KeV and the end of the spectrum; 
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if channel 12.9 corresponds to 50 KeV, then the total 
counts obtained from channels 14 to 256 are simply added 
to nine-tenths of the counts in channel 13. Thus, when 
fractional channels appear at both ends, the simple formula 
for obtaining total counts between the limits is 

(1—f r) Cj +C +1  . . . +Cn _ i +f 2  C. (B42) 

in which 11  is the fraction of the total counts in the first 
channel affected, C C 1  represents the total counts in 
the second channel of the series; and 12  is the fraction of 
the total counts in the last channel affected, C,. This 
equation is used to determine each of the energy discrimi-
nation responses, which are read out of the program to 
the nearest count. Because the calibration computer pro-
gram involves only a simple least-squares fit, use of Eq. 
B-42, and a Fibonacci search routine, the program is not 
described further. A FORTRAN IV printout of the pro-
gram, with an input list and definitions of all input and 
output symbols is available on request to the Program 
Director, NCHRP. The Fibonacci search routine, which 
does not appear to be used commonly, is as follows. 

Fibonacci Search Routine.—The Fibonacci routine lo-
cates a minimum or maximum value of a function in a 
given range by successive elimination of subranges where 
extrema do not exist. The specified range of the search 
must be chosen so that local minima or maxima do not 
exist. The function itself must be known explicitly and 
must be continuous in the specified range. Figure B-S 
shows the technique. 

For the particular case of the calibration computer pro-
gram the values of XL and XU are the first and last 
channels of the 10 channels about the peak channel (chan-
nel number is the independent variable) and the function 
is the sum of the squares of the residuals for the least-
squares fits. 

Read XL, XIJ, DELX 
DELX in the deaited 
accuracy between final 
values of XL and )CU 

XUU5/8 (-U)+)U 
XLL03/8 
New interior limits 
determining regions 

DELF =1 F(XUu)_F(XLL)j 
Is DELF < 0 	 I 

Eliminate region 
between ]0 and )0L 

I5 DELF O 	 i—.r -1 	 .1 

Eliminates region 
between XU and )WU 	 irs (DIFFX-DELX)Q 

XMAX(XUU+XLL) /21  
Value of maximum or 
minimum independent 

variable 

Figure B-S. Fibonacci search routine to find an e,ctreme value 
of F(X) between XL and XV, the lower and upper units of 
the region of interest. 

Energy Discrimination 

The energy discrimination regions were selected on the 
basis of a typical backscattered energy spectrum for a 
typical gauge configuration using the final prototype gauge 
design. Some typical backscattered spectra are shown in 
Figure B-6, where it can be seen that peaks occur near 
80 KeV and 200 KeV (background is included for each 
spectrum). On this basis the following energy regions 
were selected for initial evaluation: full energy range, 
50-1,100, 80-1,100, 90-1,100, 110-1,100, 130-1,100, 150-
1,100, 190-1,100, 210-1,100, 230-1,100, 290-1,100, and 
350-1,100 KeV. These regions, except for the full energy 
range, represent the high-energy regions, because in each 
case low-energy contributions are eliminated. From the 
responses determined for these regions a new set of re-
sponses was obtained which was representative of low-
energy regions: 0-50, 0-809  0-90, 0-110, 0-130, 0-150, 
0-190, 0-2 10, 0-230, 0-290, 0-350 KeV. Finally, two 
medium-energy regions, 90-290 and 150-290 KeV, were 
chosen, providing a total of 25 energy regions covering 
the whole energy spectrum. Owing to the requirement that 
a minimum of 10,000 net counts be obtained for any 
gauge response, only those responses meeting this require-
ment were used for gauge error evaluations. 

Figure B-7 shows the background obtained using the 
stand described in "Experimental Procedure and Results" 
and the redueed speetruni of Figure B-Gd. Some of the 
background response is attributed to the stand and some 
is attributed to the gauge housing. 

It should be clear that the responses for each energy 
region were determined by the computer calibration pro-
gram, thus providing a sound basis for reproducibility. It 
should be noted, however, that, should there be any error 
in the computed value of KeV per channel calibration, 
this error would increase with each channel. This would 
indicate that the lower values of the variable levels of 
each energy region would be more accurate. In the case 
of lower energy discrimination regions this error would 
be insignificant because as the upper level of the region 
increases the count totals increase also, thus keeping the 
error in counts low. However, in the case of high-energy 
regions the error increases as the lower level increases and 
the count totals decrease, magnifying the error. This effect 
is obviated by the fact that no acceptable data were ob-
tained, in general, for regions greater than 210-1,100 KeV 
for the pilot group results in Tables B-3 through B-7. In 
general, this "creeping" calibration error does not affect 
the response determination in the first decimal place of 
the fractional channels. 

Mathematical Modeling of the Surface-Effect Error 

The density heterogeneity at the soil surface may be ap-
proximated by an effectively equivalent air-gap above a 
very smooth sample. This air-gap was arbitrarily taken as 

o in. in order to compare all gauges on the same basis. 
Because response as a function of air-gap height may be 
measured, it is assumed that the surface effect may ac-
tually be mathematically modeled. Such a model would 
eventually lead to a solution for density that would be 
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Figure B-6b. Backscattered spectrum from pilot group 
gauge no. 3 on chalk. 

Figure B-6a. Backscattered spectrum from pilot group 
gauge no. 3 on magnesium 
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Figure B-6c. Backscattered spectrum from pilot group 
gauge no. 3 on limestone. 
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Figure B-6d. Backscattered spectrum from pilot group 
gauge no. 3 on aluminum. 

This equation may be solved according to a technique 
similar to the quadratic solution outlined in Selby (1965). 
Three solutions for x are obtained for each gauge model. 
The procedure from this point has not yet been performed, 
but the predicted procedure is as follows. Three gauge 
models are required because three variables exist. The 
solutions by the cubic method should be compared for 

2400 

82.0 
2000 

0 

independent of surface-effect error. The feasibility study 
that was performed is described as follows. 

A gauge configuration including energy region must 
first be calibrated according to the model of Eq. B-4. 
Responses at various air-gap heights above each labora-
tory standard must be taken. A cubic polynomial, deter-
mined from a Lagrangian polynomial fit (Ralston, 1965), 
is calculated for the four air-gap heights of 0, ¼, ½, 
and 1 in. The model at this point is described by 

R(C, P, x)=C 10—bC1' 0 +Ax2 +Bx2 +Dx3) 
(B-43) 

in which x is the air-gap height in inches; A, B, and D 
are the constants determined from the Lagrangian poly-
nomial fit; and all other terms are as defined previously. 

The constants A, B, and D must necessarily be func-
tions of the variables C and P. A graphical view of these 
constants as functions of C and P indicated that the follow-
ing functional relationships should be tested by least-
squares analysis: 

F1(C, P) = f11 C + 121 P + 131 CP (13-44a) 

F2 (C1  P) = 112 C + 122 P + 132 C2 	(B-44b) 

F3(C, P) = 113 C + 123 P + f33 P2 	(B-44c) 

in which F(C, P) represents any one of the constants A, 
B, or D as a function of C and P, and the f, values are 
least-squares constants. Other functional relationships are 
possible and should be considered. A regression analysis 
approach appears to be applicable in this case. Eq. B-43 
may be rearranged as follows: 

x3 +px2 +qx+r=0 	(13-45) 

in which 

p = BID; 
q = AID; 
r= (1—R')ID;and 

R' = RIC lOa+bC+CP 
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r and osnoity vdLues OS to be new response. Cor- 
each laboratory standard responding density is 

Gauge constants for each gauge calculated using Newton- 
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for background fied number of times for 

I each laboratory standard 

Back-calculated response is 	 Composition error is 
obtained for each laboratory 	 calculated using 
standard from calibration model 	Equation B-30 

Back-calculated density is ob- 	I Counting-rate measure- 
tamed for each laboratory samp1 	meat error is calculated 
by Newton-R.aphson method 	 using Equation B-29 

SUBROUTINE GAUSS 	 i  
Supplies random number from 	[-Model--f- it error is 
an approximated Gaussian dis- 	determined using 
tribution with the back-calcu- Li 	Equation 8-31 
lated response as the mean and j 	(This step was not 
0.01 times the back-calculated 	included in actual 
response as the standard 	I 	program) 
deviation 

Figure B-8. Block diagram of random number sampling 
technique for determining composition error complaints 
for a particular single gauge. 

fined, it is assumed that the block diagram of the method 
in Figure B-8 is sufficient to completely describe the 
technique. 

Single-Gauge Calibration and Error Determination 

50 

Channel number 

Figure B-7. Backscattered spectra from pilot group gauge no. 3 

each gauge model. The solutions should match up for 
each model and those that match from each of the gauges 
should be equated. Thus, the equations in three unknowns 
may be used to eliminate x by equating any two equations. 
A procedure must then be used to solve the two remaining 
nonlinear equations for C by eliminating P. The resulting 
solution should be essentially independent of both surface-
effect error and composition error, because the variables 
controlling these errors are mathematically eliminated. 
This procedure is analagous to the dual-gauge principle 
discussed previously. 

COMPUTER PROGRAMS 

Random Number Sampling Technique for Determining 

Composition Error Components 

To reduce the single-gauge composition error into its 
components, model-fit error, and a variable effect due to 
counting-rate measurement error, a random number sam-
pling technique was developed. This method is restricted 
to use with an optimum set of laboratory standards, as 
discussed previously. With that discussion providing the 
mathematics and terminology and with a copy of the 
actual computer program,*  with input/output terms de- 

Two computer programs were used to calibrate each single-
gauge configuration consisting of the appropriate pilot-
group gauge with accompanying energy discrimination 
region as described in "Experimental Procedure and Re-
suits." Two computer programs were necessary because 
the IBM 1130 computer had limited core storage; this 
computer was used as a matter of convenience. The first 
program was used to calibrate each gauge configuration 
by determining the calibration model constants of Eq. B-4 
and to calculate composition error as defined by Eq. B-32 
and the counting-rate measurement error * * defined by 
Eq. B-26. The second program was used to calculate the 
surface-effect error defined by Eq. B-33, the effective 
sample depth defined by Eq. B-39, and the quality factor 
for the single gauge defined by Eq. B-41. 

In the second program, the response at Yig in. was 
calculated by interpolation from a Lagrangian polynomial 
fit to air-gap height data. Some inherent error exists in 
using a polynomial fit because it is not known how the 
gauge response varies as a function of air-gap height 
between 0- and ¼-in, air gap. It is not reasonable to take 
data at 1/io-in. air gap because the error in determining 
this air-gap height is considerable and the gauge bottom 
may not be even enough to maintain this height over the 
measurement surface. Thus, the polynomial fit was used 
over the range from 0 to 3/4  in. in 1/4-in. increments. 
Another requirement in the evaluation of the surface-effect 
error is that the calibration model maximum response 
must be calculated to ensure that a solution for density 
exists for the response at 1,46  in. In some uses of the 

* Available on request to the Program Director, NCHRP. 	 * * This error is referred to in the program as statistical error. 
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second program the method of bisection was used in place 
of the Newton-Raphson method for calculating the den-
sity for the 1/iD-in. response when the latter method ex-
hibited a self-icpeatiug behavior. 

Combined use of the theory presented in "Theory of 
Gauge Quality Analysis" and the previously referenced 
actual computer programs with the block diagrams shown 
in Figures B-9 and B-lQ should prove sufficient in de-
scribing the analytical and numerical methods of analysis 
as well as the logic. 

Optimum Dual-Gauge Program 

For the purpose of evaluating quality factors for dual-
gauge combinations of the pilot-group single gauges (see 
"Experimental Procedure and Results") a computer pro-
gram was written to evaluate dual-gauge errors and effec-
tive sample depth. Each error was calculated according 
to the definitions in "Theory of Gauge Quality Analysis," 
and both the quadratic solution (Eq. B-13) and the 
Newton-Raphson method were used to solve for density. 
The former method was used in calculating the counting-
rate measurement error, whereas the latter method was 
used for calculating composition and surface-effect errors. 
An alternate method for calculating counting-rate measure-
ment error was provided, mainly for comparison. This 
method involved differentiating Eq. B-4 with respect to 
each response separately and calculating the error using 
Eq. B-26. The volume factor for the dual-gauge is calcu-
lated using the average of the individual dimensions for 
the single gauge. The program is similar in organization 
to the single-gauge programs discussed previously, thus, 
the block diagram for this program is not as detailed as 
the others. The theory presented previously and the refer-
enced actual computer program should complement the 
block diagram in Figure B-li to provide an adequate 
description of the analysis. 

EXPERIMENTAL APPARATUS 

Electronics 

Standard nuclear electronic equipment shown in Figure 
B-13 was used in the data-taking phases of this project. 
Several different systems were employed, each depending 
on the level of sophistication required for the measure-
ments. A complete block diagram of the primary and 
alternate electronic systems carried from detector to final 
output is shown in Figure B-12. A third system consisting 
of detector coupled with photomultiplier, preamplifier, 
amplifier, and discriminator-scaler was used in preliminary 
experiments to check out the prototype gauge designs. A 
complete description of the manufacturer specifications 
for each item of electronic equipment used is available on 
request to the Program Director, NCHRP. In this section 
the performance capabilities and usefulness of each major 
electronic component are described briefly to demonstrate 
the versatility of each component. 

A 1-in.-diameter by ½ -in.-thick Nal (Ti) scintillation 
detector coupled with a photomultiplier was used in every 
experimental measurement taken for this project. The 
scintillation process is described clearly and concisely by 

INPUT: J Back-calculated responses 
Total number of gauges, and densities are determined ' 

discrimination levels, from the calibration model 
and samples 

Compton and photoelectric 
cross sections for each  

rposition error is calcu- sample 
Density 	for each sample lated. 
Responses for each gauge 

at each discrimination 
level for each sample 

Counting-rate measurement Background responses for 
each gauge at each error is calculated using the 
discrimination level quadratic solution for densi-

ty as defined for a single 
gauge by Equation B-13 

Single-gauge calibration 
model constants are calcu- 
lated by a least-squares fit  cards are punched 
of responses to Equation 

[Approprnixte 
containing data to be used as 

5-4 input i 	the second program 

Figure B-9. Block diagram of computer program to calibrate 
a single gauge and calculate composition and counting-rate 
measurement errors. 

INPUT: Flush density is calculated 
Totalnumber of gauges and using Newton-Raphson method 

discriminator levels 
Density, Compton cross section 

and photoelectric cross 
Density for response at 1/16 section for chalk sample 

Air-gap heights in inches inch is calculated using either 
Background responses for the Newton-Raphson method or 

each gauge and discrimina- the method of bisection 
tion level 

Air-gap responses for each 
gauge and discrimination  

Surface effect error is level 
Depth responses on chalk for calculated 

each gauge and discrimina- 
tion level 

Successive depths of chalk 
Effective sample depth is sampled 

Magnesium flush responses calculated 
for each gauge and dis- 
crimination level 

Volume factor is calculated 

Response at 1/16 inch calculated 
by Lagrangian interpolation  

Level, range and quality 
factor are calculated. 

polynomial 

I 
The calculated quality 
factor is compared to 

Maximum response for each cali- _. an arbitrary minimum 
bration model is calculated quality factor 

Figure B-JO. Block diagram of computer program to calculate 
surface-effect error, effective sample depth, and quality factor for 
each single gauge. 

Lyon (1964) and in more detail by Price (1964). The 
description of the scintillation process given here comes 
mainly from Lyon (1964). When gamma rays coming 
from the soil sample enter the Nal (Ti) crystal they may 
produce high-energy electrons from either Compton scat-
tering, photoelectric absorption, or pair production inter-
actions. The electrons resulting from the incoming gamma 
rays cause luminescence in the crystal which is essentially 
proportional to the electron energy over a wide energy 
range. Check-out of the particular detector used in this 
experiment confirmed linearity over the energy range of 
primary significance. The photomultiplier essentially con-
verts the light striking a photocathode to a beam of elec-
trons appearing at the anode (collector). A preamplifier 
is needed to amplify the somewhat "feeble" pulse emanat-
ing from the photomultiplier, and should be placed near 
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INPUT: -_Calculate volume factor 

Total number of samples 
and single gauges 

Density 	Compton and 
calculate maximum responsea photoelectric cross 

sectiona of all labora- 
tory standards 

Source-detector separation 
Calculate dual-gauge aolu- distances 
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Magnesium flush responses, responses and Newton-Raphson 
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and calibration responses 

Calibration model constants 
for ual-gauge solu- 

for each gauge 

 

each gauge 
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each gauge se and Newton 

Effective sample depth for hod 

each gauge 

Determine surface effect 
error and density dif- Calibrate each dual-gauge 

combination according to ference from actual 

dual-gauge principle using density 

Newton-Raphson method 

Determine range, level 
and quality factor Determine dual-gauge I 

composition error 

Determine whether or not I quality factor exceeds Calculate counting-rate mea1 
ment error on chalk plates an arbitrary minimum 

value 

Calculate counting-rate 
measurement error by 
alternate method 

Figure B-li. Block diagram of computer program to analyze 
dual-gauge combinations for quality factors. 

the detector (short cable length) to enable the pulses to 
pass through the high impedance cable to an amplifier that 
further amplifies the pulses to make them compatible with 
the rest of the electronic components. It should be noted 
that a "bonus" exists over Geiger-Mueller tubes in using 
scintillation detectors such as Nal (Ti) in radioisotope 
measurement techniques; they are usually 20 to 40 times 
as efficient in detecting gamma rays, which means a weaker 
source may usually be employed in conjunction with 
scintillation detectors. 

The electronic components just described represent the 
part of the electronic system that is common to each of 
the three individual systems mentioned previously. It 
should be emphasized that this integral part of the elec-
tronic system is essentially linear with incident gamma-ray 
energy which was confirmed for the particular components 
used in this project. 

The discriminator-scaler used in the preliminary experi-
ments described in "Experimental Procedure and Results" 
is a common electronic component in nuclear measure-
ments. It registers all pulses that exceed the voltage setting 
of the discriminator. If the discriminator is used merely 
to eliminate electronic noise pulses, then the scaler is essen-
tially measuring the total number of gamma rays that are 
detected. Similar scaler devices are presently employed in 
existing commercial nuclear density gauges. 

A single-channel analyzer is shown as the main com-
ponent of the alternate system shown in Figure B-i 2. As it 
turned out this device was not employed as often as had 
been planned; however, it was used in conjunction with the 
scaler system used for preliminary experiments to analyze 
the first pilot group of single gauges mentioned in "Experi-
mental Procedure and Results." This device has a "win-
dow" and a lower level setting similar to a discriminator. 
The window width in terms of voltage may be adjusted 
and the lower level may be set so that any energy region, 
as narrow or as wide as desired, may be evaluated for 
total counts. As is the case with any discriminator in 
general, electronic gain shifts are encountered with the 
settings of the single-channel analyzer. 

The multichannel analyzer is the principal component 
in the spectrometry system used as the measurement de-
vice of this project. It has the capability of taking incom-
ing pulses and sorting them into specified energy ranges. 
Thus, when 256 channels are used they represent 256 
divisions of the full energy range, and the resulting spec-
trum is a histogram of counts per channel. This device 
provides rapid and sophisticated data storage that makes 
energy discrimination and energy spectrum studies prac-
tical for the purpose of this project. Although they are 
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Figure B-12. Electronic block diagram for gamma-ray spectrometry system. 



53 

versatile and convenient, some minor problems exist in 
using multichannel analyzer, that may affect results of 
gauge evaluations. These problems include dead time 
losses and electronic gain shift. A mctei was piovided to 
measure dead time losses. Thus, thcsc losses iii effective 
counts were always kept to less than 10 percent, and 
usually less than 5 percent: however, permissible counting 
rates were somewhat controlled by these losses. 

A multichannel analyzer is unique in dead time problems 
due to the use of an analog-to-digital converter which 
essentially takes pulse heights and converts them to a train 
of pulses (Lyon, 1964). Ihere is an initial dead time, as 
in all systems, up to the analyzer, then an additional dead 
time is attached to each channel in sequence: thus, losses 
at higher energies generally are greater than those at lower 
energies. This is not the case with backscattered spectra, 
as shown in Figure B-5, which indicates that backscattered 
radiation is concentrated at low energies. 

Electronic gain shift, which at worst may result in a 
loss of part of the spectrum, was kept to a minimum and 
accounted for by use of a calibration procedure described 
previously. 

Several instruments were employed to obtain the data 
in output form. An oscilloscope was used in all phases to 
display the results of the multichannel analyzer. Some 
spectra were then plotted by an X-Y recorder. A teletype 
using a paper tape punch was employed to yield a type-out 
of each spectrum and a paper tape of each spectrum that 
was eventually read into a computer (IBM 1130) and 
converted to computer cards for more reliable storage. 
Thus, all ilal-i were easily stored for continued usc so that 
all meaningful information can be eventually extracted 
from it. 

The primary system shown in Figure B-12 was also used 
in the mathematical modeling experiments described in 
"Experimental l'rocedure and Results." 

Design of Prototype Gauges 

An initial prototype gauge (Fig. B-14) was designed to 
allow variable source and detector collimatoi auigles into 
the soil. One purpose of this design was to attain variable 
penetration depths of the gamma rays into the soil. Ex-
haustive testing of this prototype, described in more detail 
in "Experimental Procedure and Results," indicated that 
the response versus density relationship was not compatible 
with the calibration model given by Eq. B-4. It was 
decided that this problem was due to the stringent collima-
tion which apparently did not allow for detection of a 
response that was representative of the total gamma-ray 
transport in the sample. A modification of the initial 
prototype (Fig. B-I 3) included a noncolliniated detector 
holder that held the detector flush to the sample surface. 
Testing of the modified prototype resulted in a response 
described by the calibration model of Eq. B-4. On the 
basis of these latter tests, it was decided that the collima-
tors in the initial design were too long, with diameters that 
were too small. The openings of the collimators were also 
too far from the sample surface, which led to unacceptable 
contributions from surface scattering and scattering from 
the gauge housing. The modified version of the initial 

Figure B-13. Panel of electronics used for obtaining 
data. 

Figure B-14. Original prototype gauge design s/lowing 
modified detector holder used in modified version. 

prototype was not intended as a separate prototype to be 
used for subsequent testing; it merely served the purpose 
of pointing out the faults in the initial design. 

On the basis of tests performed by the initial prototype 
and its modified version, a new prototype gauge was 
designed. This new prototype is shown in Figures B-15 
and B-16. In the new design the detector collimator diame-
ter was increased over the initial design and both source 
and detector holders were lowered to within less than 
½ in. from the sample surface. More lead shielding was 
added to the sides of both collimators to reduce the back-
ground, which was a substantial contribution to the re-
sponse of the initial prototype design. With the initial 
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Figure B- 15. Final prototype gauge design. 

prototype it was found that the response varied strongly 
with the proximity of the gauge to laboratory items such 
as concrete walls, and desks; with the new prototype this 
was not a problem as a result of the added sliieldiiig and 
the addition of a smaller horizontal aluminum chassis as 
the gauge housing. 

It is believed that the dimensions of the initial prototype 
design are irrelevant; however, the diniensions of the new 
prototype are available on request to the Program Director, 
NCHRP. Some relevant features of the new design include  

the fact that both source and detector collimators pivot 
about the source point and the detector lace, respectively. 
These two points are on a line parallel to the bottom of 
the gauge and the sample surface. Another relevant fea-
ture of the new protoype is that it has a low center of 
gravity for better handling and stability. 

Preliminary tests of the new prototype confirmed the 
tact that it was satisfactory as a test gauge to aomplish 
the project objectives. One major fault with this prototype 
was revealed: the two collimators could not both be per-
pendicular to the sample surface (00  angles) at the same 
time since the response is not described by Eq. B-4. This 
was not a major problem, because all other conibinations 
of angles proved to yield acceptable results. 

The final prototype design has the capability of varying 
the source-detector separation distance by sliding the 
detector holder along a slide rail. Sources may also be 
interchanged in the source holder; 'Ba, 1300O3  and 137Cs 
sources were available for use. The detector holder was 
designed to hold the particular Nal (Ti) scintillation 
detector described previously. Further discussion of the 
final gauge design and its preliminary testing appears in 
"Experimental Procedures and Results." 

Laboratory Calibration Standards 

As was first confirmed by Gardner and Roberts (1967) 
aud latcr by the North Carolina State University Work-
shop-Symposium (McDougall, 1969), the signhticance of 
a proper set of laboratory calibration standards cannot be 
overemphasized. Some of the properties of optimum lab-
oratory standards are well known (Gardner and Roberts, 
1967) but are included here for completeness. An opti-
mum set of laboratory density standards should be: 

A is the source point 

B is the center of the detector face 	 (inches) 

d is the source-detector separation distance 

Figure B-16. Final prototype gauge design. 
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Homogeneous. 
Stable to ambient conditions such as temperature and 

humidity. 

Statistically representative of the full range of densi-
ties and compositions found in soils. 

Large enough to provide adequate measurement 
volume and smooth enough on the surface to miriifflise 
the surface roughness effect. 

Inexpensive, easily obtainable, and/or easy to pre-
pare, and suited to the type of gauge used. 

Because density and composition are the soil variables 
to be considered, two parameters that provide a quanti- 
tative indication of the relative amounts of Compton 
scattering and photoelectric absorption for a given sample 
are defined as the composition parameter, P' = P/p and 
the scattering parameter. C' = C/p, where P and C are 
given by Eqs. B-3 and B-2, respectively. The box concept, 
described as the minimum number of standards that cover 
the full range of density and composition parameters en-
countered, is presented in detail by Gardner and Roberts 
(1967). Because the scattering parameter is essentially a 
constant, only the deuity and composition parameters 
need to be considered in the choice of optimum standards. 
Aluminum and magnesium represent extreme high and 
low density but low P' clandards, and lime';tonc and chalk 
represent high and low density but high P' standards. 
These standards approximate a "box" when the variables 
are plotted against each other. These four standards cover 
a density range from 110 to 168 pcf and a P range from 
1.6 X 10' to 3.3 x 101, or a factor of 2 in absorption 
capacity. These are all 18 in. X 18 in. in 1-in-thick 
blocks, except for chalk which is a 6-in.-thick block and 
limestone which is a 17 X 14 X 9-in, block. In general, 
the dimensions of these standards represent an effective 
infinite volume; however, in some cases the depth was not 
quite great enough. 

The laboratory in which these standards were used 
presented some problems to the measurements taken with 
the gauges. Proximity of the gauges and standards to 
items such as concrete walls or desks created background 
problems that adversely affected proper gauge evaluation. 
The terrazzo floor presented a major problem also. For 
a gauge 6 ft above the te, i asso floor with nothing between 
the gauge and the floor the background was a factor of 
10 less than that of a similar geometry 2 ft off the floor. 
Thus, it was necessary to build a 6-ft stand on which 
depth measurements and background counts would be 
taken. A similarly structured stand only 2 ft off the floor 
was constructed as a sample holder because tables and 
wooden benches proved inadequate as sample holders. 
The stands used are shown in Figure B-17.1' 

Six months expired before the extraneous laboratory 
problems were solved, so the necessity of preliminary 
measurements and proper location of laboratory standards 
is apparent. 

Figures B-13, B-14. B-15, and B-li do not show each apparatus as it 
was actually used in the project; i.e., the arrangement shown was desig-
nated only for photographic purposes. 

-. 

. 	: 

.. 

ii Tr±' 
Figure B-I 7, Laboratory standards and background 
stand. 

EXPERIMENTAL PROCEDURE AND RESULTS 

Preliminnry Expeiiuiiwits 

Preliminary experiments include measurements taken to 
check out prototype gauge designs and laboratory equip-
ment for acceptability prior to using them in the primary 
experiments. These measurements consumed a consider-
able amount of time due to laboratory changes that were 
necessitated by background problems. These preliminary 
experiments included those mentioned in the previous sec-
tion to check the capabilities of the electronics and proto-
types and a preliminary graphical look at energy discrimi-
nation using only data accumulated with a variable lower 
discriminator and scaler. 

Check-out of the initial prototype gauge described pre-
viously eliminated most design and laboratory problems. 
Backgiouiid problems plagued the experiments from the 
onset, as the initial prototype was not adequately shielded. 
This discovery led indirectly to some laboratory innova-
tions, which included: 

I. Construction of an iron rack (Fig. B-17) to hold 
the laboratory standards. This rack was designed with as 
little structural material as possible, to reduce background. 

Placement of the thicker limestone standard off the 
rack so that the surface of all standards would be the same 
distance off the floor, thus minimizing contributions to 
background from adjacent samples. 

Construction of a tall iron rack (Fig. B-I) to enable 
background and less than saturation thickness measure-
ments to be taken. Ideally, a background count should be 
taken far from any material; however, in the laboratory 
it was found that taking the background counts 6 ft off 
the terrazzo floor reduced most background responses to 
less than 10 percent of the backscattered response, includ-
ing a small contribution from the iron stand. 

These three innovations, in addition to situating the sample 
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holder away from any walls or other objects, virtually 
eliminated all background problems. 

Response versus density measurements were taken with 
the initial prototype design with the results discussed pre-
viously. On the basis of these tests a new prototype gauge 
was designed, as described previously. Response versus 
density measurements were then taken with this new de-
sign and a graphical view of energy discrimination effects 
was accomplished. At the full-energy range, the response 
versus density plot showed two parallel straight lines of 
the low-atomic-number and high-atomic-number stan-
dards. As the discriminator setting was incrementally varied 
on the scaler and new responses were obtained, the two 
individual lines approached each other until, at about 190 
KeV, they became one straight line. This trend was 
noticed in conjunction with a corresponding flattening of 
the slope of these lines (increasing counting-rate measure-
ment error). Thus, at first glance, energy discrimination 
appeared to reduce the composition effect, but the count-
ing-rate measurement error was increased. Nothing could 
be said at this stage about the effect of the energy dis-
crimination on the surface-effect error. This glimpse at 
the use of energy discrimination as a gauge parameter was 
sufficient to confirm earlier beliefs that a more detailed 
investigation was required. 

Some additional measurements with the new prototype 
design were taken, such as air-gap and thickness Ineasule-
ments, background to response ratio, and backscattered 
spectra. These measurements checked out according to 
theory. On the basis of these preliminary experiments, the 
new prototype gauge design and its associated electronics 
as well as the laboratory environment were considered 
totally acceptable for use in accomplishing the objectives 
of the project. 

Pilot-Group Experiments for Single Gauges 

Because of the unlimited number of gauge parameter set-
tings that is possible with the new prototype gauge design 
described previously, the pilot-group concept was used to 
effectively sample the whole range of single gauges exclu-
sive of energy discrimination levels. Two pilot groups 
were chosen; however, the second pilot group is the only 
one to be discussed due to equipment incompatibilities 
encountered with the initial pilot group. The single-gauge 
parameters chosen are given in Table B-8 for the second 
pilot group. These particular parameters were chosen on 
the basis of covering the full range of source-detector 
separation distances, source and detector angles, counting 
rates, and slopes of individual calibration curves based on 
the calibration model given by Eq. B-4. 

Each single-gauge combination of parameters was evalu-
ated for each of the major errors described in "Theory of 
Gauge Quality Analysis," the effective sample depth, the 
quality factor and for each of 25 separate bnergy dis-
crimination regions, classified as being either low-, me-
dium-, high-, or full-energy ranges. The methods employed 
to evaluate these quantities are described in previous 
sections; the computer programs are available on request 
to the Program Director, NCHRP. The complete results  

of the second pilot group evaluation are given in Tables 
B-3 through B-9. 

Only one source, 137Cs, was chosen for the pilot group 
analysis; this was because maximum calibration possible 
with the ND-512 multichannel analyzer was only 1.10 
MeV full scale without lowering the detector voltage to 
an unacceptable level, which excluded the use of 60Co 
(average energy 1.25 MeV). The only other source avail-
able was a low-energy 13313a, which yielded insufficient 
counting rates. Examination of the backscattered spectra 
in Figure B-6, made using the new prototype gauge design, 
shows that all significant data fall well below 1.0 MeV; 
however, the experiments were run on the basis of having 
the calibration high enough to contain the primary photo-
peak of the source to check direct transmission responses 
through the shielding. 

It should be noted that the definitions of the parameter 
values on the gauge were not precise, but were reproduci-
ble because the gauge settings were not changed or moved 
during testing. Thus, a 450  source angle is not to be 
construed as being exact, but, instead, as being an approxi-
mate angle significantly different from one of 15° or 30°. 
These criteria apply to all variable parameters, although 
care was taken to be as precise as possible. 

Close examination of the results of the second pilot 
group indicate large variations with gauge parameter set-
tings, thus verifying the validity of the pilot group sam-
pling technique. It is recognized that a larger number of 
pilot groups would have been even more representative of 
true gauge performance; however, sufficient information 
was obtained to provide conclusive results of variation of 
errors with gauge parameters. 

The data taken for analysis of the second pilot group 
included normal flush responses of the gauge on each of 
the four laboratory standards described previously. The 
counting-rate measurement error for the second pilot-group 
analysis was determined by Eq. B-26 on the basis of the 
flush counts on the four laboratory standards. The surface-
effect-error evaluation was based on air-gap data taken at 
¼, ½, and 3/4  in. on chalk plates using a polynomial fit 
to interpolate for the 1Ao-in. response. Chalk was chosen 
over the other samples on the basis of its composition 
dependence and rough surface. The surface-effect error 
was not averaged over all four laboratory standards be-
cause of the amount of data necessary to do so. Back-
ground and calibration responses accompanied each data 
set that encompassed 3 to 4 hr of counting time. The 
counting time of 1,000 sec, live time, for each response of 
the second pilot group, was chosen on the basis of prelimi-
nary experiments that indicated this counting time would 
yield 10,000 counts for most of the energy discrimination 
regions. Because of the gain shift problem described pre-
viously, this counting time appeared to be the optimum. 

Results of the first pilot-group analysis are not reported 
even though they indicated improvements over existing 
gauges. These results were obtained under less dependable 
conditions than those for the second pilot group. Further-
more, the results of the second pilot group provided enough 
information to establish trends for gauge responses taken 
under various conditions. 
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Results for the second pilot group are given in Tables 
B-i through B-9. Tables B-i through B-7 give individual 
single-gauge results for each configuration of the pilot 
group. Table B8 is a summary of the best values obtained 
for each single gauge under each of the three errors, effec-
tive sample depth, quality factor, and energy region for 
each result. Table B-9 is a summary of results for the 
random number sampling technique (described previously) 
to determine the counting rate and model fit components 
of the composition error. 

Dual-Gauge Experiments 

The dual-gauge principle was applied to the second pilot 
group, just described. A sampling process was necessary 
to reduce the number of dual-gauge combinations to a 
reasonable number. Each single gauge described by Table 
B-8 for the second pilot group was used in four energy 
regions: 0-1,000 KeV or full-energy range, 0-210 KeV or 
low-energy region, 150-290 KeV or medium-energy region, 
and 150-1,000 KeV or high-energy region. No particular 
criterion was used to select the energy region; however, 
the regions chosen appeared to best represent the gauges 
in the general regions of low, medium, and high energies. 
This sampling process yielded 20 single gauges to be com-
bined with each other to yield a total of 190 dual-gauge 
combinations. For example, the first single gauge of 45° 
source angle, 45° detector angle, 4-in, separation, and 
energy region 0-1,000 KeV would be combined with the 
second single gauge of 30° source angle, 45° detector 
angle, 4.5-in, separation, and 150-290 KeV energy region 
and each of the remaining 18 similarly defined single 
gauges to yield dual-gauge combinations. 

The dual-gauge combinations were evaluated using the 
previously referenced appropriate computer programs and 
by the theory presented previously in "Dual-Gauge Prin-
ciple." The purposes of these evaluations were to deter-
mine the optimum dual-gauge design of the new prototype 
gauge design described previously and to determine 
whether the dual-gauge principle was effective in reducing 
the surface effect error to acceptable levels.* 

The data taken for these dual-gauge experiments were 
the same as the data taken for the second pilot group 
described previously. Other than the application of the 
dual-gauge principle to the calculation of the composition 
and surface-effect errors, the main difference between the 
dual-gauge analysis and the single-gauge analysis was in 
the determination of the counting-rate measurement error, 
which was calculated only for chalk response in the dual-
gauge analysis. The choice of chalk as the only standard 
was based on conserving computer time and experiment 
time, which was accomplished because chalk was already 
being used for surface-effect-error determination. The vol-
ume factor for each dual-gauge combination was calcu-
lated on the basis of averaging each dimension of the two 
single gauges and obtaining an average volume factor. 

Dual-gauge results are given for the second pilot group, 

* W. L. Dunn, one of the researcher's co-workers on the project, has 
completed his research, which was concerned primarily with gauge optimi-
zation using the dual-gauge principle. The objective of the researcher in 
using the dual-gauge principle was aimed primarily at reducing the surface-
effect error. 

in Tables B-10 through B-13. Table B-10 gives the results 
of the ten best dual-gauge combinations, based on quality 
factors; each of the other tables gives the ten best dual 
gauges under each error; the purpose of this tabulation is 
to search for trends. 

Mathematical Modeling of the Surface-Effect Error 

Using the final prototype gauge design and the primary 
electronic system discussed previously, a full set of data 
was taken for the purpose of mathematically modeling 
the surface-effect error. Data included normal flush re-
sponses and air-gap responses at 0, ¼, ½, and 1 in. on 
each laboratory standard. The same calibration procedure 
and method for obtaining energy discrimination region 
responses were used as described for the other experiments. 
Only one gauge configuration was used: 30° source angle, 
450 detector angle, 4.5-in, source-detector separation, and 
a 137Cs source. More gauge configurations should be used 
to refine the techniques and provide an indication of the 
sensitivity. Each energy discrimination region response 
was calibrated for the model constants and for the poly-
nomial fit constants. These latter constants were then fit, 
in turn, to all of the functions given by Eq. B-44 by least-
squares techniques. Unfortunately, this was as far as the 
project had progressed; the results of the project to this 
point are discussed in "Results and Conclusions." 

RESULTS AND CONCLUSIONS 

Pilot Group Experiments for Single Gauges 

Results of the second pilot group indicate some significant 
trends that verify theoretical suppositions. Some unex-
pected results also appeared but can be explained on the 
basis of the optimization procedure. Tables B-3 through 
B-8 give the acceptable results for the five single gauges 
in the pilot group. Results for energy discrimination levels 
at the extreme low and high ends are not acceptable. At 
the low end, such as 0-50 or 0-80 KeV, the X-rays resulting 
from the lead shielding comprise a significant part of the 
response; thus, relatively small counting rates due to back-
scattered gamma rays are detected yielding unreliable 
results. At the high end, such as 290-1,000 or 350-1,000 
KeV, the counting rates are too small and contain large 
direct transmission contributions. At these extreme dis-
crimination levels the slope of the calibration curve is 
poorly defined and, in particular, at the high levels, the 
surface-effect error is too large to be calculated. In gen-
eral, each gauge has at least 20 discrimination levels with 
acceptable results, except for the first gauge, Table B-3, 
which exhibited difficulties for all high-energy discrimina-
tion levels. 

Examination of the backscattered spectrum and back-
ground spectrum in Figure B-7 shows that background is 
a higher percentage of total response in certain regions 
(low and high). This fact may have influenced the poor 
results obtained for very low- and very high-energy dis-
crimination regions. (All gauge responses used to evaluate 
the errors are net responses, except in the case of evalu-
ating counting-rate measurement error where the gross 
count ratio is required.) 
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TABLE B-3 

RESULTS FOR PILOT GROUP NO. 2, SINGLE GAUGE NO. 1 
(45° SOURCE ANGLE, 45° DETECTOR ANGLE, 4-IN. SOURCE-DETECTOR 
SEPARATION, 137CS SOURCE) 

COUNTiNG 
COMPOSITION RATE MEA- EFFECTIVE SURFACE- 

ENERGY 	 ERROR SUREMENT SAMPLE EFFECT 	QUALITY 
RANGE 	 (PCF) ERROR (PCF) DEPTH (IN.) ERROR (PCF) 	FACTOR 

0-80 2.81 3.69 3.37 11.5 0.193 
0-90 3.86 6.37 3.38 12.4 0.174 
0-100 5.07 -° 3.28 14.7 0.143 
0-110 6.18 10.13 3.13 15.8 0.128 
0-150 4.26 7.78 3.02 16.9 0.131 
0-190 3.58 6.92 2.84 19.6 0.114 
0-210 3.23 6.30 2.77 20.4 0.109 
0-230 2.55 4.86 2.70 19.2 0.115 
0-290 1.66 3.36 2.52 17.4 0.124 
0-350 2.43 4.09 2.47 25.3 0.086 

90-290 1.26 3.02 2.14 22.9 0.092 
150-290 0.73 2.30 1.71 17.3 0.120 

0-1000 2.87 4.74 2.46 -' 
50-1000 2.90 4.96 2.44 - - 
80-1000 2.79 5.11 2.20 - - 
90-1000 2.64 4.48 2.10 - - 

110-1000 2.30 3.91 1.94 - - 
130-1000 2.51 3.78 1.83 - - 
150-1000 2.39 3.73 1.73 - - 
190-1000 2.59 3.39 1.67 - - 
210-1000 2.80 3.34 1.67 - 

° No value calculated because response at la above response was higher than maximum response on calibra-
tion curve. 

Errors too high to be calculated using definition in "Gauge Errors." 
° Quality factors not calculated due to no surface-effect errors available. 

TABLE B-4 

RESULTS FOR PILOT GROUP NO. 2, SINGLE GAUGE 
NO. 2 (30° SOURCE ANGLE, 45° DETECTOR ANGLE, 
41/2 -IN. SOURCE-DETECTOR SEPARATION, '37CS 
SOURCE) 

o(p) 	o(p) 	I 
(KeY) 	(PCF) 	(PCF) 	(IN.) 	(PCF) 	QF 

0-80 2.45 1.61 3.54 6.80 0.306 
0-90 2.94 1.85 3.68 7.93 0.260 
0-110 2.63 2.10 3.59 8.19 0.262 
0-130 2.21 2.11 3.39 8.56 0.258 
0-150 2.25 2.12 3.26 9.17 0.242 
0-190 2.03 2.08 3.08 9.48 0.236 
0-210 1.79 2.01 2.99 9.26 0.241 
0-230 1.75 1.90 2.91 9.00 0.248 
0-290 1.63 1.75 2.73 9.04 0.247 
0-350 1.73 1.90 2.69 9.72 0.230 

90-290 1.15 1.74 2.34 9.77 0.224 
150-290 1.18 1.46 1.93 8.67 0.255 

0-1000 1.80 1.98 2.69 10.70 0.208 
50-1000 1.67 1.99 2.68 10.80 0.206 
80-1000 1.53 2.10 2.47 13.13 0.167 
90-1000 1.32 204 2.32 13.02 0.167 

110-1000 1.35 1.95 2.14 13.32 0.163 
130-1000 1.49 1.92 2.07 13.78 0.158 
150-1000 1.35 1.88 1.97 13.67 0.158 
190-1000 1.44 1.84 1.86 14.55 0.149 
210-1000 1.82 1.92 1.87 18.24 0.119 

,
Symbols used to denote column headings are equivalent to headings 

in Table B-3. 

TABLE B-S 

RESULTS FOR PILOT GROUP NO. 2, SINGLE GAUGE 
NO. 3 (15°  SOURCE ANGLE, 15° DETECTOR ANGLE, 
43/4 -IN. SOURCE-DETECTOR SEPARATION, 137CS 
SOURCE) 

AE 	 o(p) 	s(p) 	V 	E, 
(KeV) 	(PCF) 	(PCF) 	(IN.) 	(PCF) 	QF 

0-90 1.89 1,45 594b 2.72 0.516 
0-110 1.39 1.53 5.64 2.53 0.664 
0-130 1.37 1.58 5.30 2.70 0.655 
0-150 1.20 1.56 5.08 3.70 0.577 
0-190 1.00 1.45 4.82 3.85 0.574 
0-210 0.83 1.37 4.71 3.80 0.588 
0-230 1.03 1.36 4.52 4.01 0.552 
0-290 1.35 1.47 4.25 4.29 0.501 
0-350 1.39 1.50 4.22 4.43 0.485 

90-290 1.04 1.50 3.53 5.29 0.423 
150-290 1.63 1.35 2.92 5.30 0.408 

0-1000 1.45 1.52 4.20 4.41 0.482 
50-1000 1.49 1.53 4.14 4.29 0.489 
80-1000 1.24 1.60 3.63 5.42 0.412 
90-1000 1.16 1.56 3.46 5.56 0.402 

110-1000 1.44 1.51 3.17 6.24 0.357 
130-1000 1.54 1.45 2.98 6.61 0.337 
150-1000 1.85 1.45 2.79 5.82 0.369 
190-1000 2.83 1.75 2.34 7.90 0.263 

° Symbols used to denote column headings are equivalent to headings in 
Table 8-3. 

Effective sample depths approaching 6.0 in. are doubtful because the 
samples are only 6.0 in. deep. 



TABLE B-6 

RESULTS FOR PILOT GROUP NO. 2, SINGLE GAUGE 
NO. 4 (30° SOURCE ANGLE, 15° DETECTOR ANGLE, 
51/2-IN. SOURCE-DETECTOR SEPARATION, 137CS 
SOURCE) 

AE 	 oo(p) 	o(p) 	y 	E,0 
(KeV) 	(PcF) (PcF) (IN.) (PcF) QF 

TABLE B-7 

RESULTS FOR PILOT GROUP NO. 2, SINGLE GAUGE 
NO. 5 (45° SOURCE ANGLE, 45° DETECTOR ANGLE, 
6-IN. SOURCE-DETECTOR SEPARATION, CS 
SOURCE) 

AE 	 u0 (p) 	 o(p) 	Y 	E,0 
(KeV) 	(PcF) (PcF) (IN.) (PcF) QF 

0-80 3.18 2.01 5.93 3.69 0.313 0-80 1.39 0.99 4.73 6.14 0.364 
0-90 3.39 2.38 5.45 3.93 0.294 0-90 1.61 1.05 4.56 6.30 0.352 
0-110 3.61 2.67 5.07 3.31 0.277 0-110 1.37 1.09 4.33 6.57 0.340 0-130 3.54 2.72 4.77 3.70 0.282 0-130 1.50 1.10 4.08 6.80 0.329 
0-150 3.29 2.59 4.54 3.98 0.302 0-150 1.32 1.10 3.87 6.84 0.327 
0-190 2.15 2.02 4.37 4.17 0.421 0-190 1.11 1.12 3.59 6.88 0.324 0-210 1.89 1.81 4.24 4.02 0.461 0-210 1.05 1.11 3.52 6.85 0.324 
0-230 1.93 1.80 4.01 4.13 0.450 0-230 0.99 1.08 3.49 6.73 0.329 
0-290 2.13 1.98 3.68 4.44 0.412 0-290 0.83 1.04 3.24 6.60 0.333 0-350 2.15 2.01 3.65 4.52 0.407 0-350 0.88 1.09 2.96 7.09 0.310 

90-290 1.66 1.88 2.87 4.84 0.435 90-290 0.47 1.04 2.62 6.85 0.310 150-290 1.16 1.51 2.28 4.79 0.464 150-290 0.22 0.96 2.20 6.21 0.333 
0-1000 2.12 2.01 3.64 4.56 0.409 0-1000 0.92 1.11 2.87 7.38 0.298 50-1000 1.98 2.04 3.54 4.55 0.423 50-1000 1.00 1.13 2.82 7.44 0.297 80-1000 1.71 2.04 2.94 5.20 0.409 80-1000 0.71 1.16 2.29 8.21 0.262 90-1000 1.63 1.92 2.82 5.06 0.422 90-1000 0.57 1.15 2.13 8.30 0.256 110-1000 1.42 1.77 2.58 5.53 0.401 110-1000 0.58 1.14 1.79 8.37 0.254 130-1000 1.24 1.63 2.37 5.25 0.424 130-1000 0.33 1.14 1.38 8.50 0.244 150-1000 1.10 1.55 2.18 5.09 0.439 150-1000 0.35 1.14 1.51 8.74 0.237 190-1000 1.98 2.01 1.34 6.35 0.339 190-1000 0.48 1.11 1.34 8.94 0.235 

210-1000 0.53 1.14 1.27 9.86 0.213 
° Symbols used to denote column headings are equivalent to headings 230-1000 0.52 1.26 1.93 15.36 0.134 in Table B-3.  

° Symbols used to denote column headings are equivalent to headings 
in Table B-3. 

TABLE B-8 

SUMMARY OF RESULTS FOR PILOT GROUP NO. 2 

GAUGE SOURCE DETECTOR SOURCE-DETECTOR 
NO. ANGLE (°) ANGLE (°) SEPARATION (IN.) SOURCE 

(a) Gauge configurations 
1 45 45 4 7Cs 
2 45 30 41/2  137Cs 
3 15 15 43/4  137Cs 
4 15 30 51/2  137Cs 
5 45 45 6 

GAUGE LOWEST LOWEST HIGHEST LOWEST HIGHEST 
NO. E,/DISC oo(p) /DISC It/DISC a (p) /DISC QF/DISC 

(b) Best results b  

1 11.53 0.73 3.38 2.30 0.193 
0-80 150-290 0-90 150-290 0-80 2 6.79 1.15 3.68 1.46 0.306 
0-80 90-290 0-90 150-290 0-80 3 2.53 0.83 5.94 1.35 0.664 

0-110 0-210 0-90 150-290 0-110 4 3.31 1.10 5.93 1.51 0.464 
0-110 150-1000 0-80 150-290 150-290 5 6.14 0.22 4.73 0.96 0.364 
0-80 150-290 0-80 150-290 0-80 

° The discriminator settings are given below each value. 
Units for each column and discriminator settings same as for Tables B-3 through B-i 
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Results of the random number sampling technique for 
determining the make-up of the composition error are 
given in Table B-9. These results clearly show that the 
counting-rate measurement error contributions and the 
model fit error contribution to the composition error may 
be accurately extracted. Note in Table B-9 that the values 
of o 8R(p) compare very well to the values for o-8 (p), the 
mean percentage difference being 4.5 percent. This result 
was to be expected because these are the same errors based 
on the rule of thumb given by Eq. B-27 by two different 
methods. The next comparison is between the values for 
STM(p) and o-0(p). The mean percentage difference be-
tween these values is 7.6 percent, also indicating a good 
correlation. It is also significant that both oM(p) and 
o-6 (p) vary in the same manner, having minimum values 
at the same discriminator level. No correlation should be 
made between the values of oc(p) and OCR(p),  because 

cR(P) is calculated on the basis that the back-calculated 
density from the calibration model is the mean value. 

From these results it may be concluded that for the 
most part o(p) is only the error in the model fit, with a 
slight interference from the counting-rate measurement 
error. The strongest effect of the counting-rate measure-
ment error appears at discriminator levels 0-190 and 0-210 
where the values are so small that the effect may be 
magnified due to less accuracy in the calculations. It must 
be noted that this analysis is based on the laboratory 
standards of known composition, so that in actual field 
measurements the variation in the ratio of atomic number 
to atomic mass along with uncertainties in knowing the 
soil composition contribute to the composition error. 

Surface-effect and composition errors * show a wide 
range of values from low, favorable results to high, un-
favorable results. Thus, these errors can be reduced sig-
nificantly by optimum choice of parameters. The same is 
not totally true for counting-rate measurement errors, 
because they do not seem to decrease to acceptably low 
levels; i.e., less than 1 pcf. Counting-rate measurement 
errors are high at both low-energy regions and high-energy 
regions, and are optimum in the medium-energy range. 
The reason for this appears to be that the slope of the 
calibration curve is best (steepest) when only true scattered 
radiation comprises the gauge response. At low-energy 
regions, the lead X-rays contribute to flattening the cali-
bration curve, and at the high end the direct transmission 
contributions tend to do the same; thus, when these effects 
are discriminated the slope is steepest, resulting in the 
lowest counting-rate measurement errors. This explanation 
would not be true if net responses were used to determine 
the counting-rate measurement error; in this case one 
could only expect that the calibration curve would be 
steeper at the lower energy region because photoelectric 
absorption is the predominant interaction. As a specific 
example, note that in Table B-6 the counting-rate measure-
ment error varies from a high of 2.72 pcf for the region 
0-130 KeV to a low of 1.51 pcf for 150-290 KeV, a 
medium-energy range. Generally, the values for the high-
energy regions are lower than those for the low-energy 

* The term composition error used in this Section includes the model fit 
error and a relatively minor effect of counting-rate measurement error dis. 
cussed previously. 

regions, probably because direct transmission contributions 
have less effect than the lead X-rays, and also due to 
background effects. 

The variation of the surface-effect error should be 
analyzed in conjunction with variations in effective sample 
depth to evaluate the effect of collimation. In all cases the 
surface-effect error decreases as the effective sample depth 
increases. In Table B-4, note that the surface-effect error 
at discriminator level 0-100 KeV is 8.2 pcf, with a cor-
responding effective sample depth of 3.59 in. At 0-190 
KeV the surface-effect error has increased to 9.5 pcf, while 
the effective sample depth has decreased to 3.08 in. Both 
of these changes were about 15 percent, indicating a pro-
portionality between changes in surface-effect error and 
effective sample depth. 

The magnitudes of both surface-effect error and effec-
tive sample depth are significant in that the best values 
obtained from Tables B-3 through B-7 and summarized in 
Table B-8 are two or more times better than values re-
ported for commercial gauges. From Table B-S the lowest 
surface-effect error is 2.5 pcf, which, when compared to 
the lowest value obtained for a commercial gauge at the 
North Carolina State University Workshop of about 6 pcf 
(McDougall, 1969), is a significant improvement. The 
corresponding effective sample depth of 5.9 in. from Table 
B-S is more than double the best value reported by Gardner 
and Roberts of 2.3 in. The next step in analyzing these 
results is to compare magnitudes between the gauges and 
their amount of collimation. 

Table B-S gives results for a gauge with small angles of 
incidence for both source and detector collimators. This 
gauge was designed to provide a response which contains 
a large contribution of gamma rays that penetrate to 
larger depths. When the surface-effect errors and effective 
sample depths from Table B-S are compared to those of 
the other tables, for gauges with smaller contributions of 
gamma rays from large depths, they are generally much 
better. Thus, it can be concluded that collimation and 
angle of incidence of source and detector collimators into 
the soil are parameters that provide a significant improve-
ment in the surface-effect error and in the effective sample 
depth. 

Very encouraging results were obtained for composition 
error considering that the dual-gauge principle, developed 
specifically for minimizing composition error, was not used 
in the single-gauge analysis. Each single-gauge configura-
tion had reasonably low composition errors, as given in 
Table B-8. However, Tables B-3 through B-7 show that 
the magnitudes of these errors depend not only on the 
energy discrimination region, but also on the other gauge 
parameters such as collimation and source-detector sepa-
ration, as well as on the slope of the calibration curve. No 
specific trend is noted with any particular parameter; thus, 
it is assumed that the optimization procedure can be used 
to obtain reasonable values for composition error. One 
notable correlation between counting-rate measurement 
error and composition error is that, in general, as counting-
rate measurement error increases (or decreases) in magni-
tude from gauge to gauge in the same energy region, the 
composition error also increases (or decreases), indicating 
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that the slope of the calibration curve is a significant fac-
tor to optimize. 

Regarding energy discrimination as an individual pa-
rameter, one significant result can be noted: the best 
value for each error, effective sample depth, and quality 
factor, for each gauge, is obtained for an energy region 
other than the full-energy range. In other words, energy 
discrimination results in a significant improvement in both 
the individual criteria, and in the quality factor, or over-all 
gauge performance. In Table B-5 compare the best value 
under each column to the value of 0-1,000 KeV, which 
represents the full-energy range. The lowest composition 
error of 1.1 pcf at 150-1,000 KeV is about half the value 
of 2.1 pcf at 0-1,000 KeV. Similarly, a factor of about 
one-third improvement in surface-effect error and effective 
sample depth at 0-110 KeV over those at 0-1,000 KeV is 
noted. Finally, the quality factor of 0.46 at 150-290 KeV 
is preferred over the value of 0.41 for the full-energy 
range. Similar generalities can be observed for each of 
the other gauges except Gauge No. 1, Table B-3, because 
not enough information is available. 

Energy discrimination should prove advantageous in re-
ducing composition and surface-effect errors and in in-
creasing effective sample depth. Unfortunately, different 
energy regions are required to accomplish improvement in 
these quantities individually. Tables B-3 through B-7, and 
in particular Table B-8, show the surface-effect error and 
effective sample depth to be optimum at low-energy re-
gions as was expected from the concepts presented previ-
ously in "Gauge Errors." The composition error is lowest 
in the high-energy region for only one out of the five 
gauges, a surprising result. Three of the other four gauges 
have their lowest composition errors in the medium-energy 
range and one gauge has the lowest composition error in 
the low-energy range. These results do not confirm the 
concept outlined in "Gauge Errors" that the high-energy 
regions tend to minimize the composition effect. This does 
not mean, of course, that the theory is not true or well-
founded, but only that these results do not confirm the 
theory. A possible explanation for this result would be 
that collimation emphasizes the detection of gamma rays 
that are scattered deeper within the soil, which, in itself, 
results in more low-energy gamma rays. Discrimination at 
the higher levels thus tends to adversely affect the slope 
of the calibration curve by neglecting the strongest com-
ponent of gauge response, leading to an increase in compo-
sition error, or at best only a moderate decrease. This 
fact is pointed out in "Experimental Procedure and Re-
suIts." The gauge with the lowest composition error in the 
high-energy region was Gauge No. 4, Table B-6, which 
had a large source-detector separation of 5.5 in. and a 
high counting rate. In this gauge discrimination probably 
did not remove a high percentage of useful counts at the 
higher energy levels, judging from the scattered energy 
spectrum. 

The effect of energy discrimination on the counting-rate 
measurement error is discussed earlier herein; only the 
quality factor is to be considered. The change in magni-
tude of the surface-effect error, exhibited in the level of the 
quality factor, combined with the change in magnitude of 

TABLE B-9 

RESULTS OF RANDOM NUMBER SAMPLING 
TECHNIQUE FOR DETERMINING COMPOSITION 
AND COUNTING-RATE MEASUREMENT ERROR 
FOR PILOT GROUP GAUGE NO. 3 

DISCRIMINATOR 
LEVEL 
(KeV) 

o(p) 
(PcF) 

o,R(p) '  

(PcF) 
o(p) 
(PcF) 

oa(p' 
(PcF) 

o(p) 
(PcF) 

0-90 1.89 2.19 1.45 1.12 1.88 
0-110 1.39 2.16' 1.53 1.50" 1.55" 
0-130 1.37 2.02 1.58 1.51 1.34 
0-150 1.20 1.89 1.56 1.52 1.13 
0-190 1.00 1.66 1.45 1.48 0.76 
0-210 0.83 1.58 1.37 1.44 0.65 
0-230 1.03 1.57 1.36 1.14 1.08 
0-290 1.35 1.84 1.47 1.36 1.24 
0-350 1.39 2.15 1.50 1.54 1.50 

These values are the average values for two separate runs using ten 
random numbers per sample. 

Separate measurements using 100 random numbers were made to com-
pare with the values at 0-110 KeV, the results were: 

= 1.96 
= 1.42 

oM(p) = 1.35 

the effective sample depth, exhibited in the volume factor, 
together control the variation in quality factor with energy 
discrimination. This fact is evident even though changes 
in composition error run counter to changes in surface-
effect error and effective sample depth and even though 
composition error changes are emphasized in the strong 
range dependence of the quality factor. The counting-rate 
measurement error, also a range factor, is a balancing 
effect between the other opposing effects. The explanation 
lies in the fact that percentage changes in surface-effect 
error and effective sample depth from one energy range 
to another are higher than those for composition error. As 
a specific example, consider Table B-5, where the quality 
factor is highest in the low-energy region, 0-110 KeV. The 
surface-effect error is lowest at the same level and the 
effective sample depth is highest at 0-90 KeV. This result 
is obtained despite the fact that composition error is low-
est at 0-210 KeV and counting-rate measurement error is 
lowest for 150-290 KeV. As a result of the strong control 
of surface-effect error and effective sample depth, the high-
est quality factor for four out of the five gauges is obtained 
in a low-energy region. 

Dual-Gauge Experiments 

Application of the dual-gauge principle was not a major 
objective of this phase of Project 10-5A; however, because 
not much difficulty was involved in applying this principle 
to the pilot group data, the dual-gauge experiments were 
run. The primary purpose of these experiments was to 
check whether the surface-effect error could be reduced 
with this technique even though there was no sound basis 
to expect that it would. The best results out of 190 dual-
gauge combinations are given in Tables B-10 through 
B-i 3. The ten best dual-gauge combinations based on the 
quality factor are given in Table B-10; the other tables 
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TABLE B-b 

TEN BEST DUAL-GAUGE COMBINATIONS BASED 
ON PILOT GROUP NO. 2 GAUGES AND 
QUALITY FACTOR 

GAUGE 
COMBINATION ' 

SURFACE- 
EFFECT 
ERROR 
(i') 

COUNT- 
ING-RATE 
ERROR' 
(PCF) 

COMPO-
SITION 
ERROR" 
(PCF) 

QUALITY 
FACTOR 

1 L-5 M 4.3 1.3 0.02 0.464 
2F-5F 0.3 2.2" 0.61 0.451 
2 L-5 L 1.5 2. 1" 0.05 0.445 
1 L-5 F 0.6 2.3 0.26 0.437 
3 M-4 M 2.7 2.1 d  0.58 0.419 
2 F-5 M 4.8 1.5 0.19 0.412 
1 L-4 M 3.0 2.0 1.04 0.401 
I L-4 H 3.1 2.1 0.96 0.393 
2 L-5 F 4.2 2. 1" 0.14 0.392 
4M-5F 3.6 1.9' 1.26 0.384 

a Numbers refer to the pilot group gauges described in Tables B-3 
through B-8. Letters correspond to the following energy discrimination 
ranges: 

F - 0-1,000 KeV (full-energy range) 
L = 0-2 10 KeV (low-energy range) 
M = 150-290 KeV (medium-energy range) 
H = 150-1,000 KeV (high-energy range) 

b Calculated on the basis of the dual-gauge principle. 
° Include the average volume factor for the two gauges making up the 

combination. 
"Two separate techniques for obtaining partial derivatives of density 

with respect to response were used; these values were calculated using the 
technique that does not involve eliminating the composition parameter. 
For each gauge the techniqueproviding the lowest error is provided. 

show the ten best dual-gauge combinations under each of 
three major errors. The purpose of this particular tabula-
tion is to observe any trends that may lead to significant 
conclusions. 

The "Surface-Effect Error" Column in Table B-10 shows 
that some values of this error are less than 1 pcf. This is a 
fortunate result, because it shows that applying the dual-
gauge principle may indeed reduce this error even below 
the values obtained for either of the single gauges involved. 
For example, note that the single-gauge surface-effect 
errors are 10.7 pcf for Gauge No. 2 in the full-energy 
range and 7.4 pcf for Gauge No. 5 in the full-energy range, 
yet their dual-gauge combination yields a surface-effect 
error of 0.3 pcf (see also Tables B-4 and B-7). No dis-
cernible trend of the surface-effect error is noted with de-
creasing quality factor down the table. 

Regarding the column under counting-rate measurement 
error, note that none of these values is below the ideal 
1 pcf level; in general, the values are poor. It should 
be remembered that these are among the best values out 
of 190 combinations and most of the other values are con-
siderably worse. Of course, there is no sound basis for 
the idea that the dual-gauge principle should reduce the 
counting-rate measurement error. This error appears to be 
almost constant as the quality factor decreases down the 
table, thus having a minor influence in determining which 
of the combinations is the best. 

The variation of the composition error down the table 
shows that it controls the quality factor for these gauges 
more than any other error. The magnitudes are lower than  

1 pcf for most combinations. This result was to be ex-
pected because the dual-gauge principle is aimed at reduc- 
ing this error in particular. The major discernible trend 
connected with the composition error is that the dual-gauge 
error appears to be lowest when the dual-gauge combina- 
tion involves a gauge with poor composition error and 
one with a very low composition error. For example, the 
best dual-gauge combination in Table B-10 has a composi- 
tion error of only 0.02 pcf while single Gauge No. 1 in 
the range of 0-2 10 KeV has an error of 3.23 pcf and single 
Gauge No. 5 in the range 150-290 KeV has the lowest 
of all single-gauge values at 0.22 pcf (see also Tables B-3 
and B-7). 

The quality factor values are not very favorable, even 
though some of the best ones represent values that are 
half again as good as the commercial gauge evaluations at 
the North Carolina State University Workshop (McDoug-
all, 1969). One favorable note that is not evident in the 
table is that many of the 190 dual-gauge combinations had 
quality factors greater than 0.30, showing potential for 
possible refinements. 

A look at the dual-gauge combinations among the ten 
best shows that in seven combinations Gauge No. 5 ap- 
pears, and in all energy ranges except for the high-energy 
range. The parameter of Gauge No. 5 that is significantly 
different from the other gauges is the large source-detector 
separation of6 in. Most of the other gauges in combina-
tion with Gauge No. 5 are the ones with the lower source-
detector separations. Thus, this parameter may well be 
the critical one in optimizing a dual-gauge combination. 
A look at the worst dual-gauge combinations shows that 
they are either ones with nearly the same separations or 
combinations of the same gauge with only different energy 
discrimination regions. 

The best dual-gauge combinations under the individual 
errors, given in Tables B-12 and B-13, shows some of the 
same trends just discussed. In Table B-il Gauge No. 5 is 
involved in six of the ten combinations; in Tables B-12 
and B-13 it is involved in all combinations. No definitive 
explanation can be given for the unsuspected presence of 
Gauge No. 5 in so many of the surface-effect-error combi-
nations. The single-gauge surface-effect errors for Gauge 
No. 5 are intermediate values compared to the other, four 
single gauges; thus, the explanation may be that these 
intermediate values represent an optimum for combina-
tion with other values. At any rate, the values for the 
surface-effect error are very favorable for the combina-
tions in Table B-il. 

The values for the counting-rate measurement error in 
Table B-12 are not as favorable as those for the other 
errors, as was previously discussed. The presence of single 
Gauge No. 5 in the energy range of 150-290 KeV in nine 
of the ten combinations indicates that large sensitivity 
difference with at least one very low value is again the 
criterion for best dual-gauge results. The other single 
gauges in the combinations have varying results for the 
counting-rate measurement error. Most of the dual gauge 
combinations in the set of 190 have very unfavorable 
counting-rate measurement errors. 

Table B-13 gives some very low composition errors; all 



TABLE B-il 

DUAL-GAUGE COMBINATIONS HAVING TEN 
LOWEST SURFACE-EFFECT ERRORS 

SURFACE- 
GAUGE 	 EFFECT 
COMBINATION 	 ERROR 

1 L-1 H 0.000 
4 H-5 M 0.000 
3 H-S H 0.000 
3 H-4 M 0.030 
3L-3F 0.051 
2F-5F 0.343 
2 M-5 H 0.472 
1 L-5 F 0.584 
1 L-2 F 0.860 
2L-5L 1.517 

See Table B-jo for notation and definitions. 

of these may be considered negligible, especially when 
compared to the counting-rate measurement error, because 
both of these errors make up the combined normal error 
for quality factor determination. These results again point 
out the strong sensitivity effect of having the single gauge 
with the lowest composition error in combination with the 
other single gauges with poor values. Gauge No. 5 appears 
in all ten combinations again; however, this gauge in the 
high-energy region, 150-1,000 KeV, appears in six combi-
nations with a single-gauge composition error of only 0.35 
pcf. Gauge No. 5, in the energy region 150-290 KeV with 
composition error of 0.22 pcf, appears in three of the 
combinations. 

In general, the dual-gauge experiments show that each 
of the errors (except counting-rate measurement error) 
may be reduced to favorable, even exceptional, levels. In 
addition, the best results in applying the dual-gauge prin-
ciple appear when the sensitivities of each of the single 
gauges in the combination to the errors individually are 
significantly different and when one of the single gauges 
has the lowest value for all the gauges of a particular error. 
In considering the ten best dual-gauge combinations on 
the basis of quality factor, source-detector separation was 
a critical parameter, and the best combinations usually con-
tained single gauges with large differences in the source-
detector separation. 

It is possible that in the somewhat arbitrary choice of 
the energy regions that were attached to the single gauges 
in the dual-gauge analysis, the best regions may have been 
bypassed. This situation is similar to the one with the 
pilot group gauge configuration selections, because they 
too represent only a sample of the many possible combi-
nations, but in the dual-gauge analysis both of these arbi-
trary selections are included. Thus, it is advisable that 
before any final judgment is made on the possibility of 
optimizing a gauge for actual use by the dual-gauge princi-
ple, a more thorough checkout be made.  
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TABLE B-12 

DUAL-GAUGE COMBINATIONS HAVING TEN 
LOWEST COUNTING-RATE MEASUREMENT 
ERRORS 

COUNTING-RATE 
GAUGE MEASUREMENT 
COMBINATION ERROR (PCF) 

lL-SM 1.273 
2L-5M 1.359 
4L-5L 1.365 
1F-5M 1.369 
3L-5M 1.376 
4F-5M 1.380 
3F-5M 1.400 
5L-5M 1.459 
2F-5M 1.468 
SF-SM 1.481 

See Table B-10 for notation and definitions. 

TABLE B-13 

DUAL-GAUGE COMBINATIONS HAVING TEN 
LOWEST COMPOSITION ERRORS 

GAUGE COMPOSITION 
COMBINATION ERROR (PcF) 

4 L-5 H 0.009 
1 L-S M 0.023 
1F-5H 0.037 
5F-5H 0.048 
2F-5H 0.053 
2 L-5 L 0.053 
4F-5H 0.058 
2L-5M 0.063 
S L-S M 0.064 
3 F-S H 0.065 

See Table B-10 for notation and definitions. 

Mathematical Modeling of the Surface-Effect Error 

The constants for the air-gap polynomial have been tested 
as functions of C and P, as described previously. Results 
for the single-gauge configuration described previously 
show that the constant A, coefficient of x in Eq. B-43, 
may be described by Eq. B-44a for all energy regions. The 
constant B of Eq. B-43 may also be described by Eq. 
B-44a, but in isolated cases Eq. B-44c supplied a better fit. 
For the constant D in Eq. 8-43 at the lower energy re-
gions, less than 210 KeV, Eq. B-44c applies, but at the 
high-energy regions, greater than 210 KeV, Eq. B-44a ap-
plies. For the constant D, the least-squares fits get increas-
ingly worse as the energy region increases. All of these 
fits were evaluated on the basis of the smallest sum of the 
squares of the residuals. A regression analysis approach 
appears to be a more favorable technique for further eval-
uations. Because these results are so preliminary, they are 
not tabulated or presented in any more detail. 
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SUMMARY, CONCLUSIONS, AND SUGGESTIONS 

FOR FURTHER RESEARCH 

Engineers have been made aware of the need for improv-
ing existing soil density measurement techniques. The 
gamma-ray backscatter gauge has the ideal qualities of 
simplicity, speed, and nondestructivenes in density mea-
surement. However, three primary gauge errors have been 
identified and defined: counting-rate measurement error, 
composition error, and surface roughness or suface-effect 
error. These errors are discussed in terms of design 
parameters that could be used to reduce each of the errors 
individually. Because an attempt to reduce one error may 
tend to increase another, optimization of these design 
parameters was necessary to improve gauge performance. 
Gauge performance was rated on the basis of a quality 
factor which used the gauge errors and soil measurement 
volume to provide a figure of merit for each gauge design 
configuration. 

Recent concentrated efforts in previous phases of 
NCHRP Projects 10-5 and 10-5A have resulted in the 
development of the calibration model for gauge response 
and the dual-gauge principle of two individual gauge re-
sponses. These models have provided the mathematical 
foundations for a more fundamental analysis of gauge per-
formance, part of which is reported herein. 

A final prototype gauge design included the parameters 
currently in use in conjunction with the new design param-
eters of collimation of source and detector, variable source 
and detector collimator angles into the soil and electronic 
components capable of spectrometry. The sophisticated 
electronic system included a Nal (Ti) detector and a 
multichannel analyzer, both used primarily to evaluate 
energy discrimination as a design feature. The prototype 
gauge and its associated electronics were used on an opti-
mum set of laboratory standards, effectively covering the 
full range of soil densities and compositions encountered 
in the field. Special laboratory precautions were taken to 
minimize the effects of extraneous interferences and to 
standardize the experimental procedure. 

The experimental program consisted of three main 
phases, excluding preliminary experiments necessary to 
assure optimum readiness. The pilot-group method was 
chosen to effectively sample gauge configurations for per-
formance capabilities. Data acquired for the second pilot 
group were used in both a single-gauge analysis of new 
design parameters and an optimum dual-gauge analysis. 
These evaluations constituted the first two phases of the 
experimental program; the third phase concentrated on 
mathematically modeling the surface-effect error to tie 
down another degree of freedom in the optimization pro-
cedure. The results of these evaluations and the specific 
conclusions drawn from the results are discussed at length. 
For the purpose of emphasizing the significant rsults some 
general conclusions are discussed in the following. 

Some of the more fundamental conclusions that may be 
drawn from the research in this project serve to verify 
previous theoretical considerations. Not all of the theo-
retical suppositions were verified, partly due to unsuspected 
interferences and partly due to the need for more re- 

search. Probably the most general conclusion that may 
be drawn from the entire project is that optimum inclusion 
of collimation and energy discrimination as design fea-
tures results in a significant improvement in over-all gauge 
performance. The combined use of collimation and varia-
ble source and detector collimator angles into the soil 
has led to significant increases in effective sample depth, 
which, in turn, has led to substantial decreases in surface-
effect error. The use of energy discrimination has led to 
increases in over-all gauge performance in every case 
evaluated. An optimum energy region exists for each of 
the individual errors, but discrimination against higher 
energies appears to provide the best quality factor for most 
gauge configurations. 

Past research shows that the composition error is no 
longer of prime concern; this fact was also verified in this 
project. This study shows that the counting-rate measure-
ment error may prove to be the controlling error for new 
gauge designs. This fact is evident even though, in gen-
eral, the magnitude of the surface-effect error is still larger; 
however, some care in the preparation of the measure-
ment surface may accomplish considerable reduction in 
this error. Refinements in the mathematical modeling of 
the surface-effect error may be the final step in effectively 
understanding the performance capabilities of a gauge. 
The fact that basically all the major gauge errors are 
now understood and described both physically and mathe-
matically is noteworthy. With these ideas in mind one may 
now consider the possibility of designing a commercial 
gauge employing the design features discussed. 

The use of sensitive electronic components such as 
single-channel or multichannel analyzers with NaT (Ti) 
detectors dictates that more care and expense will be re-
quired to maintain a desirable density gauging unit. This 
consideration should not be considered a disadvantage, al-
though it appears so on the surface. These gauge com-
ponents would be ideal for use in a continuous density 
monitor device that would be vehicle-mounted or power 
driven. With sound engineering design the cost of one 
such device would be compensated for by its potential to 
replace many portable devices and to provide rapid, con-
tinuous, and more accurate measurements. The advantages 
and disadvantages of the Lane-Wells Road Logger gener-
ally apply to this case. The use of such a device allows 
the designer more freedom to design for optimum accu-
racy, because he would have less restrictions on weight, 
size, and extreme simplicity. In the final analysis, a vehicle-
mounted or power-driven density gauge would appear to 
be a more efficient and reliable instrument, with a capacity 
for further refinement that does not appear likely with 
portable devices. This capacity could even include a 
computerized system to effectively eliminate human eval-
uations that may lead to deficient results. 

Of course, it is difficult to say whether a highly sophisti-
cated system, such as the one just described, would be 
preferred over a portable system, such as any of the types 
in current use, with comparable accuracy. Both systems 
have definite advantages over each other. The most realis-
tic view is not whether one system is preferred over the 
other, for it may be that both systems could enjoy wide- 



65 

spread appeal, but that at least one system be developed 
to the point of removing all doubts about accuracy and 
to provide the most efficient means of measuring density. 
This conclusion leads directly to a consideration of what 
further work must be done to accomplish the final ob-
jectives. 

The most practical step to take in further research would 
be to evaluate gauge configurations that closely parallel 
the best configurations already considered. Essentially, 
this research would entail a tapering search on design 
parameters, one that would lead to optimum conditions by 
the process of elimination. This search must necessarily 
be aimed at a practical design that would appeal to the 
demands of the market. Some specific directions should 
be taken to achieve this end. The mathematical modeling 
of the surface effect should be defined and could be used 
either to tie down another degree of freedom in optimiz-
ing gauge performance or to lead to a gauge response that 
would be essentially independent of surface-effect error in 
a manner similar to the dual-gauge principle. The latter 
goal is the objective of current continuing research. The 
dual-gauge principle should be applied at every opportun-
ity to as many of the design parameters as possible to 
achieve a more optimum design. 

Other considerations for further research may include 
other applications of the gamma-ray backscatter principle, 
such as an ore concentration gauge or pavement thickness 
gauge. The former application would basically be a re-
verse density gauge, because the composition dependence 
would be optimized and the effect of density would be 
minimized. The latter application would take advantage of 
the depth-sampling sensitivity of gauge designs such as 
those evaluated in this project. 

The current state of the art indicates that the full poten-
tial of the gamma-ray backscatter technique of measure-
ment has not yet been attained, whether in measuring 
density or in other applications. It is hoped that the 
results of this project have advanced the technology of 
these measuring devices in the direction of true progress. 
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APPENDIX C 

MONTE CARLO SIMULATION OF NEUTRON THERMALIZATION IN SOILS * 

By WALTER J. LIPPOLD 

STATEMENT OF PROBLEM 

Since their introduction in 1950, soil moisture neutron 
gauges have been plagued by calibration problems. That 
is, although gauge response was certainly a function of the 
density of hydrogen in soil moisture, it was also a function 
of soil composition and bulk density, and the hydrogen 
present in compounds other than water. Thus, a gauge 
calibrated for response versus bulk density of water, with-
out quantifying the effects of the other "undesirable" pa-
rameters on response, could be in considerable error. 
Recent investigations have produced a number of mathe-
matical models that incorporate the effect of all parame-
ters. Most notable, and currently most widely used, of 
these models are those used on two- and three-group neu-
tron diffusion theory. Proponents of individual modes 

* This appendix comprises the essential portions of a thesis bearing the 
same title prepared under the NCHRP Prolect 10-5A contract and sub-
mitted to the North Carolina State University (1970) in partial fulfillment 
of the requirements for the degree of Master of Science.  

claim good accuracy over various moisture content ranges 
and in many different soil compositions. 

To date, there has been no investigation of a Monte Carlo 
statistical treatment of the calibration problem. Such a 
treatment is developed in this study and the results are 
corroborated by physical experiments on some soil me-
diums of various hydrogen contents. 

LITERATURE REVIEW 

Ballard and Gardner (1965) conducted a literature survey 
and evaluation of previous methods, including nuclear, 
used in measurement of soil moisture content. They sum-
marized some of the nuclear experimental results, pri-
marily the quoted accuracies and conditions of the test, 
that have been attained since Belcher, et al. (1950) intro-
duced soil moisture gauges. Soil composition was again 
confirmed as having a secondary effect on nuclear gauge 
response. It was concluded that soil density had only a 
slight effect that could be neglected unless densities of 
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wide extremes (less than 60 pcf or greater than 150 pcf) 
were encountered. 

Burn (1961) expended considerable effort in research-
ing calibration standards for moisture gauges. His interest 
was primarily in media other than natural soils; the advan-
tages of using substitute materials are higher stability, 
better uniformity, and finer control of both bulk density 
and distribution of hydrogen atoms. Gaseous mixtures, 
liquids, low-melting-point and laminated solids, solid-liquid 
suspensions, and Ottawa sand-water mixtures were investi-
gated, to name a few. All had advantages and disadvantages, 
with none of particular merit over a wide range of moisture 
contents. However, with a selection of six different stan-
dards he could cover the entire moisture density range, 
0 to 62 pcf, with good results. 

Semmler (1963) investigated the influence of elements 
other than hydrogen on neutron moisture gauges using a 
Ra-Be neutron source in a spherical cavity as a model of 
the gauge. Formulas were given to compute the change in 
composition using both two-group and age-diffusion theory. 
Moisture gauge response in coal was found to be signifi-
cantly affected by the carbon density because of the sig-
nificant changes in fast neutron transport cross section. 
Thermal neutron flux equations were given for several 
geometries. Based on the average composition of the 
earth's crust, it was concluded that iron was the dominant 
neutron absorber in soils. Also, the tendency to ignore the 
influence of nonhydrogen elements on gauge response was 
not justified in many cases because the scattering as well 
as the moderating properties of the medium are significant. 
This meant that changes in the dry medium composition 
and density can influence gauge response. In addition, 
although calibration data using laboratory standards with 
a dry density and various amounts of moisture will give a 
smooth calibration curve, this may be a misleading indica-
tion of gauge accuracy. The media used for calibration 
should reflect the random changes in density and composi-
tion found under field conditions as well as the change in 
moisture content. 

Preiss and Grant (1964) reported that use of a cad-
mium-covered BF3  counter made it possible to construct a 
surface neutron moisture gauge whose response is inde-
pendent of soil composition and bulk density. Also, there 
exists an optimum distance between source and detector 
at which the count time required to reach a given error 
in water density is a minimum. For their particular de-
sign that distance was 7 cm. 

Olgaard (1965) reported results of investigations using 
a three-group diffusion theory model. The geometry was 
a fast neutron point source in an infinite, homogeneous 
medium and a line detector with its center at the source. 
This theory was compared against results from a physical 
experiment using a large cylindrical drum to hold five 
different Danish soil samples. The Ra-Be neutron source 
was located in the center of the system along the axis of the 
cylinder. The detector probe was lowered into the drum 
through an aluminum tube along the axis. A new concept 
was introduced to replace the "sphere of influence" in 
such calculations. Called "sphere of importance," it is 
defined as the sphere around the source, situated in a mod- 

erating medium, which, if all soil and water outside the 
sphere are removed, will yield a neutron flux at the source 
that is 95 percent of the flux obtained if the medium is 
infinite. It was shown by the numerical calculations that 
deviations in density, composition, and hydrogen content 
from those associated with a calibration curve may give 
significant errors. Agreement between experimental and 
theoretical results for this subsurface soil probe arrange-
ments was considered excellent. It was therefore con-
cluded that there was little point in attempting to improve 
the theory, particularly since experimental uncertainty and 
uncertainty connected with soil composition would remain. 

Burn (1966) reported the existence of a very large dis-
crepancy between laboratory and field calibration curves 
for a scintillation-type neutron meter. Field calibration 
on a natural deposit of post-glacial clay demonstrated an 
absorption effect that reduced detected neutron activity at 
every moisture content by about 11 percent. At first chlo-
rine was suspected, but later experimentation indicated that 
7 percent by weight of iron in the soil could reduce gauge 
response by 9 percent. The other 2 percent was explained 
as possibly being attributed to small quantities of potas-
sium and chlorine also present in the soil. 

Olgaard and Haahr (1967) reported the results of theo-
retical and experimental investigations of the Danish DM 
subsurface moisture probe. The three-group diffusion 
theory model developed by Olgaard (1965) was used in 
comparative experiments on two Danish soil types. An 
optimum source-to-detector distance was investigated and 
found to be dependent on variation in dry soil bulk density 
and concentration of strong neutron absorbers. It was 
found that the three-group model theoretical results corre-
lated satisfactorily with experimental data and that it was 
possible to calculate theoretical calibration curves for soils 
of known composition and density. The model was suita-
ble for determining the effect of variations in major soil 
parameters on moisture measurements and was useful in 
connection with gauge design considerations. 

Hughes and Anday (1967) reported the results of the 
Virginia Correlation and Conference of Portable Nuclear 
Density and Moisture Systems, July 1965. Calibration 
curves were obtained for 30 moisture gauges on four dif-
ferent standards—sand, sand and alum, gypsum, and ep-
som salt. The results produced a predominance of small 
standard errors, indicating very good accuracy in this part 
of the analysis. However, because mositure content of the 
field samples was not determined during compaction and 
because it rained during the conference, no valid compari-
son could be made with actual field moisture content. 

Zuber and Cameron (1966) summarized the theory and 
then surveyed the theoretical and practical factors that 
should be considered in selecting and using neutron soil 
moisture gauges. The effects of soil parameters, dry bulk 
density, macroscopic absorption cross section, bound 
water content, etc., were discussed. The effect of reasona-
ble temperature fluctuations was considered small except 
possibly at higher moisture contents. An interesting dis-
cussion of optimum measurement time versus neutron 
source strength was also given. The rationale for placing 
polyethylene around the source to increase count rate came 
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under some criticism. Although such moderating material 
allows for a slightly shortet count time, it also increases 
the influence of soil parameters, and, as the count rate at 
zero moisture content is higher, it is more difficult to 
obtain the desired precision. In comparing different mois-
ture gauges, Zuber and Cameron state that the accuracy 
of neutron moisture measurements is limited mainly by 
soil parameters and, therefore, in general almost all gauges 
are equally good as far as ultimate accuracy is concerned. 

Gardner and Roberts (1967) discussed a proposed cali-
bration model (two-group diffusion theory), requirements 
for selection of laboratory standards, results obtained in 
using the proposed calibration model on the laboratory and 
field data taken at the Virginia Correlation and Conference 
(Hughes and Anday, 1967), and the data taken and stan-
dards used at the Conference. They concluded that soil 
density and composition are significant, but only when 
combined with poor calibration technique. They also sug-
gested that their calibration model and method could be 
used to calculate a calibration curve for average soil for 
routine field measurement. If better accuracy is desired, 
the model could calculate calibration curves for identifia-
ble soil types or individual soils. 

Couchat (1967) developed a three-group diffusion 
theory mathematical model for determining response of a 
neutron moisture probe. A computer program written in 
FORTRAN IV was used to fit the model to experimental 
data on seven media having different chemical composi-
tions—among them sand, limestone, and sandy loam. The 
dry soil density influence is well represented by this model. 

MONTE CARLO NEUTRON TRANSPORT 

COMPUTER CODE (05R) 

General Code Description * 

General Features 

Oak Ridge Random Research Reactor Routine (05R) 
was originally developed by R. R. Coveyou in 1958, as a 
relatively limited reactor physics code for the IBM-704 
computer. It has since evolved through a continuing series 
of expansions and improvements into a versatile instrument 
applicable to a wide variety of neutron problems. The 
code is designed as a master control code controlling in 
excess of 50 subroutines that perform the actual calcula-
tions. The version used in this study is all written in 
FORTRAN IV, with the exception of three assembly 
language routines, and is compatible with the IBM 360/75 
computer. 

One of 05R's most distinctive features is its highly de-
tailed representation of neutron cross sections. In this 
representation the 05R energy range, from 0.070 X 10 
eV to 77.13 MeV, is first divided into 40 supergroups by 
energy boundaries a factor of 2 apart. Each supergroup 
is then divided into n subgroups of equal energy width, 
where n = 2" and m is an integer in the range from one 
to nine. Cross-section data are then forced to be constant 

* Much of the discourse in this section is taken from the OSR Code 
User's Manual available from the Radiation Information Shielding Center, 
Oak Ridge, Tenn. 

across each subgroup. Clearly, the huge volume of cross-
section data unplied by the foregoing cannot all be held 
in computer memory. OSR, however, avoids this difficulty 
by holding in the memory only the cross sections for a 
single supergroup and using them to process batches of 
neutrons in parallel. Each neutron is processed as far as 
possible with the data in memory, then laid aside until all 
others have been similarly treated. When all have been 
degraded in energy through a supergroup, more cross sec-
tions are read in from tape and the process is repeated. 

The general geometry subroutine permits the treatment 
of very complicated configurations of essentially arbitrary 
shapes. Surfaces forming material interfaces may be 
either plane or quadratic, may be oriented in any manner, 
and may intersect in arbitrary fashion. Because no dimen-
sion statements are used in the geometry subroutine, the 
complexity of the geometry to be considered is limited 
only by the amount of computer memory available for 
storage of the geometry input. 

XSECT and 05R Program Operation 

In the 05R system the user is required to supply point 
values of microscopic cross sections at arbitrary energy 
points. A cross-section program, XSECT, which is run 
separately from and prior to 05R, reads raw cross-section 
data from cards or tape, performs various manipulations 
on the point cross sections, and prepares tapes contailntlg 
macroscopic cross sections in the form required by 05R. 
Fortunately, the "05R code package" also provides a tape 
of raw point cross-section information for more than 40 
elements. 

Figure C-i shows input, output, and flow of informa-
tion between XSECT and 05R. 

Briefly, the system operates as follows. Cross sections 
from the master cross-section tape are read into memory 
by XSECT and manipulated in accordance with card input 
instructions to produce three data sets: STAPE, PTAPE, 
and ITAPE. The STAPE data set provides 05R with 
elastic and total scattering parameters; PTAPE—with 
anisotropic scattering parameters; and ITAPE—with in-
elastic scattering parameters. The ITAPE data set, a 
modification to the 05R package, is discussed subsequently. 
For the most part, the XSECT PRINTOUT is just a repro-
duction of card input data. Program 05R is now read into 
fast core memory and requires all of the 340,000-byte 
space provided by the IBM 360/75. Information from the 
aforementioned data sets is read into allocated memory 
space, a supergroup at a time, and is used to process neu-
tron histories as described previously. Card input, among 
other things, specifies source neutron parameters and sys-
tem geometry. The output data set is another modification 
to the original program and stores pertinent neutron his-
tory parameters for later processing (discussed later 
herein). In addition to providing a reproduction of card 
input, 05R PRINTOUT includes a display of neutron 
probability density * as a function of radius interval, 

* Neutron probability density as used here is defined as the weighted 
number of neutrons (to the nearest whole number) appearing within a 
given parameter interval or set of parameter intervals; for example, 
those neutrons appearing at the soil surface within a given radius interval 
and energy group interval. 
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Figure C-I. Input, output, and flow of information between XSECT and 05R. 

energy group interval, radius interval versus energy group 
interval, radius interval versus elevation angle interval, 
and weight interval versus energy group interval. 

Viewing operation of the system in microcosm, a neu-
tron history is generated as follows: 

The neutron is assigned a NAME, an integer which 
thereafter distinguishes it from every other neutron in a 
batch. Initial speed, direction cosines, and spatial coordi-
nates, X, Y, Z, are assigned. 

Initial weight is assigned. In 05R absorption is not 
permitted. Instead, each neutron is originally assigned 
an initial statistical weight (equal to 1 in this study) which 
at each collision is multiplied by the probability that the 
neutron was not absorbed. 

A geometry routine then determines in which medium 
the source neutron lies. 

The slowing-down process then begins proceeding as 
follows: 

The number of Mean Free Flight Times ** the neu-
tron is to travel is chosen from an exponential distribution 
by random number selection and, from a consideration of 
the cross sections and the geometry, a tentative position 
for the next collision is chosen. If the flight path lies 
entirely within the original medium, the tentative position 
is adopted as the collision site. If, however, the flight path 
crosses into another medium, the position of the nearest 
boundary crossing along the flight path is computed, and 
the distance to this point is subtracted from the length of 
the flight path. The boundary crossing point then becomes 
the starting point for the continuation of the flight in the 
new medium, the flight path now being the additional dis-
tance traveled from the boundary. The process continues 
until a flight path lying entirely within a single medium is 
found or until the neutron escapes from the system. 

A new weight is computed by multiplying the old 
weight by the survival probability in the medium of the 
collision point. 

The nuclide from which the neutron is to scatter is 
chosen by considering the scattering cross sections of all 
nuclides of the medium at the collision point. As noted 

* Dr. R. P. Gardner, Associate Professor, Department of Nuclear 
Engineering, North Carolina State University, Raleigh, NC., has copies 
of sample 05R printouts. 

* * Mean Free Flight Time is defined as the number of seconds it takes 
a neutron of a given energy to traverse a distance of one mean free 
path in a medium; i.e., (zTOTAL v)-1. 

previously, all collisions are treated as scattering collisions. 
From the mass of the scatter, the neutron velocity in 

the laboratory system before collision, the type (elastic or 
inelastic) of scattering, and a selection from the angular 
distribution associated with the scatterer, a new velocity for 
the neutron is calculated. 

The energy corresponding to the new velocity of the 
neutron is compared to an arbitrary cutoff energy. If the 
energy is greater than the cutoff, the slowing-down process 
is continued by returning to step 4. If the neutron energy 
is less than the cutoff energy, slowing down is concluded 
and the neutron enters the thermal group. The thermal 
group is defined as all those neutrons that have slowed 
down to less than 0.025 eV. 

The thermal group is given the simple one-velocity 
group treatment. Therefore, it is assumed that neutrons 
on the average neither gain nor lose energy in a collision, 
and all scattering is isotropic in the laboratory system. 
For each medium the diffusion process is characterized 
by the mean free path and nonabsorption probability for 
neutrons in that medium. 

General Description of Modifications to 05R 

In its original form 05R made no provision for inelastic 
scattering or multiple-energy neutron sources. To provide 
for these phenomena and to produce the desired output 
information, a number of modifications were required. 
These are described in detail in the next section. Gen-
erally, the following additions, deletions, and modifications 
were made. 

A method similar to that for producing the STAPE data 
set in program XSECT was devised for creating the in-
elastic scattering cross-section data set ITAPE. In this 
case, raw inelastic point cross-section information already 
available from the Master Cross-Section Tape was manipu-
lated by available subroutines to create the necessary num-
ber of supergroups, with 32 subgroups per supergroup. 
As with STAPE, ITAPE cross sections are constant across 
their respective subgroups. Therefore, each inelastic scat-
tering level for which cross-section information is available 
is represented on ITAPE in the supergroup/subgroup 
fashion. When an inelastic collision occurs, a new sub-
routine, INELAS, in program 05R uses this inelastic 
scattering cross-section data to calculate a probability of 
the target nucleus attaining each of its excited levels in a 
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given energy subgroup (see next section). Then a random 
number selection determines at which level the interaction 
occurs. Finally, the respective Q value serves to determine 
a new neutron energy and direction cosines. In this study 
all inelastic collisions are assumed to be isotropic in the 
Center of Mass system (Goldberg, et al., 1962). 

To more closely approximate the physical situation, a 
neutron source energy spectrum was chosen from those 
available in the literature (De Paugher, 1958). A new 
subroutine, SOURCE, forms a cumulative density function 
from the raw spectrum probability information, and then 
uses random number selection to determine initial energy 
for each neutron history. 

SPECTM is a new output subroutine that gathers and 
displays information from PART I geometry and creates 
the 05R DATA TAPE. Another new subroutine, SDATA, 
reads 05R DATA TAPE into memory and acts as the 
neutron source subroutine for PART II geometry. It also 
produces the output for PART II geometry. The signifi-
cance of PART I and II geometry is explained in the 
section on "Monte Carlo Experimental Procedure." 

Integration of these new and major modifications to old 
subroutines into XSECT and 05R required minor changes 
in many subroutines. In addition, some other unrelated 
ideas were incorporated as minor changes. All of these 
innovations are explained in the next section. 

Specific Modifications to 05R 

The FORTRAN IV statement listings of the new modified 
05R code used in this study may be obtained from Dr. R. P. 
Gardner, North Carolina State University, Raleigh, N.C. 
New subroutines, modifications to old subroutines, and 
subroutine deletions are described in the following sections. 

Major Modifications to XSECT 

CODE 6.—The original version of subroutine CODE 6 
generated the STAPE DATA SET, which includes for 
each subgroup in each medium a value of mean free 
flight time, nonabsorption probability (gIT), and cumu- 

lative scattering probabilities ( 	5/ , j = jth ele- 
ment, n = 1, 2..... 1, and I = total number of elements 

in a given medium). 
The modification to CODE 6 directs generation of the 

ITAPE DATA SET, consisting of inelastic macroscopic 
scattering cross sections constructed from raw cross-section 
data on the master cross-section tape and averaged over 
each subgroup with a constant 32 subgroups per super-
group. Subroutine CODE 7B does the actual averaging 
and required some minor modifications to handle inelastic 
cross sections. Cross sections, at each level, for each 
element that scatters inelastically in each medium are 
constructed and stored separately in the data set. A control 
system similar to that for STAPE allows for retrieval of the 
proper cross sections when needed by the 05R program.. 

New Subroutines in 05R 

JNELAS.—INELAS determines the Q value of an inelastic 
collision and then calculates the post-collision neutron 

energy (actually speed squared, SPDSQ) and the magni-
tudes of the three orthogonal velocity components, U, V. 
W. Following the procedure step by step, first, the neutron 
energy subgroup, NINCI, is determined. This allows selec-
tion of the proper cross section for each level and its 
respective Q value. Next, neutron energy is checked 
against the Q value for each level to ensure that an inelastic 
collision is in fact possible. If not, control is returned to 
the previous subroutine and another random selection of 
target nucleus is made. Assuming inelastic collision is 
possible, the post-collision velocity can be determined in 
the manner illustrated as follows. Consider a case with 
target nuclei cross-section data available for three levels, 
X 	2' and 	with respective Q values, Q1, Q2, and Q3. 
Thus, 

and the following probabilities are defined: 

= lT' l = 1111T , P1 = 3T 	(C-2) 

A random number (RAND) selection on the interval [0, 1] 
determines the excited level; e.g., if P1 :!~ RAND <P1 + P2 
then the target nucleus is excited to the second level and 
the neutron loses Q2 energy in the laboratory system. 

A new neutron speed, 5, in the laboratory system can 
be calculated by 

Q=E1 —E1' 	 (C-3) 

in which E1 and E1' are the neutron energies in the labora-
tory system before and after collision, respectively. Now 

kQ = (1/2) rn (v12 - v112 ) 	(C-4) 

in which k converts Q in MeV to the cgs system, and the 
target nucleus recoil energy is considered negligible; so, 

VI' =V Z2 - 	 (C-5) 

Now, let X = 2k/rn = 1.91 3220092 X 1018 cm2 /sec2/ 
- MeV; then, 

Vi' = Vvi, - XQ 	 (C-6) 

By assuming isotropic scattering in the center of mass 
system for neutrons of less than 10 MeV, subroutine 
GTISO can be used to randomly select isotropic unit 
vectors (Uçb, Vçb, Wçb). New orthogonal velocity com-
ponents are then calculated. For example, determination 
of a new velocity component in the X direction (U') 
for a simplified case of V = W = 0 would look like Figure 
C-2. 

In Figure C-2: 

V0 = 
" rn M 	

center of mass velocity; 

v1' = neutron velocity in center of mass system after colli- 
sion; and 

v1 and v1' neutron velocity in laboratory system before 
and after collision, respectively. 

M 
Because V,' 

= m + M v
1', if V1' (target nuclei post- 
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collision laboratory velocity) is considered negligible with 
respect to v1', then 

= v, + 	cos 0 	 (C-7) 

Now, substituting for v' and v0. 

M 
U' = Vim +M m + + M v

1' cos 0 	(C-8) 

SOURCE.—Subroutine SOURCE is capable of forming 
a cumulative density function (cdf) using up to 100 raw 
data points from any neutron energy spectrum. It then 
selects a random number from the interval [0, 11 and com-
pares it with the cdf to determine each neutron's initial 
source energy. Mathematically, the subroutine operates 
as in Figure C-3. 

Using Figure C-3 as a reference, define 

SUM 
= 	

(E. - E 1) N41 	(C-9) 

and 

CDF4 = SUM/SUM, i = 1, 2, 3....., n (C-b) 

Now, if the random number (RAND) compares as 
CDFV1 :~ RAND < CDF, then the initial energy for that 
source neutron is E. Such an operation is performed for 
each source neutron. The raw data points are inserted into 
the subroutine by card input. (Changes to User's Manual 
are not reproduced here but are available to qualified 
researchers on request to the Program Director, NCHRP.) 

SPECTM.—Computer memory storage and statistical 
variance reduction requirements dictated a two-part Monte 
Carlo treatment of the combined detector-source-soil me-
dium. The rationale is found in the section on "Monte 
Carlo Experimental Procedure." Subroutine SPECTM is 
the output routine for PART I geometry which includes 
the source and soil-plexiglass mediums (see "Physical Ex-
perimental Procedure and Apparatus," which follows). 
The output consists of reproduction of card input, 05R 
DATA SET (see Fig. C-i), and various displays of neutron 
frequency distribution as a function of various parameters. 

Only the neutrons coming up through the surface of the 
plexiglass are of interest. Their frequency is noted and 
logged with respect to radius interval (LR) out from the 
center of the plexiglass surface, energy supergroup 
(NGROUP), elevation angle above horizontal (çb), and 

weight (WATE) (see Fig. C-4). This frequency distribu-
tion is then displayed in matrix form as a function of one 
or two of these parameters. Because each of these neutrons 
has a statistical survival probability (WATE) associated 
with it, this value is actually a measure of the probability 
that that particular neutron will survive to reach the 
surface. The sum of these WATE values for each neutron 
in a parameter interval is then the "true number" of neu-
trons appearing there. This value is rounded off to the 
nearest integer value for display. 

Seven parameters associated with each neutron coming 
out of the surface are stored on 05R DATA SET. They 
are speed squared (SPDSQ), orthogonal velocity com-
ponents (U, V, W), position vectors (X, Y), and statistical 

survival probability (WATE). 

V 
0 
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Figure C-2. Vector diagram of post-collision velocity calcula-
tion. 

SDATA.—As indicated in the previous section, a two-
part Monte Carlo treatment is required. Subroutine 
SDATA serves as the source and output routine for Part 
II geometry which includes only the detector medium. 
SDATA reads 05R DATA SET into computer memory. 
This information about each neutron then serves as the 
initial source condition for its respective neutron in the 
PART II geometry. These neutrons are laid out along a 
single horizontal ray emanating from the center of the 
system (Z = 0). The particular location of each neutron 
along this ray is determined by its X, Y coordinates. This 
"line source" is then the source for PART II. An infinite 
number of these line sources can be arranged as "spokes" 
of a wheel about the system center. The number of rays 
and angle between adjacent rays is determined by card 
input. The number of rays is limited only by the eco-
nomics of computer run time. The explanation for this 
unusual procedure is found in the section on "Monte Carlo 
Experimental Procedure." 

Two methods are available in SDATA for logging the 
number of neutrons "detected" by the detector medium. 

1. Straight Monte Carlo. If and when a neutron is 
determined to have a collision in the detector medium, 
control is passed to SDATA by way of the ADDNTS entry 
point. Here the probability that the neutron has survived 
to this point (WATE) is calculated and multiplied by the 
absorption probability. Then a random number selection 
(RAND) on [0,1 ] is compared with this survival-then-
absorption probability (QT). If RAND :!~ QT, the neu-
tron is tallied, then killed. If RAND > QT, control is 

N (EE1) 

N2 

N1 

EE E 	 E 
12 	i 	 n 

E (Mev) 

Figure C-3. Subroutine SOURCE sample energy spectrum. 
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passed back to the previous routine and the history is 
continued. 

2. Summation of Probabilities. If and when it is deter-
mined that a neutron will cross a detector medium bound-
ary, control is passed to SDATA via the CTNUTS entry 
point. The following calculations are made: 

The total straight-line distance an uncollided neu-
tron would travel in the medium (D). 
Medium macroscopic absorption cross section 
(Xa ). 

Survival probability at that point (WATE). 
Clearly then, the first collision absorption probability in 

the medium (PROB) is 

PROB [1 —exp(— aD)] (WATE) (C-li) 

This value is tallied and added to previous neutron absorp-
tion probabilities, and the neutron is killed. No account 
is taken of second- and higher-order scattering using this 
method. However, detector medium macroscopic scatter-
ing cross section is so small (-.' 10 cm-1) in this study 
that second- and higher-order scatters in the medium are 
extremely remote. At the end of the run, SDATA is called 
again and it prints out the number of neutrons detected 
and a standard deviation. 

Major Modifications to 05R 

05R.—Subroutine 05R is the control routine for program 
05R. It has been modified to: 

Allow use of the original 05R program output sub-
routine and sample program output subroutine in the same 
program by proper card input selection of an index for 
NTESTX.*  

Call ADDNTS, entry point into SDATA, with proper 
selection of index for NTESTX, NCTYPE, and MEDX.*  
MEDX is the medium in which tabulation of neutrons will 
take place. The particular subroutine called to do this 
tabulation depends on the values of NTESTX and 
NCTYPE. 

Tabulate and print out for each run: 
a. The total number of elastic collisions [UNUSED 

(6)]. 
b. The total number of inelastic collisions [UNUSED 

(7)]. 
c. The number of times INELAS is called but neu-

tron energy is below lowest Q value of collided 
target nucleus [UNUSED (8)]. 

d. The number of neutrons that escape from the 
system without being killed in MEDX. 

INPUT.—Subroutine INPUT reads all card input for 
05R (except that required by the geometry package) and 
reads the first records from STAPE and PTAPE (see Fig. 
C-l). These records contain the control information for 
their respective data sets. It has been modified to: 

1. Read the first record from 05R DATA TAPE. This 
record is the number of neutrons that have parameters on 
the tape. 

Available on request to the Program Director, NCHRP. 

Read the logical number of ITAPE from card input, 
then read ITAPE's first record. 

Use the mass of a neutron based on the C" scale 
rather than the 016 scale. 

Read Q values from card input for those elements 
experiencing inelastic collisions. 

Read from card input the raw- neutron energy spec-
trum data. 

Read from card input MEDX, NTESTX, NGPCUT, 
XOFF, ZOFF, PANGLE, RCUT, THECUT, CTYPE, 
and HISTN—all of which are control parameters in vari-
ous subroutines (an explanation of each is available on 
request to the Program Director, NCHRP). 

Minor Modifications to XSECT Subroutines 

1. CODE 1, 1A, and 2. The original versions of these 
subroutines were designed to read a Master Cross-Section 
Tape whose raw cross-section data were stored on the tape 
in binary form. In this study unknown computer incom-
patibilities prevented the Triangle Universities Computa-
tion Center (Research Triangle Park, N.C.) - IBM 360/75 
from reading a binary tape produced by Oak Ridge Na-
tional Laboratories (Oak Ridge, Tenn.) IBM 360/75. 
Therefore, a Master Cross-Section Tape written in card 
image was used. Modifications to CODE i, 1A, and 2 
reflect this change. 

2. CODE 7B. Subroutine CODE 7B averages neutron 
cross sections across each subgroup, including now, in-
elastic scattering cross-section subgroups. The addition of 
this requirement by CODE 6 (described previously) forced 
some modifications to CODE 7B. 

Minor Modifications to 05R Subroutines 

i. GETNC. Instead of just calling EXIT when a subgroup 
is out of its supergroup range, subroutine GETNC prints 
out some information that may be helpful in diagnosing 
the problem. 

MSOUR. Subroutine MSOUR has been modified to 
pass control to either SDATA or SOURCE, depending on 
the value of the control variable NTESTX and parameter 
ESOUR (see "New Subroutines in 05R"). It also allows 
for biasing of all PART I source neutron velocity vectors 
in either the positive or negative Z direction, depending 
on the value of the control variable YOFF. 

NXTCOL. Subroutine NXTCOL has been modified 
to allow the values of control parameters MEDX, 
NTESTX, and NCTYPE to determine when and if sub-
routine SPECTM and entry point CTNUTS will be called. 

READR and RWCON. Modifications to subroutines 
READR and RWCON reflect the addition of an ITAPE 
DATA SET read and rewind requirement. 

SCATR. Subroutine SCATR modifications do the 
actual indexing of UNUSED (6) and UNUSED (7) (see 
"Major Modifications to 05R"). 

Labelled common statements MEDIA and MDELEM 
have been modified wherever they appear in a subroutine. 
In order to increase the number of elements allowed per 
medium without changing over-all computer memory stor- 
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age requirements, the limiting values of 8 elements per 
each of a maximum of 16 mediums were changed to 16 
elements in each of 8 mediums. 

Subroutine Deletions 

Unused subroutines were deleted from XSECT and 05R 

to conserve computer storage. 

The following subroutines were deleted from the 

original program XSECT: 

BNL325 	LOGLOG TENS 

BTENS 	 LETTER RS 
BXTENS 	POINT YS 
DATE 	 CURVE MBE 
LINEAR 	ADVANC EXPON 

SEMLOG 	XTENS CODE 9 * 

The following subroutines were deleted from the 

original 05R program: 

BANKR * 	 FSOUR * 

DATE 	 FSTRT * 

FBANK * 	 KINNY 
FPROB * 	 OUTPT (sample problem) * 

Computer Utility Programs 

FORTRAN IV statement listings and required card input 
information for the utility programs are not reproduced 
here but are available on request to the Program Director, 
NCHRP. 

Program EDIT 

Program EDIT can be used to perform a number of func-
tions. 

It will sequentially store, on permanent disc or tape 
storage, output data sets from PART I geometry, adding 
new data sets to those already there if necessary. 

It will prepare the input data set for PART II ge-
ometry from data in permanent disc or tape storage. 

By proper selection of card input data, EDIT will 
"edit" permanent storage data before placing it in PART 
II geometry's input data set. Card input values for 
EGPCUT, RCUT, THECUT, and WTCUT are the "edit 
parameters." If the neutron energy, position radius, or 
elevation angle is greater than EGPCUT, RCUT, or 
THECUT, respectively, or its weight less than WTCUT, 
the neutron will not be added to the input data set. In 
this study this tool was used to delete those neutrons from 
consideration in PART II that would contribute little or 
nothing to detector count rate, yet take up precious com- 
puter time and space. However, such a technique could 
have more general application in further research, particu-
larly with relation to EGPCUT and WTCUT. 

Program TRANSF 

In the interest of conserving computer time, the STAPE, 
PTAPE, and ITAPE output data sets from program 

* The respective SUBROUTINE, RETURN, and END statements are 
left in for these subroutines, because other subroutines call them in the 
normal course of a run. 

XSECT could be generated once for a given set of input 
data and placed in permanent disc storage. Then they 
could be called up time and again for use by OSR. This 
was a valuable technique for use in debugging program 
05R. The technique was also used in Monte Carlo experi-
mental data generation, because PART II geometry and 
medium (detector) were invarient in this study. Hence, 
the XSECT output data sets could be generated for this 
configuration once and then stored. 

A peculiarity of the local IBM 360/75 system made it 
more economical if these data sets were transferred to 
temporary storage in the computer in the job step prior 
to running the 05R program. Copies of the data sets were 
still retained in permanent storage. Program TRANSF 
performs this transfer function. Because only STAPE is 
needed in PART II geometry, the program is also written 
so that proper card input will cause its transfer only. 

Program TRANSX 

Program TRANSX is another outgrowth of the computer 
incompatibility problem and of the peculiarity mentioned 
in the previous paragraphs. The cross sections on the 
Master Cross-Section Tape have already been manipulated 
by subroutine CODE 1 and are ready for immediate use 
by subroutine CODE 6 (CODE 1 and CODE 6 being 
subroutines in program XSECT). Like program TRANSF, 
TRANSX transfers data from permanent storage (in this 
case Master Cross-Section Tape) to temporary storage 
just prior to the job step that runs program XSECT. Card 
input dictates the actual procedure. Note that in this pro-
gram the Master Cross-Section Tape is unit 10 and tem-
porary storage is unit 9. 

Program DISPLAY 

Program DISPLAY exhibits information gleaned from 
05R DATA SET (described previously). This particular 
program will read information from 05R DATA SET into 
computer memory, edit out those neutrons and neutron 
parameters not required as indicated by card input, and 
then display results in a tabular and/or graphic format 
(available on request to the Program Director, NCHRP). 

The tabular display lists the cumulative weighted 
number of neutrons appearing at the surface versus their 
radius from the source in increasing value of radius (R). 

The graphic format displays the cumulative weighted 
neutron yield as a function of radius from the source. 

MONTE CARLO EXPERIMENTAL PROCEDURE 

General Procedure and Rationale 

Early in the study it became clear that yield from a 
straightforward Monte Carlo experiment would not be 
significantly high enough to give reasonable statistical vari-
ance; that is, the detector-to-source yield inherent in the 
physical experiment would be on the order of 1 (Y3 even 
for the best "soil medium," pure water. Therefore, about 
1,000 histories would have to be laboriously followed to 
produce but one count in the detector. Following 100,000 
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histories to get even a 10 percent relative standard devia-
tion would require too much computer time. 

With the following variance reduction technique, rela-
tive standard deviations of 4 to 5 percent could be ob- 
tained on pure water in a reasonable computer run time. 
The technique is based on the theory that the frequency 
distribution of neutrons coming back out of the surface 
of the soil is independent of the azimuthal angle (0) about 
the center of the system (see Fig. C-4). This should be 
true if the neutron source is an isotropic emitter and if 
the soil medium is homogeneous. 

Therefore, a relatively small number (- 500) of neu-
trons leaving the soil surface at various angles 0 could be 
placed on a ray emanating from the system center (neu-
trons maintaining their relative radial position) and still 
be said to accurately represent the number of neutrons 
that would appear along that radius in an experiment with 
strong neutron sources (104 neutrons/sec). This is pro-
viding, of course, that the neutron sample leaving the 
surface is within statistically precise limits. That is, the 
representation would increase in accuracy as the size of 
the sample is increased. If the representation is accurate, 
this same neutron aggregation can be placed on any num-
ber of rays around the system center, equally spaced in 
O through 360°, and accurately describe the total neutron 
population coming out of the soil. 

This technique was applied to the problem in the follow-
ing manner. A series of 1,000 history runs were made 
using the modified 05R code, and the parameters asso-
ciated with each neutron leaving the soil surface were 
tabulated and stored. This was labelled PART I of the 
procedure and is described more fully in the following 
section. PART II of the procedure consisted of placing 
the neutrons from PART I on rays (normally 40 rays, 
9° apart) about the center of the system using subroutine 
SDATA (described previously), and then following their 
histories until they were either "detected" or left the sys-
tem. A more detailed description of PART II follows. 
On the average, 500 neutrons came out of the soil surface. 

Soil Medium 

Figure C-4. Experimental theoretical geometry. 

This number times 40 yielded a healthy 20,000 source 
neutrons for PART H. Because most of PART II ge-
ometry consists of void space, the computer run time per 
history is about one quarter of that for a PART I history. 

Another variance reduction technique used in Part I 
was to "emit" all source neutrons in the negative z direc-
tion (i.e., into the soil). Therefore, although 2,000 neu-
trons were emitted isotropically, only 1,000 neutrons 
passed into the soil medium, and their histories followed. 
A single run, that followed 1,000 neutrons with positive z 
velocity vectors, was made to determine their contribution 
to detector counts. This contribution would be the same 
for all soil mediums. 

The same modified 05R program described previously 
can be used to run both PART I and PART II. In this 
study the modified OSR program designated as 05RA was 
again slightly modified by deleting subroutine SPECTM 
and calling the resultant program 05RC. 05RC was then 
used to process PART II geometry histories. This was 
done to conserve computer memory, making more of it 
available for storage of neutron parameters. 

Geometry Description PART I 

The package of subroutines included in program 05R 
which accomplish the tracing and tallying of neutron paths 
through a system is called GEOM. The initial step in the 
description of a system for GEOM is to enclose the entire 
system in a rectangular parallelepiped whose faces are 
parallel with the xy, yz, and xz coordinate planes. This 
parallelepiped is then divided into several smaller paral-
lelepipeds, called zones, by planes parallel to the coordinate 
planes and extending entirely across the system. The zones 
in turn are then divided into smaller parallelepipeds, called 
blocks, by planes again parallel to the coordinate axes but 
extending only across individual zones. Quadric surfaces 
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can then be inserted into individual blocks. A quadric 
surface is defined by the zeros of a quadratic function, and 
divides all space into two sectors. There may be only one 
medium per sector. Most of the foregoing discussion is 
taken from 05R Code User's Manual. 

The geometry of the system used in this study (see 
"Experimental Procedure," which follows) is divided into 
two parts for simulation by the Monte Carlo Code. PART 
I consists of the plexiglass, soil, and neutron source. It is 
represented by Figure C-5 in the form required by GEOM. 
Some, but not all, of the dimensions are included for 
reference. The printout of the geometry description read 
into GEOM is available on request to the Program Direc-
tor, NCHRP. All space not bounded by the parallelepiped 
is "Exterior Void," and neutrons finding themselves in an 
Exterior Void are killed by the program. That volume 
inside the parallelepiped, but outside the two cylinders, 
designated by MED = 0, is also Exterior Void. The 
rectangular-shaped volume sitting on top of the plexiglass 
medium is considered "Interior Void" and designated 
MED = 1,000. It is in this medium that the tallying for 
PART I takes place as soon as a neutron crosses the bound-
ary between plexiglass and Interior Void. Note also that 
the neutron source is simulated by a point source just 
below the surface of the plexiglass. This approximation 
is reasonable, because the source volume is comparatively 
small. MED = 1 and 2 are the plexiglass and soil mediums, 
respectively. Their composition is defined by the STAPE, 
PTAPE, and ITAPE data sets, described previously. A 
neutron history is followed throughout this system until 
it escapes from it or passes into either medium 0 or 
medium 1,000. 

Geometry Description PART II 

In PART II geometry, the parallelepiped encompasses a 
system consisting only of two cylindrical thermal neutron 
detectors and imaginary line neutron sources on rays 
located in the horizontal plane and emanating from the 
center of the system. The stylized geometry required by 
GEOM is shown in Figure C-5. (For a brief discussion 
of geometry construction used in GEOM refer to the 
previous paragraphs.) MED 1 in the BF3  gas medium 
defined by a STAPE data set generated by program 
XSECT. PTAPE and ITAPE data sets are not required 
to define this medium. An approximation is made that 
any scattering or absorption due to the brass containment 
cylinders of the detectors is negligible. Therefore, it does 
not appear in the PART II simulated geometry. That part 
of the system outside the cylinders but inside the paral-
lelepiped is Interior Void, MED = 1,000. Here the neu-
trons travel unattenuated until they leave the system or 
enter the detector mediums. Counting is done in the 
detector mediums. This is a different role from that played 
by mediums 1 and 1,000 in PART II geometry. 

Monte Carlo Source Yield 

If the source emits 2,000 neutrons in a perfectly isotropic 
manner, 1,000 of them will start down into the soil. If 
of that 1,000, 500 come back out of the soil surface (more 
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Figure C-s. Monte Carlo code stylized PART I and PART II 
geometry. 

exactly, the plexiglass surface) and are placed on 40 
equally spaced rays, then their number is now effectively 
20,000. If those 20,000 are allowed to leave the plexiglass 
surface in their predestined directions to ultimately cause 
40 counts to register in the detectors, then the Monte Carlo 
source yield (Ym) is simply: 

500 	40 
Ym= 2,000 (500)(40) 

= X 10-  

PAXiT I 	PART II 

The Probability Addition method was used to determine 
detector counts. This technique then raised the question 
of how to attach a statistical error to the detector counts, 
since variance reduction techniques made a calculation 
based on a simple Poisson distribution suspect. Because 
no agreeable, straightforward method was evident, a rela-
tive standard deviation was calculated for a variety of soil 
mediums using the general statistical estimator for each 
1,000 history run, 

I 

1 	

I °()=N_11 (n_n)2 

in which 

N = number of 1,000 history runs (9); 
= number of detector counts registered in run i; 
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ñ = average number of detector counts per 1,000 
histories; and 

o(n) = standard deviation of the number of detector 
counts of any 1,000 history run. 

Then the relative standard deviation for all runs was ob-
tained from 

- o-(n) 
n 	iiVN 

in which o-(n) is the standard deviation of the best esti-
mate of n from all runs. 

The Monte Carlo method was used in an investigation 
to ensure that the Probability Addition method was not 
biased. The results of this investigation and of the afore-
mentioned standard deviation calculations appear in the 
section on "Experimental Results and Correlation." 

Sample Run 

The sample run is demonstrated on the 32 w/o CH2  + 68 
w/o SiO2  soil medium. The physical experimental data 
required by the Monte Carlo code comes from the results 
of the "Sample Calculations" which follow and are repro-
duced in Tables C-8 and C-9. 

A Monte Carlo run in this study requires data cards for 
programs TRANSX, XSECTA, and 05RA (including 
GEOM) and subsequently for programs TRANSF, EDIT, 
and 05RC (including GEOM).* Program XSECTA is 
the new modified version of XSECT. The procedure is 
as follows: 

Prepare input cards for program TRANSX desig-
nating which element's cross sections will be made avail-
able from the Caster Cross-Section Tape for use by 
XSECTA. 

Prepare input cards for program XSECTA, specifi-
cally for CODE 6 and CODE 8. (The list of input cards 
is available on request to the Program Director, NCHRP. 
Note that the atom densities are punched on the CARD 
D's for each medium.) Plexiglass atom densities were 
previously determined and are invariant in this study. 

Prepare input cards for program 05RA. This will 
include GEOM input cards describing PART I geometry. 
(The list of input cards is available on request to the 
Program Director, NCHRP.) SLOTH and SLOPS are 
punched on the CARD F's for each medium. Now run 
programs TRANSX, XSECTA, and 05RA sequentially to 
produce ultimately nine separate data sets from -runs of 
1,000 histories each. In this case the data sets are stored 
on disc for eventual permanent storage on tape. 

Prepare input cards for program TRANSF. This 
will transfer the previously generated detector medium's 
STAPE data set from permanent to temporary storage in 
readiness for the PART II run. 

Prepare input cards for program EDIT. Neutrons 

* Utility program statements and card input descriptions for programs 
EDIT, TRANSF, TRANSX, and DISPLAY are available on request to 
the Program Director, NCHRP. 

with radii in excess of 16 cm and elevation angles greater 
than 45° can never intersect the detectors no matter what 
the value of 0. So, RCUT= 16. and THECUT= 45. 
will delete these neutrons from contention. However, it 
is not desired to delete a neutron based on its energy or 
weight. Therefore, EGPCUT = 109  eV and WTCUT= 0. 
With INDEX = 3 and L = LL = 1, only the first data set 
will be read into memory, manipulated by the "Cutoff 
Parameters" and stored as the PART II input data set. 

Prepare input cards for program 05RC. (The list 
of input cards is available - on request to the Program 
Director, NCHRP.) This includes those for GEOM. 
SLOTH and SLOPS for the detector mediums were pre-
viously determined and are punched on CARD F. 

Run programs TRANSF, EDIT, and 05RC sequen-
tially to calculate detector counts. Counting is done using 
the Probability Addition method and yields 183.595. 

Calculate Monte Carlo yield (Ym): 

___ 	183.595 Ym= 	 =2.5499X 10- '00040 
 

PHYSICAL EXPERIMENTAL PROCEDURE AND APPARATUS 

Apparatus 

Sample Mixer and Scales 

The Ingredients for all samples were weighted Out on a 
Fairbanks-Morse Company (Yonkers, N.Y.) Tel-A-Dial 
scales, Model No. B35. Weight could be read to the 
nearest 0.1 lb. Homogeneous mixing of the sample con-
stituents was performed by a small Sears, Roebuck Com-
pany (Greensboro, N.C.) utility cement mixer, which could 
easily hold a 120-lb batch. The mixing drum was driven at 
60 cpm by a ¼-hp AC motor. 

Variable Speed Shaker 

A variable speed shaker, manufactured by All American 
Tool and Manufacturing Co. (Skokie, Ill.), was used to 
uniformly pack all soil samples. It was driven by a 
variable-speed ½- to 1-hp AC motor and produced a 
vibration frequency range of 15 to 60 cps. The vibrating 
plate could be adjusted to give lateral back and forth 
motion with a maximum off-center displacement of 0.125 
in. (see Fig. C-6). 

Source 

The source was a 1.1 millicurie 226Ra-Be neutron source 
doubly incapsulated in 304 stainless steel. The container 
was a cylinder with outside dimensions of 0.356 in. in 
diameter by 0.572 in. in length. The active material was 
located on a horizontal disc approximately 3 mm above 
the base of the container. Atomic Energy of Canada, Ltd. 
(Ottawa, Canada) specified the neutron emission rate to 
be 1.77 X 104 neutrons per second at time of production 
in 1957. This figure is in good agreement with the Radium 
Millicurie value (Anderson, 1948; Marion and Fowler, 
1960). 
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Figure c.-ô. ?Izysical experiment apparatus. 

this source was calibrated against a 3-mc Ra-Be source 
manufactured by AECL in 1965. The 3-mc source served 
as a calibration standard for Troxler Electronics, Inc. 
(Raleigh, N.C.). As a result of this calibration, the neu-
tron emission rate of the source used in this study was 
recalculated to be 3.295 >< 101  neutrons per second. This 
was the emission rate value used throughout this study. 

Counting Equipment 

A portable scaler and preamplifier from a commercial 
combination density/moisture gauge, Model 1602, built 
by Troxler Electronics, Inc., was used for all sample 
measurements. The two BF3  proportional counters manu-
factured for Troxler by Nancy Wood Laboratories have 
the following pertinent physical characteristics: 

Gas medium 	... 	....... BF3, 96 percent enriched B'° 
Pressure 	.............. 25 cm Hg abs. 
Casing 	...... 	.......... Brass 
Sensitive volume: 

Inside diameter ....... 3.49 cm 
Length 	............. 16.91 cm 

The detectors plateaued for thermal neutrons at 1,150 
volts and had a plateau length of about 300 volts, and a 
recommended operating voltage of 1,300 volts. The scaler 
had a built-in tinier designed only for 1-min count inter-
vals. This device was checked frequently against an 
ORTEC Motor Driven X-ray Time Switch, Model 42, 
Oak Ridge, Tenn. The scaler's batteries were recharged 
after each counting session by a simple attachment to a 
115 VAC receptacle. The manufacturer recommended 
making all measurements without this attachment. 
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Sample Container and Source-Detector Support Structure 

Sawed-off steel 55-gal drum bottoms, 23 in. in diameter 
and 12 in. high, held the soil samples (Fig. C-6). Their 
volume was accurately determined and used in conjunction 
with sample weight to calculate medium density. 

A plexiglass (ROHM-HAAS) disc approximately 56 
cm in diameter and 0.3175 cm thick served as a source 
and detector holder. It was perforated with No. 3 screw 
holes strategically placed to allow repeatable alignment 
of the detectors at various distances from its center. A 
larger hole in the center of the disc accommodated the 
cylindrical source. The bottom of this hole was taped 
over so that when the disc rested flat on the soil medium 
the tape was between the base of the source and the soil 
surface. 

Stands, supports, and clamps shown in Figure C-6 per-
formed for background measurement the same function as 
the disc did for soil measurement That is, detector and 
source were maintained in the same repeatable configura-
tion with respect to the shaker as when drum and sample 
were present. 

Sizing Equipment 

A NUMINCO shaker was used in conjunction with U.S. 
Standard Sieves (Pittsburgh, Pa.) from 841- down to 125-
micron size for sizing determinations on sand, polyethyl-
ene, and iron. 

Experimental Procedure 

Selection of Components for Soil Samples 

Components for the soil medium were selected on the basis 
of their economical availability, frequent occurrence in the 
earth's crust, stability, nuclear characteristics, and chemi-
cal purity. Some pertinent characteristics of each are 
given in Table C-i. Economical availability, stability, and 
frequent occurrence in the earth's crust made sand an 
obvious choice. The necessity for accurate simulation of 
soil composition in the Monte Carlo program required a 

TABLE C-i 

SOIL CONSTITUENT CHARACTERISTICS 

MATERIAL 	 CHARACTERISTICS 	SOURCE 

Silica sand Crushed quartz with Cast-A-Stone, Inc. 
(Si02) Ito 2 ppm metallic (Raleigh, N.C.). 

impurities Quarried near 
Sandhills, N.C. 

Polyethylene Texite Polyethylene Plastics Division 
(CH3) low-density formula, Eastman Chem- 

apparent density ical Products, 
0.923 gm/cm3  Inc. (Kingsport, 

Tenn.). 
Iron (Fe) 1-60, Iron Powder Fisher Scientific 

(Electrolytic-Pure) Co. (Fair Lawn, 
99+percent pure N.J.) 

sand of known purity. A silica sand (Si02) was readily 
available, and activation analysis of representative samples 
indicated that impurities constituted no more than 1 to 2 
ppm. A high-purity iron was chosen for its relatively high 
neutron absorption cross section over a wide energy spec-
trum and its frequent occurrence in soils. Polyethylene 
(CH2 ) provided the "moisture" constituent. As an alterna-
tive to water, it proved superior in almost every respect. 
Past attempts at preparing stable soil standards with vari-
able moisture contents were complicated by evaporation 
of water located close to the surface and its settling to 
the bottom at the higher moisture ratios. It would also act 
to oxidize metals, again complicating Monte Carlo simula-
tion. On the other hand, using polyethylene avoided these 
problems and provided a more attractive hydrogen-to-
carbon weight ratio than that of hydrogen to oxygen. A 
drawback was the decrease in sample specific density with 
an increase in the weight percentage of polyethylene. Al-
though an effort was made to obtain sand, iron, and poly-
ethylene of equivalent grain size, more careful sizing may 
have permitted denser packing. A sieve analysis of the 
constituents is given in Table C-2. 

Preparation of Samples 

Each constituent of a given soil sample was carefully 
weighed out to the nearest 0.1 lb, and combined with the 
other components, and the mixture was homogciieously 
blended in the cement mixer for 30 to 35 mm. Normally, 
two and sometimes three batches of each soil sample were 
prepared in this manner. All of the batches were then 
combined in a drum and packed by the shaker for 15 to 
20 mm. Shaker settings were 17 cps with 0.05-in, lateral 
movement off center. The plexiglass disc was placed on the 
surface of the sample and light pressure was applied dur-
ing the shaking operation to prevent the top ¼ to ½ in. 
of sample from vibrating its way over the lip of the drum. 
There was some slight evidence of constituent separation 
and inhomogeneous mixing in this top layer after shak-
ing. However, the rest of the sample remained uniformly 
mixed. After all counting measurements had been taken 
on a particular soil medium, its volume was determined 
from a bench mark around the inside of the drum and the 
sample was weighed. Bulk density was calculated. Table 
C-3 gives a breakdown of percent by weight (w/o) of 
every constituent in each of the ten samples. 

TABLE C-2 

CONSTITUENT COMPARATIVE SIEVE ANALYSIS 

w/o LESS THAN 
CONSTITUENTS 

 

(MicRoNs) SiO, CH2  Fe 
841 99.8 100.0 100.0 
595 94.0 100.0 100.0 
250 40.0 56.1 100.0 
177 18.1 24.1 99.7 
125 6.7 4.3 94.7 



Source-Detector-Soil Medium Geometry 

The simplest possible physical geometry was devised in 
order to ease the Monte Carlo simulation of that geometry. 
Figure C-6 shows the relative location of detectors, plexi-
glass disc, and soil medium. The plexiglass disc rests evenly 
and solidly on the smooth surface of the soil medium. The 
neutron source capsule fits tightly into its hole in the center 
of the disc, with the base of the source flush with the bot-
tom of the disc. The two detectors lie flat on the disc and 
are affixed to it. They straddle and are equally spaced from 
the source with their axes parallel to each other. The soil 
medium is a cylinder approximately 57 cm in diameter and 

26 cm deep contained in the open drum. 
This apparatus rests in the drum bracket of the variable 

speed shaker, and all soil measurements are taken with 
equipment in this repeatable geometry. The stands, sup-
ports, and clamps arrayed around and above the shaker 
are used to hold the two detectors and neutron source in 
repeatable geometry for measurement of background radia-
tion. In this case the drum and soil medium are absent, 
but source and detectors are maintained in the same rela-
tive positions with respect to the shaker. 

Counting Procedure 

Once the geometry was established for each soil sample, 
the Troxler counting equipment was used to take a series 
of 1-min counts. Sufficient I-min counts were taken to 
ensure a relative standard deviation in count rate of less 
than 3 percent. A less-than-i-percent relative standard de-
viation was obtained at the higher moisture contents. Such 
mundane considerations as laboratory space and equipment 
availability, unshielded source criteria, and experimenter 
fatique precluded longer counting sessions (20 hr versus 
2 hr). A breakdown of a typical counting session, in 
chronological order, is as follows: 

NO. OF 	 PERP. DIST. 

1-MIN 	 BETWEEN DETEC- 

COUNTS 	 MEDIUM 	 -_TOR AXES (cM) 

20 Background 5 
20 Soil sample 5 
10 Soil sample 12 
10 Soil sample 20 
10 Background 5 
10 Background 12 
10 Background 20 

Calculation of Source Neutron Yield 

Neutron source calibration yielded a neutron emission 
rate of 3.295 X 10 neutrons per second. Experimental 
source yield (Ye) is then simply determined by 

TABLE C-3 

CONSTITUENT WEIGHT PERCENT BREAKDOWN 
AND SAMPLE DENSITY 

SAMPLE 
NO. 

CONSTITUENT (w/o) 

SiO2 	CH2 	Fe 	H20 

SAMPLE 
DENSITY 
(GM/CM3) 

1 92 8 	- 	- 1.3350 
2 84 16 	- 	- 1.0779 
3 76 24 	- 	- 0.9123 
4 68 32 	- 	- 0.8239 
5 53 32 	15 	- 0.86317 
6 61 24 	15 	- 0.98743 
7 69 16 	15 	- 1.2057 
8 77 8 	15 	- 1.4657 
9 - - 	- 	100 0.99883 

10 100 - 	- 	- 1.58999 

R±r Ye= N 	
(C-14) 

in which R soil medium net count rate = gross count 
rate - background count rate (cpm). 
Also, 

(C-15) 

in which 
N 	neutron source emission rate (dpm); 

R 	background count rate (cpm); 
T 	count interval on soil medium (mm); 

Tb 	background count interval (mm); and 
a- 	standard deviation (cpm). 

Sample Calculations 

Atom Density Calculation 

To correlate the experimental source yield with the yield 
from the Monte Carlo program, the atom density of each 
element in a soil sample had to be accurately calculated 
from the physical experiment data. The procedure used 
to mix a sample and subsequently calculate those densities 
is demonstrated here using raw data from Sample No. 4 
(see Table C-3). 

In the interest of conserving some rather expensive soil 
materials, each new sample was constructed using a portion 
of the previous sample. In this case some CH2  would have 
to be added to the 76 w/o SiO2  + 24 w/o CH2  sample to 
create a 68 w/o SiO2  + 32 w/o CH2  sample. By knowing 
the weight of the previous sample (W = 125.3 ib), the 
following calculation could be made to determine the re-
quired addition of CH2(C'). 
Because 

Ws102 + WCH2 = W 	 (C-i6) 

* Weight and volume of sample could be measured to only four 
significant digits. More digits were carried in subsequent calculations as 
a hedge against round-off error and as a convenience. Thermal neutron 
cross-section data used in all calculations is the latest appearing in BNL-
325, 2d ed. (1958), plus supplements 1 and 2, 1960, 1964, and 1966. 
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i.e., 

	

0.76W + 0.24W = w 	(C-17) 

Also, 

	

0.68W' + 0.329' = w' 	(C-18) 

in which 

W' 	new total weight of 68 w/o SiO2  + 32 w/o CH2; and 

	

W'=W+c' 	 (C-19) 

and because no SiO2  was being added or subtracted in this 
process, 

0.761V = 0.68W' 	 (C-20) 

Substituting Eq. C-20 in Eq. C-19 yields 

C' = (0.76/ 0.68 - 0 W 	(C-21) 

and substituting for W yields C = 14.74118 
The contents of each cement mixer batch are given in 

Table C-4. 
Weight (W') of the sample after packing by the shaker 

into the known volume (V = 2.3428421 ft3) of the drum 
was 120.5 lb. Note that not all of the mixed sample could 
be accommodated in the drum. However, what there was 
homogeneously mixed in the desired proportions of SiO2  
and CH2; i.e., 

Sample Bulk Density (peomp) W'/V = 0.82388 156 gm/ 
cm3  

Weight percentage of elements in the SiO2  and CH9  com-
pounds are given in Table C-S. 

The weight fraction of each element in the sample was 
then determined and is given in Table C-6. For example, 
w/f of Si = (0.68)(0.4674393) = 0.317858724. 

From the foregoing data, atom density of each element 
in the soil medium was calculated from 

	

N= W/fpmpNa 	
(C-22) A 

in which Na  Avogadro's Number, and e.g., 

N81  = 
w/f81  Pcomp Na  

(C-23) A si 
and 

- (0.317858724) (0.82388156) (0.6024 X 10) N81- 	
28.086 

TABLE C-4 

SAMPLE NO. 4 CEMENT MIXER BATCH CONTENTS 

WEIGHT (LB) 

BATCH 	 SiOa+24 w/o CH2 	CH2  
1 41.77 4.91 
2 41.77 4.91 
3 41.77 4.91 

= 0.0056 16865 x 1024 atoms/cm3 

Table C-7 gives the atom densities for each element. 

Calculation of Thermal Mean Free Path and 
Scattering Probability 

Soil medium thermal mean free path (mfp) and thermal 
neutron scattering probability (Ps) were other input pa-
rameters required by the Monte Carlo program. Their 
calculation follows for Sample No. 4. 

Thermal mean free path: 

	

IT = Nc&C  + N0o'0  + N551  + No 	(C-24) 

where 's are mean thermal total cross sections; e.g., 
T 	(0.01132223)(4.8034) + (0.01 123373)(4.2) 

+ (0.005616865)(1.86) + (0.0226373)(38.332) 
= 0.979747 cm-1  

i.e., mfp = 	= 1.02067 cm. 

Scattering probability: 

s= (0.01132223)(4.8)  + (0.01123373)(4.2) 
+ (0.005616865)(1.7) + (0.0226373) (38) 

= 0.97 1294436, 

P=- 	= 0.99137271 

EXPERIMENTAL RESULTS AND CORRELATION * 

Physical Experiment Results 

Monte Carlo Code input Parameters 

Mathematical simulation of the physical system by the 
Monte Carlo code required some input parameters com-
puted in the physical experiment. Those parameters for 
each soil sample are given in Tables C-8 and C-9. 

Because the same detectors and plexiglass disc were used 
in experiments on all soil sample mediums, their atom 
densities and thermal parameters were invariant. Those 
parameters were calculated in the manner described previ-
ously in "Sample Calculations" and are given in Table 
C-b. The chemical composition of the plexiglass (methyl 

*
The yields, mean free paths, and nonabsorption probabilities listed 

throughout this section are accurate to only three significant figures. More 
figures are included here as a convenience. 

TABLE C-S 

WEIGHT FRACTION OF ELEMENTS IN SiO2 AND CH2  

ELEMENT (w/F) 

COMPOUND Si 	0 	C 	H 
Si02 	0.4674393 0.5325606 	- 	- 
CH2 	 - 	- 0.856282 0.143718 
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TABLE C-6 TABLE C-7 

WEIGHT FRACTION AND ATOMIC WEIGHT OF ATOM DENSITIES OF ELEMENTS IN SAMPLE NO. 4 

ELEMENTS IN SAMPLE NO. 4 
ELEMENT ATOM DENSITY ><1024) 

WEIGHT FRACTION ATOMIC WEIGHT 

ELEMENT (w/F) (A) 

Si 0.317585724 28.086 Si 0.005616865 

0 0.362141208 15.9994 H 0.0226373 

H 0.045975 12.01115 
C 0.2740102 1.00797 

TABLE C-8 

MONTE CARLO SOIL MEDIUM ATOM DENSITIES 

ATOM DENSITY (x 1024 ATOMS/CM3) 
SAMPLE 

NO. HYDROGEN CARBON OXYGEN SILICON IRON 

1 0.009173 0.004587 0.02463 0.012314 - 
2 0.014808 0.007406 0.01816 0.009078 - 
3 0.018800 0.009403 0.01390 0.006951 - 
4 0.02264 0.011322 0.01123 0.005617 - 
5 0.02372 0.01186 0.009173 0.004586 0.001397 
6 0.02035 0.01018 0.01208 0.006039 0.001598 

7 0.01656 0.008285 0.01668 0.008341 0.001951 
8 0.010068 0.005036 0.02263 0.01131 0.002371 
9 0.066797 - 0.033398 - - 

10 - - 0.03188199 0.015941 - 

TABLE C-9 

MONTE CARLO SOIL MEDIUM THERMAL MEAN 
FREE PATHS AND SCATTERING PROBABILITIES 

THERMAL MEAN 	SCATTERING PROBABILITY 

SAMPLE 	FREE PATH 	 PER TOTAL INTERACTION 

NO. 	 (CM) 	 PROB.  

1 2.0001 0.9899 
2 1.4361 0.9908 
3 1-1945 0.9912 
4 1.0207 0.9914 
5 0.9690 0.9882 
6 1.0959 0.9870 
7 1.2713 0.9852 
8 1.7914 0.9800 
9 0.3703 0.9918 

10 6.1142 0.9844 

TABLE C-jo 

DETECTOR AND PLEXIGLASS DISC MEDIUMS, 
MONTE CARLO CODE INPUT PARAMETERS 

PLEXIGLASS 

PARAMETER DETECTOR DISC 

(a) Atom Density (x 10 atoms/cm') 

Boron-10 7.8826 x10° - 
Boron-li 3.2844 x10 - 
Fluorine 2.46331 x 10 - 
Carbon - 0.0355392 
Oxygen - 0.01421588 
Hydrogen - 0.0568688 

(b) Thermal 

Mean free path (cm) 32.922 0.4149 
Scattering probability 0.0042 0.9921 

methacrylate) is eight hydrogen atoms, two oxygen atoms, 
and five carbon atoms per mole with a nominal density of 
1.18133 gm/cm3. 

Physical Experiment Yields 

The term experimental yield (Ye) as used here refers to 
the ratio of count rate (cpm) registered by the detector 
equipment on a soil sample to neutron source disintegra- 

tion rate (dpm). A yield was calculated for each of three 
detector configurations on each soil sample. The configura-
tions were determined by the position of the detectors off 
the center line, either 2.5, 6, or 10 cm. So in each case 
the detectors were symmetrically positioned about and 
equidistant from the source at 5, 12, or 20 cm between 
detector axes. The yields are given in Table C-il along 
with the hydrogen density of each soil sample. 
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TABLE C-li 

PHYSICAL EXPERIMENT YIELDS AND HYDROGEN DENSITIES 

SAMPLE 
NO. 

HYDROGEN 

(GM/cc) 
DENSITY  

YIELDS (x lO- ) (YE) FOR SOURCE-DETECTOR DISTANCES 

2.5CM 	 6CM 	 10cM 

1 0.01535 0.8298 ± 0.0207 0.7754 ± 0.0229 0.6166 ± 0.0201 
2 0.02479 1.7648 ± 0.0244 1.5650 ± 0.0302 1.2849 ± 0.0280 
3 0.03147 2.2844 ± 0.0267 1.9954 ± 0.0338 1.5721 ± 0.0298 
4 0.03789 2.9034 ± 0.0293 2.3986 ± 0.0366 1.9428 ± 0.0328 
5 0.03970 2.6199 ± 0.0282 2.2347 ± 0.0354 1.8670 ± 0.0323 
6 0.03406 2.2329 ± 0.0268 1.9256 ± 0.0331 1.7193 ± 0.0308 
7 0.02773 1.7008 ± 0.0243 1.5154 ± 0.0300 1.1578 ± 0.0263 
8 0.01685 0.7924 ± 0.0188 0.6501 ± 0.0220 0.6115 ± 0.0200 
9 0.11177 9.482 	± 0.0505 6.008 	± 0.0562 3.020 	± 0.0401 

10 0.0 0.581 	± 1.26x 102  2.782 	± 1.14x 10 0.759 	± 0.956x 102 

Monte Carlo Code Results 

Monte Carlo Experiment Yields 

A Monte Carlo Source yield (explained previously) was  
calculated for each soil sample for the 2.5-cm source-
detector distance. A total of 9,000 initial neutron his-
tories were followed into the simulated soil medium. This 
gave a "source" strength of 18,000 neutrons, assuming iso-
tropic emission. The contribution of detector counts from 
the 9,000 initial histories in the positive Z direction was 
between one and two counts per 3,000 initial histories. 
This was considered negligible even for low-yield soil 
mediums. At any rate this contribution was effectively 
subtracted out of the physical experiment yields because 
it appeared as a portion of the background count rate. 
Therefore, to be consistent, it was not considered in the 
Monte Carlo yield calculation. The Monte Carlo yield 
for each soil sample appears in Table C-12. From Table 

C-i 3 the mean count is n = IN , n = 18.333 and 

the standard deviation (o) using the general statistical 
estimator formula is 

r 1 

T 0-[N_ 	
(fl_n)s= 3.141 

i= 1 

Comparing both methods: 
Monte Carlo counts (MC) = 18.333 
Probability Addition counts (PA) = 20.570 

Percent difference = I I MC- 
MC 

 PA X 100= 12.2percent 
I  

and 
Monte Carlo relative standard deviation (o-/MC) 
= 17.13 percent 
The significance of the standard deviation is that the 

range if ± a- represents the precision with which the de-
tector counts of another 1,000 history run can be pre-
dicted. Specifically, there is a 68.2 percent probability that 
the next count will fall within 11 ± a-; a 95.4 percent proba-
bility it will fall within n ± 20-; and a 99.7 percent proba-
bility it will fall within if ± 3a-. 

Data Display and Additional Experimental Runs 

PART I data (i.e., OSR DATA SET) were generated for 
nine additional soil samples (Sample Nos. ii through 19). 

TABLE C-12 

MONTE CARLO EXPERIMENT YIELD 2  

SAMPLE 
NO. COUNTS 

YIELD 
(x 10- ) (YM) 

48.507 0.6737 
2 105.653 1.4670 
3 146.430 2.0337 
4 183.595 2.5499 
5 169.936 2.3602 
6 145.997 2.0277 
7 115.986 1.6109 
8 60.480 0.8399 
9 713.062 9.9036 

10 1.23 0.0170 

Based on 9,000 initial neutron histories with initial directions into the 
soil medium. 

TABLE C-13 

CALCULATION OF MEAN COUNT AND STANDARD 
DEVIATION FOR MONTE CARLO METHOD 2  

MONTE CARLO 
RUN NO. (i) COUNTS (n4) (h-n)2  

1 13 28.441 
2 18 0.111 
3 17 1.777 
4 22 13.447 
5 20 2.779 
6 20 2.779 

Total 110 49.334 
Average (if=18.333) 

"Based on 1,000 initial neutron histories directed into the 32 w/o 
Clis + 15 w/o Fe + 53 w/o SiO2 (Sample No. 5) soil medium. 
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Each of the Sample Nos. 11 through 18 was identical to the 
Sample Nos. 1 through 8, respectively, given in Tables C-3 
and C-il except that water replaced the polyethylene in 
each case and all eight samples had a bulk density of 
130 lb/ft3  (2.0823998 gm/cc). The hydrogen density 
remained the same for each respective case. This manipu-
lation changed other soil parameters of course, such as 
weight percentage of water in each of the eight new 
samples. Table C-14 gives pertinent characteristics of 
each sample. 

The ninth additional sample (No. 19) was identical to 
Sample No. 5 in every respect except that oxygen in the 
form of water replaced carbon in the form of polyethylene. 
A Monte Carlo source yield was calculated for this run 
(2.5334 X 10-4) and plotted in Figure C-7 along with 
source yields for Samples No. 1 through 8. 

Tables of radii versus cumulative weighted number of 
neutrons and graphs of cumulative Monte Carlo source 
yields as a function of radii were constructed for all 19 
soil samples using program DISPLAY (discussed previ-
ously) * A representative table and graph produced from 
soil Sample No. 4 data are available on request to the 
Program Director, NCHRP. Monte Carlo yields were also 
determined for Sample Nos. 11 through 18; they are given 
in Table C-14 and plotted in Figure C-8. 

Monte Carlo Source Yield Variance Calculation * * 

The general statistical estimator is used to calculate the 
relative standard deviation of the average detector counts 
(n) registered on a representative range of soil mediums. 
The relative standard deviation [R ( n)] of the average de-
tector counts is defined as 

- 	cr(n) 
R(n) = (C-25) 

ñVT 

in which 

= n 	(C-26) 

* Copies of these tables and graphs may be obtained from lr. R. P. 
Gardner, North Carolina State University, Raleigh, N.C. 

** Variance is another term by which statistical error can be represented 
and is equal to crc. 

and o-(n), n, and N are as defined previously in "Monte 
Carlo Source Yield." 

Although the standard deviation of the Monte Carlo 
source yield is not equal to the standard deviation of the 
average detector counts, their respective relative standard 
deviations are equal. Therefore, the calculation of the rela-
tive standard deviation of the average count rate associ-
ated with a soil medium is representative of the precision 
with which the yield is known. 

The soil mediums H20, 32 w/o CH2  + 15 w/o Fe + 
Si02, and 8 w/o CH2  + Si02  were selected because they 
cover the range of yields from all soil samples. The aver-
age count rates and relative standard deviations given in 
Table C-is are based on nine independent runs of 1,000 
initial source neutron histories each. Therefore, it can be 
said that the neutron yield calculated for the H20 medium 
is known with a precision of ± 5.63 percent, and that the 
precision with which all the other soil medium yields are 
known is,  between 6 percent and 10 percent. The pure 
silica sand (Si02) medium is an exception. 

Correlation of Monte Carlo and Physical 
Experiment Results 

The physical neutron source yield (Ye) and the Monte 
Carlo neutron source yield (Ym) as measured at the 
BF3  detectors are presented and compared in Table C- 16 
and Figure C-7 for Sample Nos. 1 through 10. Percent 
difference as used here is defined as 

I - 
Percent difference = I Ye Ye '' 

I 
x 100 (C-27) 

Sample No. 9 (1120) yield is not shown in Figure C-7. 

SUMMARY AND CONCLUSIONS 

As a result of this investigation (1) neutron thermalization 
in a soil medium was successfully simulated by a Monte 
Carlo statistical computer code; (2) a number of per-
manent soil/ moisture calibration standards were prepared 
and tested; (3) a group of computer utility programs was 
developed for use in conjunction with the Monte Carlo 
Code for the purpose of generating data useful in design 

TABLE C-14 

COMPOSITION AND YIELDS OF SAMPLES NO. 11 THROUGH NO. 19 

COMPOSITION (w/o) 
SAMPLE 
NO. 	Si02 	H20 	Fe 

HYDROGEN 
DENSITY 	MONTE CARLO 
(GM/CC) 	YIELD (YM) x 10 

11 93.413 6.587 - 0.01535 1.1672 
12 90.108 9.892 - 0.02479 2.2676 
13 86.493 13.507 - 0.03147 2.9895 
14 83.742 16.258 - 0.03788 3.6568 
15 67.965 17.035 15.0 0.03969 2.9846 
16 70.383 14.617 15.0 0.03406 2.5140 
17 73.103 11.897 15.0 0.02772 1.8020 
18 77.765 7.235 15.0 0.01686 0.8204 
19 43.915 41.085 15.0 0.03968 2.5334 
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and calibration of gauges; and (4) some potentially useful 
design data were generated. 

A correlation of physical and Monte Carlo experimen-
tal results on soil mediums of various combinations of 
polyethylene, iron, and silica sand produced an average 
relative difference of about 8 percent. The Monte Carlo 
experiment yields were consistently less than their respec-
tive physical experiment yields. A comparison of the yields 
from a pure silica sand sample was made, but statistical 
error in the precision of both measurements, physical and 
Monte Carlo, was too great to attach any significance to 
the results. It should be noted also that the physical experi-
ment neutron source was calibrated against a standard 
source whose neutron emission rate was specified by the 
manufacturer as 4.4 X 10 ± 7 percent neutrons/sec. 

Hydrogen in the form of polyethylene was uniformly 
mixed into a silica sand or silica sand/iron soil medium to 
make four stable calibration standards, equivalent to a 
water/soil medium in every respect except that the hydro-
gen atoms are paired with a carbon atom instead of an 
oxygen atom. A Monte Carlo yield was calculated for a 
water, silica sand, and iron soil medium equivalent in bulk 
density, hydrogen density, and weight percent of iron to 
a polyethylene, silica sand, and iron medium in order to 
provide an indication of the relative effects of carbon and 
oxygen in the "moisture" component upon detector re-
sponse. Yield was slightly higher for the former soil me-
dium, possibly justified by the lower thermal absorption 
cross section of oxygen. However, the difference (about 
10 percent) was not sufficiently out of the range of statisti-
cal error to be significant. 

Four relatively short computer utility programs were 
written in the course of this study to facilitate transfer, 
manipulation, and display of data generated by the Monte 
Carlo Code. Input parameter selection in program EDIT, 
for instance, allows the investigator to determine exactly 
which energy group, radius interval group, and/or eleva-
tion angle group of neutrons to follow from the soil surface 
into a detector medium. Program DISPLAY will tabulate 
the cumulative weighted number of neutrons coming out of 
the soil surface versus increasing radius from the center of 
the soil surface and graph cumulative neutron yield as a 
function of the same radius using the CALCOMP plotter. 
The raw data associated with each neutron history (energy, 
soil surface position vectors, statistical weight, and velocity 
components) generated and stored by the Monte Carlo 
Code are available for manipulation by any program suited 
to the needs of the researcher. 

A tabular and graphic display, mentioned in the preced-
ing paragraph, was made of the thermal and the epithermal 
neutron groups for each of the 19 soil mediums simulated 
in this study by the Monte Carlo technique. Hopefully, 
this information will be useful in any future study which 
might include the following: (1) construction of a simpliL 
fled calibration model that can be easily checked against 
these Monte Carlo results; and (2) investigation of a 
method for predicting the neutron flux (thermal or other-
wise) at the surface as a function of soil medium compo-
sition. 

TABLE C-is 

RELATIVE STANDARD DEVIATIONS OF 
REPRESENTATIVE MONTE CARLO YIELDS 

SOIL 	 AVERAGE 
MEDIUM 	 COUNTS(fl) R(n1)(%) 

H20 	 79.23 	5.63 
32w/oCH,+15w/oFe+Si02 	18.89 	6.0 
8 w/o CH2+SiO2 	 5.39 	9.95 

TABLE C-i6 

CORRELATION OF PHYSICAL AND MONTE CARLO 
NEUTRON SOURCE YIELDS 

YIELD (x 10-4) 

MONTE 
SAMPLE PHYSICAL CARLO DIFFERENCE 
NO. (Ye) (Ym) (%) 

i 0.8298 0.6737 -18.81 
2 1.7648 1.4670 -16.87 
3 2.2844 2.0337 -10.97 
4 2.9034 2.5499 -12.17 
5 2.6199 2.3602 -9.91 
6 2.2329 2.0277 -9.19 
7 1.7008 1.6109 -5.29 
8 0.7924 0.8399 +5.99 
9 9.482 9.9036 

10" 0.00581 0.017 +192.0 

The statistical error in the measurement precision of both Monte 
Carlo and physical yields was too great to attach any significance to the 
results. However, their values are included here for completeness. 
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THE NATIONAL RESEARCH COUNCIL was organized as an agency of the 

National Academy of Sciences in 1916, at the request of President Wilson, to 
enable the broad community of U. S. scientists and engineers to associate their 
efforts with the limited membership of the Academy in service to science and the 
nation. Its members, who receive their appointments from the President of the 
National Academy of Sciences, are drawn from academic, industrial and government 
organizations throughout the country. The National Research Council serves both 
Academies in the discharge of their responsibilities.. 

Supported by private and public contributions, grants, and contracts, and volun-
tary contributions of time and effort by several thousand of the nation's leading 
scientists and engineers, the Academies and their Research Council thus work to 
serve the national interest, to foster the sound development of science and engineering, 
and to promote their effective application for the benefit of society. 

THE DIVISION OF ENGINEERING is one of the eight major Divisions into 
which the National Research Council is organized for the conduct of its work. 
Its membership includes representatives of the nation's leading technical societies as 
well as a number of members-at-large. Its Chairman is appointed by the Council 
of the Academy of Sciences upon nomination by the Council of the Academy of 
Engineering. 

THE HIGHWAY RESEARCH BOARD, organized November 11, 1920, as an 
agency of the Division of Engineering, is a cooperative organization of the high-
way technologists of America operating under the auspices of the National Research 
Council and with the support of the several highway departments, the Federal Highway 
Administration, and many other organizations interested in the development of trans-
portation. The purpose of the Board is to advance knowledge concerning the nature 
and performance of transportation systems, through the stimulation of research and 
dissemination of information derived therefrom. 
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