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‘NATIONAL COOPERATIVE HIGHWAY RESEARCH PROGRAM

Systematic, well-designed research provides the most effec-
tive approach to the solution of many problems facing high-
way administrators and engineers. Often, highway problems
are of local interest and can best be studied by highway
departments individually or in cooperation with their state
universities and others. However, the accelerating growth of
highway transportation develops increasingly complex prob-
lems of wide interest to highway authorities. These problems
are best studied through a coordinated program of coopera-
tive research.

In recognition of t_hesé needs, the highway administrators of
the American Association of State Highway and Transporta-
tion Officials initiated in 1962 an objective national highway
research program employing modern scientific techniques.
This program is supported on a continuing basis by funds

from participating member states of the Association and it -

receives the full cooperation and support of the Federal
Highway Administration, United States Department of
Transportation.

The Transportation Research Board of the National Re-
search Council was requested by the Association to admin-
ister the research program because of the Board’s recognized
objectivity and understanding of modern research practices.
The Board is uniquely suited for this purpose as: it maintains
an extensive committee structure from which authorities on
any highway transportation subject may be drawn; it pos-
sesses avenues of communications and cooperation with
federal, state, and local governmental agencies, universities,
and industry; its relationship to its parent organization, the
National Academy of Sciences, a private, nonprofit institu-
tion, is an insurance of objectivity; it maintains a full-time
research correlation staff of specialists in highway transpor-
tation matters to bring the findings of research directly to
those who are in a position to use them.

The program is developed on the basis of research needs
identified by chief administrators of the highway and trans-
portation departments and by committees of AASHTO.
Each.year, specific areas of research needs to be included in
the program are proposed to the Academy and the Board by
the American Association of State Highway and Transporta-
tion Officials. Research projects to fulfill these needs are
defined by the Board, and qualified research agencies are
selected from those that have submitted proposals. Adminis-
tration and surveillance of research contracts are the respon-
sibilities of the Academy and its Transportation Research
Board.

The needs for highway research are many, and the National
Cooperative Highway Research Program can make signifi-
cant contributions to the solution of highway transportation
problems of mutual concern to many responsible groups. The
program, however, is intended to complement rather than to
substitute for or duplicate other highway research programs.
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FOREWORD

By Staff
Transportation
Research Board

This report will be of principal interest to transportation administrators,
planners; and technologists.in state and local levels of government. State highway
program managers and local transportation planning directors will find the sum-
mary to describe concisely the capabilities that technologists have to determine
areawide base-line ozone conditions against which the impacts of proposed trans-
portation actions should be evaluated. Air quality technologists will find a new
methodology for calculating ozone exceedances and design values from observed
data for a network of sites throughout an urban area.

Federal and state regulations mandate air quality studies to provide the basis
for evaluating transportation strategies to assist in achieving compliance with
ozone standards. These air quality studies must frequently include monitoring
programs to determine ozone concentrations and the degree of compliance with
the air quality standards. However, use of historical data, wherever possible, is a
more efficient and practical means to quantify ozone problems and minimize
requirements for special monitoring. The major objective of the study described

here has been to develop the methods needed to analyze existing data and obtain

as much information as possible from those data. Corollary objectives have been
to provide information about additional data needs and ways in which those needs
can be met with the least additional monitoring.

This report presents the concepts of design value and expected number of
exceedances (of the 120 ppb standard) as defined by the U.S. Environmental
Protection Agency (EPA) for a single monitoring site and extends the concepts to
a network of sites describing conditions throughout an extended urban area. Using
those definitions, methods are described for calculating values from observed
data. The methods apply nonlinear interpolation and Monte Carlo simulations
(based on empirically derived conditional-probability distributions) to locate areas
where the greatest numbers of exceedances and highest design values are expected

" and to calculate the values in those areas. The methods were applied to an exten-

sive data base collected during special monitoring programs in four different urban
areas: Houston, Los Angeles, Philadelphia, and St. Louis.

The appendixes to the report provide all the necessary instructions (including
computer programs) for applying the methods. The instructions encompass:

® Acquisition, screening, and preprocessing of data.
® Application of methodologies and computer programs for estimating design

values and number of exceedances.

e Determination of the origins and concentranons of background ozone en-
tering the city.
e Design of supplemental momtonng programs.



CONTENTS

1 SUMMARY

PART |

2 CHAPTER ONE Introduction and Research Approach

4 cHAPTER TWO Findings
Definition of EPA Methods
Determining Data Adequacy
Procedures for Determining Exceedances
and Design Values

30 CHAPTER THREE Interpretation, Appraisal, and Applications
How Methodologies Are Applied
Examples of the Application of the Methodologies
Supplemental Monitoring Requirements
Definition of Supplemental Monitoring Program
Procedures for Estimating Transported Ozone
Potential Applications to Transportation Planning

46 cHAPTER FOUR Conclusions and Suggested Research
Conclusions '
Recommendations for Further Research

48 REFERENCES
PART Il

50 APPENDIX A Overview of the Procedures Necessary
To Determine Design Values and
Exceedances of the National Ambient
Air Quality Standard for Ozone

50  APPENDIX B Guide to Data Acquisition and Screening,
and to the Data Processing Program

61 APPENDIX ¢ User’s Guide for the Isopleth
Methodology Computer Program

80 Appenpix b User’s Guide for the Probabilistic
Methodology Computer Program

94 APPENDIX E Procedures for Determining Concentrations
, and Origins of Background and -
Transported Ozone

115 APPENDIX F Supplemental Monitoring Programs



ACKNOWLEDGMENTS

The research reported herein was conducted under NCHRP
Project 20-14A by SRI International. Frank L. Ludwig, Staff Scien-
tist, was the principal investigator and author of the report. Other
authors of the report are H. S. Javitz, Director, Data Design and
Analysis Department; C. Maxwell, Statistical Analyst; A. Valdes,
Statistical Analyst; R.-Patterson, Senior Environmental Scientist; J.
A. Lee, Scientific Programmer; E. Shelar, Research Meteorologist;
and R. L. Mancuso, Senior Research Meteorologist. Valuable data
were provided by Mssrs..Dale Coventry, Norman Possiel, William
Lonneman, and John Summerhays of the U.S. Environmental Pro-
tection Agency; Mr. Gary Tannahill of Radian Corp.; Mr. Don *
Perrine of the California Air Resources Board; and Mr. Rod Moe of
the Texas State Department of Highways and Public Transportation.
The technical comments of the members of the NCHRP review panel
were very helpful.



SUMMARY

ESTIMATING EXCEEDANCES AND
DESIGN VALUES FROM URBAN
OZONE MONITORING NETWORK DATA

Federal and state regulations mandate air quality studies to develop strategies
for achieving compliance with ozone standards. These air quality studies must
frequently include monitoring programs to determine-ozone concentrations and
the degree of compliance with the air quality standards. However, use of historical
data, wherever possible, is a more efficient and practical means to quantify ozone
problems and minimize requirements for special monitoring. The major objective
of the study described here has been to develop the methods needed to analyze
existing data and obtain as much information as possible from those data. Corol-
lary objectives have been to provide information about additional data needs and
ways in which those needs can be met with the least additional monitoring and to
develop methods that provide information necessary for developing effective con-
trol strategies. No procedures were developed for designing control strategies,
which is probably the major topic where further research will be fruitful.

All the objectives of the study were met. The rather specialized definitions of
““design value’’ and ‘‘expected number of exceedances’’ that were developed by
the U.S. Environmental Protection Agency (EPA) for the case of a single monitor
have been broadened for application to regionwide conditions. The approach was
to use available data to estimate numbers of exceedances and design values for
points throughout the region of interest. Initially, points are very widely spaced in
order to provide an overall picture of the distribution of these two parameters in
the area. The points for which estimates are obtained are then more densely
spaced in those areas where the highest design values and the greatest numbers of
exceedances have been estimated. In this way it has been possible to estimate the
maximum numbers of exceedances and the highest design values occurring in the
area and the region in which they are found. These values satisfy the definitions
of expected number of exceedances and design value that were derived for a
network. Computer programs have been written for processing data to obtain the
estimates previously discussed. These computer programs and the directions for
their use, which are included in the appendixes to the report, are among the major
products of this study. '

The deterministic approach to, the estimation of regional design values and
expected numbers of exceedances served as the basis for a probabilistic approach
which used the day-to-day estimates for each grid point of values generated by the
deterministic method as a basis for developing conditional probability distribu-
tions of ozone concentration. Monte Carlo simulations were used to generate daily
estimates of peak-hour ozone concentrations at key locations (those areas where
higher design values and greater numbers of exceedances were expected and
which had no nearby monitors), based on observed data. This probabilistic method
provides a measure of the uncertainty and variability in the deterministic ap-
proach. The computer program and directions for its use to obtain the probabilis-



tic estimates of design value and expected numbers of exceedances are included
in the appendixes to this report.

The methods developed here not only provide estimates of design value and
expected numbers of exceedances for the region, but also identify those days when
the highest concentrations occurred, which, in turn, allows the analyst to deter-
mine the meteorological conditions associated with high ozone concentrations in
the region. The air quality data and meteorological information for the high-ozone
days can be examined and used to estimate the transported background-ozone A
concentrations entering the region. The estimation methods are fully described in
this report. The determination of the origins of the precursors to the transported
ozone through air trajectory analysis is also discussed.

The foregoing methods were applied to data from four urban regions:
Houston, St. Louis, Philadelphia, and Los Angeles. Each of these areas had
relatively dense-0zone monitoring networks that had been operated for at least a
few months. With the availability of data from these unusually dense monitoring
networks, the method could be applied to determine the sensitivity of the results
to the number of stations in the monitoring network. A network of about ten sites
was found to be adequate if the sites are properly located. There is a tendency to
underestimate the expected number of exceedances when the number of monitor-
ing sites is reduced. However, the design- value estimates are generally within the
range of estimates for a smgle site, as derived from different EPA- recommended
methods. :

‘Studies have shown that a complete monitoring network need not be operated
throughout the year. There is a close relationship between peak-ozone value and
maximum temperature; if data are collected for all days when the maximum
temperature in the region exceeds about 20C (68F) the estimates of design value
- and expected numbers of exceedances will be accurate. It appears that the most
efficient way to collect adequate ozone-monitoring: data in an urban region is to
operate about five fixed stations: one in the central part of the city and four in
different directions a few tens of kilometers outside the highly urbanized region.
This fixed network should be supplemented by mobile monitors operated during
warm ‘weather to fill-in the area between the central momtor and the peripheral
momtors in the downwind dlrectlon )

CHAPTER ONE

INTRODUCTION AND RESEARCH.APPROACH

Federal and state regulations' currently require that air
quality studies be conducted to develop strategies to obtain
compliance with ozone standards. These air quality studies
must frequently include a monitoring program to measure

urban ozone concentration and determine the degree of com- -

pliance with the air quality standards. Efficiency and other
practical considerations dictate that as much historical data
as possible be used to quantify the ozone problem and mini-
mize requirements for special monitoring. Methods are
needed to analyze existing data and obtain as much informa-

tion as possible from them and to specify requirements for
additional data, Furthermore, because of the requirements
for compliance, the conditions that are associated with the
exceedance of standards must also be defined.

The general objective of the research reported here was to
develop methods to quantify the ozone problem. Specifi-
cally, methods were needed to evaluate existing data; to
produce estimates of important parameters, such as trans-
ported ozone, exceedances, and design values for ozone; and
to indicate the amount and location of additional monitoring
that may be required.



Some of the parameters, such as number of exceedances
and design values, have rather specialized definitions that
were ‘developed by the U.S. Environmental Protection
Agency (EPA); those specialized definitions needed to be
translated into specific data analysis and interpretation re-
quirements. In particular, it was necessary to develop defini-
tions of design value and expected number of exceedances
that are applicable to ozone concentrations through a large
urban area and its surroundings and, yet, are consistent with
the original definitions that apply to a single monitoring site.

During the course of the work, one other important con-
straint was observed: All the methods, computer programs,
and other project results were developed so that they would
be usable by others. It was assumed that the intended users
would have access to reasonably large computing facilities
and that they had technical training, but not particularly
strong backgrounds in statistics, meteorology, air quality
analysis, or the other disciplines that contributed to develop-
ment of the methods described here.

The approach taken to fulfill the research objectives was °

through the accomplishment of the following six major re-
search tasks:

1. Methods for assessing data adequacy were developed.

2. Automated procedures for estimating exceedances and
design values of ozone were devised. )

3. The estimation methodologies were applied to existing
data bases to test their performance.

4. Guidelines for supplemental monitoring were, estab-

lished, based on the applications of the methods to selected :

data bases.

5. A procedure was developed for estimating ozone levels
that are transported into a city, especially dunng periods of
high ozone concentration.

6. Potential applications of the methodologies to transpor-
tation planning were noted.

This report describes the foregoing efforts.
Chapter Two contains extended discussions of the theory

underlying many of the practical results, including the orig- |

inal definitions of design value and expected number of ex-

ceedances that have been developed for single monitoring -

sites by the U.S. Environmental Protection Agency (EPA).
Because the fundamental definitions are so important,
Chapter Two contains comprehensive discussion of the orig-
inal EPA definitions, the alternatives for expanding those
definitions to a whole network of monitors, the rationale for
the definitions that were chosen, and objective methods by
which those definitions can be applied to monitoring data
collected from stations in a monitoring network.

Chapter Two also outlines some of the criteria by which

the adequacy of a data base can be judged. In that regard, it
anticipates the material in Chapter Three, which provides an
overview of how the findings are applied and then proceeds
to interpret the results of the application of the methods to
four specific urban data bases that had unusually dense
ozone monitoring networks. The interpretation of the results
includes discussions of the effect of station density, which
bears on the adequacy of the data base. Chapter Three also
deals with the problem of temporal completeness and defines
conditions under which one can be assured that the ozone
standard will not have been exceeded and, hence, those con-
ditions under which monitoring will not be necessary.

Throughout the course of the research, the ultimate goal
has been to define impacts of transportation projects and to
work toward strategies (especially as they involve the trans-
portation system) that will correct air quality problems. The
results provide the methods required to define current ozone
problems, but they do not address the design of appropriate
control measures. The final chapter of this report suggests
that additional research will be necessary to extend the re-
sults in that direction. Chapter Four also includes other sug-
gestions for further research and reviews the conclusions;
that can be drawn from the work. :

The appendixes to the report serve as a complete guide to
the practical application of the major project results. Appen-
dixes A through D list and describe the necessary computer
programs along with directions for their use. Suggestions are
also given for those modifications that may be needed to
implement the computer codes on different types of ma-
chines, or to apply them to somewhat different data types.

In some cases, subjective methods seemed to be more
useful than objective computerized techniques. For exam-
ple, determining transported and background ozone (App. E)
or designing supplemental monitoring programs (App. F)
requires judgmental decisions based on whatever relevant
information may be at hand. The amount and kind of infor-
mation vary from case to case. The design of supplemental
monitoring programs must sometimes be performed within
budgetary, political, or geographical constraints that are im-
possible to computerize. Thus, some of the procedures de-
scribed in the appendixes can give only step-by-step guid-
ance and definitions of decision criteria. Although it would -
be simpler for the user if objective computer schemes were
available, some decisions are best made on the basis of in-
formed good judgment.

The appendixes are intended to be usable with little or no
reference to the theory and the results of applications that are
discussed in the body of the report; however, reading the
whole report before using the methods should improve the
user’s interpretation of the results that are obtained from the
methods. To expedite publication the appendixes included
herein are reproduced as submitted by the research agency.



CHAPTER TWO

FINDINGS

DEFINITION OF EPA METHODS

Determining Expected Number of Exceedances

In the ‘“Guideline for the Interpretation of Ozone Air
Quality Standards’’ (/), the EPA presents a relatively simple
procedure for determining whether a monitoring site is in
compliance with the National Ambient Air Quality Standard
(NAAQS) requirement that the expected number of yearly
exceedances be one or less. This section explains this proce-
dure, summarizes the EPA comments concerning its applica-
‘tion, and provides some examples. It begins by discussing
the EPA method for defermining the expected number of
exceedances for a single year of data. This is followed by a
discussion of the EPA method for determining the expected
number of exceedances when more than one year of data is
‘available. '

The determination of the expected exceedances for a sin-
gle year uses the following formula:

e=V +(Vin)(N —n —2z) 1)
in which
N = the number of required monitoring days in the year;
n = the number of valid daily maxima;

V = the number of measured daily values above the level of
.the standard;

z = the number of 'days assumed to be below the standard A

level; and .
e = the expected number of exceedances for the year.

A few additional comments are warranted concerning the
definition of the terms in the formula. N is always equal to the
number of days in the year less the number of days for which
monitoring requirements have been waived by the appro-
priate Regional Administrator (/, p. 10). -

The number of valid daily maxima (n) is the number of
days in which at least 75 percent of the hourly values from
9:01 am to 9:00 pm local standard time (LST) were measured
or at least one hourly value exceeded the level of the stan-
dard (/, pp. 3-4).

A day may be assumed to be below the standard if: the day
does not meet the criteria for having a valid daily maxima,
both the preceding and following days have valid daily
maxima, and the daily maxima on both the preceding day and
the following day do not exceed 75 percent of the level of the

- standard (/, p. 9).

" Finally, the data set used in the formula will be deemed
‘‘adequate’’ only if it is 75 percent complete for the peak
pollution potential seasons (/, p. 11).

It is instructive to perform a sample calculation. Consider

‘would then be

a hypothetical ozone monitor (e.g., in Chicago) where 293
valid daily maxima were observed during 1978. Of these, 2
days had daily maxima above the standard level. An addi-
tional 30 days were exempt from monitoring because of a
monitoring waiver granted by the EPA Regional Administra-
tor. Finally, suppose that 16 of the remaining 42 days without
valid daily maxima may be assumed to be below the standard

level. The expected number of exceedances during 1978
o~

e =2 + (2/293)(335 — 293 — 16)
= 2.18

Thus, for this particular year the expected number of ex-
ceedances is greater than one. The expected number need
not be an integer.

The determination of the expected exceedances in
multiple-year data must be addressed because the EPA
(I, p. 12) recommends that a data set spanning 3 years be
used to determine compliance with NAAQS. For example, to
determine the compliance of a particular station with the
NAAQS expected-exceedance requirement on 1 January

' 1981, the EPA recommends that a data set spanning 1 Jan-

uary 1978 through 31 December 1980 be compiled. For each
of the three calendar years preceding 1 January 1981, the
expected number of yearly exceedances is computed apply-
ing the formula given above. If the average of these three
expected numbers of yearly exceedances is 1.0 or less, the
site is said to be in compliance.

The following simplified example of this type of calculation
was derived from material in Ref. (/, pp. 14-15). Suppose
that a hypothetical site in New York has observed the follow-
ing for 1978-1980:

1978: 365 valid daily maxima; 3 days above the standard
level.

1979: 285 valid daily maxima; 2 days above the standard
level; 21 missing days assumed to be below the standard
level.

1980: 287 valid daily maxima; 1 day above the standard
level; monitoring requirements waived for a 60-day period
by the Regional .Administrator; seven missing days as-
sumed to be below the standard. Note that 1980 is a leap
year with 366 days.

The expected number of exceedances for each of these
three years may be derived as follows:

for 1978: e = 3 + (3/365)(365 — 365 — 0) = 3.0

for 1979: e = 2 + (2/285)(365 — 285 — 21) = 2.4
for 1980: e = 1 + (1/287)(366 — 287 — 7) =



Averaging these three numbers (3, 2.4, and 1.0) gives 2.1
as the estimated expected number of exceedances and com-
pletes the required calculation. BeCause the estimated ex-
pected number of exceedances is greater than 1.0, the site
fails to comply with the NAAQS expected exceedance re-
quired on 1 January 1981.

Reference (1) does not definitely answer the question of
how complete the data set must be to assert compliance with
the NAAQS nor does it provide guidance on how to use the
data in a year that is not yet complete. The following sugges-
tions are in general concordance with the views expressed by
Curran (/):

1. A data set must contain at least three ‘‘adequate’” years
of data before it can be used to demonstrate compliance with
the NAAQS. However, noncompliance can be demonstrated
with fewer than three ‘‘adequate’” years of data.

2. There appears to be no reason why noncalendar years
may not be used in assessing compliance. For example, to
assess the compliance of a site on 15 March 1981 with the
NAAQS expected exceedance requirement, a data set
spanning 15 March 1978 through 14 March 1981 may be com-
piled. This data set comprises 3 years of data, where each
year spans from 15 March through 14 March. All previously
described formulas may be applied to these noncalendar
years.

Determining Design Value

Conceptually, the design value for a particular site is the
value that should be reduced to the standard level to ensure
that the site will meet the standard. If P (X > ¢) denotes the
probability that a randomly selected observation X is greater
than a concentration c, the design value d satisfies the rela-
tionship P (X > d) = 1/365 = 0.00274 (I, pp. 17-18).

The EPA appears to have a more flexible attitude toward
estimation of the design value than toward determination of
the expected number of exceedances. One simple procedure
is defined for determining the expected number of exceed-
ances and, thus, for determining compliance with the
NAAQS. On the other hand, the design value serves as a
means to the end of meeting the applicable air quality stan-
dards. According to Ref. (I, p. 17), ** As long as this final goal
is kept in mind, any of the ... approaches are satisfactory.”
The analyst is much freer to exercise judgment in the deter-
mination of the design value, being able to choose among
four methods. In fact, in two of the methods the analyst may
choose which statistical distributions to use and how they

“will be fit. The data requirements are also less stringent for
the determination of the design value. More or less than 3
years of data may be used and the data need encompass only
50 percent of the daily maxima for the peak season.

The four basic methods recognized by the EPA for deter-
mining the design value are: (1) Use a graph to interpolate the
upper 0.274 percentile of the plotted data. (2) Use a table to
approximate the upper 0.274 percentile of the data. (3) Fit a
distribution to the data set and calculate the upper 0.274
percentile of this distribution. (4) Fit a separate distribution
to each year’s data, combine these distributions via condi-
tional probabilities, and calculate the upper 0.274 percentile
of the combined distribution.

In general, these four methods should give comparable
design values. None of the methods require a computer,
although the third and fourth methods entail enough calcula-
tion to warrant the use of a computer or a programmable
calculator. The following paragraphs describe and illustrate
the four methods recognized by the EPA.

The Graphical Method consists of graphing the observed
concentrations to interpolate the upper 0.274 percentile.
Usually it is only necessary to plot a half-dozen concentra-
tions to accomplish this interpolation. To illustrate the plot-
ting technique, consider the previous hypothetical of a New
York site that monitored 937 daily maxima during 1978, 1979,
and 1980, with an additional 88 days assumed to be less than
the standard or granted a waiver by the Regional Administra-
tor. The sum of these two counts is 1025. Suppose that the six
largest daily maxima were 184, 164, 153, 146, 136, and 129
ppb. These values are plotted in Figure 1 against the upper
percentile of the distribution of daily maxima which these
values estimate. The highest observed concentration is an
estimate of the upper 1/1026 x 100 percentile, the second-
highest observed concentration is an estimate of the upper
2/1026 x 100 percentile, and so on. A smooth curve approxi-
mating the plotted values has been drawn. The intersection
of this curve and the line representing the upper 1/365 x 100
percentile is the estimated design value; in this example the
estimated design value is 155.5 ppb.

This EPA method slightly underestimates the design
value. Instead of plotting the i th largest concentration against
/1026, it is plotted against

1 i

937 "~ 1019.9
4]
937 + 70

The number 70 in the formula is the number of days with
missing data that have neither been waived by the Regional
Administrator nor otherwise assumed to be less than the
standard. In most cases the difference between the design
values obtained using the EPA method and the adjusted
method should be small.

The rationale behind this adjustment is best illustrated by

937 + 88 X

" the use of an example. In this example assume, for the sake

of simplicity, that the design value is defined as the upper 0.4
percent of the yearly distribution of daily maxima rather than
the upper 0.274 percent. Suppose that there were 1,000 days
in the monitoring period at a monitoring station and that 250
of these 1,000 days have daily observed maxima, 500 were
either waived by the Regional Administrator or otherwise
assumed to be less than the standard, and 250 were missing
daily maxima but could not be assumed to be less than the
standard. If the largest observed daily maxima is 129 ppb, the
second largest is 118 ppb, the third largest is 106 ppb, and
the fourth largest is 97. ppb, then according to the EPA
method, these observations should be plotted approximately

" against 1/751, 2/751, 3/751, and 4/751, respectively. A curve

is drawn through the plotted points to assist in interpolation
(and smooth out any irregularities in the plotted points).
Because these points lie along a smooth curve, and 3/751 =
4/1000, the EPA method estimates the design value to be the
third largest observation of 106 ppb.

The adjusted method plots the observations against 1/501,
2/501, 3/501, and 4/501, respectively. Once again these
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Figure 1. Graphic method applied to hypothetical New York City data.

points lie along a smooth curve, and because 2/501 = 4/1000,
the adjusted method estimates the design value to be the
second largest observation of 118 ppb.

The EPA method should be corrected to adjust for the 250
days with missing data that cannot be assumed to be less than
the standard. The EPA method for calculating the expected
number of exceedances does include such an adjustment,
under the assumption that the missing days were similar to
the observed days. Indeed, if in the current example all 500
of the unwaived days, rather than 250, had been observed,
one would have probably seen an additional observation ap-
proximately equal to 129 ppb, an additional observation
approximately equal to 118 ppb, an additional observation
approximately equal to 106 ppb, and so on. In this case, the
upper 0.4 percentile would correspond to the fourth largest
observation because one would have essentially complete
monitoring (all days except those assumed less than the
standard) and 4/1001 = 0.4 percent. Because the best es-
timate of the fourth largest observation out of 500 observa-
tions is 118 ppb, this is the estimated design value. Note that
this is the value obtained by the adjusted method, but even
in this fairly extreme example the difference between the
design values obtained by the EPA method and the adjusted
method is not large.

The Table Look-Up Method recommended by the EPA for
determining the design value consists of a **table look-up”’

(I, pp. 24-26), but does not in fact require a table. The table
look-up method is conceptually based on the previous
graphical method. In the New York example used to illus-
trate the graphical method, the estimated design value of
155.5 ppb (the upper 0.274 percentile point) lay between the
second largest daily maximum of 164 ppb (the 2/1026 x 100
or 0.195 percentile) and the third largest daily maximum of
153 ppb (the 3/1026 x 100 or 0.293 percentile). In the table
look-up method, the design value would be estimated using
the second largest daily maxima of 164 ppb because it is the
larger endpoint of that interpolation interval. Of course, the
estimate of 164 for the design value is too large, but it is
rapidly obtained.

The general table look-up method is as follows: If the ith
largest observed daily maxima would be plotted against an
upper percentile less than or equal to 0.274 percent, and the
(i + 1th largest observed daily maxima would be plotted
against on upper percentile greater than 0.274 percent, the
design value is (over) estimated to be the ith largest observed
daily maxima.

Stated in this fashion, the table look-up method can be
applied using either the EPA graphical method percentile
estimates or the adjusted graphical method percentile
estimates—although the latter are recommended. If the
denominator used in the percentile estimates is between 365
and 729 inclusively, the design value is (over) estimated to be




the largest concentration; if the denominator is between 730
and 1094 inclusive, the design value is (over) estimated to
be the second largest concentration; if the denominator is
between 1095 and 1459 inclusively, the design value is (over)
estimated to be the third largest concentration, etc. If the
denominator is 364 or less, by convention the design value is
(under) estimated to be the largest observed daily maxima.
The other methods are more accurate and not much more
time-consuming; therefore, use of the table look-up method
is not recommended.

The Distribution Fit Method recommended by the EPA
consists of fitting a distribution to the data set and calculating
the upper 0.274 percentile of this distribution (/, pp. 21-25).
There is ambiguity concerning the amount of the data that
must be fit. The illustrations suggest that the entire data base
should be used, but the commentary indicates that because
of the intended use of the distribution, only the degree of
approximation in the top few percent of the data is important.
Specifically, the EPA recommends that the fit be carefully
examined for the two (or fewer) daily maxima corresponding
to upper percentiles less than 0.274 percent, and for the two
largest daily maxima corresponding to estimated percentile
larger than 0.274 percent. The authors of this report believe
that because the emphasis is on the upper tail of the dis-
tribution, it is sufficient to fit the distribution through the

half-dozen or so largest observations. In fact, it may be mis-
leading to do otherwise, because the tail and body of the
distribution of daily maxima may be dissimilar.

With the convention that one is fitting the tail of the distri-
bution of daily maxima, the distribution fit method is a
variant of the graphical method. An approximation curve
was drawn in Figure 1 using the graphical method; the distri-
buiion fit method differs from the graphical only in using
curves with specific shapes. Assuming that the data follow a
particular distribution in the upper tail constrains the shape
of the approximating curve. For example, if the tail distribu-
tion is assumed to be exponential, the curve on a semilog
coordinate graph must be a straight line. In Figure 2 an
approximating line was drawn to the same data used in
Figure 1 and the estimated design value is found to be 154
ppb. The other two popular distributions—the lognormal and
the Weibull—do not correspond to easily specified curves
when the upper percentile is graphed in logarithmic units and
the daily maxima is graphed in linear units. However, they do
correspond to straight lines when graphed on appropriate
axes and therefore can also be fit by hand. For the lognormal
distribution, the daily maxima should be plotted in logarith-
mic units and the estimated percentiles should be plotted as
Z scores obtainable from a table of the standard normal dis-
tribution. (For example, the upper 1.0 percentile corre-
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Figure 2. Exponential fit to hypothetical New York City data.
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sponds to a Z score of 2.33 and the upper 0.274 percentile
corresponds to a Z score of 2.775). Figure 3 shows a plot of
the data on the axes appropriate to the lognormal distribu-
tion. The approximating line was drawn, yielding the esti-
mated design value to be 152.9 ppb. For the Weibull distribu-
tion, the daily maxima should be plotted in logarithmic units
against the logarithm of the logarithm of the reciprocal of
the estimated upper percentile. For example, log[log
(1/0.00274)] = 1.775. Figure 4 shows the data from the New
York example plotted on the axes that are appropriate to the
Weibull distribution. The approximating line was fit by eye to
give an estimated design value of 155.2 ppb.

The graphical method seems likely to result in as accurate
an estimate of the design value as the distribution fit method.
If using a nonlinear curve is objectionable because of subjec-
tivity, it is suggested that the exponential distribution be
assumed and a straight line be fitted by least squares. Brei-
man (2) has shown that for most air quality data, the expo-
nential distribution fits the upper tail as well as the lognormal
or Weibull distributions.

The Conditional Probability Method can be used when the
individual yearly distributions are dissimilar. The other
methods were designed to estimate the design value under
the assumption that the data from the separate years could be
pooled. Pooling is legitimate if, for example, upper tails of the

distributions of daily maxima are comparable over the years
in the data base. Comparability can be visually assessed by
applying the curve-fitting technique of the graphical method
to the (approximately) sixth largest observed daily maxima
from each year’s data. As long as the curves are similar, the
yearly distributions are comparable in the upper tail and can
be pooled.

When the yearly distributions of daily maxima are dissimi-
lar, it may be necessary to use the EPA method that is based
on conditional probabilities to estimate the design value. The
word ‘‘may’’ is emphasized because two conditions must be
satisfied before the first three methods fail to work well: the
yearly distributions of daily maxima must be dissimilar, and
the number of days in each year with missing data that cannot
be assumed to be below the standard must be substantially
unequal. Reference (/) does not fully recognize the interrela-
tionships of these two conditions, recommending (/, p. 29)
that the conditional probability method be used whenever
“‘the number of measurements during the oxidant season
differs by more than 20 percent from one year to another.”
It may not prove worthwhile to use this more complicated
method unless the upper 0.274 percentiles of the yearly dis-
tributions also differ by more than 10 percent. The EPA (/)
example of the conditional probability method does not sat-
isfy the second condition—the 3 years in the example data
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base have 365, 303, and 349 ppb daily values respectively.
Thus, even though the distributions are dissimilar, the design
value obtained using the first method (147 ppb) is nearly
identical to the design value obtained using the conditional
probability method (150 ppb).

The conditional probability method is based on the follow-
ing logical argument. Suppose that a day were arbitrarily
selected out of a population of days following the same un-
derlying distribution as the days in the data base. The design
value d is defined by the condition that the probability that
the concentration X on that day would exceed d is 1/365.
Symbolically,

P{X >d} = 1/365 @)

Let M be the number of years in the data base. Because X is
being drawn from a population of days following the same
underlying distribution as the data base, there is a 1/Mth
probability that X follows the same distribution as the data
from the first year in the data base, a 1/M th probability that
X follows the same distribution as the data in the second year
in the data base, and so on. Thus, ¢ satisfies

M I 1
PX >d}=3 . PiX;>d} = 3)

i=1

where X, is a daily maxima from the ith yearly distribution.

The design value d may be calculated in the following
fashion. Define

P;(c) = P{a daily maximum from the ith yearly distribu-
tion exceeds a given concentration value c}

The value of P;(¢) may be determined easily by application
of the first or third EPA method for the data for one year. For
example, consider a hypothetical monitoring site in Detroit
with the following data:

1977: 250 valid daily maxima, 80 days assumed less than
standard, 35 days with missing values that cannot be as-
sumed less than the standard, the largest observed daily
maxima were 195, 175, 164, 154, and 151 ppb.

1978: 170 valid daily maxima, 30 days assumed less than
the standard, 165 days with missing values that cannot be
assumed less than the standard, the largest observed daily
maxima were 177, 170, 167, 165, and 162 ppb.




1979: 300 valid daily maxima, 50 days assumed less than
the standard, 15 days with missing values that cannot be
assumed less than the standard, maximum observed daily
maxima were 162, 155, 153, 150, and 147 ppb.

These data are plotted in Figure 5 to approximate the
yearly distributions. These lines determine the values of
pi(c), as described in the following.

First guess at d is 180 ppb. By using Figure 5 P y;; (180 ppb)
= 0.00515, P 475 (180 ppb) = 0.00337, and P 4y (180 ppb) =
0.000385. The average probability is P{X > 180 ppb} =
0.00297. Second guess at d is 185 ppb. Now P,4;; (185 ppb)

= 0.00430, P 4,5 (185 ppb) = 0.00190, and P4, (185 ppb)
0.000225. The average probability is P{X > 185 ppb}
0.00214. Because this probability is smaller than 0.00274, the
design value d must be between 180 ppb and 185 ppb. The
third guess at d is 182 ppb; P 4;; (182 ppb) = 0.00480, P 475
(182 ppb) = 0.00270 and P4z (182 ppb) = 0.00310. The
average probability is P{X > 182 ppb} = 0.00260. Thus the
design value is between 180 ppb and 182 ppb, and compro-
mising on an approximate design value ¢ = 181 ppb. In
contrast to the conditional probability method, the design
value could have been computed for the pooled data, as
shown in Figure 6. The estimated design value using the first
method is 176.5 ppb.
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Extension of the Concept of Design Value to a Spatial
Network

To determine whether an entire area is in compliance with
the ozone standards, it is necessary to extend spatially the
EPA definition of exceedance and design value. A number of
alternative definitions are available, each of which simplifies
to the EPA definition when there is only a single monitoring
site. Table 1 gives the type of matrix of maximum daily ozone
values that would be obtained from a spatial network. The
numbers on the left-hand vertical axis denote the grid cells of
the spatial network, with a total of N cells. For example, if
the geographic region being modeled were rectangular, say
10 cells by 15 cells in area, N would be equal to 150. If each
of those 150 cells was subdivided into quarters (i.e., reduc-
ing their dimensions by one-half), N would be equal to 600.
Consequently, the magnitude of N depends not only on the
total area being modeled but also on the size of the cells, and
N can become arbitrarily large as the size of each cell
shrinks. A few of the grid cells will have a monitoring station
in them. It is assumed that a methodology has been devel-
oped for estimating the daily maximum ozone concentration
for every cell and every day. The numbers on the upper
horizontal axis denote the days in the data base, and there are
a total of M days. For example, if the data base contained 3
years of data, M would equal 1095. All of the squares in the
matrix are assumed to contain either measured or estimated
daily maximum ozone concentrations. The marginal results
are displayed on the far right-hand side and the bottom of the
table. The design values for each grid cell, obtained using an
EPA method on the data in the matrix row representing that
grid cell, are displayed on the right-hand side of the table.
The highest ozone values over all grid cells on a particular
day are displayed at the bottom of the table.

Three basic definitions have been identified for the design
value for the spatial network:

1. The maximum of the design values for the individual
grid cells (e.g., the maximum value in the right-hand
column).

2. The design value (upper 99.726 percentile) of the distri-
bution of daily maxima in the bottom row (i.e., the EPA

Table 1. Design value matrix for a network.

Observed Daily Maximums
for Designated Day (ppb) Design Value
Grid for Grid Cell
Cell 1 2 3 4 ees | M-l M (ppb)
1 135 171 | 210 | 150 | «.. 82 98 185
2 114 | 129 | 220 83 57 | 138 192
3 15 38 72 59 | s 101 63 97
N-1 44 62 159 | 222 | e 93 81 201
N 38 | 115 92 81 77 | 183 156
Maximum
over all 135 189 | 237 | 250 | ... 101 195
locations :
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methodology is applied to the distribution of the M daily
maximum ozone values, where the maximum extends over
both the hours in the day and the grid cells in the spatial
network).

3. The design value (upper 99.726 percentile) of the distri-
bution of all daily maxima in the matrix (i.e., the EPA
methodology is applied to the distribution of the N X M daily
ozone values in the matrix).

It can be shown that the design value obtained from the
third definition is no larger than the value obtained from the
first definition, which in turn is no larger than the design
value obtained from the second definition.

Definition 1 has been adopted for a network design value.
Definition 1 is the most natural extension of the EPA work
because it defines a network design value in terms of the
design values of the individual sites and grid cells in the
network. In the other two definitions, the network design
value is derived without computing the design values for
individual sites or grid cells.

Definition 1 is also more closely related to real ozone expo-
sure conditions. The ultimate purpose of air quality stan-
dards is to protect living organisms from the adverse effects
of pollutant exposure. If the first definition is used and the
design value of a network is defined to be the maximum
design value over all locations within the network, then one
is quantifying the exposure to the organisms that reside at the
worst location. The use of a metropolitan design value that
was lower than what occurred at some location in the area
could mean that the standard had not been attained at all
sites, even though the design value had met the standard. If
the appropriate regulatory agencies can reduce that network

= 1 T I T

— —_
w
J 05— =
-
4
w
Q [ =
o
w
a
o
w
a. —
& o
: feeeSsssRsssBRRERann Sssssssnsnsnnee -
o 0.274% :
< »
= :
) - 3 -
a :
w .

1.0 | ] [ 1
150 160 170 180 190 200

DAILY MAXIMA — ppb

Figure 6. Graphical method applied to pooled hypothetical Detroit

data.



12

design value (using definition 1) to an acceptable standard
level, all organisms residing at the worst location, or any
other location, are being provided a minimum level of protec-
tion.

Generally, organisms that migrate throughout an area are
also being provided with the minimum level of protection.
For example, human beings tend to cover a wide area in their
daily commute to and from work and other activities, and
may be exposed to ozone in two, three, or more locations.
Their individual exposures tend to be less, however, than if
they had stayed in the worst location. That is, humans tend
to spend only a portion of their time in highly polluted areas,
spending the balance of their time in less polluted areas. The
exception may be air pollution monitoring personnel, who
actively seek out many areas with the highest concentration
levels. These personnel tend to receive a higher exposure
than do the organisms who reside in the worst single location.
Definition 2 for network design value is appropriate to those
personnel because, by construction, it assumes that the or-
ganism finds, every day, the location with the highest ozone
concentration.

With respect to definition 3, the pooling of the data from all
of the grid cells implies an averaging effect. The design value
from that definition is appropriate to an organism that has an
equal probability of being at any location on any day. Clearly
this- definition would underestimate the exposure of or-
ganisms that spend most of their time in areas with high
concentrations.

There are other possible definitions for network design
value. For example, the average could be used instead of the
maximum in the first and second definitions. The network
design value would then be defined as either the average of
the design values of the grid cells or the 99.726 percentile of
the distribution of the average (over grid cells) of the daily
ozone maxima. It is believed that both of these definitions
lead to an underestimation of the ozone exposure to living
organisms, so they have not.been considered.

Extension of the Concept of Expected Exceedance to a
Spatial Network

The foregoing results concerning the design value may be
modified to accommodate expected number of exceedances.
Table 2 gives the type of information regarding expected
number of exceedances that would be obtained from a spatial
network. The entries in the matrix cells are either a *‘1,”
denoting that an exceedance occurred; a *‘0,”’ denoting that
an exceedance did not occur, or was assumed not to occur;
or a probability, between zero and one, denoting an estimate
of the probability that an exceedance occurred. The row
totals, multiplied by M/365, are the expected number of ex-
ceedances per year at the individual monitoring sites and grid
cells. The numbers on the bottom are the maximum values in
the columns representing single days.

The three basic definitions for the expected number of
exceedances for the spatial network, which are analogous to
those presented for the design value, are:

1. The maximum of the expected number of exceedances
for the individual grid cells (i.e., the maximum value in the
right-hand column).

2. The number of days per year in whlch an exceedance

Table 2. Expected exceedance matrix for a network.

Probability of an Exceedance t;‘::’:e‘;e:f
Grid for Designated Day . " dances
Cell 1]2 3 4 see | M=1 | M | for Grid Cell
1 0010510 1 Y] 1.5
2 olo0 o0 0.1 o.1}0 0.6
3 0Jo|o [} [} 0 [}
N-1 110140 0 0.210 2.4
N 0)]0]0.71(0 o.1}10 1.8
Maximum
over all 110 ] 0.7} 0.1 ves 1 0
locations

would be experienced by an organism that migrates to the
location with the largest probability of an occurrence (i.e.,
the sum of the numbers in the bottom row multiplied by
M/365).

3. The average number of expected exceedances per year
(i.e., the total of the numbers in the N X M squares in the
matrix multiplied by M/365N).

As before, definition 3 yields the smaliest value for the
expected number of exceedances, and definition 2 yields the
largest value. For the reasons given previously, definition 1
has been adopted, which corresponds to the authors’ choice
for design value definition. The incorporation of these defini-
tions into schemes for estimating design values and exceed-
ances for networks is discussed later.

DETERMINING DATA ADEQUACY

Useful Components for a Data Base

Before applying the definitions, those parameters must be
identified which could reasonably be expected to improve
one’s ability to estimate ozone concentrations at locations
from which there are no ozone data. It should be noted that
factors influencing 0zone measurements at those sites where
ozone data are collected are also important, because existing
ozone measurements can be used to infer conditions at other |
locations without monitors. Those parameters which appear,
on the basis of past studies, to have the greatest potential for
inferring important information about ozone for locations
from which there are no data have been identified. The iden-
tification of such parameters have been based on known
physical or statistical relationships between a parameter and
ozone concentration. This knowledge has also been used as
the basis for a subjective ranking of the various parameters
within each category of parameter (e.g. meteorological data,
air quality data, siting information, and so forth). This sub-
jective ranking system forms the basis for evaluating data
bases.

Table 3 summarizes those elements that may have some
importance in a data base and provides some comments
regarding the reasons for the subjective ratings given in the
table. The 1last two categories of data given in the
table—emissions and site descriptions—are fundamentally
different from the air quality and meteorological data be-
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Table 3. Important elements of a data base to be used for determining design values for ozone.

Data
Category

Parameter

Subjective
Rating of
Iaportance

Remarks

Alr quality

Meteorological

Eaigsions

Site description

Ozone

NO, NO,, NO_
NMHC

co, 502.‘Pb

TSP

Wind (speed/
direction)

Temperature

Mixing heights

Stabilicy
Solar radiation

Air trajectories

No_, NaiC

Location

Descriptions of
sites and sur-

A+

B+

A=

C+

C+

" This 1s the parameter of concern and some

‘emissions areas.

data must be available?

Titration of ozone by NO causes large
negative correlations.

NMHC and NOx are both precursors to ozone
formation.

Of little direct use;'m@y'be important as
gurrogates for NOx and NMHC.

Generally heavily influenced by sources
that are not relevant to ozone.

While not as essential as ozone data, wind
direction 18 needed to determine which
observations are influenced by nearby

Strong correlations between temperature
and ozone are frequently observed and
aight prove useful (3,4).

Affects dilution and also vertical distri-
bution of ozone.

Similar in effects to mixing depth; will
relate to how well surface 0, observations
describe conditions aloft (5;.

Affects ozone formation but may be redun—
dant if temperature information is also
available. .

Probably valuable for determining sources
of transported ozone.

Emissions data will not be archived
directly with other types of data, but
spatial and temporal (average diurnal,
weekly, and annual cycles) are likely to
be very importaat to the development of
techniques for identifying transported
ozone.

Knowledge of where measurements are made "
is essential.

Very important to data interpretation;
could be interferences.

roundings

l~8.sting(;|:
very valuable
ugseful

of marginal use

o0Ow>
[ B B |

cause they are not being used or archived on an hourly or
daily basis. They represent supplemental data that are as-
sumed to be reasonably stable with time. Undoubtedly there
are temporal variations, especially in emissions, but it must
be assumed that for any given season, day of the week, and
hour of the day, the emissions are relatively constant. Thus,
these data will be tabulated separately as average values
- (spatially distributed) with appropriate seasonal, weekly, and
diurnal correction factors. For permanent monitoring sta-
tions, the site location remains unchanged, but some tempo-
‘rary or-mobile monitors might have to be treated specially to
incorporate information about their location at any given’
time. Furthermore, data of those types are not likely to be
incorporated directly into the process of estimating design
values and exceedances, but will be necessary for developing
control and monitoring strategies.

absolutely essential

Table 3 contains elements that are needed to develop and
evaluate a methodology for estimating ozone exceedances
and design values; most are not required to apply such
methodologies. None of the data items is particularly ex-
traordinary; virtually all are easily available for the large- and
medium-sized urban areas that will be of greatest interest.
Some elements, such as mixing height and stability, may
have to be derived from other directly measured meteorolog-
ical parameters. However, the techniques for doing this are
readily available in both cases. Holzworth (6) gives methods
for determining mixing height from radiosonde information.
Methods for deriving stability category from conventional
meteorological observations have been described by Turner
(7) among others. Air trajectories must be calculated, and the
computer program of Heffter and Taylor (8) is available for
this purpose. Although solar radiation is sometimes mea-
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sured, a methodology for determining design values that is to
be widely applied should not depend on such measurements
because they are not widely available. However, there are
methods for estimating insolation categories from cloud-
cover observations and solar-elevation angle (7). All the
items in Table 3 not only are linked physically or statistically
to ozone, but can be considered for use in practical
methodologies because they are generally either measured or
calculated from parameters that are measured.

Most of the data listed in the table are needed only for a
few selected days. The methodology described later identi-
fies key days when concentrations were high enough to affect
design-value calculations. The meteorological data, air qual-
ity, and other ozone measurements are very important for
these days, because they are needed to define contributions
of transported ozone and the processes that contributed to
the formation of high ozone concentrations. These data are
also needed to develop control strategies that would be effec-
tive in limiting ozone concentrations for the kinds of condi-
tions observed on the key days.

Ensuring Data Quality

General

The major concern regarding quality of the data is with the
ozone measurements because those data will be directly in-
volved in the estimation of exceedances and design values.
Barring gross errors, the other data will be of less concern
because they are not involved directly in the estimation
procedure. The two aspects of quality that are of greatest
concern are the accuracy and precision of the data and the
representativeness of the data. By accuracy, is meant the
systematic errors or bias that may be found in the measure-
ments; precision is used to denote random errors. The as-
sessment of data quality focuses on data anomalies, experi-
mental procedures, and representativeness. The importance
of these considerations are discussed in the following.

Detection of Anomalies

Data anomalies are most easily identified by careful exami-
nation of the complete data set to determine if the observed
values are consistent with those at other locations and times
and for other pollutants. The following approach can be used
for examining the consistency of the data:

1. Hourly ozone concentrations are graphed for days
when the ozone concentration exceeded 120 ppb.

2. Other related parameters that might be available are
graphed.

3. The plots are scanned visually to identify questionable
data (according to criteria discussed below).

4. Any other supplementary information that might be
available is consulted to determine whether the data should
be accepted, rejected, or flagged as questionable.

Visual scanning is one of the quickest and most effective
ways for identifying anomalous data points. Such scanning is
frequently enough to identify misplaced decimal points or
other malfunctions of the data collection or archiving system.
Of course, a specific analysis of outliers, as suggested by the
EPA (9), would be very helpful. That document provides the

guidance and computer programs necessary to identify ex-
treme values of doubtful validity.

The graphing of other parameters is often useful for as-
sessing the reasonableness of the ozone data. For example,
the chemical links among NO, NO,, and ozone can be in-
voked to evaluate reasonableness of changes in ozone con-
centrations relative to changes in concentrations of the other
two pollutants. As another example, a sudden change in
ozone concentration that accompanied a sudden shift in wind
direction might be considered more reasonable if the wind
had suddenly shifted so that it came from an area of pre-
Cursor emissions.

The following are examples of attributes that would cause
data to be suspect: sudden increases, drops, or spikes in the
ozone data record; very high concentrations occurring imme-
diately before or following a period without data, such as
might be indicative of an instrument malfunction; very high
concentrations at only one station in a network of stations;
and very high ozone concentrations, especially when wind,
temperature, or NO data suggest that high ozone concentra-
tions are unlikely. In the last-cited criterion, low tempera-
tures or high NO concentrations would suggest low ozone
concentrations; wind directions that were not from an area of
known precursors would do likewise. )

A single location monitoring high ozone concentrations,
while all others in the region are observing low concentra-
tions, would generally be suspect because ozone is a second-
ary pollutant—not emitted directly, but formed from other
pollutants—so it is not subject to small-scale, localized pock-
ets of high concentrations. Also, the precursors from which
it has been formed will have been subjected to considerable
mixing during the time taken for the ozone to form.
~ Another consideration in detecting ozone anomalies in the
prevailing meteorological situation is that certain meteoro-
logical conditions are known to be associated with low ozone
concentrations. Thus, for example, an observation of more
than 120 ppb ozone when the temperature is below 20 C
(68 F) is suspect. Even if such an observation proves valid, it
may have been caused by natural processes and, hence,
should be subject to exclusion from consideration when con-

 trol strategies are developed.

Precision of Measurement and Calibration Procedures

The screening procedures previously described are di-
rected at identifying anomalous data points that indicate con-
centrations greater than what was probably present in the
ambient air. Those screening procedures will not be able to
identify deviations from true values that arise from the funda-
mental imprecision of the measurement process. The litera-
ture contains some information from which it is possible to
estimate lack of precision. The recommended calibration
procedure for ozone monitoring has been described in the
Federal Register (10). The procedure requires that a stable
ozone concentration be generated and measured by ultra-
violet (UV) photometry. The photometer used must have a
precision of + 5 ppb, or 3 percent of the concentration,
whichever is greater. Such a calibration procedure would
result in an uncertainty of between about 5 and 10 ppb,
depending on concentration. If it is assumed that similar
imprecision is associated with UV instruments that are used
for monitoring, one might deduce the probable imprecision of
the data derived from such monitors. The instruments used



for routine monitoring might well have somewhat larger un-
certainties because they do not receive the special care and
maintenance that is prescribed by the regulations for the
instrument that is used in establishing the standard concen-
trations. If it is assumed that the uncertainties add as the
square root of the sum of their squares, the total uncertainty
in this type of measurement is likely to be between 7 and 15
ppb.

The other major type of ozone monitor, the chemilumi-
nescent instrument, has a noise level of around 1 or 2 ppb
according to the manufacturer’s specifications that have
been published by the Lawrence Berkeley Laboratory (/1).
That same document indicates a reproducibility for this type
of instrument of about 5 to 10 ppb, with similar deviation
from linearity. Thus, the precision of a carefully operated
chemiluminescent ozone instrument could be reasonably
estimated to be about 10 ppb. In combination with the recom-
mended calibration procedures, one might expect a well-
operated chemiluminescent instrument to measure ozone
concentrations within about 10 to 20 ppb.

The preceding discussion defines the precision expected
for carefully operated ozone monitoring networks. The data
analysis procedures will have to recognize the limitations in
the data, and the data screening and selection procedures will
have to include recommendations for estimating how care-
fully operated a monitoring system might be.

Before the new calibration procedure was recommended
in the Federal Register (10), other calibration methods were
used. Beard (/2) analyzed the differences between readings
obtained using gas-phase titration (GPT) of excess ozone
with nitric oxide compared with calibration with the UV
photometry method. His results indicated that the gas-phase
titration calibration method resulted in readings that were 2

to 7 percent higher than were obtained using UV photometric

calibration from the same gas mixtures. On the other hand,
Hogeson (/3) found ‘‘excellent agreement between O; deter-
mination by UV or GPT.”” It appears that if there is an
inaccuracy in data obtained using the gas-phase titration
method of calibration, it is likely to be a relatively small one.

The accuracies resulting from the other major class of
calibration techniques in use prior to 1979 were not generally
as good as those obtained using the gas-phase titration cali-
bration technique. Three iodometric techniques were exam-
ined by Hogeson (/3) and compared with the gas-phase titra-
tion and the UV calibration methods. The three techniques
were: the EPA technique using 1 percent neutral-buffered
potassium iodide reagent; a California Air Resources Board
method that uses 2 percent neutral-buffered potassium iodide
reagent, and the Los Angeles Air Pollution Control District
method using 2 percent unbuffered potassium iodide. The
following relationships with UV measurements were derived
by linear regression:

Gas-phase titration (GPT):
[Oslger = 1.09[O3]yv — 3 ppb
California Air Resources Board (CARB):

[Oslcars = 1.29[Oz]lyy — 5 ppb
EPA:
[Os)epa = 1.24[O3)yy — 35‘ppb

15

Los Angeles Air Pollution Control District (LAAPCD):
[Oz)ianpco = 0.96[0s]yv — 32 ppb

The foregoing expressions are applicable to 50 percent
relative humidity. Hogeson concluded from this analysis (13)
that the neutral-buffered potassium iodide procedures indi-
cated ozone concentrations that were from 18 to 30 percent
higher than those determined by UV procedures in the pres- -
erice of moist air. Judging by this, there was a systematic bias
toward higher readings that arose from older calibration pro-
cedures. Thus, the calibration procedures that were used
should enter into the process of judging data quality and
interpreting the observations.

Representativeness of Siting

The remaining factor that needs to be considered in eval-
uating data quality is representativeness. The authors of this
report have drawn heavily on Ludwig’s and Shelar’s (14, 15)
studies of representativeness as it affects the selection of
ozone monitoring sites and the determination of ozone ex-
ceedances. Basically, they develop criteria of two sorts. One
set of criteria is used to prevent undue influence by nearby

- emissions on the measured values. The other criteria are

used to identify areas where the highest concentrations are
likely to occur, or where reliable measurements of back-
ground ozone can be made.

The identification of sites without significant local influ-
ence is not overly difficult for ozone because, as noted ear-
lier, ozone tends to be more evenly distributed than are
primary pollutants, and there are few significant sources
emitting ozone directly into the atmosphere. However, nega-
tive influences are a problem. Ozone reacts rapidly with NO,
which is emitted by motor vehicles and major point sources,
so ozone concentrations in the vicinity of such sources will
be lower than is representative for the area. Ludwig and
Shelar (J4) present rules for separating ozone monitoring
sites from NO sources that depend mostly on average daily
traffic. :

The best locations of suitable sites for measuring back-
ground and peak value ozone concentrations are also de-
scribed by Ludwig and ‘Shelar (/4). Basically, background
values are best measured outside the urban area in the up-
wind direction (upwind referring to wind directions during
those conditions most conducive to ozone formation). Loca-
tions to one side of the urban area (relative to these wind
directions) are also acceptable, but are not as desirable as an
upwind site. The peak concentrations are most apt to be in
the downwind direction (again, for those conditions asso-
ciated with photochemical ozone production) and several
tens of kilometers from the city. Monitoring at such sites
allows sufficient time for the ozone to form and reach peak
values. The selection of an-appropriate combination of back-
ground and ‘‘worst case’’ sites is discussed in greater detail
in Appendix F.

Techniques for Evaluating Data Bases

The preceding sections discussed factors that affect data
quality and that are apt to contribute to its usefulness for
determining exceedances and design values. Obviously, any
procedure for evaluating an ozone data base will include a

7/
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comparison between the characteristics of that data base and
those characteristics deemed to be either desirable or unde-
sirable in the data base. Table 3 rated the various elements
that might be available in the data base. The measurement
.methods and the calibration and- maintenance procedures
also affect the accuracy and precision of the data, as noted

earlier, which affect the usefulness and applicability of the -

data base and the procedures for determining design values
‘and exceedances. This, in turn, will affect the requirements
for supplemental data collection and must be considered in
applying the methodology.

The final element in the evaluation procedure relates to the
locations of stations and the completeness of the data base,
in both the spatial and temporal dimensions. The following
questions must be answered. Are the stations placed so that
ozone concentrations in air being transported into an area
can be identified regardless of wind direction and for wind
directions most frequently associated with exceedances? Are
the stations located near where one might expect to find the
greatest ozone concentrations produced from precursors
emitted within the area of interest regardless of wind direc-
tion and for those wind directions most likely to be asso-
ciated with high ozone concentrations? Are there a sufficient
number of well-placed stations to define the large-scale fea-
tures of ozone distribution through the area? Were most of
the monitoring sites operating 'on those days most likely to
have experienced ozone concentrations in excess of the

“standard? Do the operational and calibration procedures
.meet EPA requirements?

In addition to those questions, which are important to the
application of the methodologies described later, other ques-
tions are important when the results are obtained and used to
develop control strategies. For example, are measurements
of precursors available from key areas? Are wind measure-

~ ments that characterize the general air flow in the area avail-
able? Are meteorological data available that can be used to
determine whether surface observations are truly representa-
tive of the transported ozone?

Ludwig and Shelar (/4) have provided reasonably detailed
discussions of site-selection procedures for ozone and other
monitoring purposes. The criteria and procedures that they
describe for selecting monitoring sites are also applicable to
the problem of evaluating the appropriateness of existing
monitoring sites and the spatial completeness and quality of
existing data bases. With regard to the importance of tem-
poral completeness, the EPA guidelines (/) for the interpreta-
tion of the ozone air quality standards can be used to infer
criteria for temporal completeness of a data base from a
‘single site, but information from a single site is not as impor-
tant when data are being collected from a network of stations
where the methodology allows one to estimate missing
values from other simultaneous observations. Nevertheless,
the network itself should be operative during those seasons
when exceedances are apt to occur. For example, assurance
that ozone concentrations never exceed 120 ppb during the
winter season reduces the importance of a complete data set
during that season. Similar arguments might be applied to
certain hours of the day.

In summary, the steps required to evaluate a data base are
as follows:

Step 1—Determine the types of data available.

Step 2—Compare the available data items with those listed
in Table 3.

Step 3—Identity important items (e.g., items in Table 3
whose subjective importance rating is either A or B) that are
missing.

Step 4—Review measurement, calibration, and mainte-
nance techniques.

Step 5—Identify instances where data accuracy or preci-
sion might be inadequate.

Step 6—Review information about station siting.

Step 7—Identify any stations whose data might not be
representative of conditions outside their immediate area.

Step 8—Review overall distribution of stations in the net-
work.

Step 9—Identify inadequacies in the overall distribution
of stations (e.g., too few stations to define transported ozone
concentration or no stations located where peak ozone con-
centrations might be expected, and so forth).

Step 10—Review the completeness of the data records for
each station.

Step 11—Identify instances where the available number of
data are not sufficient to meet theoretical requirements.

The preceding list provides a framework for evaluating
data bases. Obviously, the procedure described by the steps
listed yields not only an evaluation of the data base but also
the identification of most of its major shortcomings. Once the
shortcomings have been identified, the specification of sup-
plemental data requirements will be much simpler. Appendix
E presents guidelines for supplemental monitoring. Chapter
Three gives the results of some of the applications of the
techniques with reduced amounts of data. The results sug-
gest that good estimates of design value and expected ex-
ceedances can be obtained from a nine- or ten-station net-
work operated on days when temperatures exceed about 22
C (72 F). The stations must be carefully located to avoid local
interferences. The most efficient approach is to have about
five permanent stations, one in the city and four outside the
immediate urban area, to monitor peak and background con-
centrations. This fixed network can be supplemented with
several mobile units deployed generally downwind of the city
on warm days.

PROCEDURES FOR DETERMINING EXCEEDANCES
AND DESIGN VALUES

Definitions and Background

Three types of distributions of concentrations can be
defined for a spatial network: ‘‘observable, true,”’ and
““‘interpolated.” For reference purposes, abbreviated defini-
tions of these distributions are given in Table 4, and a sche-
matic of the interrelationships between these distributions is
shown in Figure 7. The following discussion of the three
types of distributions is motivated by the need to specify the
nature of the distribution with respect to which the design
value and expected number of exceedances will be defined.

To examine any of the above distributions the number and
location of all of the grid cells in the spatial network and the
time period that the data base should span must be specified.
For the moment, it is assumed that the grid cells have been
defined so that the daily maximum concentration over a cell
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is essentially uniform, and there is no more than one monitor-
ing site per cell. Later in the discussion this assumption will
be relaxed.

The Observable Distribution

The observable distribution is the sum of two components.
The data actually gathered from the existing monitoring sites
(including any temporal gaps) constitute the ‘‘actually ob-
served’’ component. Potentially, however, one could have
had properly functioning monitors in each grid cell each hour
of each day in the desired time period. The extra data
gathered from the ‘‘new’’ monitors (in the formerly empty
grid cells), together with the formerly missing data from the
existing monitors, form the ‘potentially observable’” compo-
nent. The sum of the actually observed and the potentially
observable components constitutes the observable distribu-
tion (see Table 4 and Fig. 7).
Figure 8 is a schematic of an observable distribution in a
spatial network. The data base under consideration spans 15
days. The spatial network consists of 9 grid cells with four
monitoring sites. In each grid cell the daily maxima for the ith
day have been indicated by the number i, and these numbers
have been arranged in a histogram. A number is surrounded
by a square if the corresponding maxima have actually been
observed and is surrounded by a circle if the corresponding
maxima have not been observed (i.e., are potentially observ-
able).
How is the concept of an expected number of exceedances
related to the observable distribution? If the observable dis-
tribution was known, the number of exceedances could be
computed that would have been obtained with a complete
_ and properly functioning spatial network. For example, grid
cells*1 through 9 would have 1, 2,3, 1,2, 1,2,1,and 0
exceedances, respectively. Consequently, according to the
definition given earlier, the number of exceedances in the
spatial network is equal to 3—the maximum number of ex-
ceedances experienced by any grid cell. However, one can-
not know the entire observable distribution; only the actually
observed component is known. Thus, it is possible to com-
pute only an expected number of exceedances. By using the
EPA method (/), the expected number of exceedances can be
computed for cells 2, 3, 4, and 9 during the 15-day period.
These calculations are given in Table 5. -The expected

- numbers of exceedances are computed to be 1, 2"/, 1%,
and 0, respectively, for the 15-day period. These expected
numbers of exceedances can be interpreted to be estimates of
the numbers of exceedances that one would encounter if the
entire observable distribution in grid cells 2, 3, 4, and 9 was
known. Although the EPA method is only applicable to the
grid cells with monitoring stations, a method presumably can
be developed for computing the expected numbers of ex-
ceedances in grid cells without monitoring stations, thus al-
lowing the computation of the expected number of exceed-
ances for the spatial network.

How is the concept of a design value related to the observ-
able distribution? The design value is defined as the upper
1/365th percentile of a distribution of daily maxima. Clearly
it is facetious to attempt to discuss the upper 1/365 percentile
when the example contains only 15 observable concentra-
tions per grid cell. For the sake of this discussion, the design
value can be assumed to be defined as the upper 20th percen-
tile. Then, the design value would equal to the third highest
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Table 4. Types of distributions.

-Distribution Definition

Observable Actually observed data plus all those data that would
have been gathered, had the existing statioms operated
continuously without malfunction plus extra data that

could have been gathered by a network.

Potentially That part of the observable data that was not actually

observable measured.

True The stochastic process that generates the observable

distribution.

Interpolated Actually observed data plus estimates of the remainder
of the observable data (the data gathered by the monitor-

ing stations plus our estimate of the potentially obser-

vable data).

observable value. For grid cells 1 through 9, the design '
values based on the observable distribution are 110, 110, 130,
100, 110, 100, 110, 90, and 100, respectively. In accordance
with the definition selected earlier, the design value for the
spatial network would be 130 ppb. Of course, the entire
observable distribution is not known, only the observed com-
ponent, in grid cells 2, 3, 4, and 9. By using a method closely
allied to the methods suggested by the EPA, estimated design
values can be computed for these four grid cells, as given in
Table 6. These estimates are 104, 128, 104, and 108, respec-
tively. Once again, a method to estimate the design value of
the grid cells without monitoring sites would make it possible
to estimate the design value for the spatial network.

The True Distribution

Until now the observable distribution has been discussed
as a separate entity. One could also consider the observable
distribution as being the observed and potentially observable
results of a stochastic process that constitutes the ‘‘true’’
distribution (see Table 4 and Fig. 7). The observed data base

Table 5. Results of exceedance computations using the EPA
method.

Estimate for Designated
Grid Cell Number

Variable Value 2 3 4 9
N Number of required monitoring days 15 15 15 15
n Number of valid daily maxima 12 12 11 11
v Number of measured dafily values 3 2 1 [}

above the standard (120 ppb)

z Number of days assumed to be less 1 0 2 [\]
than the standard (e.g., preceding
and following day are less than 90
pPb)

v
V+~x (N-n-2), the expected

0
number of exceedances
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Table 6. The estimated design value (calculated by a method closely related to those employed by the EPA).
Estimate for Designated
Grid Cell Number
Variable Value 2 3 4 9
| n - Number of valid daily 12 12 1 n 1
’ maxima
z Number of days assumed 1 0 2 0
below the standard
n+2 Total used to compute 13 ° 12 13 11
percentiles
Ranks of .observations (2,3) (2,3) (2,3) (2,3)
straddling the 20th
percentile -
2 3 2 3 2 3 2 3
A (p1sP2) _ | == == | ==
Corresponding proba- 1°72 13’13 12 12 13 13 11 11
bilities . .
Corresponding obser- (01,02) (110,100) (140,110) (110,100) (110,100)
vations
Py - 0.2 ' ‘
0y + (0) - 03) 104 . 128 104 108
Estim?ted design : Py = P
value .

Ma ¢ this example, the design value is defined relative to the 20th percentile rather

than the 0 274th percentile.

component is then a realization, or random sample, from the
true distribution. The potentially observable data base com-
ponent would also be a realization or random sample from
the true distribution; “although by definition the monitoring
equipment to record this component is lacking. Instead of
being interested in the expected number of exceedances and
the design value of the observable distribution, one might be
interested in the expected number of exceedances and design
value of the true distribution.

The EPA does not explicitly- staté whether they are in-
terested in computing the expected number of exceedances
and the design value with respect to the observable distribu-
tion or to the true distribution. To a large extent, they have
been spared makmg that decnsnon because, for a single site,
the estimates of the expected number of exceedances and the
design value are virtually unaffected by the choice of either
the observable or true distribution. For example, the calcula-
tion given in Table 5 would be unaffected by the choice of the
true distribution, and for Table 6 the only changes required
would be the customary addition of 1.0 to each number in the
third row (denoted n + Z) and the. subsequent modifications
in the fifth row (i.e., the addition of 1.0 to the denominator
of each fraction) and the final row. With larger numbers of
observations, the effect of addmg 1.0 to the denominator
would be negligible. =

Although the estimates of the expected number of exceed-
ances and the desngn value for a single station are nearly
unchanged by the choice of the type of distribution, the con-

fidence that can be placed on the accuracy of those estimates

varies considerably. For example, consider a grid cell with a

" monitoring station that operated every day in a 3-year period.

If three exceedances occurred with respect to the observable
(and in this case observed) data base, the expected annual
number of exceedances is 1.0 with 100 percent confidence.
The confidence is 100 percent because there is no uncertainty
with respect to the observable distribution—observations are
for the number of grid cells in areas of high concentration and
the magnitude of the correlation between those grid cells.
The reduction is greatest when these are a large number of
relatively independent grid cells in areas with high ozone
concentrations.

A simplified example can be used to illustrate why the
expected number of exceedances is reduced. Consider a grid
of five independen't cells, for which it is known a priori that
the number of exceedances at each of these locations in a
3-year period follows a Poisson distribution with a mean of
3.0. With respect to the true distribution, the expected
number of exceedances for each cell and for the network is
then exactly 3.0. On the other hand there is a 35.3 percent
chance that any one station will record four or more exceed-
ances during the 3-year observation period, and an 88.77
percent chance that at least one of the stations will record
four or more exceedances during the 3-year observation pe-
riod. Consequently, with respect to the observable distribu-
tion, the expected number of exceedances for the network
will probably be four or more.

The authors of this report have elected to define the ex-
pected number of exceedances and the design value with
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respect to the observable distribution (rather than with re-
spect to the true distribution) for four reasons:

1. If emissions change over time, the hypothetical proc- -

ess that generated the data over a given period may never
exist again. Inference with respect to that process is there-
fore unimportant in any practical sense.

2. Individuals in the area covered by the spatial network
are exposed to the observable distribution rather than to the
true distribution; i.e., the true distribution may never actu-
ally be realized, just as the ‘‘true’’ mean of a distribution
may never actually occur in the random samples (observable
distributions) drawn from that distribution. See Table 4 and
Figure 7. "

3. A number of assumptions would be necessary to model
the true distribution that are not necessary for the observable
distribution.

4. The statistical methodology necessary to estimate the
expected number of exceedances and the design value for the
true distribution would be many times more complicated
than that required to model the observable distribution.

The Interpolated Distribution

Having decided to estimate the expected number of ex-
ceedances and the design value with respect to the observa-
ble distribution, one must now face the reality that only the
observed component of that distribution is known. Because
the potentially observable component of the observable dis-
tribution is not known, one must estimate that component
using the observed component. The combination of the esti-
mated potentially observable concentrations and the ob-
served concentrations is denoted as the ‘‘interpolated’’ dis-
tribution. The interpolated distribution is an estimate of the
observable distribution from which the number of exceed-
ances and the design value are derived to serve as estimates
of the same parameters for the observable distribution.

Description of Methods for Estimating the Potentially
Observable Distribution

There are two ‘general methods for estimating the poten-
tially observable data. These two approaches will be referred
to as “‘isopleth modeling”’ and ‘‘probabilistic modeling.”’
Isopleth modeling is the conceptually simpler method; the
observed data are used to estimate ozone values in the un-
monitored grid cells and to estimate missing ozone values in
the monitored grid cells. Whatever techniques are used, iso-
pleth modeling must allow for the estimation of ozone con-
centrations larger than those actually observed: thus, an
isopleth modeling technique will have to allow for the extrap-
olation of spatial gradients of concentration. Certain auto-
mated methods for drawing isopleths have this property and
would provide an estimated concentration for each poten-
tially observable data point. These estimated concentrations
provide the basis for a diagram similar to Figure 8, although
the circles would denote estimated concentrations rather
than potentially observable concentrations.

The computerized isopleth program that has been devel-
oped uses the number of grid cells and the daily maximum
ozone value at the centers of the grid cells. If a grid cell
contains one or more monitoring station observations on a
given day, the maximum from among the observed values

within the grid cell and the predicted value at the cell center
is taken to be the daily maximum ozone value for the grid
cell. This will introduce a bias toward higher values because
it represents a conservative approach.

The isopleth program does not have to be run for every day
in the data base, because one is concerned primarily with
days in which one or more grid cells record ozone values
above 120 ppb, and consequently the isopleth program may
be restricted to days that would produce high ozone values.
On the basis of experience with the isopleth program, the
authors found that no predicted ozone values exceeded 120
ppb unless at least one monitoring station recorded an ozone
concentration of approximately 100 ppb or more.

How many grid cells should be specified? Ideally, the grid
cells should be small enough that the ozone concentration is
uniform within the cell, but it is necessary only that the cells
be small enough so that further subdivision does not appre-
ciably change the design value or the expected number of
exceedances. The following procedures establish the neces-
sary number of cells. Initially, the grid consists of no fewer
than nine cells. The expected number of exceedances and the
design value for the initial grid are computed. A refined grid,
consisting of smaller cells than in the initial grid is defined.
These new cells are defined by subdividing those cells with
most exceedances and highest design values. Thé expected
number of exceedances and the design value for the refined
grid is computed.

Isopleth Methodology

Basically, the isopleth methodology requires that es-
timates be generated for ozone concentrations in each cell of
a network of cells overlying the area of interest for all those
days in the data set when it is likely that exceedances have
occurred somewhere in the region. The estimated values for
these cells are used to determine the number of exceedances
for each cell and the design value for each cell.

As previously suggested, two problems arise with this ap-
proach. The cells must be small enough so that ozone con-
centrations within them can be characterized by a single -
value. The philosophy has been adopted that this is impor-
tant only in ‘‘critical’’ cells where the highest design values,
or most_exceedances, are to be found. Thus, the method
begins with relatively large cells that are characterized by the
ozone concentration estimates at their center, and proceeds
to generate smaller cells in those areas where the design
value is high or the number of exceedances great. By using
small grid cells only in regions with high design values or
large numbers of exceedances, one is forced to identify such
areas. This is done iteratively. One starts with a grid of large
cells and subdivides those with the most exceedances or the
highest estimated ozone values. The process is repeated until
further subdivision does not appreciably change the resulits.
This process is described in greater detail later.

Figure 9 shows a schematic representation of the nested
grid approach that was used as part of the isopleth methodol-
ogy. Figure 9(a) shows the initial grid. Concentrations are
estimated for the center of each cell (indicated by the points
in the figure) for each day when exceedances might have
been possible.

After the estimates are obtained for each of the initial cells
and each day, the number of exceedances and the design
value are estimated for each cell. The definitions of ‘‘exceed-
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Figure 9. Schematic representation of the nested grid approach used in the isopleth methodology.

ance”’ and ‘‘design value’’ for a network that were described
earlier require that the points with the most exceedances and
with the highest ozone concentrations be identified. There
can be no assurance that these points coincide with any of
those shown in Figure 9(a), for which the estimates are ini-
tially made. Therefore, the area is further subdivided to test
the possibility that more exceedances or higher ozone con-
centrations may be found elsewhere in the area. The subdivi-
sion is limited to the several cells with the most exceedances
and highest estimated ozone concentrations. Figure 9(b)
shows that 4 grid cells were selected to be subdivided. This
results in 16 new, smaller cells for which concentrations must
be estimated for each day in the data set. As before, the
estimates are based on the values calculated for the points at
the centers of the cells; these points are indicated in Figure
9(b). The number of exceedances and the highest ozone con-
centrations are determined for each of the new, smaller cells
and the results compared with those obtained for the cells in
the original grid. If none of the smaller cells has appreciably
more exceedances or higher ozone concentrations than were
found for cells in the original grid, computations are stopped.
It is assumed that further subdivision is not likely to change
the results very much. If there are appreciably more exceed-
ances or higher ozone concentrations in the smaller grid cells
than were found in the original grid cells, those smaller grid
cells with higher concentrations or more exceedances are
identified and subdivided further as shown in Figure 9(c).

When an ozone concentration has been observed in a cell,
it is compared with the objectively estimated value for that
cell. The concentration representing the cell will be the
greater of the two. This is only one of several options that
could have been taken, but it is'the most conservative in that
it will not lead to underestimates of numbers of exceedances
or of highest ozone concentrations.

The design values are estimated as follows. For each grid
cell, the estimate will be based on the ten highest ozone
concentrations estimated for that cell, using a log-linear re-
gression. The logarithms of the ten highest ozone concentra-
tions are plotted against the corresponding percentile values,
and a straight line is fitted by least-squares linear regression.

Based on that line, the design value is defined as the ozone
concentration corresponding to the 0.274th (1/365th) percen-
tile. The design value for the network is then the highest
design value found for the grid cells or subgrid cells that have
been generated. Similarly, the number of exceedances for the
network is the most found for any of the grid or subgrid cells.

To this point, little has been said about the methods used
to estimate the values for the grid cell centers. An interpola-
tion scheme is used, but it is important to note that it does
not use linear interpolation or a simple inverse distance-
weighting approach, because such schemes do not yield
values that fall outside the range bounded by the smallest and
largest values in the input data list. Rather, the objective
analysis scheme uses second-degree polynomial fitting to the
data so that maxima and minima can be specified that are not
coincident with points in the input data set.

In the objective analysis, a grid-point value is determined
for the center of each cell by fitting a second-degree poly-
nomial surface by least-squares to K nearby observations.
An optimum fit is obtained by minimizing

K
Q= 2 wilg: — q:') C))

i=1

where w; is a weighting factor, g; is an observed value at the
ith location (x;,y;) and g’ is the polynomial estimate for the
same location. The polynomial estimate is of the forma + bx
+ ¢y +dxy + ex? + fy?. The initial estimate is made for each
grid point; and is treated as the first observational value (i =
1). It is given the fixed weight w, . The program generates the
first estimate by computing a simple weighted average using
nearby observations. A relatively low value is normally as-
signed to w, so that the initial estimate has a significant
influence only in areas where there are few or no nearby
data. The initial estimate prevents the scheme from generat-
ing extreme values in data-sparse regions. The remaining K-1
observations are those nearest the grid point, except, when-
ever possible, at least one observation is selected from each
of the four angular quadrants around the grid point (i.e., in a
direction between north and east, between east and south,
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and so forth). This approach makes the analysis smoother
‘and more continuous in regions of poorly distributed data.
The weighting factors for a given observation are defined
as follows:
(:2
W = (5=
C* + R;
where C is a constant and R; is the distance between the jth
observation and the point for which the interpolated value is
being determined. To use the polynomial interpolation
schcme above, different values can be chosen for the follow-
ing variables: K-1, the number of stations to be fit by the
polynomial; w,, the weight to.be assigned to thé initial es-
timate at an interpolation point; and C, the constant used in
the weighting function. 4
The magnitude of the distance-weighting effect will depend
on the value assigned to the constant C, but a second-degree
polynomial fitting is not very sensitive to the value used. A
_high value of C will increase the sensitivity of the method to
the K value chosen. In the program described in Appendix C,
the constant C was assigned a value of 0.3, which is reason-
able on the basis of other experience. Sensitivity tests were
then made using different values for K and w,.
_ The sensitivity runs were made for five cases summarized
in Table 7 with the results shown in Figures 10 through 14.
For each of these cases, sensitivity runs were made using the
values given in Table 8. The objective analyses were com-
pared .with subjective hand-drawn analyses. The results for,

&)

each of the five cases were similar. In general, the effect of
increasing K from 7 to 9 (for both w, = 0.05 and 0.1) is to
produce some smoothing of the field and to eliminate detail.
Increasing w, from 0.05 to 0.1 (for both K = 7 and 9) also
introduces additional smoothing. Using K = 7 rather than K
= 9 is preferred because fewer data sites are required, but
some smoothing beyond that found for K = 7 and w, = 0.05
seems desirable, so the values K = 7 and w, = 0.1 have been
used for the calculations.

If fewer than six stations are available, the objective
analysis is based on a fitting of a first-degree polynomial,
which requires values from only three stations. The results
from a first-degree polynomial fitting are also shown in
Figures 10 through 14. The linear fitting tends to produce
fields that are smoother than the polynomial fits, so its use
would not be desirable except in cases of insufficient data. If
there are only one or two station values, the analyzed field is
uniformly equal to that one value—or each grid value is an
inverse distance-weighted average of the two available
-values. '

‘Probabilistic Methodology

Comparison of the isopleth modeling and the EPA method
discussed earlier suggests that a method that can incorporate
both spatial and temporal data would be desirable. The prob-
abilistic modeling method, discussed below, incorporates
both types of data. It is a synthesis of the isopleth modeling
and EPA methods.

The probabilistic modeling-method is implemented in a
series of steps that are summarized here and explained in
.more detail in subsequent paragraphs: -

1. The interpolated distribution is computed using the iso-

Table 7. Surﬁmary of

City Date Figure Number

Houston 5 October 1978 10 sensitivity tests of
Houston 7 October 1978 11 the isopleth poly-
St. Louts | 1 October 1976 12 nomial interpolation
St. Louis | 13 July 1976 13 “methods.
St. Louis 8 June 1976 14

Constant Valwe | Iable 8. Interpola-
Interpolation Scheme [ K Wy tion schemes and
Subject Lve N | constants tested.
Objective, linear fit 0.3 a -
Polynomial fit 0.3 7 0.05
Polynomial fit 0.3 7 0.1
Polynomial fit 0.3 9 0.05
Polynomial fit 0.3 9 0.1

14

8pata from neareét five stations used.

pleth program. The interpolated distribution will be used
indirectly to estimate the expected number of exceedances
and the design value for the grid network rather than directly
as in the isopleth modeling technique.

2. The interpolated distribution is used to estimate the
parameters of a joint distribution for the daily maximum
ozone concentrations of the grid cells.

3. The conditional distribution of the ozone concentra-
tions of the grid cells without monitoring stations (given the
ozone concentrations of the grid cells with monitoring
stations) is derived. There will be a different conditional
distribution for each day because the ozone concentrations
of the grid cells with monitoring stations change daily.

4. A Monte Carlo simulation is performed using the collec-
tion of conditional distributions.

5. The results of the Monte Carlo simulation are used
directly to estimate the expected number of exceedances and
the design value for the grid network. Figure 15 is a sche-
matic of the probabilistic-modeling process.

The first step is fairly straightforward. The interpolated
distributions generated by the isopleth program are used for
both types of modeling. To save computer expenses the in-
terpolated ozone values are generated only for days when at
least one grid cell is likely to have recorded an ozone value
above 120 ppb; the data set used by the isopleth methodology
is therefore limited to those days when at least one monitor-

" ing site observed an ozone concentration in excess of 80 ppb.

This threshold was chosen because it limits the amount of
data to be processed, but does not exclude any cases where
the isopleth methodology indicates that exceedances of the
NAAQS standards are likely.

In addition to treating only a subset of the days, the proba-
bilistic modeling program also uses only data from a subset
of all the cells that are generated by the isopleth program.
The cells that the probabilistic modeling program uses are

‘divided into two groups. The first group (of size N,) includes

those cells that contain no monitoring station, but are among
those with either one of the ten highest design values or one
of the ten highest numbers of exceedances, or both. Cells
that fall into both categories are considered only once;
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Figure 10. Examples of isopleth analyses of data from Houston for 5 October 1978.

hence, there should be between 10 and 20 of the first type of
cells. The second type of cells (of size NV,) are those contain-
ing a monitoring station.

In the second step, the interpolated distribution is used to
estimate the joint probability distribution of all grid cells.
This joint distribution is modeled as a multivariate lognormal
distribution for two reasons: the lognormal distribution
generally fits the tails of the ozone concentration distribution
well, and it is a distribution from which it is reasonably easy
to compute conditional distributions. The parameters of the
joint distribution include the mean and variance of the

(marginal) distribution of ozone concentrations at each grid
cell and the correlations between each of the cells. For exam-
ple, if there are 20 grid cells (that is, if N, + N, = 20), then
20 means, 20 variances, and 190 distinct correlations must be
estimated.

The estimation procedure is structured so that the resulting
distribution fits the interpolated distribution well in the tails;
the fit in the lower part of the distribution is less important
because that portion does not affect the estimates of the
design value or the expected number of exceedances appre-
ciably. Consequently, the usual estimates of the parameters
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Figure 11. Examples of isopleth analyses of data from Houston 7 October 1978.

of the multivariate lognormal distribution—the sample mean,
the sample variance, and Pearson’s correlation coefficient
computed using the logarithms of the interpolated distri-
bution—are not wholly appropriate, and more appropriate
estimators were derived.

Two different techniques were used for estimating the
parameters of the joint distribution of the N, cells without
monitoring stations (but among the cells with the highest
number of exceedances or the highest design values) and the
N, cells with monitoring stations. Let u denote the (N, + N,)
vector of means of the joint distribution and let C denote the

(N, + N,) X (N, + N,) matrix of covariances of the joint
distribution. Then both techniques, which are described in
the following section, provide estimates of u and C. The first
technique, which is simpler and less rigorous, calculates the
means and covariances with only partial accounting for the
truncation of the data at a threshold value (e.g., days for
which no monitoring site registered above 80 ppb ozone were
not subjected to isopleth modeling). The second technique
fully accounts for the truncation of the data; unfortunately,
in doing so one must further truncate the data and exclude all
days for which the average ozone concentration is below 80
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Figure 15. Schematic of probabilistic modeling.

ppb. Although results are presented in Chapter Three using
both techniques, it is concluded that the further data trunca-
tion of the second technique may result in substantial insta-
bility in the parameter estimates.

In the third step, the conditional distribution of the ozone
concentrations of the NV, grid cells without monitoring sites is
derived, given the ozone concentrations of the N, grid cells
with monitoring sites. To describe how the conditional distri-
bution is obtained, one first examines the structure of the
covariance matrix C.

The matrix C can be subdivided as shown in Figure 16. The
matrix is symmetric along the main diagonal and its parts
have the following properties: C,, (N, rows by N, columns)
is the covariance matrix of the cells without stations that had
the most exceedances or highest design values. C,, (N, rows
by N, columns) is the covariance matrix of those cells with
stations. C,, (N, rows by N, columns) and C1; (N, rows by
N, columns) are the covariances of the cells without stations
with the cells with stations.

Computation of the conditional distribution requires the
following, in addition to the submatrices shown in Figure 16:
X,, a column vector (N, rows) of the logs of the observed
values for cells with stations for one day; M,, the column
vector (N, rows) of the means of the values from cells with-
out monitoring stations (M, is the vector of the first N, ele-
ments of w); and M,, the column vector (N, rows) of the
means of the cells with monitors (M, is the vector of the
second N, elements of w).

With this information, the parameters for the conditional

r
=
S C,.
g =
Figure 16. Schema-
2 czz tic representation of
the covariance ma-

trix C.

|EE

= THE MEAN AND SAMPLE STANDARD DEVIATION OF [DV, : 1</ < 20|

distribution of the cells without monitors, given the observed
values in the cells with monitors, are computed as follows:

Mean vector = M = M, +C, (Cy) ' (X, —M,)  (6)

Covariance matrix = 3 = C;; — Cp,(Cy) ' (C)" (7)

Following convention, the superscripts ( )~ 'and ( )" denote
the inverse and transpose of a matrix. Because the vector X,
changes daily, the mean vector M must be computed for each
day. However, the s matrix need only be computed once,
because its components are all derived from the complete
data set. :

The fourth step is the use of the conditional distribution in
a Monte Carlo simulation. When the conditional distribution
has been computed, a set of simulations is produced for the
network by generating a random vector for each day such
that the collection of these random vectors has the same
distribution as found for the cells without monitors. This is
accomplished as follows. A random-number generator pro-
duces numbers that are uniformly distributed between 0 and
1. Such numbers are used as inputs to a normal probability
inversion routine, which returns numbers that are normally
distributed with mean 0 and a variance of 1. Vectors with N,
elements generated in this way will be distributed with a 0
mean vector, unit variance, and 0 covariances and are
denoted Z. The Z vectors are multiplied by the Cholesky
decomposition of = (denoted L). The vector M is added to
LZ.

In summary, if Z is a vector generated randomly as de-
scribed above, LZ + M has the desired distribution. In gen-
eral, values simulated from this distribution will tend to be
high for those cells and days where the original interpolated
values were high and vice versa. This is because monitored
values will also have tended to be high, or low, on these days,
producing a high mean vector for the conditional distribu-
tion.

Parameter Estimation Technigques

The simple method for parameter estimation has two



variants. In the first variant the means for the jth station (u;)
and the covariances between the jth and £ th stations (cy, ) are
defined as follows:

= XU J=1toN, + N, ®)

i Mg

1
M;
and

) (e — i) J = 1to Ny + N,
k=1t) )]

Co = —— 2 (y —

i=1

where x; = log of the ith observed value in the jth cell and
M = number of days in the truncated sample. The mean
vector, u, and the covariance matrix, C, are defined as:

[
(]
o= ) (10)
KN
€Cu Crp - . . Cin’
Coy Coo . . . Con
c = 1n
Cny Cnz - - - Can

Note that C is symmetric about the main diagonal (i.e., Cy =
Cj;). This symmetry was used to simplify the computation
and use of the matrix.

The second variant uses the values of u and C obtained
from the first variant as a starting point, and then further
refines them. In-the second variant, the Pearson correlation
coefficient is computed from the matrix C as follows:

Ci

Py = ——— (12)
\4 CﬁCkk
This yields a matrix
P, P, . . . Py
P, P,, . . . Py
R = : . 13)
Py, Py, . . . P

Then extrapolated estimates are computed of the means

and standard deviations for each cell by sorting the logs of
the daily maxima and fitting the least-squares line through
the points

29

o e (5] o

where x; = the log of the i th daily maximum for cell j after
sorting with respect to i in descending order.

The intercept of the least-squares line gives an estimate of
the mean wj of the cell, and the 95th percentile (denoted Pg;)
_can also be obtained from the least-squares line as described
"earlier in this chapter. For the normal distribution (uni-
variate),

Py, K
1.645

Let S = (o4, 03, ... oy) be the standard deviations so
estimated. Then a new C is estimated from R as

= standard deviation

C = SRS (15)

The more complex technique for computing o and C is
referred to here as the E-M (Expectation-Maximization)
method. The E-M method is more appropriate for use with
truncated data. It-uses an iterative procedure, which con-
verges to the maximum likelihood estimators of . and C. The
technique requires the estimation of the statistics, given the
condition that the data lie outside some truncation region. If
there were no truncation, one could compute the sufficient
statistics X and §, defined as follows:

=~2X (16)
1—1
and
M

E (17)

l =1
where X is the vector of the observed values for the ith day
and X7 is the transpose of X;. Note that § is simply 1/M times
the cross-product matrix. If the statistics X and S are given,
the maximum likelihood estimates of the distribution param-

eters u and C can be determined as follows:
{

w=X (18)

1

C= ™ S X)(X") (19)
In the case of a truncated data set, the expected values of
X and S are of interest, given that some of the x; values have
been excluded from the data set T used for the calculations.
Having computed starting values for X and S as previously
described, estimates of u and C are computed and used in
turn to compute new estimates for X and S; the procedure is
described in the following. This process continues until con-

vergence is achieved.-

When x; is.outside the data set T, the expected values of
X are computed as follows:

E[Xl 0, CO {X¢T}] S P
®, ’ i M+Mo“ i

M,
M+M,

+

[Xmm cv, {x€ T}] (20)
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. . 1 M .
E [SI,LL(”,C"’, {X,-‘-i T} Yy > X X!
o =1

M,
M+M,

E [XXTW), cv {xé[ T}] Q1)

where E (-) denotes the expectation of the expression within
the parentheses, M, is the number of observations in the

reduced data set T, M + M, is the total number of observa-"

tions, and pY) and CV) are estimates of w and C at the jth
iteration. This method further truncates th¢ data set by con-
sidering only those days for which the average observed
concentration (not the maximum, as in the isopleth method
and the simpler probabilistic method) is above a threshold.
Tests indicate that 80 ppb is suitable when the data have
already been screened to ensure at least one observation
over 80 ppb, so that value has been used. This approach
yields a linear truncation region so that the expectations can
be expressed as functions of the multivariate normal distribu-
tion with 0 mean vector and unit variance written as N (0,1,,),
where I, represents an n X n identity matrix. The truncation
can exclude some observations that would have been in-
cluded in the calculations for the simpler case.

Some terms must be defined before the iteration procedure
is discussed. Let:

t = truncation (threshold) level, e.g., 80 ppb;
Ly — MU)' L, . 7
Hetl o

n = number of cells;
=" vector of length n whose elements are 1;
= estimate of the mean vector at the jth iteration;
the lower triangular portion of the Cholesky
decomposition of C at the jth iteration, i.e., L is
lower triangular and LL” = CY; '
¢ = the univariate normal (0, 1) density;
® = the univanate normal (0, 1) cumulative distribu-
tion;
E (t%) = = (t")/ D (t*);
E,(1*) =1 — t*¢(t*)/ P (¢*); and
vy=L x1,/||L x 1, ||, where | | .| | denotes norm.
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Then

pU*D = [3X; + Mo (p + LYED]/(M + M) (22)

cU+D = [zx‘x,r + M, [,L'(n uo’

+ LUy + Ey(1%) = D] yy"L!

+ E, (%) [p,yTLT + L‘yur]}/(M + M,)

—pU e n" (23

In practice, the E-M algorithm generally produces es-
timates. close to their convergence limit on the first iteration,
with subsequent steps producing much slower convergence.
Therefore, a few iterations (the code given in Appendix D
uses ten as a default, but the user may change this) yield
results that are comparable to those obtained after many
more iterations. As with most iterative procedures, the per-
formance of the E-M algorithm depends on the starting
values. Two approaches to specifying the starting values

“have been tried. One of these uses the results obtained from

the simpler method that was described earlier as the starting
point for the E-M method. The second approach uses the
truncated data set to obtain estimates as follows:

p@ =S X/M 4)

Ccl) = ZXiX,-Tf'M - uuT (25)

These starting values tend to overestimate the mean and
underestimate the variance because they are obtained from
the truncated data. However, the large step taken by the
algorithm at the first iteration tends to eliminate these biases;
therefore, the estimates change only slightly on subsequent
iterations. The program described in Appendix D can use
either approach as an option.

In the foregoing discussion, L and its transpose can be
replaced by C 2, which is defined as:

CV? = EDVET (26)

where E is the matrix of eigenvectors of C, and D2 is a
matrix with the square roots of the eigenvalues of C on the
diagonal and zeros elsewhere. Because the matrices L and
C ' differ only in multiplication by an orthogonal matrix,
either can be used to transform one set of vectors to another
with the desired covariance. A version of the E-M algorithm
was tested using C /2 calculated by a singular valued decom-
position that was verified by comparison with results ob-
tained from a standard statistical software package (16), but
the Cholesky decomposition described here yields an equiva-
lent matrix with a fraction of the computation time.

-~ As will be shown later, results obtained with the isopleth
and the probabilistic methodologies tend to be similar. Thus,
it will usually be sufficient to apply the isopleth methodol-
ogy, which simplifies the calculation requirements consid-
erably. :

CHAPTER THREE

INTERPRETATION, APPRAISAL, AND APPLICATIONS

HOW METHODOLOGIES ARE APPLIED

The findings derived from this project were described in
Chapter Two, which provided the theory underlying the
methodologies that have been developed for determining

’

numbers of exceedances and design values for ozone moni-
toring networks. Although those methodologies are impor-
tant of themselves, their effective application depends on
their incorporation into a more complete evaluation proce-
dure. The appendixes to this report provide a user’s guide for



the complete methodology. The remainder of this chapter
describes some results obtained by applying the methodol-
ogy to selected data bases. The purpose of those applications
has been to define monitoring requirements and to provide
information by which transported and background ozone
concentrations can be estimated and supplemental monitor-
ing programs can be designed.

Basically, the procedure for estimating exceedances and
design values so that control strategies can be developed to
meet the National Ambient Air Quality Standards consists of
six steps: -

1. Acquisition of historical air quality and meteorological

data.

2. Preprocessing and screening the data.

3. Design and execution of a supplemental monitoring
program-if the available data are not adequate.

4. Application of the isopleth and probabilistic methodolo-
gies to determine number of exceedances, design value, and
critical ozone days. In most instances, application of the
isopleth methodology will be sufficient.

5. Examination of the prevailing conditions on ozone days
to determine: background ozone concentrations, origins of
transported ozone, meteorological conditions conducive to
high ozone concentrations, other information which might be
required for modeling conditions on critical days.

6. Design and testing of control strategies.

The focus of this report is on the first five items in the list; the
last item was outside the scope of this project.

EXAMPLES OF -THE APPLICATION OF THE
METHODOLOGIES

Description of the Data Bases Used

In order to test the methodologies that were developed, it
was necessary to apply them to real data bases. These appli-
cations were also used to evaluate the sensitivity of the
methodologies to the number and location of stations in a
network. In order to do this, the monitoring networks with an
especially large number of ‘well-located stations had to  be
used. (As noted earlier, additional needed information in-
cludes data concerning meteorology, oxides of nitrogen, and
nonmethane hydroéarbons.) A list of possible data sets was
compiled. These included: Regional Air Pollution Study
(RAPS), St. Louis—1976; Houston Area Oxidant Study
(HAOS), Houston—1977; Houston Oxidant Modeling Study
(HOMS), Houston—1978;, Los Angeles—1976 through 1978;
Philadelphia—1979; Tulsa, Oklahoma—1977; Northeast Oxi-
dant Study—1975; San Francisco Bay Area—1978.

The monitoring program developed for the Tulsa study
consisted of eight monitoring sites distributed along a south-
to-north line through the Tulsa area. The monitoring period
was from 1 July through 30 September 1977. Although the
selected configuration is useful for examining the transport of
ozone and its precursors when the wind is properly aligned,
the density and spatial distribution of the monitors are not
sufficient to evaluate the procedures developed in this study;
the Tulsa data base was therefore rejected. Because the St.
Louis (RAPS) and Houston (HAOS and HOMS) data bases
were selected to evaluate the methodology, inclusion of data
from the Tulsa area would also tend to overrepresent the
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south-central United States. The St. Louis and Houston
areas are among the most intensively studied areas in the
United States. Those data bases were included because they
are far more complete than any available elsewhere. Further-
more, St. Louis represents a relatively typical Midwest loca-
tion, and Houston, with its unusual industrial sources, repre-
sents an atypical area.

Both San Francisco and Los angeles have complicated
land/sea and complex terrain influences on the air flow.
However, Los Angeles historically has worse ventilation.
Because of the greater emissions, reduced ventilation, and
warmer average temperatures in the Los Angeles area, ozone
concentrations tend to be higher in. Los Angeles than in San
Francisco. For this reason, the Los Angeles data were se-
lected to represent West Coast locations.

The Philadelphia monitoring network was chosen to repre-
sent East Coast areas because it is more representative of a
single urban area than was the Northeast Oxidant Study
network.

A description of each of the data bases is given next. The
two Houston data bases, HAOS and HOMS, have been
treated as one data base for the Houston area.

St. Louis Regional Air Pollution Study (RAPS)

During the period of 1974 to 1977, the Regional Air Pollu-
tion Study (RAPS) was conducted in the St. Louis, Missouri,
area (/7). Twenty-five monitoring locations were selected,
and the monitoring sites make up the Regional Air Monitor-
ing system (RAMS) network. The locations of the monitoring
stations are shown in Figure 17. The 1976 RAPS data were
used because data for that year were most complete and
reliable.

Houston Oxidant Modeling Study

The Houston Oxidant Modeling Study (HOMS) was an
intensive sampling program undertaken by the EPA and
others in the Houston, Texas, area during the period 15 Sep-
tember to 12 October 1978 (/8). The surface sampling pro-
gram operated 17 permanent sites with 24-hour monitoring
and three mobile laboratories with 12-hour monitoring
(0600-1800 CST).

Houston Area Oxidant Study

The Houston Area Oxidant Study (HAOS) comprises data
measured during the period from 1973 through 1977 (/19). The
number of stations operational during the study increased as
the study progressed. A total of 93 different sites was used at
one time or another during the study, but most of these
measured only total suspended particulates (TSP). A maxi-
mum of 20 stations was monitored for ozone during the 1977
summer intensive program. The HOMS and HAOS stations
that monitored ozone are shown in Figure 18. Because the
density of stations monitoring ozone was far greater during
1977 than at other times, it was convenient to focus on those
data when the network size was reduced for purposes of
testing the sensitivity of the method to number of stations.

Los Angeles: South Coast Air Basin

Los Angeles is historicaily known for the photochemical
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Figure 17. Location of the St. Louis Regional Air Monitoring

pollutant problems that persist in the region. Los Angeles
data are monitored at permanently operated monitoring sta-
tions. The most recent data for the year 1978 were used. Los
Angeles is located in the South Coast Air Basin as defined by
the California Air Resources Board (20). Figure 19 shows the
spatial distribution of the monitoring sites in the South Coast
Air Basin.

Philadelphia

During the summer of 1979 an intensive field monitoring
program was conducted in the Philadelphia area (2/). Seven-
teen sites were monitored for air pollutants and 12 meteoro-
logical parameters (Fig. 20) were measured. As noted earlier,
the Philadelphia data provided an East Coast urban data set
of comparable quality to those from the other areas.

Systems (RAMS) station.

Effects of Numbers of Stations in a Network

In order to test the effects of network size on the numbers
of exceedances and design values, the data bases described
in the preceding section were used and data collected at
certain observing sites in each of the networks were artifi-
cially excluded. By so doing, the researches were able to
obtain information about how the number and distribution of
monitoring sites affect the estimation of design value and
number of exceedances for the networks. Subsets of stations
were drawn from the complete networks shown in Figures 17
through 20. In St. Louis and Philadelphia, the original net-
work consisted of 25 monitoring sites; smaller networks of 16
and 9 monitoring sites were selected from among those 25.
The selected subsets of monitoring sites in St. Louis are
given in Table 9. These subsets were chosen to provide
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Figure 20. Air quality and meteorological monitoring stations in the Phila-

delphia area.

coverage of the central area and to have monitoring sites well
outside the central area. The monitoring sites outside the
central area are necessary because ozone concentration
maxima are known to occur away from cities in the down-
wind direction. Furthermore, it is desirable to have monitors
located so that their data are suitable for estimating back-
ground or transported concentrations. Similar considerations
were involved in the selection of the subset of monitoring
sites for Philadelphia (Table 10), but the available data sets
were not as complete as in St. Louis, so it was necessary to
consider the completeness of data sets from the different
locations when the subset was selected.

Larger networks of stations were available for Houston
and Los Angeles. In Los Angeles, two smaller networks
(having 20 to 10 stations as given in Table 11) were selected
with the same considerations in mind as previously discussed
in connection with the St. Louis and Philadelphia data.
Inasmuch as data from the HAOS and HOMS programs had
been combined, some of the 32 stations in the Houston area
were operated during only one of the two programs. There-
fore, in selecting the 22- and 11-station subsets of monitoring
sites (given in Table 12), it was intended to emphasize those
sites that were common to the two programs.

Table 13 summarizes the effects of changing the size of the
network on the calculated design values and the numbers of
exceedances determined by the isopleth methodology. For
most of the cities, the calculated design values do not change
much when the number of stations in the network is de-
creased. The numbers of exceedances do decrease appre-
ciably in most cases, but this appears to be an artifact of the
method that will be discussed later.

It is apparent from the results given in Table 13 that the
calculated design values change little when the numbers of

Table 10. Summary of Philadelphia sites used in
reduced network tests.

Site 9-Station | l6-Station
Name Number Subset Subset
Summit Bridge 1 X
Downington 2 X X
Lumberton 3 X
Robbinsville 4 X X
Van Hiseville 5 X
Chester 6
Bristol 7 X X
NE Airport 8 X X
Allegheny 9
Camden 10 X
Ancora 11 X X
Philade]lphia:
S. Broad and Spruce 12
Franklin Institute 13 X X
AMS Laboratory 14 X
Roxy Water Pump 20 X
Island Road 21 X
Defense Support 22
Sewage Plant 23
Claymont 15 X X
New Brunswick 16 X X
Trenton 17
Conshohocken 18
Norristown 19 X X
North Philadelphia 24
Wilmington 25

stations in the network are reduced, except for St. Louis. In
the other three cities the difference between the design
values calculated for the full network and for the network
with the fewest stations is 10 percent or less of the full net-
work value. The St. Louis results change very little when the
number of stations are reduced from 16 to 9; the large
changes in design value are between the 25- and 16-station
networks.




Table 11. Summary of Los Angeles sites used in reduced
network tests.

Site 10-Station | 20-Station
Name Number Subset Subset

Los Angeles, Downtown 1 X X.

Azuza 2 X

Burbank 3 X

North Long Beach 4 X X

Receda 5 X X

Pomona 6 X

Lennox 7 X

Whittier 8 X

Newhall 9 X X

Pasadena-Wal 10

Lynwood . 11

Pico Rivera 12

West Los Angeles-Robertson 13 X X

Mt. Lee 14

Anahein 15 X

La Habra 16

Costa Mesa-Harbor 17 X

El Toro . 18 ‘X X

Los Alamitos-Orangewood 19

Santa Ana-Weir Canyoun 20 X

Norco-Prado Park 21 .

Riverside-Rubidoux 22

Riverside-Magnolia 23 X

Perris 24 X X

San Bernardino 25 b4

Redlands 26

Upland-ARB 27 . X X

Fontana-Foothill 28

Lake Gregory 29 X X
" Yucaipa 30 X X

Table 12. Summary of Houston sites used in reduced net-
work tests.

Site 11-Station | 22-Station
Name Number Subset Subset

Aldine 1 X X
Crawford 2 X X
Fuqua 3 X X
Westhollow 4 X X
Mae Drive 5 X X
Clinton 6 X
Parkhurst 7 X
MacGregory 8

Lang 9 ) X
Jackrabbit 10 X X
Texas City 11 X X
Clute 12 X X
Hempstead 13 X
Of fshore 14 D 4 X
Southwest 15 X
Bayport 16

Freeport 17
. Baytown 18 X X
Beasley ' 19 X X
Chocolate Bayou 20 X
Darlinghurst 21 X
Homewood 22 X
Pasadena 23

Channelview 24

Seabrooke 25 X
Highlands 26

Camino 27

Pearland 28

Sheldon 29 X
Hobby 30

Alief 31 X
~Stude Park 32
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Table 13. Summary of design value and exceedance es-
timates for .various network sizes calculated using the
isopleth methodology.

Number of

Stations Design Value Number of

Area Used (ppb) Exceedances
Houston 32 298 61
22 299 60
11 288 46
Los Angeles 30 456 148
20 453 141
10 408 131
Philadelphia 25 182 . 18
Tl 182 19
9 182 10
St. Louis 25 294 28
16 216 28
9 210 ©22

When the St. Louis data were reexamined, it was found
that on those days with the highest concentrations, only one
station reported very high values. When that single station
was removed, the isopleth technique no longer estimated
high values for the cell in which that station was located. It
appears that the data collected at the one station were either
anomalous or in error, although errors were not detected in
the original screening. The isopleth methodology determines
the dates on which the highest concentrations were observed
and allows the determination of background ozone and pre-
vailing meteorological conditions. This also permits identifi-
cation of days that should be subjected to post-calculation
screening. The individual data points for these days can be
examined more carefully than is usually possible during the
initial screening of the full data set.

With the exception of the change in the design value be-
tween the 25- and the 16-station St. Louis networks, the
changes in estimated design values shown earlier are within
about 10 percent of the value determined for the network
with the largest number of stations. In order to put this into
perspective, the ten highest values for ten different grid cells
in the St. Louis network were examined. The design values
derived for each cell by three different EPA methods were
compared. In one method, the ten points were plotted versus
the corresponding percentiles and smooth curves were

"drawn according to the graphical method described in

Chapter Two. The values determined by this method weré
compared with those from the table look-up method and the
distribution fit method. This provided three different esti-
mates of design value for each of the ten cells. The percent-
age difference between the largest and smallest of the es-
timates ranged from about 2.5 to more than 20 percent. In
three cases, the differences were less than 5 percent; the
differences were between 5 and 10 percent for five of the -
cases, so the differences arising from reducing the number of
Stations to about ten are comparable to differences in values
obtained by different EPA estimation methods. The results
suggest that a network of nine or ten stations should be
adequate for determining design values.

The reduction in the number of exceedances calculated as
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the number of monitoring stations decreases is more striking
than are the changes in estimated design value. However,
these changes appear to be the result of a very conservative
approach to the estimation of concentrations for each cell. It
should be recalled that the estimated concentration for a cell

on a given day is taken to be the highest value observed .

within that cell, or the interpolated value, if that is higher
than the highest observed value. Thus, for cells that contain
several stations, the overall number of exceedances is likely
to be more (and cannot be less) than found for any individual
station within that cell. If a station is removed from the
network and that station had observed one or two exceed-
ances on days when neither the interpolated value nor any of
the other stations observed exceedances, the number of ex-
ceedances calculated for the cell will be correspondingly
reduced. This will be true for each station in the cell. Thus,
the number of exceedances for the cell will appear to de-
crease even if the single station that observed the most ex-
ceedances is not removed. The conservative approach that
has been taken in the isopleth methodology results in a pro-
nounced tendency to overestimate numbers of exceedances
whenever the network includes cells that have more than one
monitoring site within them, so the reduction in the number
of sites probably leads to better estimates of the actual
number of exceedances from a network. Nevertheless, the
conservative approach seems prudent and more consistent
with EPA philosophy.

Accuracy of the Estimation Methods

The ability of the various methods to model an observed
design value for a grid cell containing a monitoring station is
a measure of accuracy. Several steps were taken to compare
real and modeled design values. The design value for a cell
containing one or more monitoring stations was computed
from the observed values in that cell using the EPA curve-
fitting and table look-up methodologies. (These will be re-
ferred to as ‘‘the EPA design values” in the following discus-
sions.) The measured values in that cell were ignored, and
the isopleth method was used to estimate a design value for
the cell. (This estimate will be referred to as ‘‘the isopleth
design value.’’) And the results of the isopleth model were
input to the probabilistic modeling program, which computed
a simulated design value via both the simple and the expec-
tation-maximization (E-M) techniques.

The foregoing procedure was applied to four grid cells
from St. Louis. The cells were selected so that each had one
or more monitoring stations that had reported values a high
percentage of the time. Runs of the isopleth and probabilistic

programs were made for each of the cells. The results of
these runs are given in Table 14. The figures in this table were
obtained by using the full network, and ignoring only the
observed values in the cell being tested in that run. The
network may be reduced by deleting the data from other
stations. The reduced network values for grid cell 20 are
given in Table 15. The striking feature of this table is the
improvement in the agreement between E-M technique de-
sign values and those obtained by other methods for cell 20
when the number of stations is reduced. Generally, it was
observed that the design values for these and other cells as
estimated by both the simple estimation and the E-M tech-
niques tended to follow the design value as obtained by the
isopleth technique as the number of stations in the network
are reduced.

Effects of Excluding Selected Days from the
Calculations

Only those days when at least one station within the net-
work observed ozone concentrations of 80 ppb or greater
were selected for calculating numbers of exceedances and
design values. It was assumed that no day would be excluded
on which interpolated values might have exceeded 120 ppb.
This has proven to be so. The calculations were rerun using
the complete network for each of the four cities, excluding all
days when no station observed concentrations of 110 ppb or
more. The estimated design values were identical with those
determined from the data set that excluded only cases with
observed concentrations below 80 ppb. One fewer exceed-
ance was found for St. Louis; in other respects the results
were the same with regard to numbers of exceedances as
well. :

The results of excluding selected days from the calcula-
tions have practical implications. They suggest that monitor-
ing need only be pursued when concentrations are over some
threshold (e.g., 100 ppb). Design of a supplemental monitor-
ing program can make use of this fact to limit the number of

Table 15. Estimated design values (ppb) at Station 20 when
network size is reduced.

Proba.billstic
Network Size Isopleth | Simple I E-M o
Full (excluding
Station 20) 181.6 180.7 0.03 180.88 0.04
l6-station 185.1 182.1 0.08 180.71 0.03
9-station 179.7 178.2 0.04 178.13 | 0.02

85 = standard deviation

Table 14. Summary of St. Louis design value estimates (ppb) for different

methods.
Cell EPA Methods Probabilistic
Identifier | Table Lookup | Curve Fit Isopleth | Simple s E-M o
3 168 165 154.5 169.3 0.27 172,71 | 0.14
14 187 . 189 177.6 182.7 0.33 179.97 | 0.17
20 198 .201 181.6 180.7 0.03 | 180.88 | 0.04
16 160 163 169.5 180.3 0.15 180.42 | 0.15

8¢ = gtandard deviation



days during which monitoring must be undertaken. The fol-
lowing 'section provides some guidance in determining the
days on which monitoring should take place.

SUPPLEMENTAL MONITORING REQUIREMENTS

Spatial Coverage

The results given in Table 13 suggest that good estimates
of design value and numbers of exceedances can be obtained
if measurements are available from about ten well-placed
monitors operated on days with- high ozone concentrations.
The estimates obtained for design value with such a network
will generally be better than the estimates of the number of
exceedances. Inasmuch as the main purpose of estimating
exceedances and design values is to determine if the region
is in-compliance with the standards (and if not, to develop a
strategy to- achieve compliance), the design value is more
important because the design value forms the basis for con-
trol strategy. Thus, supplemental monitoring should be un-
_dertaken when existing networks have fewer than about ten
stations.  However, in recommending that supplemental
monitoring be undertaken when the network has fewer than
ten sites, one is only referring to large urban areas like those
previously-discussed. Furthermore, it should be possible to
tailor the supplemental monitoring to the specific locale and
the specific meteorological conditions if mobile monitors are
available.

Temporal Coverage

As discussed earlier, the results change very little when
days are excluded if no station observed concentrations over
110 ppb. The exclusion-of days on the basis of highest ob-
served ozone can be useful for reducing the calculations, but
it does little to provide guidance concerning whether or not
monitoring should have been conducted. That is, if one were
to attempt to plan a supplemental monitoring program, it
would be very important that that program be in operation
during those days when ozone concentrations above about
100 ppb were likely to be observed. Ludwig and Shelar (/4)
noted that high ozone concentrations were most likely to be
associated with high temperatures. A reliable relationship of
this type would be very useful for defining periods when a full
complement of monitoring ‘stations would be required.

Figures 21 through 24 are scattergrams with maximum
ozone concentrations on a given day as a function of the max-
imum temperature observed at the same time on the same day
for Houston (the HAOS data base for 1977), Philadelphia, St.
Louis (the RAPS data base for 1976), and Tulsa, respec-
tively. Each asterisk represents a single case; if more than
one case has the same combination of maximum ozone and
maximum temperature, a numeral is plotted showing the
number of cases. Examination of the figures shows that ex-
cluding days with maximum temperatures under 22 C (72 F)
would not eliminate any days with observed ozone concen-
trations exceeding 120 ppb. If cases with maximum tempera—.
tures less than 23 C (74 F) are excluded, virtually all of those
days when maximum ozone concentration exceeded 120 ppb
are still retained.

A monitoring criterion based on maximum temperature
has considerable potential usefulness. First, it can be used in
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combination with routinely available climatological informa-
tion to define the seasons when ozone must be measured.
Second, such a criterion could be used operationally to select
days when equipment should be deployed or operated. Rou-
tine daily forecasts of maximum temperature would then
serve to guide monitoring operations.

The isopleth methodology was applied to the 25-station
Philadelphia data base to determine the effect of excluding
days from consideration when the maximum temperature at
a key location within the area was 22C (72F) or less. The
results are given in Table 16. It appears from the table that
calculated design value is virtually unchanged if the days
with the lower temperatures are not included in the calcula-
tions, but exceedance estimates are lowered. Of course, in an
operational application, it would be more appropriate to use
a lower temperature as a criterion for monitoring in order to
compensate for errors in the forecasting of maximum temper-
ature. A logical choice for such a criterion would be about
20C (68F).

DEFINITION OF SUPPLEMENTAL MONITORING

'PROGRAM

The results discussed in the preceding section provide a
basis for defining a supplemental monitoring program. If the
appropriate climatological statistics are available, it is there-
fore possible to define months when monitoring for ozone is
required in any given locale. A monitoring program should be
operational during any month when the climatological rec-
ords indicate that temperatures are likely to exceed about
22C (about 72F) on more than one day during the month.

Unfortunately, easily available statistics are not generally
compiled in this form. Instead, the climatological records
more frequently give the average daily maximum tempera-
ture for the month, the highest value ever observed, and the
average number of days when the temperature exceeds 32C
(90F). Two alternatives are available. First, the National
Climatic Center in Asheville, North Carolina, can be re-
quested to prepare a special summary listing the frequency of
occurrence of temperature maxima greater than 22C (72F)
for each month in the locality of interest. A second, more
convenient but not quite as accurate, approach is to use.
published cooling degree day data as a guide. Cooling degree
days are calculated using the average of the maximum and
minimum temperatures for a day; the number of cooling de-
gree days for any given day is equal to the number of degrees
by which the average for that day exceeds 18C (65F). For
example, a day with maximum and minimum temperatures of
23C (74F) and 15C (60F), respectively,would have an aver-
age temperature of 19C (67F) and two cooling degree days.
Cooling degree days are not wholly reliable as criteria for
determining what seasons should be subject to monitoring
because they only reflect the observed maximum tempera-
tures indirectly; but, as a rule of thumb, it appears that
months with an average of ten or fewer cooling degree days

" are quite unlikely to have ozone concentrations exceeding

the standard.

One must be careful that the site from which the meteoro-
logical data were obtained is truly representative of the
whole area. For example, cooling degree day data for San
Francisco suggest that the only months when exceedances
are likely to occur are September and October. This is be-
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Table 16. The effect of excluding days when the maxi-
mum temperature was 22 C or less in Philadelphia.

Using With Days >22°¢
Parameter All Data Excluded
Calculated design
value (ppb) 182 178
Calculated number
of exceedances 18 10

cause cool summer breezes keep temperatures down in the
San Francisco area, but do not prevent the formation of
ozone at other nearby Bay Area locations that are farther
inland. One source of cooling degree day data is the Wedther
Almanac. ’
Once it has been decided what months are critical and
when it will be necessary to be prepared to monitor ozone,
"it may not be necessary to operate all stations every day. As
suggested by the analysis discussed in the preceding section,
it should be sufficient ‘to deploy the instruments on days
when temperatures are expected to exceed about 20 to 21C
(about 68 or 70F). If resources are limited, but mobile moni-
toring stations are available, at least one station, permanent
or mobile, should be located in the direction forecast to be
upwind from the city, and the remainder located either in the
“city or in the downwind direction. The best locations for such
sites are described in more detail in Appendix F; still more
detail is given by Ludwig and Shelar (/4). Basically, there
- should be at least one station about 5 hours travel time down-
~wind from the upwind edge of the urban area. If the urban
area is so large that this distance falls within it, the site
should be just beyond the downwind edge of the urbanized
-area.- Because of difficulties in forecasting winds, it would be
‘better to have three or four mobile sites covering a downwind
arc.of perhaps.90°. For fixed sites, the arc should be larger
and should be located where it is downwind during periods of
highest temperature (which should also correspond to pe-
riods of highest ozone concentration). In addition to the
_several sites located outside the urban area in the downwind
direction, and the one or two sites in the upwind direction, at
. least. some measurements should be made within the urban
area itself. ‘ S
A good compromise between the cost of operating a large
.. network of stations and the ability to estimate design values
~ and exceedances accurately would be a network of about five
fixed stations—one in the urban area, one in the direction

“most likely to be upwind during periods of high ozone con-.

centration, and three covering an arc outside the city in the
‘most likely downwind direction for periods of high ozone
concentration. This network would be supplemented by
three or four mobile monitors that could be deployed on days
when high ozone concentrations were forecast. Their de-
ployment would be at preselected locations, governed by the
forecast meteorological conditions.

PROCEDURES FOR ESTIMATING TRANSPORTED
OZONE :

Appendix E provides a complete guide to the estimation of
“the concentrations and origins of background ozone trans-

ported into an area. The remainder of this section provides an
overview of the approach that has been adopted.

In developing the approach described in Appendix E, the
possibility of developing an objective methodology for esti-
mating transported ozone was considered, but discarded
because the meteorological and photochemical conditions
varied too much from day to day to permit a reliable scheme.
Furthermore, the amounts and kind of information required
for an objective method of estimating transported ozone are
not likely to be consistently available. A more subjective
approach was therefore chosen.

At first, a method of estimating transported ozone that
involved detailed hand analysis did not appear to be feasible,
but it was then recognized that the main purpose for deter-
mining transported and background ozone concentrations is
to provide information that can be used to develop strategies
for achieving compliance with ozone standards. Such strate-
gies are based on the design value concept, so it is not neces-
sary to address the question of transported ozone for every
day in the data set. It is necessary to determine the trans-
ported ozone component only for those days used to derive
the design value; the design value plays the key role in the
design of control strategies to achieve compliance with the
standards. The presumption in designing a control strategy is
that if the control strategy can reduce the concentrations
used to derive the design value to the point where the con-
centrations no longer exceed the standard, there will be gen-
erally compliance with the standard. Thus, one has only to
examine the meteorological conditions that prevailed for the
ten highest ozone-concentration days from which the design
value is estimated.

In order to develop an effective control strategy, the trans-
ported ozone entering the area must be known so that the
local contribution to the observed ozone concentrations can
be evaluated. Some sort of modeling is then applied to eval-
uate the effectiveness of various proposed control strategies.
Several basic approaches to modeling are possible, including
rollback, the empirical kinetic modeling approach—EKMA
(23), Lagrangian (trajectory) photochemical modeling, and
Eulerian (airshed) photochemical modeling. Each type of
model has slightly different requirements for transported
ozone inputs, but the first three are quite similar. The Eule-
rian approach tends to require more information about the .
temporal and spatial variability in ozone concentrations that
are transported into the area than do the other three.

Differences arising from varying requirements for model-
ing are only one consideration in developing and evaluating
control strategies. Simulating historical conditions requires
that one knows the ozone amounts transported into the city-
on those few critical days that determine the design value.
This is a relatively straightforward, but not necessarily easily
solved, problem, that requires some procedures by which
one may estimate the ozone concentrations entering the area
using whatever information is available. That information
can include observed ozone concentrations and a substantial
body of meteorological information in many instances. The
procedure described in Appendix E uses corollary data of
this type to generate the information required to devise and
evaluate control strategies.

It is important to remember that many regions will impose
control strategies in the future, so background ozone concen-



trations transported into any area will be affected by control
measures that have been imposed in upwind regions. Thus,
the evaluation of transported ozone must include provisions
for estimating how the incoming ozone concentrations might
be affected by future control measures imposed upwind—or
in the area itself, when the air is relatively stagnant. Thus, the
techniques for treating transported ozone provide for calcu-
lating historical air trajectories to reveal influences that might
be reduced by future control measures in other areas.

Another factor has also been considered. In certain situa-
tions, ozone concentrations reach relatively high values from
natural causes: The best known of these are associated with
intrusions of stratospheric air to relatively low altitudes.
Some guidelines have been provided to help users recognize
meteorological situations that might accompany high ozone
concentrations from natural causes. The guidelines for the
interpretation of the ozone standard (/) provide that some
days may be excluded from consideration by an EPA Re-
gional Administrator. Presumably, days when ozone concen-
trations exceeded the standard from natural causes would be
among such excluded days and would be removed from the
data set before calculating exceedances and design values.

One of the first guides given for estimating transported
ozone was included with the discussions of the EKMA (23),
which pointed out that surface ozone readings are most indic-
ative of ozone concentrations through the mixing layer when
they are made upwind (or outside the urban plume) after the
nocturnal radiative inversion has broken and before photo-
chemical ozone has formed from residual precursors in the
transported air. EPA suggests that the best indications of
transported ozone are obtained from concentrations aver-
aged over a 3-hour period between about 1100 and 1300 LDT
(local daylight time). Some ways that commonly available
meteorological data can be used to define the time of breakup
of the nocturnal inversion are described in Appendix E.

A somewhat different approach to the estimation of back-
ground ozone for use with EKMA was taken by Maxwell and
Martinez (24), who suggest selecting background ozone con-
centrations on the basis of the vector-averaged 0600-1400
wind direction; the background ozone concentration is as-
sumed to be the peak ozone concentration recorded at the
most distant upwind station. Essentially, this method in-
cludes another component in the background or transported
ozone concentration. It is assumed that the peak ozone con-
centration at an upwind site would have been observed
whether or not the city existed. This is tantamount to a
redefinition of background ozone to include not only that
ozone which is transported as ozone, but also that ozone
which can be generated photochemically from transported
precursors. The authors of this report believe that this is a
more valid definition for purposes of designing control strate-
gies, but the choice can be made at the time the procedure is
applied, according to the user’s requirements. The use of
peak ozone concentrations or, to a lesser extent, use of 1100
to 1300 LDT concentrations, to define the transported ozone
presupposes that the material being transported later in the
day is similar to that arriving early in the morning. The ma-
terial arriving early in the day is directly involved with the
local emissions that produce the highest ozone concentra-
tions. If the source of the transported ozone (and precursors)
is a nearby city, it will be incorrect to assume relative uni-
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formity throughout the day. If the origins of the transported
material are sufficiently distant, the mixing that takes place
during transport should be sufficient to support an assump-
tion of relative uniformity between the morning and after-
noon hours.

The northeast corridor of the United States is an area
where the cities are close together and frequently aligned
with the wind direction when ozone concentrations are high.
Therefore, it would be difficult to justify the assumption that
conditions observed later in the day are similar to those
during the critical morning rush hour. Under such condi-
tions, it would be wise to use the earliest time when a valid
estimate can be obtained for the ozone concentrations
through the depth of the mixed layer. Ludwig (25) has
analyzed more than 250 vertical profiles taken in the vicinity
of urban areas and has developed some guidelines for judging
when surface observations of O, can be used to characterize
conditions through the mixed layer. Those guidelines form
the basis for the recommendations made elsewhere in this
report. )

Figure 25 is a schematic outline of the procedure for iden-
tifying transported and background ozone components. As
shown in the figure, it is first necessary to identify ‘‘critical’’
days (i.e., the days from which estimates of the design value
have been obtained). The next step is to acquire all the im-
portant information available for those days, because the
best estimate of background ozone will be obtained when all
the meteorological and air quality data are carefully consid-
ered. Figure 25 lists some of the important data that should
be assembled and examined to determine if the observed
ozone concentrations could have arisen from natural causes,
such as intrusions of ozone-rich stratospheric air. The proce-
dure described in Appendix E provides descriptions of condi-
tions commonly associated with the stratospheric intrusions.
If there is reason to believe that natural causes are indicated,
the next step would be to contact the EPA Regional Adminis-
trator and request that the days in question be examined and
exempted from consideration for purposes determining the
design value. The monitoring data on these days should also
be reexamined to ensure their validity.

If no natural causes are evident and all data are valid, the
next step is to determine the airflow in the region. The way

" in which this is done will depend on the data that are availa-

ble, but the purpose is to determine whether air movement
(and the direction of movement) is generally well defined or
whether conditions are more stagnant.

Figure 26 shows types of stations that might be used to
define transported ozone concentrations when the wind
direction is well-defined (Figure 26(a)) and when it is stag-
nant (Figure 26(b)). In the latter case, the ozone concentra- -
tion that is sought is not a transported ozone, but rather a
background value. In either event, the next step is to deter-
mine when the inversion was broken so that measurements
of ozone at the surface are representative of concentrations
through the greater depths of the atmosphere.

Among the ‘‘signatures’’ used to determine whether or not
vigorous vertical mixing has taken place are (25): sudden
increases in wind speed, which signal transport of momen-
tum downward with the onset of mixing; sudden changes in
temperature, which indicate downward transport of heat;
relatively rapid rises in ozone concentrations at the surface,
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which indicate downward transport of ozone from aloft; and
surface temperatures that reach levels at which the morning
balloon sounding (rawinsonde) measurements indicate that a
neutral lapse rate should have been established so that ver-
tical motions are no longer damped by atmospheric stability.

Keys like those previously listed are used to determine
when surface observations at the selected sites are represen-
tative of concentrations through a relatively great depth in
the atmosphere. If special observations have been made from
aircraft or balloons, so that the average concentration of
ozone through the depth of the mixing layer can be deter-
mined directly, they should be used.

One step remains in the procedure if air entering the city
has been transported from elsewhere. That step is to identify
the possible source regions for that air by calculating histor-
ical trajectories to identify any cities that may have contrib-
uted to the background concentrations on the critical days.
This identification provides a basis for estimating how the
transported background ozone might change when future
control measures are implemented. Appendix E describes
some relatively simple graphical techniques that provide ade-
quate estimates for this purpose, but some computer pro-
grams are also available in the public domain that can be used
to calculate trajectories (8).

POTENTIAL APPLICATIONS TO TRANSPORTATION
PLANNING

State Implementation Plans (SIPs) to achieve ambient air
quality standards were first required by the Clean Air Act of
1970. The Act also required Transportation Control Plans
(TCPs) for the most severely polluted areas, but the early

. TCPs were largely ineffective because of a lack of coordina-
tion with the ongoing transportation planning process. The
need for coordination and involvement of local agencies was

‘recognized in the Clean Air Act Amendments of 1977. The
Amendments required state and local governments to revise
the SIPs, as necessary, and to submit the revised SIPs to
EPA by 1 January 1979. The revisions must provide for at-
tainment of the National Ambient Air Quality Standards by
December 1982, with incremental emissions reductions man-
dated over the 4-year time period. Areas that face problems
meeting the ozone or carbon monoxide standards may re-
ceive an extension to December 1987.

On the transportation side, the Department of Transporta-
tion (DOT), under its joint planning regulations (23 C.F.R.
450), has established the urban transportation planning pro-
cess. The regulations require that highway projects be based
on a ‘‘Continuing, Comprehensive transportation planning
process carried on Cooperatively,”” referred to as the *“3C”’
process. It is ‘‘continuing’’ in that plans, programs, and proj-
ects are reviewed and revised as needed; it is ‘‘comprehen-
sive’’ in scope; and it is *‘coordinated’’ among federal, state,
and local agencies. Participation by public and local elected
officials is to be accommodated in all phases of activity. The
3C process is administered by a Metropolitan Planning Orga-
nization (MPO), defined as being a -forum for cooperative
decision-making by principal elected officials of general pur-
pose local government. The MPO provides a policy level
function through review and approval of the outputs of the
3C process, as well as technical management of the 3C pro-
cess through coordination and information transfer func-
tions. ) '

In many major urban areas of the country, the revised SIPs
require the implementation of transportation controls. The
1977 Clean Air Act Amendments recognized that local in-
volvement is essential for ensuring that the revised plans are
implemented: In particular, Section 174 of the Amendments
encourages that the transportation portions of the SIPs be
prepared by the MPO responsible for transportation plan-
ning, by the organization responsible for air quality planning,
or by the organization with both responsibilities. Through
Section 175, the amendments provide funding for the trans-
portation elements of air quality planning. Through a *‘Pres-
idential Allowance for Integration of Transportation and Air
Quality Planning,”” this funding was denied until the Environ-
mental Protection Agency and the Department of Transpor-
tation had achieved integration of transportation and air qual-
ity planning. The resulting ‘‘Transportation-Air Quality
Planning Guidelines’’ required that SIP.revisions *‘provide
for expeditious implementation of reasonably available con-
trol measures.’’ The transportation control measures consid-
ered by the EPA to be reasonably available include (at a
minimum):’ :

1. Inspection and maintenance programs.
2. Vapor recovery.

3. Improved public transit.

4. Exclusive bus and carpool lanes.
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5. Areawide carpool programs.

6. Private automobile restrictions.

7. Long-range transit improvements.

8. On-street parking controls.

9. Park-and-ride and fringe parking lots.

10. Pedestrian malls.

11. Employer programs to encourage formation of car
pools and van pools, use of mass transit and bicycles, and
walking..

12. Bicycle lanes and storage facilities.

13. Staggered work hours (‘‘flextime’’).

14. Road pricing (tolls) to discourage single-occupancy
automobile trips. ‘

15. Controls on extended vehicle idling.

16. Traffic flow improvements.

17. Alternative fuels or engines and other fleet vehicle
controls.

18. Other than light-duty vehicle retrofit.

19. Extreme cold-start emission reduction programs.

With the exception of inspection and maintenance, vapor
_ recovery, retrofits, and fleet controls, these measures are
similar to those of the Transportation System Measure
(TSM) strategies of the Federal Highway Administration
(FHWA) and Urban Mass Transportation Administration
(UMTA) TSM regulations. Table 17 gives the characteristics
of commonly implemented TSM strategies and tactics that
traffic engineers and urban transportation planners may con-
sider in preparing SIP revisions and air quality alternatives
analyses (26). Of particular interest are the columns desig-
‘nating the air quality impacts as either local or regional.
Ozone presents a regional pollution problem, and hence
measures impacting on regional emissions of ozone precur-
sors and concentrations of ozone are of interest. Project level
analyses have therefore been excluded from further consid-
eration. On the systemwide level, a recent report (27,28 ) has
shown that TSM strategies are only minimally effective in
reducing hydrocarbon emissions when compared with the
effects of the Federal Motor Vehicle Emission Control Pro-
gram (FMVECP), inspection and maintenance, and control
of stationary source emissions. The potential reduction is
about 2 or 3 percent. Another recent study (28) has reported
~ similar effects for the reduction of oxides of nitrogen from
motor vehicles. Hence,the results of the current research are
not particularly important to the investigation of TSM strate-
gies in the transportation planning process when the intent is

to reduce ozone concentrations. (This is not true with regard
to carbon monoxide, where the emission reduction impact is
potentially much greater.) These results are quite useful,
however, in the context of analyzing the effects of the
FMVECEP, inspection and maintenance programs, and other
control technology measures on transportation-related air-
quality impacts, and of analyzing the relative impacts of al-
ternative systemwide transportation plans. '

The research of the current study basically yields three
results. It provides methods for estimating the numbers of
exceedances and the design values for a region. It identifies
those conditions associated with high ozone concentrations.
It provides procedures for estimating the levels of trans-
ported ozone.

As an input to the transportation planning process, the
research thus serves two main functions. It fills-in ‘‘data
gaps’’ spatially and temporally. And it establishes culpability
in terms of locally caused and transported ozone for meteor-
ological conditions identified as being conducive to exceed-

.ances.

The key area of application of the first function is air qual-
ity modeling and monitoring studies that are used to examine
the impacts of technological controls or transportation sys-
tem changes. The establishment of baseline conditions is
enhanced by the ability to estimate missing data so that con-
centrations may be mapped accurately under a range of con-
ditions. A similar application is in maximizing the informa-
tion obtained from short-term monitoring studies, in terms of
indicating optimal siting and in analyzing sampling data. A
third application is in validating regional photochemical
modeling results and in expanding the results of a limited
number of model runs, both through supplying ‘‘missing’’
data. ‘ .

. The second function is straightforward in that the research
results can be used to establish the extent of locally caused
ozone concentrations and thus the portion of the total levels
that are amenable to control.

Some very important questions are not addressed by the
research reported here. After the procedures described here
have identified the degree to which local contributions cause
the observed exceedances and the conditions under which
those exceedances have occurred, there still remains the
problem of identifying effective control measures. The con-
cluding chapter of this report presents recommendations for
future research, which discuss this problem in more detail.



Table 17. Characteristics of commonly implemented TSM tactics.

45

STRATEGY

TACTIC

< 50,000

< 250,000

< 1,000,000
> 1,000,000

Spot

Rdwy. Fac.
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Local Ares

Major Area

Region

Local

Regionsl!
<10
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< 500
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~1,060
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LR

MM KX

»

Traffic
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M x X

X MK MM
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MM O MM

X X MMM
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MMM oM NN

x X

MM oM OX XX

X X X MM KK
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Pedestrian Malls
Residential Tratfic Control
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CHAPTER FOUR

CONCLUSIONS AND SUGGESTED RESEARCH

The major focus of the research described in this report
and its appendixes has been the development of procedures
. and definitions. The concepts of number of exceedances and
design value for a whole region have been defined. Proce-
dures have been developed for estimating those parameters,
for estimating background and transported ozone concentra-
tions, and for developing supplemental monitoring programs.

The most important results of this research effort have

been procedures, rather than ‘‘conclusions’’ in the-usual

sense. Testing those procedures has yielded other results ‘

" that are closer to the usual definition of ‘‘conclusions.’’ The
following section enumerates those. Although the research
has been quite successful in fulfilling the objectives of. this
study, certain questions related to the determination of ex-
pected numbers of exceedances and design values for moni-
toring networks remain unanswered, and the procedures de-
scribed here have some missing components with regard to
their ultimate practical application. This chapter concludes
with some suggestions for research that would provide the
missing components and answer the remaining questions.

CONCLUSIONS

The, following conclusions can be drawn from the results of
_applying the procedures that have been developed:

1. Itis possible to extend the EPA guidelines for calculat- '

ing expected exceedances and design values to a whole re-
gion and maintain consistency with the definitions developed
“for a’single station.

2. A monitoring network of about 10 stations (using the
siting techniques developed here) estimates the design value
reasonably well, but the stations must be well located. They
need not.be operated at all times.

3. Changes in the estimated network design value caused
by reducing the number of available monitors in the network
are usually only somewhat greater than differences between
the values obtained for a single station by different methods
recommended in the EPA guidelines for the estimation of
ozone design values (/). '

4. There appears to be little loss in the ability to estimate
number of ex.céedances and design values for a network
when days with temperatures less than about 22C.(72F) are
ignored; monitoring schedules can be designed accordingly
to reduce the amount of data that must be collected.

5. Although the methods used to estimate. peak-hour
ozone concentrations where no stations are located can
(using second-degree interpolation techniques) detect re-
gions of concentration that are higher than any observed at
stations in the network, there is a tendency to underestimate
both parameters when the number of monitoring sites is
reduced. The underestimation appears to be more pro-
nounced for number of exceedances than for design value,
but this discrepancy is probably an artifact of the method.

6. The probabilistic methodology produced results
substantially similar to the isopleth, especially with simple
estimates. With temporally and spatially adequate data, both
the E-M and the simple estimates closely followed the
isopleth estimates. Both methods encountered difficulty
when the number of days sampled was small (less than half
the days during the period when high ozone values are
likely). Although close to the isopleth values, simulated cell .
design values nonetheless had small standard deviations, and
in cases where this could be compared to a design value
determined by EPA guideline methods, the latter was gener-
ally not within two standard deviations of the former. A
possible approach to resolving this variation is discussed in -
the next section.

RECOMMENDATIONS FOR FURTHER RESEARCH

The research described in this report has produced a relia-
ble practical method for estimating numbers of exceedances
‘and design values from data collected at a network of moni-
toring stations. However, the results deal only with ozone,
and the problem of corrective measures remains unad-
dressed. Furthermore, the methods have been successfully
applied by their designers, but they have not been tested by
the intended users. These shortcomings are the basis for the
research suggestions offered below. Further research seems
most needed in:

1. Refinement of the methods to correct any deficiencies
uncovered during practical applications by the intended
users.

2. Adaptation of the methods to treat other pollutants,
individually and in combination.

3. Development of procedures that can be used to design
control strategies that will improve air quality such that the
expected number of exceedances will not be in violation of
the standard.

Refinement and Improvement of Methods

When the methods described in this report are applied by
others, it is virtually inevitable that some difficulties will be
encountered, or that there will be cases for which the meth-
ods are not appropriate. The usual sequence of events with
a methodology like this is that various users develop ad hoc
solutions to their particular difficulties and no concerted at-
tempt is made to identify and correct the problems that are
most frequently encountered. A valuable service would be
performed for the user community if an effort were made to
identify and interview persons and organizations who had
used these methods. After a list of problems encountered
(and solutions developed) is compiled, the most common
problems could be identified and the necessary revisions



made in the methodology. Solutions that had been developed
would serve as the starting point for further refinement.

Further investigation of possible ‘‘oversmoothing’’ by the
isopleth program is needed. Oversmoothing may cause artifi-
cially low variances within the cells and artificially high
correlations between cells in the probabilistic simulation pro-
cedure, with the result that the values from simulation to
simulation change little and standard deviations of cell design
values are often less than 1 ppb. An appropriate procedure
should be devised to model the true covariance of the ob-
served concentrations and the relation of these to the covar-
iance of the network after isopleth smoothing has been ap-
plied. Such a model would probably have to be developed by
an iterative process; its final form cannot be defined at this
time, but it is reasonable to assume that it would include a
comparison of the correlations between the observed and
modeled values for two cells as a function of the distances
between cells.

Required modifications would probably be rather simple,
because the methodology has been applied extensively dur-
ing the course of this project. The research required should
not be so large as to warrant a full-scale research effort, but
it could be included as part of other more substantive re-
search efforts, such as those described in the following.

Extension of the Methods to Other Pollutants

As noted earlier, ozone is particularly amenable to the
isopleth technique developed here for estimating concentra-
tions throughout a network of cells, because ozone has fewer
small-scale features in its concentration pattern than do pri-
mary pollutants that are emitted directly into the atmo-
sphere. The only other pollutant in the same category for
which air quality criteria have been established is nitrogen
dioxide. The current criteria for nitrogen dioxide are only for
annual averages, so a methodology dealing with short-term
peak concentrations is not now required. However, consid-
eration is being given to the establishment of a short-term
nitrogen dioxide standard.

Another pollutant type for which the methods described
‘here might be useful includes sulfuric acid and other sulfate
aerosols. However, even if short-term standards for these
pollutants were established, they would not be of particularly
great interest to the transportation community because the
various modes of transportation are not major emitters of
sulfate particulate precursors.

The preceding paragraph discussed only the adaptation of
the current methods for use with other pollutants. Such adap-
tation would be straightforward, but if the methods were
extended to treat several pollutants simultaneously, a major
restructuring of the methodology would be required. It is
uncertain how the isopleth methodology could be adapted to
treat more than one pollutant at a time. Any future research
would have to determine that. Perhaps the isopleth method
would simply treat the individual pollutants, for example
ozone and nitrogen dioxide, separately, delivering two sets
of grid point values for each day to the probabilistic method-
ology. Obviously, when more than one pollutant is being
examined by the isopleth methodology it would be necessary
to develop new criteria for subdividing the grids at each
iteration.

47

Any change in the probabilistic methodology to include
correlations among different pollutants and the statistical dis-
tribution, conditioned on observed values of more than one
parameter, could conceivably be extended to make use of
nonpollutant parameters. For example, wind speed and tem-
perature might possibly be incorporated into such a system.
To a large extent, the methods that have been developed for
preprocessing the data in the current system have anticipated
possible extension into multiparameter systems.

Procedures for Developing Effective Control Strategies

The methods developed here provide the kinds of informa-
tion that will be necessary for the development of effective
control strategies for meeting ozone standards. However, it
was beyond the scope of this effort to define the procedures
for such development, which seems a logical and important
next step. Regardless of how the problem is approached,
development of procedures for control strategies is likely to
be quite complex. It can be simplified somewhat if only one
pollutant (e.g. ozone) is considered at a time, in which case
the following questions (at the very least) will have to be
answered: How much must precursor emissions be reduced
in order to meet the standard? (Here, the design value con-
cept would be invoked to define the critical concentration
that must be reduced to the standard level.) Which precur-
sors should be reduced (e.g., oxides of nitrogen or reactive
hydrocarbons)? Would reductions of precursor emissions in
some parts of the urban region be more effective than in
others? What are the major sources of precursor emissions?
Which source categories of precursor emissions are most
amenable to control? What techniques are available for
reducing precursor emission?

If one chooses to broaden the problem by developing a
comprehensive control strategy that addresses all the critical
pollutants (which is probably a wise course of action), the
foregoing questions must be answered for each pollutant and
some new questions added to the list: Is it possible that some
set of controls that would lead to desirable trends in one
pollutant would cause there to be countertrends in another?
To what extent are dual purpose strategies possible? Can we
be sure that we are not just shifting problems from pollutant
to pollutant or place to place?

It should be recognized that although this report has dealt
with ozone because current air quality standards are written
in terms of ozone, that compound serves as a surrogate for
all of those oxidants that are harmful to human health. The
amounts and types of the other oxidants that are present
along with a given amount of ozone are likely to vary consid-
erably according to the origin of the ozone. Ozone from the
stratosphere, ozone formed from precursors transported
over a long distance, and locally generated ozone are all
likely to be accompanied by a different admix of other oxi-
dants. Given the underlying health motivation for the air
quality standards, future research may be required to address
these differences in the overall mixture of oxidants.

Any procedure for developing effective control strategies
will have to address questions like those previously given. It
must provide step-by-step methods that will require only
simple tools to screen out the least effective and most costly
strategies. As the simple tools reduce the possibilities to
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more manageable numbers, then steps involving more so-
phisticated screening procedures will have to be used. At this
time, full-scale modeling appears to be potentially useful, but
because of its high cost and difficulties of application, it
should be reserved for a limited number of possibilities.
Any future research into the route from design value es-

timates to control strategies must emphasize simple practical
techniques. The best course would completely avoid any
need for highly sophisticated and expensive modeling ef-
forts. This may never be possible, especially in some larger
urban areas, but a concerted research effort could at least
minimize such requirements.
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APPENDIX A
OVERVIEW OF THE PROCEDURES NECESSARY
TO DETERMINE DESIGN VALUES AND EXCEEDANCES

/
OF THE NATIONAL AMBIENT AIR QUALITY STANDARD FOR OZONE

The appendices to this report describe a number of procedures and
computer programs that can be used to estimate numberg of exceedances of
the NationglAAmbien: Alr Quality Stan&atd gor ozone and to determine
design values. This appendix provides an overview of the entire pro-
lcedure. Subsequent appendices provide guidance and, where neceaéaty,
computer programs for each step. figure A-1 1s a schematic diagram

showing how the i{ndividual procedures are inter ted.

Each box in the flowchart of Figufe A-1 represents o#e of the steps
in the overall me:hodoiogy. The appendix in which the instructions are
found for executing'eégh step {s also indicated within the box. The
first two steps are to acquire the necessary data andvto process and
screen them for errors, after Jhich some Judgemenc must be made regard-
ing whether or not the available data are sufficient to determine
numbers of exceedances and design value for the network. If data are

sufficient, then the techniques and computer programs described in the

body of this report, and in Appendices C and D, are applied.

Acquire historical air quality
and meteorological data (Appendix B)

|

Process data and screen for errors (Appendix B)

l

' Are data adequate to estimate numbers
of exceedances and design values?
(Appendix E)

No

Yes

Design and implement
program of supplemental
monitoring (Appendix E)

Process data to obtain numbers of
exceedences and design values
(Appendices C and D)

Examine prevailing conditions on high ozone
days to determine:

® Background ozone concentrations
® Origins of transported ozone

® Meteorological and other conditions
associated with high ozone
(Appendix F)

1

Develop and test control strategies to reduce
ozone production under those types of
conditions currently associated with high
values (not included in this report)

Leccccanea

FIGURE A-1 OVERVIEW OF PROCEDURES DESCRIBED IN THE APPENDICES

A4

If the existing data are not adequate for determfning exceedances
and design values, then the supplemental monitoring program must be
designed and implemented. S?pplemental monitoring will pro#ide enough
data that the techniques can be applied to determine exceedances and
design values. The techniques described in Appengices C and D identify
the days when high ozone concentrations were observed, so that the con-
ditions on those days can be examined to detergine background ozone con-
centration and the origins of transported ozone. This information——
along with the summary of the meteorological conditions and patterns of
emissions associated with the high ozone conceatrations—-will be used to
develop ;nd test strategies for controlling ozone in the area. The
guidelines given in the appendices stop at that point. It has not been
an objective of this study to develop methodologies for developing ozone

control strategies and testing .them, only to provide a procedure that

gives the necessary information.

APPENDIX B
GUIDE TO DATA ACQUISITION AND SCREENING,

AND TO THE DATA PROCESSING PROGRAM

COMPUTER PROCESSING PROGRAM

Introduction

The RDSARD (''Read SAROAD") program is a data preproéessing routine
that produces an input data file for the EXCEED proéram (described in
Appendix C). RDSARD. is written so that only minor modifications are
needed for tape format differences, unit number differences, and
mﬂchlnéfﬂpecific commands. A discussion of each of these possible
alterations is presented later. The program listing is given at the end

of this appendix.

RDSARD is designed to read standard SAROAD (Storaée and Retrieval
of Aercmetric Data) formatted tapes. The section below gives a brief
overview of SAROAD data. The data processing 1s done in blocks of 12
station-hours of data (either the first 12 or the gsecond 12 hours of a
day) at a time for each pollutant. Non-SAROAD formatted data tapes can
be processed, but it would be necessary for the user to alter the sub—

routine SAROAD.



The storage requirements of RDSARD are large, so the program listed
at the end of this appendix processes two month’s data for each execu=-
tion. It will be ;ecesssary for the user to execute RDSARD several
times to preprocess all the available data and éo combine the outputs
before executing the EXCEED program, unless virtual memory or very large

core storage is available, in which cas; more data could be handled at

one time.
SAROAD Format

The U.S. Environmental Protection Agency archives air quality and
meteorology data from the National Air Monitoring Stations (NAMS) opera-
tions throughout the United States. These data can be obtained by con-

tacting the National Air Da:aiBranch of the EPA.*

The data are avgilable on magnetic tape in a ;tandard format known
as SAROAD (Storage and Retrieval of Aerometric Data). The normai SAROAD
format has 80 character (card image)‘tecords. The number of records per
block or physical record can vary, but is usually 50. The number of
files varies depending on the data requested. Figure B-1 presents the
SAROAD record formgt. Each SAROAD record identifies the monitoring sta-
tion, the air pollutant or meteorological data code of the data being

input, the date, the starting hour of the input data (either 00 or 12),

12 hours of data, and additional parameters that identify the units of

*U.S. Environmental Protection Agency, Office of Air Quality Planning
and Standards, National Air Data Branch (MD-14), Research Triangle Park,
North Carolina 27711, (919) 541-5395.

1TTSSSSSSSAJJ L YYMMDDHHPPPPPAAUUEX XX XYYYYXXXXYYYYXXXXYYYY . ETC

1 =1
TT = STATE CODE

SSSSSSS SAROAD SITE CODE
A AGENCY CODE
JJ = PROJVECT CLASSIFICATION CODE
YYMMDD = DATA (YEAR, MONTH, DAY)
HH = BEGINNING HOUR FOR THIS RECORD (EITHER 00 OF 12)
PPIrFF = PARAMETER CODE
00 = METHOD OF MEASURE
VU = UNIT OF MEASURE
£ = EXPONENT ‘
XX XX

YYYY = DATA VALUES (TWELVE 4-COLUMN FI1ELDS)

’

FIGURE B-1 SAROAD LOGICAL RECORD STRUCTURE
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measure and the location of the decimal point. More detailed discus-

sions of SAROAD data and formats are given:.by the U.S. EPA (22).

The RDSARD program-processes data having the SAROAD codes:
e 44201 (ozone)

e 42602 (nitrogen dioxide)

e 42603 (oxides of nitrogen)

e 43102 [nonmethane hydrocarbons (NMHC)}

e 61101 (wind speed)

e 61102 (wind direction)
e 62101 (temperature).

In additfon, the user can specify the type of humidicy.and golar radia- ~
tion parameters to be processed depending on the data avallable. The
availagle humtdlty data may include dew point temperature (62103) or
relative humidity data (62201). The available solar radiation data may
include ultraviolet radiation data (63302) or total solar radiation data

(63301).

The EPA screening programs given by Curran (9) can be applied at this

point to identify data points: that need careful checking.

* Input Data

The RDSARD program requires two sets of input data:

B-6

e Hourly air quﬁllcy and meteorological data
¢ Run information data.

The hourly air quality and meteorological data are inpat from tape, read

from Logical Unit 1. The program, as presented, reads standard SAROAD

‘formatted data in the form of 50 logical records per block and one file.

If the user has SAROAD data with a different number of records per block
or more files, changes must be made in subroutine SAROAD, as discussed

below (Program Modifications).

The. required run characteristic inputs are read from Logical Unit
5. They control several opérations within RDSARD. The required run
information and formats are presented in Table B-1. Although the inputs

are discussed in terms of card images, other input media can be used.

Output Data

Two sets of output are produced by RDSARD. The two sets contain
bagically the same information, but one is disposed to Logical Unit 7
(which can be assigned to a line printer) and the other Fc Logical Unit
6 with a binary write statement. Typically,'Logical Unit 6 1s assigned
to a binary disk file that will be used later as input to the EXCEED
program. The user will probably need to.run th; RDSARD program several
times unless adequate storage is available and the program is m;dified
to take advantage of it. Multiple runs create multiple disk files that

wust be merged into a single file for input to the EXCEED program.
B-7 .
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Table B-1

RUN INFORMATION VARIABLES AND THEIR FORMATS

Format

Variable
Name

Typical
Value

Remarks

244

2158

128

2F10.0

F10.0

1-10

1-2

1-20

HDR

INDAY

I0UTDY

NSTNS

AMET1

AMET2

HUMID

PHILOX

182

212

25

660007

180070

62103

A short title (up'to 8
characters) used to iden-
tify the daily data sum—
mary outputs.

First Julian date for
which a daily summary will
be created during execu-—
tion of RDSARD.

Last Julian date for which
a daily summary will be
created during execution
of RDSARD. .

Number of monitoring sta-
tions for which data are
to be entered.

SAROAD site code of the
station from which 24~
hourly meteorological data
(wind, temperature, humi-
dity, and solar radiation
information) are to be
obtained.

SAROAD site code of the
station from which 24-
hourly wind data are to be
obtained.

SAROAD parameter of the
available humidity data--
either 6210300 for dew
point temperature or
622010 1f relative humi-
dity data is available.
Enter zero (0.) if neithe
is available. :
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Table B-1 (Concluded)

8-12b

F10.0°,

2158

8F10.0

. 2148

1-10

. SOLAR

IBSVTM

IESVTM

SITES

IPCON

IPLIM

119

301

180070, ...

100

SAROAD parameters of the
available solar radiation
data--either 633010 for
total solar radiation or
633020 {f ultraviolet
radiation data available.
Enter zero (0.) if neither
is available. . .

Julian date of the first
day of Daylight Savings

Time (should be the last
Sunday of April). °

Julian date of the last
day of Daylight Savings
Time (should be the last
Sunday of October).

SAROAD site identification
codes

Allows ‘the user to specify
whether the daily sum—
maries created by RDSARD
are to be printed on the
1line printer (0 = no prin-
tout; summaries are
printed for any other
value). .

User can specify that only
days with observed peak
ozone concentrations (ppb)
equalling or exceeding the
value assigned for IPLIM
will bé printed to the
lineprinter.

8Right justify.

bIf all four cards are not needed, add blank cards

total of four.
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to make a

The preprocessing of the data and the resultant daily summary for-
mat conforms to EPA data requirements for the determination of expected
nunmber of exceedences and design values of ozone (1), and serves

directly as input for the EXCEED program described in Appendix C. EPA

‘requires that 75 perceni of the hours from 0900 to 2100 have observed

Eoncentrations, or that the standard shall have been exceeded, for a day
to be considered a valid monitoring day. Note that even if 75 percent
of the hours are not available, but'gn exceedence of the standard is
observed during one of the existing hours of data, then the day is
accepted as a valid'mnnitoring day. Tests for these criteria are made
while preprocessing the data, and this information is prov14ed in the
daily summary data format shown in Table B-2 (with explanations of the

meanings of the data entries).

The data records contain information that 18 not ugsed by the progam
EXCEED, but that is of considerable potential use when interpreting ;he
results. For example, 0600-0900 average concentrations of hydrocarbons
and oxides of nitrogen are useful in modelipg ozone production potential
for the day (23,30). Maximum temperature is also related to ozone for—
mation potential, meteorological data are be useful for assessing back-
ground ozone concentrations and transport. The intent is to save the
analyst some of the effort of locating this lnformation later. The
files ;ritten to Logical Unit 6 conéain the same data shown in Table B-2
and in the same order (but without the labeling information). They are
written with a binary write statement. The data are written row by row

as shown in Table B-2.
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Table B-2

EXAMPLE OF DATA RECORD FROM PROGRAM RDSARD1

PHIL OX 23 79 7 13 194 6.1830 3 1

STHN 99 PEAK  NUMBER 802 PEAK 6-9 AN AVERAGE
HRS ©3 Hax

PX HRS HRS NO2 03 MOHC

1 1200.0870 111101, 212101.0080 1110.0420  1110.6017  1110.0333
2 1000.1230 141400, 101001 . 0420 1100.0600  1110.0123  1100.0000
3 11001250 161702, 1110.0937  1110.0100  1110.0000
- 29 90000 -BF =300  of =000

1 00 1 n o ‘07 n@nv ~x® 200
NnAZssss  anl/ooo 11,000

1110.1067  -999,0000  -989.0000
-899.0000. -999.0000  -999,0000
-999.0000 -999.0000  -999.0000
1110.0337  -999.0000  -999.0000

9 -999.0000 -999,
10 1200.1610 141401,

11 1200.1410 18180, 00 1110.0767  -909,0000  -999.0000
12 1200.1400 181301 V110.0433  -D99,0000  1110,4000
13 1200.1800 131301 2 1110.0600  -999.0000  -999, O
14 900.1600 131501 3 110.0300  -999.0000  1110.4333
1] 700.1000 181501 0o 1110.0667  -999.0000  -99!
18 -999.0000 -099. 00 ~999. 000 -999.0000  -999.0000
V7 -999.0000 -099 .00 -999.0000  -999.0000  -999.0000
16 -999.0000 -e99 .00 -999.0000  -999.0000  -999.0000
19 -999,0000 -990 .00 -999.0000 -999.0000  -9$99.0000
20  -999.0000 -999 o0 -999.0000 -999.0000  -$99.0000
21 -999.0000 -999 oo -929.0000 -999,0000  -999.0000
22 -999,0000 -999 oo -999.0000 -999.0000  -999.0000
23 -999.0000 -999 oo -999. -999.0000  -999
24 -989.0000 999 3 +999,0000  -999.0000 - -999.0000
28 -999.0000 -09% 00 -999.0000 -999.0000  -999.0000
HR ws wo us2 wo2
447  200.000 00 224 240,000
.224 270 ©.000 224 282,000

‘0 A

Y 60.usu 19.000 0.000 220 224 230.000 .

.& 18,000 23.000 0.000 430 .22 235.000

e 29.000 26.000 0.000 720 .224 60,000
10 1.118 26.000 27.000 0.000 1.010 .224 119,000
1" 1.788 80,000 28.000 0.000 1.170 .447 133,000
12 1,341 28.000 20. 600 0.000 V.280 447 130.000
[E] 1.788 170,000 30,000 0.000 1.270 a4 123.000
1 1,768  160.000 31,000 0.000 1.130 1.788  130.000
1] 2.489  120.000 91,000 0.000 870 1.24  200.000
[ 4.247 124,000 ~1.000 0.000 730 .894  182.000
” 4.023 131,000 3.000 ©.000 aa .894  167.000
18 3.576 145,000 26.000 6.000 060 .894  192.000
19 2.012 193,000 27.000 0.000 040 .447  220.000
20 .824 170,000 27.000 0.000 0z0 .224  185.000
21 Vo118 137,000 26.000 0.000 0.000 .224  130.000
22 .894  1063.000 23.000 0.000 o, 224 23.000
23 asa  114.000 22,000 0.000 0.000 224 0.000
24 8%4 100,000 22.000 0.000 0.000 .224  140.000

lFor explanation of numbered symbols, see attached notes.



NOTES —EXPLANATION OF THE DATA IN TABLE B-2

General identifying information is presented in the header and Col. 1:

Header

Col. 1

-Alr quality

Col. 2

Col. 3

Col. 4

Col. 5

‘Col. 6

PHIL OX (title); 25 (25 stations); 79 7 13 (date); 194
(Julian day); 6.1830 [of the 25 stations and on this day,
station 6 6.1830) had the highest observed ozome concentra-
tion of 0.183 ppm (651229)1; 3 1 [stations 3 and 1 are tﬁé
stations from which meteo;ologlcal data are extracted (see
the notes for Colums 9 through 16 below). These stations

should be chosen to be meteorologically represeantative of

the area as a whole as is possible.

Station number column; the following examples apply to the

first row, i.e. Station 1.

1]
data are presented in Columns 2 through 8:
1200.0870~~During the 12 hours from 9 am to 9 pm, 12 hours
(1200.0870) had ozone values reported. The maximum ozone
value recorded was 0.087 ppm (1200.0870). If the value is
negative, less than 9 hours of data between 9 am and 9 pm

were recorded, but an exceedance of the standard was

observed.
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Meteorological data then follow:
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Col, 7 1110.0017-—~The same as Col. 6, but refers to the 6-9 am
average NOx concentration.
Col. 8 1110.0333--The same as Col. 6, but for 6-9 am average NMHC.

The NMHC concentrations are in parts-per-million carbon

(ppmc) instead of parts-per-million (ppm).

‘.

Col. 9 Hour of the day.

Col. 10-14 Wind speed (m/s), wind direction, temperature (°C), humidity
[either relative humidity'(percént) or dewpoint temperature
(°C) as defined when file created), and solar radiation
(either total or bittaviolet) for the first station listed

in the header-—in this case, Station 3.

Col. 15-16 Hourly wind speed (m/s) and wind direction for the second

station listed in the header--in this case, Station 1.
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Program Modifications

;
111101.~-The maximum recorded ozone value listed in Columm 2

was first recorded during the hour 1000-1100 (111101.). The
The RDSARD code might require modification if:

last hour when it was observed was also durimg that hour

(111101.0). The SAROAD data tape contains more than one file.

The maximum value was recorded once (111101) .
during the day.
: o The SAROAD data tape has a block size differeant than 400 words.

212101.0080--The maximum NO, concentration recorded was
.o Logical unit numbers different from those currently specified in
0.008 ppm (212101.0080); it was observed during one hour -

. RDSARD are desired.

(212101.0080). The first hour of the observed maximum was
2000-2100 (212101.0080), as was the last (212101.0080). e The data are not in SAROAD format.
30.00~~The maximum temperature recorded at the site on this o .Theré are éompﬁter specific statements that will not .work on the

day was 30.00%C. (Extra digits beyond the decimal may be user’s machine.

shown when there has been conversion from °F to °C.)
The necessary modifications are discussed below.

1110.0420~-The 6 am to 9 am (LST) average ozone concentra-

SAROAD Data Tape Contains More Than One File. The only changes

tion at Station 1 was 0.0420 ppm (1110.0420). The "1’s" in’

required are in the SAROAD subroutine. The fifth and sixth lines from

the thousands, hundreds, and tens columns (1110.0167) indi-
the end of the subroutine are two comments that will allow the program

cate that values were recorded respectively for 6-7 am, 7-8
to handle multiple file tapes if they are included in the FORTRAN code.

am, and 8-9 am hours. A zero in the hundreds column (e.g.,

The statement
1010.0420), would indicate that the 6-9 am ozone value was
IF(IEOF.GT.2) GO TO 96

calculated using data only for the 6-7 am and 8-9 am hours . .
) should be changed by replacing the "2" with a value equal to one fewer

and that the 7-8 am data point was missing. Similarly;

than the number of files the user needs to read from the data tape. For

zeroes in the other columns indicate data was missing for

- example, {f there are four data files on the tape, the statement should

the corresponding hours.
read

IF(IEOF.GT.3) GO TO 96.

B-13
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SAROAD Data Tape With Block Size Different From 400 Words. Three

changes will be necessary in the SARDAD subroutine. First, the dimen-
sion of the variable BLOCK at line 7 must be set to the block size of

d, the d assi of BLOCK in the

the users data tape./ S
BUFFER IN statement—icurrently BLOCK (600);-must be set to the block
size (or larger) of the user’s tape. Finally, the upper limit of the
loop

DO 90 I=1, 400, 8

(i.e., 400) should be changed to the block size of the user’s tape.

Different Logical Unit Numbers. The logical unit numbers currently

used {n the RDSARD code are:

e Logical Unit 1 (ITP) is used to read the input data tape.

‘e Logical Unit 5 (IRD) 1s used to read the 13 card-image run

specification inputs.

e Logical Unit 6 (IWRB) is where the binary data summary is writ-

ten.

¢ Logical Unit 7 (IWRI) is used for output of the form shown in

Table B-2; this will usually be assigned to a lime printer.

All the unit numbers are defined at the beginning of the READIN subrou-
tine. Any needed changes can be made by changing the value of the -

appropriate variable, as listed ahove.
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Data in Non—SAROAD Format. 'RDSARD was developed to make conver-

sions as convenient for the user as possible. The input data are read
ﬁy the SAROAD subroutine. All preliminary handling of the data from
tape——such as checking for missing values (blanks, 9998, and 9999 are
SAROAD codes for trace and missing data), determining the location of
aécimal points, determining the index number of the station to be read
and determining the index number for tpe parameter to be read--is per—
formed in SAROAD. However, data statements containing the values needed
for converting units of measure and for determining the index number of
the air quality and meteorological parameters, are stored in the main
RDSARD routine. If the air pollutant concentrations: can be converted to
ppm and if the pollutant and the meteorological data are available in
‘groups'of twelve hourly average values (beginning at 0000 or 1200), then
no changes will need to be made to any other subroutines. The value of

IH should be set to either 00 or 12, so that the subroutines will recog=

nize the data as either the first or second twelve hour data group.

Computer Specific Statements. RDSARD was developed on a CDC-6400

computer; at least four statement types in RDSARD may not be correctly

interpreted by other computers. These statements are:

o PROGRAM RDSARD (iNPUT. OUTPUT, TAPEl, TAPES, TAPE6,

TAPE7=QUTPUT).

e BUFFER IN (ITP,0) (BLOCK(1), BLOCK(400).
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o DECODE (80, 100, BLOCK(I)) STN AG TPC, IYR, IMO, IDY, IH, PARA,

IMETH, IN, EE, (DATA(KRY), RKY=1,12).
e IF (UNIT (ITP) 10, 95, 5.

The PROGRAM statement, the first line in RDSARD, may need to be
altered depending on the machine being used. On the CDC, the parametérs
listed on the program card, initialize the logical unit numbetrs (speci-

fied as TAPE #) to be used in the program.

The BUFFER IN statement, in subroutine SAROAD, commands the com-
puter to read one block or physical record of data from unit ITP with

parity = 0 and store the data in the array BLOCK.

The ’ .
DECODE (80, 100, BLOCK(I)) STN; AG, IPC, IYR, IMO, IDY, IH,
- PARA, METH, IU, EE (DATA(KKY), KKY=1,12)

statement is found in the SAROAD subroutine. This stateﬁent extracts
logical records (in the case of SAROAD data, 80-character card images)
from the array--BLOCK--which serves as storage for the logical records
read from the. data tape using the BUPFER IN atatement described above.
Many machines use the DECODE statement; however, on other ;achines the
normal procedure is to dump the data from tape to disk and then ﬁse READ

statements to read the data from disk.

The
IF(UNIT (ITP)) 10, 95, S

statement found in subroutine SAROAD is a status check for the BUFFER IN
B-18

command. The variable UNIT can have :De following values:
e -1 = Logical Unit ITP ready
e 0.= End—of-file on Logical Unit ITP
¢ +1 = Parity error on read from Logical Unit ITP.

Some changes in the CDC-machine-specific statements may not be rela-
tively straightforward; however, with the excéption of the statements
discussed above, RDSARD 1s written in ANSI standard PORTRAN and should

cause no additional problems.

Description of the Subroutines and Functions

Tﬁe RDSARD program has eight subroutines and one function. RDSARD .
(the main routine) has no executable statements. RDSARD is used to
specify data and to route the program. Figure B-2 shows which routines
call other routines. As the figure shows, there are three main subrou-
tines in RDSARD. The first, READIN, reads the run information data and
prints the'infotmation to verify correct reading. The second, SAROAD,
reads the SAROAD data from tape, determines indices, and calls the other
subroutines listed below it in Pigure‘B-Z to process the data. The
third, GROUP, combines the data and writes the o;ltput to the two logical

units as discussed above.

A brief description of the routines in RDSARD follows.
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RDSARD Main
Program
1 v RE;LIN i [ SA!LAD ] | GR;UP ] Subroutines
‘ and
Function

IDTJL

METDAT,

FIGURE B-2 SCHEMATIC DIAGRAM OF PROGRAM
RDSARD ORGANIZATION
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RDSARD--This is the main routine; RDSARD identifies certain data values

and directs operations of the program. RDSARD calls subroutines

READIN, SAROAD, and GROUP.
. READIN--The run information data are read and printed by this routine.

SAROAD~—-The air quality and meteorological data are read from Logical
Unié 1 by this routine. The station parameters, and missing data
are identifledlin SAROAD. SAROAD then calls processing routines
that depend on the data parameter being processed. SAROAD calls

function IDTOJL and subroutines PEAK, SIXNIN, MAXTMP, and METDAT.

' PEAR--This subroutine determines the daily peak ozone and nitrogen diox~
ide éoncentgaqion for each monitoring station measuring these pol-
. J
lutants. In addition, the first hour, last hour, and number of

hours during which the peak was observed are determined.

SIXNIN--The 0600;0900 (local time) average concentrations of ozone,
oxides of nitrogen, and nonmethane hydrocarbons for each site are
calculatéd.in SIXNIN. If data are reported for only one hour, then

the 0600-0900 average concentration is considered missing.
MAXTMP--Finds the daily maximum temperature observed at each site.

METDAT—This routine accumulates and stores the 24~hourly average
records of wind data for two selected sites. Temperature, humidity
information, and solar radiation data are stored for one selected

site.
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7/

GROUP--The GROUP routine combines data to form the daily summaries. The
daily data summaries are output to the logical units described ear-

lier.

JLTODT--Determines the month and day, given the Julian date and the

year.

IDTJL--This function determines the Julian date given the year, month,

and day.

INSPECTION AND SCREENING OF DATA

Introduction

The major concern regarding quality of the data is with the ozone
measurements, because thogse data will be used directly in the estimation
of exceedances and design values. Barring gross errors, the other data

are of less concern, because they are not directly incorporated into the

estimation proceduie. The most important aspécca of quality are the
data’s accuracy and precision and its representativeness. By accuracy,
we mean the systematic errors or bias that may be found in the measure-
ments; precision is used to denote random errors. Procedures for

assessing data quality focus on:
e Data anomalies

e Measurement accuracy
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e Measurement methods.

Methods that can be used to identify the most serious anomalies are

discussed later.

. S

Measurement Methods and Accuracy

The accuracy of the various measurement methods was discussed in
Chapter 2. As noted there,.the recommended calibration procedure for
ozone monitoring, as described in the Federal Register (10), results in
an uncertainty of about 7 to 15 ppb with UV photometer instruments. lThé
other major type of ozone monitor, the chemiluminescent instrument, when
used with the recommended calibration procedures, should measure ozone
concentrations within sbéut 10 to 20 ppb. The instrumentation and cali-
bration methods should be considered carefully when evaluating the data

base.

Representativeness of the Monitoring Sites

The remaining factor that must bé considered in evaluating data
quality is representativeness. Ludwig and Shelar (14,15) studied
representativeness as it affects the selection of ozone qonitortng sites
and the determination of ozone exceedances. Their work desc;ibea the
criteria that should be met if an ozone monitoring site is to be
representative of its Qurroundings. Thése findings are summarized
briefly below, but the reéorta should be‘Eonsulged when evalué:ing moni-

toring sites.
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Very briefly, Ludwig and Shelar define three types of ozone moni-

toring site (14):

o The general urban monitoring site, representative of conditions

in urban neighborhoods (with dimensions of a few kilometers).

¢ The urban monitoring site, located where concentrations are
expected to be highest, again representative of conditions on a

scale of a few kilometers.

e The regional background site, representing larger scale condi-
tions, relatively unaffected by precursor emissions within the

city.

The identification of appropriate background ozone monitoring loca—
tions 1s discussed in greater detail in Appendix E, dealing with the
estimation of transported and background ozone concentrations. The
other two types of sites are required to provide a good comprehensive
monitering network. Selection of all types of sites is discussed in
Appendix F, which deals with the related topic of supplemental monitor-
ing. Briefly, the general urban ozone monitor should be located in an
area of reasonably homogeneous land use and suféiciently distant from
individual sources of nitric oxide (NO serves as a short-term sink for
ozone) so that the prevailing ozone concentrations are not appreciably

affected.
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Two types of NO source are particularly relevant: traffic sources
and large, elevated point sources. Although the effects of the point
sources can be quite pronounced, those effects are usually of limired
duration and spatial extent. When particular sets of meteorological
conditions associated with the design value are examined for purposes of
developing control strategies, point source effects should be con-
sidered. Otherwise, traffic NO sources are more likely to be a problem.
Table B-3 shows Ludwig’s and Shelar’s recommendations for minimum
separations between ozone monitors and roadways with different traffic
volumes (14). The locations of stations in a network should be compared
with the definitions given above and the specifications in Table B-3.
Substantial deviations from the recommendations should suggest that the

data be considered very carefully before use.

Ideally, good site descriptions are available for each of the sites
from which data are used. Figure B-3 shows the type of description
available for each of the St. Louis RAPS sites (31). Figure B-4 from
Ludwig, Cavanagh, and Ruff (32) shows a less elegant, but adequate, map
of the area around an ozone monitoring site in Michigan; similar
descriptions (with photos and other corollary information) were prepared
for most of the monitors in Michigan. Descriptions have also been com=
piled for Los Angeles and San Francisco Bay area stations by Meteorology
Research Incorporated (33), and for the northeastern United States and
the Houston area by Radian Corporation (34). Unfortunately, the loca-
tions of many ozone monitors are not as well documented as those shown

in the figures and repots cited here, which provide examples of the
B-25

Table B-3

RECOMMENDED SEPARATION BETWEEN OZONE MONITORING SITES
AND ROADWAYS [after Ref. (14)]

Average Daily Site/Roadway
Roadway Traffic Separation
(vehicles/day) (m)
<1,000 20
1,000-10,000 20-250
>10,000 >250
B-26
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END OF FENCE

SITE 122 - 818/372-8915

Norton Farm

W. side of Hwy. 4, 2.2 mi. S. of IIL 16
Jersyville, lil.

SOURCE: Ref. (31)

FIGURE B-3 EXAMPLES OF RAPS SITE DESCRIPTION (SITE 122)
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FIGURE B-4 EXAMPLES OF MICHIGAN SITE DESCRIPTION (PORT HURON)
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kinds of information that should be assembled in order to evaluate a site.

Recognizing Anomalous Data Points

In general, the approach outlined below was adapted from the work of
Martinez and Nitz (35), who developed subjective techniques for screening
data for anomalies. As noted earlier, the EPA methods (9) should also be

considered. Imasmuch as a major goal in this procedure is to determine

exceedances of the ozone standard, the emphasis in the screening procedures

discussed below is on the higher ozone concentrations, especially those in

excess of 120 ppb.

The procedure consists of three steps:

e Hourly ozone concentrations are graphically plotted or tabulated

for days when the ozone concentration exceeded 120 ppb.

e The tabulations or plots are scanned visually to {dentify ques—

tionable data (according to criteria discussed below).

® Any available supplementary information is consulted to deter-

mine whether the data should be accepted or rejected.

Scanning of the data is usually effective for identifying anomalous data
points. Frequently such scanning is enough to tdentify misplaced
decimal points or other malfunctions of the data collection or archiving

system. The following attributes cause data to be suspect:
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& Sudden increases, drops, or spikes in the ozone data record.

e Very high concentrations occurring immediately before or follow—
ing a period without data, such as might be indicative of an

instrument malfunction.

e Very high ozone concentrations occurring only at a single loca-
tion in a network, especially if they persist through morning

and evening hours.

e Very high ozone concentrations, especially when wind, tempera-—
ture, or NO data suggest that high ozone concentrations are

unlikely.

In the last—cited criterion, low temperatures or high NO concentra-
tions would argue against high ozone concentrations; wind directions
that were not from an area of known precursors would do likewise. Obvi-
ously there is some subjectivity involved in the methodology, but the
above criteria provide guidance for data screening. These screening
procedures are directed at identifying anomalous data points that indi-
cating concentrations greater than those actually present in the ambient
air. They will not be able to identify deviations from true values that
arise from the imprecision of the measurement process that was discussed
earlier. They also ignore readings that are in error on the low side.
Such errors will not affect design value estimates, and the isopleth

methodology (Appendix C) will substitute a better estimate automati-

cally.
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The data review process can begin most easily after the execution
of the RDSARD program. As output from RDSARD, the user will have daily
data summaries of the input data base. The daily summary format lists
on one page the daily peak ozone concentrations at all monitoring sites,
the time they occur, and hourly meteorological data at two sites.
Therefore, by using the daily summaries, most of the errors described
above can be identified quickly. The following discussion presents an
example, using the daily summary example of Table B-2. to identify an

error.

Table B-4 depicts the daily summary for 13 February 1976 (Julian

date 44) for St. Louis. (See notes for Table B-2.) The highest observed
ozone concentration reported for this date was 233 ppb at Site 20 at 1700.
Examining the colummn listing the daily peak ozone concentrations observed
elsewhere in the monitoring network, it is found that the second-highest
ozone concentration reported was only 45 ppb. Neither the season nor the
maximum temperatures observed on this day were conducive to the formation
of high ozone concentrations. That fact plus the ozone observed elsewhere
in the network and thé incomplete record at this site on this day all make
the 233 ppb ozone concentration suspect and suggest that it should be

discarded.

The daily summaries can also indicate the occurrence of data
spikes. If an ozone concentration is suspect, the user should first
check the number of hours between 0900 and 2100 that had ozone concen-

(This information is in the daily summary.) If hours
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trations reported.
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Table B-4 CONDENSED DATA FORMAT OF THE 13 FEBRUARY 1976 RAPS DATA
STLU RPS 25 76 2 13

HRS MAX Q
1200.0250
1200,0220
1200.,0400
1200.0250
500,0110
1200.0200
120040160
1200,0450
-1200.0330
500,0030
1200.0210
-1l00.0200
1200.0170
1200,0310
1200.0300
120000330
17 1200.0320

18 1200.0320
19 100.0030
20 =800,2330
2) 1000,.,0310
22 1200.,0390
23 120040310
2¢ 12000390

HEn—wbﬂvn.
o PLUN—O DN WU&WN—

25 1200,0360
WS

1 5.83%9
2 5,079
3 2.918
& 5.039
s S.382
-6 3.901
7 4,050
8 2.944
.9 2116
10 1,208
11 2.973
12 3.578
13 4,790
14 4,269
15_ 4794
16 6e49]
17 60137
18 52325
19 Se54]
20 4,908
2l 5.580
22 5.250
23 5,056

.NO HRS.

15150140
2121010
1515010
1515010
22220140

1010140
1515010
14140140
16160140

2241340
1315020
16160140
1616010
17170140
151501,0
151501.0
16160140
12140250

7100440
17170140
18180120
1616010
1616010
13130140
171701.0

wp
215.806
218.250
210,869
2070245
211.908
2112045
216.804
208.480
.4a113
5.429
15.688
10.282
6.916
4,118
357.651
4,773
9.922
11,833
25.116
32.123
41,371
40.483
83,838

43,700

44 20,2330 24 25

MAX NOZ2
90901.0480
606010440
90901.0790
90901.00650
90901.0690

23230l1.0480
B80801.0510
50501.0320

10100l.0630

101001.0460
90901.0520
90901.0810
80801.0360

=999,9000
A0dol.0320
=999.9000

232301,.,0280

14140140470
10505.0030

161601.0450

141401.0240

232402.0070

232301.0320

121201.0240
2170T.0030

TEMP
11.867
11.512
10.848
9.996
10.316
9,896
9.84]
9.591
d0a630.
12.813
14096
13.638
12.997
13.013
12846
11.974%
11.197
92804
8.026
T.008
6946
Sea5]
4.151
2.22)

MAX T
13,1886
12.0728
12,3845
12.5844
12.6025
13.0903
12.7311
11.9351
12.8479
12,6516
13.2004
12.7752
12.9385
11.8904
11.8819
13.0308
12.9108
12.4478
13,7344
11,9550
12.479%
10,5453
12.1472
14,0956
13,9861

DEWPT
aeadl
8.278
Ja967
7.309
8,054
T.394
6.T66
7.554
BaT59
T+435
8.541
Js682
T.061
64415
S$e119
3.708
3.303
32211
2738
2.103
1<320
«066
=985

=2-191

AVG NO
0167
00286
20032
«0159
.0078
0027
0282
«0042

~a0026.

«0201
<0301
20103
0147
« 0025
.«0025
=999,9000
« 0035
0091
«1057
«0071
-0025
«0025
0027
«N129
«0025

uv
ve.000
0.000
Q0.000
0.000
0.000
De000
0.000
0.000
D000
0.000
0.000
9.000
04000
0.000
9.000
0.000
0.000
02000
0.000
0.000
0.000
0.000
0.000

0000

AVG NOZ
«02U0
«0200
20230
«0260
«0310

=999,9000
0290
<0190
s0080
«0305
«0380
20310
«0190
=999.9000
20050
=-999,.9000
«0090
20415
=999.9000
«0150
20100
=999.9000
«0110
0220
«0030

ws2
reul9
T.173
52709
6.178
5.308
42291
24367
S5.242
3:196
5.603
4380
Dede8
S5.543
5.660
5.886
5.848
5.230
_4+598
4.663
SeTh4
5.911
6180
S.509
4e44])

AVG NMHC
« 2953

« 0685
4026
=999,9000
«0858
22349

« 3640
+4T96
=081
«1905
«3733
al674
«6123
=999,9000
=999.9000
«0183
=.05061l
26501
=959,.9000
=999,9000
~999.49000
=-969,9000
=999.9000
24153
=999,9000

wDg

233.845
233.653

232.602

231.780
233.720
2560.907
19.358
6.831
19.808
12.817
27.556
22:29]
30.465
20.789
16.907
18.045
21+842
25705
38.374
40.855
45.279
47.801
65,4306
Tl796

6=9 0Z 6=9 NUX 6=9 NFMHC
1110.0030 1010.2225 11l0.2322
1110.0030 1110+2568 1110.1284
11100030 1110e2l09 1110e1944
1110.0030 1110+3509 =999.9000
11100030 11104219 111043083
1110.0030 =999.9000 1110.2122
111040030 1110.2865 1110.2251
1110,0030 11101241 111040417

111040030 1110¢1149 1110.0288

11100030 1110.0802 =999.9000
11100030 11103587 110.1901
111040030 1110+2112 1lll0el202
1110.0033 11101305 1110.0875
11100077 =999.9000 1110.0095

1110.0040 1110,0380 11101436

1110.0050 =999+9000 111040252
1110,0037 1110.0270 1110.0024
1110.0083 11100268 1110+013¢8
1110.0030 =999+9000 =999.9000
1110.0030 111041460 =999.9000
1110.0170 V110ev119 =999,9000
1110.0077 1040025 =999.9000
1110.0050 111040472 =999.9000
111040127 111040194 1110.0071
1110.0193 111040106 =999.9000
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are sﬁown as less than 12, a period of equipment failure or downtime 1is
often at fault. Data spikes often occur immediately preceding or fol-
lowing a period of equipment failure. Therefore, the original data

record should be examined for these cases.

Appendix E, which discusses the determination of :}ansported ozone,
presents a discussion of the meteorological signatures that identify a
well-nixed layer, e.g;, increased wind speed, increased temperature, and
so forth. Those same signatures can be used to determine when vertical
mixing is taking place at night. If ozone is stored in a layer aloft,
it can be mixed to ground and cause an apparently anomalous nighttime
increase in ozone concentration. The corollary meteorological records

must be examined before discarding high ozome concentrations occurring

at unusual hours of the day.

Onerfinal comment 1is in order regarding the screening of the data.
After the program EXCEED (Appendix C) has been run, those days when the
highest ozone was observed will be 1dent1fied; The ozone data’.for these
days should be reexamined with special care, because these ébservationa

determine the design value estimates.

LISTING OF PROGRAM RDSARD B-32

PROGRAM RDSARD

PROGRAM RDSARD(1NPUT,OUTPUT, TAPE1, TAPES, TAPES, TAPE7=0UTPUT)
COMMON /ALL/STORE(62,32,13),STRMET(62,24,7),DATA(12),NDAYS, IWRB,
TUNI TS(40), PAR(S), SITES(D32), INDAY, IOUTDY, NSTNS, AMET1,AMET2, 1WRI,
2HUMID, SOLAR, IBSVTM, [ESVTM, STN, I YR, IMO, IDY, 1H, PARA, 1U, [STN, 1DDAY,
JIDAY,HDR{2), IAMT1, [AMT2, AMETOT(3),1TP
4, IPCON, tPLIM .

DATA PAR/44201.,42601.,42603.,43102.,42602./

DATA AMETDT/61101.,61102.,62101.7

DATA UNITS/-99.,-99.,-99.,-99.,-99.,-99.,1.0,.001,-99,,-99,,
A1.0,.44704,.51479,1.0,1.0,-99.,1.0,1.0,-99.,-99.,-99.,-99,,
81.0,-99.,1.0,-99.,-99,,-99.,-99.,-99,,-99.,-99.,-99.,-99.,
c-99.,1.0,-99.,-99.,-99,,100. . .
CALL READIN

CALL SAROAD

CALL GRoOUP

STOP

END

SUBROUTINE READIN
SUBROUTINE READIN

COMMON /ALL/STORE(62, 32,13),STRMET(62,24,7),DATA(12),NDAYS, [WRB,
JUNITS(40), PAR(S), SITES(32), INDAY, IOUTDY,NSTNS, AMET1, AMET2, iWRI,
2HUMID, SOLAR, IBSVTM, IESVTM, STN, [ YR, MO, [DY, I H, PARA, IU, ISTN, IDDAY,
31DAY,HDR(2), [AMT1, | AMT2, AMETOT(3), I TP
4, 1PCON, IPLIM

C UNIT NUMBERS ARE ITP=TAPE UNIT
c . IRD= INPUT INFORMATION FOR [NDIVIOUAL RUNS (MAY BE
¢ CARD READER) .
.c IWRI3LINE PRINTER
g» IWRBSUNIT NUMBER TO WRITE BINARY FILE TOO.
17Pad
1RD=S
IWR127
IWRB=6 :
c
c
c
C READ INPUT DATA
c
c

READ(IRD,499) (HOR(1J), [Jsy,2)
499 FORMAT(2A4)

READ( 1RO, S00) INDAY, 16UTDY

NDAYS= |OUTDY - INDAY +1

READ(IRD, S0V INSTNS .

READ(RD, S03)AMET), AMET2 i

READ( IRD, 304)HUMI D

READ(1RD, SO3)SOLAR

READ(1RD, S06) IBSVTM, 1ESVTM

READ( 1RO, 502)(SITES(1), [a1,32)

READ(IRD, 307)1PCON, LPLIM
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500
501
502
503
504
305
306
507

ooo

10

00

800

803

810

818

820
828

FORMAT(213)

FORMAT(12)

FORMAT(8F10.0)

FORMAT(2F10.0) ~
FORMAT(F10.0)

FORMAT(F10.0)

FORMAT(218)

FORMAT(214)

CETERMINE THE INDEX NUMBER OF THE SELECTED MET STATIONS.

DO 10 Js1,NSTNS

IF(AMET1.EQ.SITES(J)) tAMT15J
IF(AMET2.EQ.SITES(J))1AMT25J .
CONTINUE

PRINT 1NPUT DATA.

WRITE( IWRI, 800) (HDR(NN) ,NN=1,2)
FORMAT(1H1, 1SHDATA HEADING : ,2Ad)
WRITE(IWR], 803) INDAY
FORMAT(1H 1SHSTARTING DAY
WRITE(IWRI, 810) 10UTDY
FORMAT(1H , 13HENDING DAY
WRITE(IWRI, 813)NDAYS
FORMAT(1H ,17HNUMBER OF DAYS
WRITE( [WR], B20)NSTNS
FERMAT(1H , 21HNUMBER OF STATIONS
WRITE( IWR), 823)AMET1, AMET2
FORMAT(1H ,32HSELECTED METEOROLOGICAL SITES
WRITE( IWR1, 830)KUMID

L14)

A4 .
PRE M

,13)

.2F10.0)

830 FORMAT(IH ,3SHSELECTED HUMIDITY OR DEW PY CODE : ,F10.0)
WRITE(IWR1, 835)SOLAR

835 FORMAT(IH ,34HSELECTED UV OR TOTAL SOLAR CODE .F10.0)
WRITE(IWR1,840) 1BSVTM, IESVTM

840 FORMAT(1H ,37HSTART AND ENDING SAVINGS TIME DAYS : ,2I8)

843

830
20

WRITE(IWRI1, 843)

FORMAT(//1HO, 14HSTATION NUMBER, 7X, 1 1HSAROAD CODE/)
00 20 JAs1,NSTNS
WRITE(IWR], 850)JA, SITES(JA)
FORMAT(IR ,7X,12,13X,F8.0)
CONTINUE ‘
RETURN

END

SUBROUTINE SAROAD

SUBROUTINE SAROAD

COMMON /ALL/STORE(62,32,13),STRMET(62,24,7),DATA(12),NDAYS, 1WRB,
1UNITS(40),PAR(S),SITES(32), INDAY, 10UTDY ,NSTNS,AMET1,AMET2, [WRI,
2HUMID, SOLAR, IBSVTM, 1ESVTM, STN, I YR, IMO, IDY, 1H, PARA, U, ISTN, [DDAY,

31DAY,HMDR(2), [AMT1, [AMT2, AMETDT(3), I TP

4,1PCON, IPLIM

DIMENSION BLOCK{400) . )
[+ .
c
C THIS PROGRAM READS STANDARD SARCAD TAPES,DETERMINES THE STATION,
C TYPE OF DATA,AND CALLS THE APPROPRIATE SUBROUTINES BASED ON THE
C TYPE OF DATA. IN ADDITION, MISSING DATA ARE IDENTIFIED AND SET
€ EQUAL TO -999.90.7
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DO 3 [JA=1,62

DO 2 1JB=1,NSTNS

DO 1 1JC=1,13 .

STORE(1JA,1JB,1JC)=a-0.

CONTENUE -
CONTINUE

CONTI NVE .

BUFFER IN(1TP,0)(BLOCK(1),BLOCK(400))

0N -

-1 = UNIT READY
0 = END-GF-FILE
41 = PARITY ERROR

ocoooo0o

IF(UNIT(ITP))10,95,8

10 CONTINUE :

: DO 80 §=21,400,8
DO 13 IXXs1,12
DATA(1XX)39999.,

13 CONTINUE . N
DECGDE (80, 100,BLOCK (1 })STN, AG, IPC, 1YR, IMO, IDY, 1H, PARA,
1METH, 1U,EE, (DATA(KKY) ,KKY=1,12)

100 FORMAT(3X,F7.0,A1,12,1X,412,F5.0,212,F1.0,12F4.0)
1IF(1PC.£0.9)G0 JO 90

[+
C CALCULATE JULIAN DAY,
[

DAY= [DTJLC(IYR, IMO, 10Y)
§FCEDAY.LT.INDAY)GO TG SO
IF(IDAY.GT.10UTDY)GO TO 90
{DDAY = | DAY

IDAY = [ DAY - INDAY+1

CHECK FOR STATIGN

ooo

DO 2% ISTNs1, NSTNS

- EF{STN.EQ.SITES({1STN))GS TO 26 .
23 CONTINUE . .

GO To 90

CHECK PARAMETER CODES

ocooo0o0

26 DO 28 K»21,3 .
1F(PARA.EQ.PAR(K)}G0 TO 30 *
28 CONTINUE’
DO 29 KA=1,3
IF(PARA.EQ.AMETDT(KA))GO TO 30
29 CONTINUE
1F(PARA,.EQ.KUMID.OR.PARA.EQ. SOLARIGO TO 30 .
0 7O 90
30 CONTINUE

CHECK FOR MISSING DATA
EXP=UNITS(1U}/(10. «xEE)
CHECK FOR TEMPERATURE IN DEGREES FARANMEIT.

000 000

1F(1V.EQ.15)GO TO 36
DY 3% L=1,12
IF(DATA(L) .EQ.9999.
X=SIGN(S.,DATAIL) )
[F(X.LT.0.)G0 TO0 32
DATA(L)=DATA(L)*EXP
GO TO 3%

.OR. DATA(L).EQ.9998.)G0 TO 32
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THE “IF(UNITCITP))™ IS A COC STATUS CHECK OF THE BUFFER IN OPERATION.
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32 DATA(L)=2-999.90
33 CONTINUE
GG TO 40

[
C CONVERT DEGREES FARENHEIT TG CENTIGRAOE.

noooo0ao0

36 DO 38 LLs1,12
IF(DATA(LL).EQ.9999.
Y3SIGN(S.,DATA(LL))
IF(Y.LY.0.1)G0 TO 37
DATA(LL)=( (DATA(LL)=EXP)-32. )=, 3536
GO To 38

37 DATA(LL)c-99.90

38 CONTINUE

LOR. DATA(LL).EQ.9998.)G0 TO 37

BRANCH TO APPROPRIATE SUBROUTINE

40 1F(PARA.EQ.44201. .OR. PARA.EQ.42602.)CALL PEAK
IF(PARA.EQ.44201. .OR. PARA.EQ.42603. .OR. PARA.EQ.43102.)
1CALL SIXNIN .
IF(PARA.EQ.62101.)CALL MAXTMP
IF(PARA.EQ.61101. .OR. PARA.EQ.61102. .OR. PARA.EQ.62101.)
1CALL METDAT
IF(PARA.EQ.SOLAR.OR. PARA, EQ. KUMID) CALL METDAT

80 CDNTINUE

T0
L IE°F= 1 EOFOI

1F MORE THAN ONE FILE IS TO BE READ FROM TAPE, CHECK HERE FOR
THE NUMBER OF END-OF-FILE (IEOQF) MARKS TO BE READ. THE FOLLOWING LINES
ARE EXAMPLES OF CODE TO USE IF THERE ARE THREE TAPE FILES TO READ
[F(IEOF.GT.2)G0 TO 96
6o To $
86 CONT!NUE
208 RETURN -
END

SUBROUTINE PEAK

00000000

[
c

ocoo

oooo

ooa

o000 ooo

noooo

SUBROUTINE PEAK

COMMON /ALL/STORE(62,32, 13),STRMET(62,24,7),DATA(12),NDAYS, IWRSB,
1UNITS(40},PAR(S),SITES(32), INDAY, 10UTDY, NSTNS, AMET1, AMET2, IWRI,
2HUMI O, SOLAR, IBSVTM, IESVTM, STN, I YR, IMO, DY, IH,PARA, 1U, I STN, I DDAY,
31DAY,HDR(2), LAMT1, 1AMT2, AMETOT(3) ,ITP .

4, IPCON, 1PLIM

THIS PROGRAM FINDS THE DAILY PEAK OZONE OR NO2 CONCENTRATION AT
EACH MONITORING SITE. [N ADDITION, IT RECORDS THE MOUR(S) OF THE PEAK
AND THE NUMBER OF MEASURED VALUES BETWEEN 9 AM AND 9 PM.

WHICH POLLUTANT?

KE=0

IF(PARA.EQ.42602. )KE=S

KA=KE+1

KBzKE+2

KC3KE+3

KOsKE+4 *
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HRCNT®e3.

1FCIN. EO 12)HRCNT=9.0
PK=0.0

PKHR120.0

PKHR2=0.0

PKSUMz0.0

FIND THE PEAK VALUE AND RECORD THE HOUR(S) THAT IT OCCURS. ' f

D8 SO 1s1,12

[F(DATA(I) .LT. 0.)680 TO 40
[F(DATA(1).GT.PK)GO TO 38
IF(DATA(1).EQ.PK)GO TO 30
GO TO SO

THIS VALUE EQUALS THE PEAK

30 PKSUM = PKSUM + 1. :
PKHR22 [H+ |
60 TO SO

THIS VALUE 1S THE NEW PEAK VALUE.
38 PKHRIz[H+1
PKHR2=PKHR1
PKSUM=1.0
PK=DATAC(I)
@6 To 30,
THIS VALUE [S LESS THAN THE CURRENT PEAK VALUE.
40 IF(IH.EQ.12)G0 7O 43
1IF{I.LT.10)88 TO 30
HRCNT=HRCNT-1.0
GG TO S0
‘4% 1F(I..GT.9)G0 TO 30
. HRCNT2HRCNT-1.0
S0 CONTINUE

'COMPARE "PEAK VALUE TO PEAK FOUND EARLIER FOR THIS DATE IF ANY

AND STORE THE NEW PEAK AND THE HOUR(S) OF 1TS OGCCURRENCE.

ESTN,KA))GS TO 100
ISTN,KA))IGO TO 90

IF(PK.LT.STORE(1DAY,
IF{PK.EQ.STORE( DAY,

STORE(IDAY, | STN,KA) =PK
STORE( [DAY, | STN,KB) =PKHR1
STORE( DAY, I STN,KC) =PKHR2
STORE( | DAY, [ STN,KD) =PXSUM
66 TO 100

CURRENT. PEAK
THiS DATE.

1S LESS THAN PREVIOUS PEAK FOR THIS STATIGN ON

‘80 IF(PKHR}.LT..STORE(IDAY, 1STN,KB))STORE(1DAY, [ STN, KB) 2PKHR1
IF{PKHR2.BT.STORE(IDAY, I STN,KC) }STORE (I DAY, I STN, KC) sPKHR2
STORE( IDAY, I STN,KD) 3STORE( 1 DAY, ISTN, KD) +PKSUM

100 IF(PARA.EQ,42602.)G0 TO 10}

STORE( [DAY, ISTN, S)3STORE( I DAY, I STN,5) +HRCNT

101 RETURN

END
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SUBROUTINE GROUP
SUBROUTINE GROUP

COMMON /ALL/STORE(82,32,13),STRMET(62,24,7),DATA(12),NDAYS, IWRB,
1UNITS(40),PAR(S5),SITES(32), INDAY, 10UTDY, NSTNS, AMET1, AMET2, IWR1,
2HUMID, SOLAR, I1BSVTM, |ESVTM, STN, 1YR, IMO, 1DY, IH, PARA, 1U, ISTN, EDDAY,
31DAY,HDR(2), 1AMT1, 1AMT2, AMETDT(3), I TP
4,IPCON, IPLIM °

DIMENSION MET(24,7),8TOR2(32,7)

EQUIVALENCE (STORE(1,32,7),S8TOR2(32,7))

EQUIVALENCE (STRMET(1,24,7),MET(24,7))

REAL MET

c
c
C THIS PROGRAM COMBINES DATA IN ARRAY STGRE TO FORM THE DAILY
C SUMMARY FORMAT TO PRINTED. IN ADDITION, THE DAILY PEAK OZONE
C VALUE FOR THE MONITORING NETWORK 1S FOUND AND THE DATA ARE PRINTED
C TO A HARD COPY UNIT AND TO AN AUXILLARY UNIT IN BENARY FORMAT.
c
c
0O 200 1=1,NDAYS
c
C FIND NETWORK DAILY PEAK OZONE.
c
PKSTN=0.0
PKO2:20.0

DO 90 '1A=1,NSTNS
IF(STORE(1,1A,5).LT.9.)G0 TO 73
IF(STORE(1, 1A, 1).GT.PK6Z)GS T8 70
GO TO 73

PKOZ3STORE(H, 1A, 1)

PKSTN= 1A

7

[+

C COMBINE DATA [N ARRAY STORE INTO OUTPUT ARRAY STGR2.

c

7S XY31.
IF(STORE(I,I'A,5).LT.9. .AND. STORE(I,[A,1).6T..120)XY=-1.

+ STOR2(IA,1)aXYx(STORE(I, A, 1)+{STORE(I,1A,8)x100.))
STOR2([A,2}=a(STORE(I, A, 2)=10000.)+(STORE([,1A,3)25100.)
1+STORE(1,1A,4)

STOR2([A,3)=(STORE(I, [A,7)x10000,)+(STORE(I,1A,8)5100.)

2+STORE( !, LA, Q)OSTGRE(I,IA,G) .
STURZ(IA,d)lSTORE(I.IA,|O)

DO 83 1BsS,7

1C=18+6

STOR2( 1A, IB)sSTORE(I,14,1C)
83 CONTINUE
90 CONTINUE
08 103 JK=1,NSTNS
88 104 JKL=1,7
1F(STOR2(JK, JKL).LT. . 001)STOR2(JK, JKL)=-998.00
104 CONTINUE
103 CONT!NUE

COMBINE DATA [N ARRAY STRMET.

ooo

DO 120 Js1,24
DS 110 JAs),7
MET(J, JA}=STRMET([,J,JA)
110 CONTINUE
120 CONTINUE
PKSTN=PKSTN+PKOZ
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OUTPUT STATEMENTS.

nooo

1DAY= 1 +INDAY -1
CALL JLTODT

BINARY WRITE TO TAPE OR DISK.

ooo

1F(PKOZ.LT..08)G0 TO 190
WRI1TEC | WRB)HOR, NSTNS, 1YR, IMO, 1 DY, IDAY, PKSTN, 1AMT1, [AMT2,
1({(STOR2CIX,JIX),IX21,7),1X21,NSTNS) ,MET
190 1F(1PCON.EG.0)GOG TG 200
PLIMIFLOAT(IPLIM)/1000,
1F(PKOGZ.LT.PLIM)GO TO 200
WRITE( IWRI,600) (HOR(N) ,/Na1,2) ,NSTNS,
11AMT1, AMT2
600 FORMAT(1H1,1X,2A4,413,14,F8.4,213)
WRITEC IWRI , 60%)
605 FORMAT(1HO, 3KSTN, 3X, 3H9-9, 2X, 4HPEAK , 3X, 6KNUMBER, 9X, 3NNO2, 3X,
14HPEAK , 10X, 3HMAX, 18X, 14H6-9 AM AVERAGE)
WR1TECIWRI, 610)
610 FORMAT(1H ,6X, IHHRS, 2X, 2HO3, 3X, 6HPK MRS, 9X, 3HHRS, IX, 3HNO2, 10X,
14HTEMP, 11X, 2HO3, 10X, BHNOX, 9X, 4HNMHC/ )
00 630 Msz1,NSTNS
" WRITE(IWRI,601)M, (STOR2(M,MA),MA=1,
601 FORMAT(1H .13,2X,F10.4,3X,F7.0,7X, Fll 4,6X,F8.2,3%,3(3%X,F9.4))
650 CONTINUE
WRITE( IWRI, 606)
606 FORMAT(1HO, 2HHR, sx 2HWS, 8X, 2HWD, 6X, GHTEMP, 6X, SHHUMID, 6X, SHSOLAR,
16X, 3HWS2, 7X, JHWD2/
D8 660 MM=1,
WRITE([WRI, 603)MM, (MET (MM, NN}, MN=1,7)
603 FORMAT(IH ,[2,7F10.3)
660 CONTINUE
200 CONTINUE : .
RETURN
END

1YR, MO, 1DY, 1DAY, PKSTN,

SUBROUTINE SIXNIN
SUBROUTINE SIXNIN

COMMEN /ALL/STORE(62,32,13), STRMET(62,24,7),DATA(12),NDAYS, IWRS,
TUNITS(40), PAR(S), SITES(32), INDAY, 10UTDY, NSTNS, AMETY, AMET2, 1WR1,
2HUMID, SOLAR, 1BSVTM, 1ESVTM, STN, [YR, IMO, IDY, [H, PARA, LU, [STN, |DDAY,
31DAY, HDR(2), IAMT1, [AMT2, AMETOT(3), 1 TP

4, IPCON, IPLIM o

THIS PROGRAM CALCULATES THE DAILY 6 AM TO 9 AM (LT) AVERAGE POLLUTANT
CONCENTRATIONS. THIS PROGRAM 1S USED FOR OZONE, NOX, AND NMHC
CONCENTRATIONS.

CORRECT FOR DAYLIGHT SAVINGS TIME.

00000KN0O00

Ic=0

IF{IDDAY,GE. IBSVTM.AND. IDAY.LT. IESVTM) IC=1
ITas7-i1¢C

1829-1C

CNTz3.0

SUM=0.0

AK=4,

SET=1110.
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c
C CALCULATE 6-9 AM AVERAGE.
c

DO SO is1A,)
AKBAK-1.,
IF(DATA(1).LT.0.)G0 TO 43
SUMsSUM+DATAC1)
GO TO 3

48 CNT3CNT-1.0
SET=SET-(10.32AK)

S0 CONTINUE

c

C IF .LESS THAN 2 OF THE 3 HOURS OF DATA AVAILABLE THEN AVERAGE 1S
C CONSIDERED MISSING.

c

IF(CNT.LT.2.)60 TO 35
SUM= (SUM/CNT) +SET
GO To 60

35 SUM=-999.80

C
C DETERMINE WHICH POLLUTANT AVERAGE 1S BEING CALCULATED.
c

60 IF(PARA.EQ.44201.)STORE([DAY, [STN, 11)2SUM
IF(PARA.EQ.42603. )STORE( [ DAY, [STN, 12) aSUM
IF(PARA.EQ.43102. )STORE(I1DAY, ISTN, 13)28UM
RETURN
ENOD

SUBROUTINE MAXTMP
SUBROUTINE MAXTMP

COMMON /ALL/STORE(62,32,13),STRMET(62,24,7),DATA(12),NDAYS, [WRB,
1UNITS(40),PAR(S),SITES(32), I NDAY, IQUTOY, NSTNS, AMET1,AMET2, IWRI,
2HUMI D, SOLAR, IBSVTM, LESVTM, STN, 1YR, IMG, LOY, [H,PARA, U, ISTN, 1DDAY,
31DAY,HOR(2), IAMT1, JAMT2,AMETDT(3),ITP
4,1PCON, IPLIM

FINDS THE MAXIMUM TEMPERATURE.

000000

PKTEMP=-999.90
00 'S0 1e1,12
JF(DATAC(I).LE.PKTEMP)GO TO SO
PKTEMP2DATA(1)
S0 CONTINUE
IF(PKTEMP.GT. STORE( I DAY, ISTN, 10) )STORE( 1 DAY, 1STN, 10) sPKTEMP
RETURN
END
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SUBROUTINE METDAT

SUBROUTINE METDAT

c
COMMON /ALL/STORE(62,32,13),STRMET(62,24,7),0ATA(12),NDAYS, IWRB,
1UNTTS(40), PARCS), SITES(32), INDAY, IOUTOY, NSTNS, AMET 1, AMET2, IWRI,
2HUMI D, SOLAR, IBSVTM, IESVTM, STN, I YR, IMO, IDY, IH, PARA, [U, ISTN, 1DDAY,
3IDAY,HDR(2), IAMT1, LAMT2, AMETOT(3), I TP
4, IPCON, IPLIM
[
[
c
C THIS PROGRAM STORES 24 HOURLY METEOROLOGICAL DATA FOR TWO SPECIFIED
C SITES IN AN ARRAY NAMED STRMET(62,24,7). THE USER MUST SPECIFY THE
C TYPE OF HUMIDITY AND SOLAR RADIATION DATA WANTED.
c
c 5
C DETERMINE IF SITE IS A SELECTED METEOROLGGICAL SITE.
c
IF(STN.EQ.AMET1.OR.STN.EG.AMET2)G0 TO S
G0 TO 90
¢ . .
C DETERMINE WHICH METEGROLOGICAL PARAMETER IS BEING PROCESED.
c
S 00 10 I=1,3
1F(PARA.EQ. AMETDT(1))G0 TO 20
10 CONTINUE )
1F(PARA.EQ.HUMID.AND.STN.EG: AMET11GO0 TO 20
1F(PARA.EQ.SOLAR.AND.STN.EQ.AMET1)G0 TO 20
GO0 TO 8O )
[
C SPECIFY ARRAY INDEX NUMBER DEPENDING ON THE METEOROLOGICAL PARAMETER
C CODE. .
c .
20 IF(PARA.EQ.62101. .AND. STN.EQ.AMET2)GO- TO 90
IF(PARA.EQ.HUMID) ] =4 .
[F(PARA.EQ.SOLAR) =98 .
IFC(1.LT.3.AND.STN.EQ. AMET2) I =1 +3
c
C STORE METEOROLGGICAL DATA IN STRMET.
c - .

B0 30 Js1,12
[HRz [ H+J . .
. STRMET(1DAY, IHR, | }2DATA(J)
SO CONTINUE
80 RETURN
END

SUBROUTINE JLTODT

SUBROUTINE . JLTODT

THIS PROGRAM CONVERTS JULIAN DAYS TO MONTH AND DAY.

ocoono0o

COMMON /ALL/STORE(62,32,13) ,SfliHET(SZ. 24,7),DATA(12) NDAYS, [WRB,
TUNITS(40),PAR(S),SITES(32), INDAY, 10UTDY, NSTNS, AMET1, AMET2,IWRI,
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2HUMI D, SOLAR, 1BSVTM, [ESVTM, STN, [ YR, 1MO, IDY, 1H, PARA, 1V, ISTN, IDDAY,
SIDAY,HDR(2), TAMT1, |AMNT2,AMETDT(3),1TP
4, IPCON, IPLIM
DIMENSION NOYS(13)
DATA NDYS /0, 31,59,80,120,151,181,212,243,273,304, 334, 365/
KYs0 . '
ICHKeMOD( I YR, 4)
IF(ICHK.EQ.O0)KYe1
IF(KY.EQ. !.AND. 1DAY.GT.60) IDAY2 DAY -1
BS S0 1=2,13
IFCIDAY.LE.NDYS(1))GO TO 51
S0 CONTINUE
S1 IF(KY.EQ.1.AND.1DAY.EQ.60)G0 T& 70
IMO=1-1
[DY=1DAY~-NDYS([MO)
GO TO 78
70 IMO=2 ©
1DY=28
GO TO 76
7% IF(KY.EQ.1.AND.1DAY.GT.S9) IDAY=1DAY+1
76 RETURN
END

PUNCTION IDTJL
FUNCTION 1DTJLC(1YR, 1MO, 1DY)

c
[+
C THIS PROGRAM USES THE MONTH, DAY, AND YEAR DATA TO CALCULATE THE
¢ JULIAN DATE.
[
[
DIMENSION 1DAYS(12)
DATA I1DAYS/0,31,59,90,120,151, 181,212, 243,273,304, 334/
KEY=0
I1CHK=MOD{ 1YR,4)
1F(ICHK.EQ.O)KEY=1
10TJL=1DAYS(IMO) +iDY .
IF(KEY.EQ.1.AND. IMG.GE.3) IDTJL2IDTJIL+1
RETURN
END
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APPENDIX C
USER’S GUIDE FOR THE ISOPLETH
METHODOLOGY COMPUTER PROGRAM
OVERVIEW

The "EXCEED" program uges the isopleth method to determine desidp
values and numbers of exceedances. This method uses data from a network
of monitoring sites to estimate values throughout the area of interest.

The following techniques are used to determine a grid-point value:

e If there are less than six statfons (i.e., observations), the
objective analysis 1s based on a fitting of a firet-degree. poly-
nomial that requires values from only three stations. This

method- 18 used where there is insufficient data.

e ' 1f there are six or more observations, the. objective analysis
determines a grid-point value for the center of each cell ffom a
least-squares fit of a second-degree polynomial.

The interpolated values are then used to determine exceedances and cal-
culate design values for grid cells. If a value observed within a cell
18 higher than the interpolated venl.\.lﬁ.l then the observed value 1is used;
otherwise the lnterpoiated value stands. The theory and approach has’

been described in detail in the body of this report.
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The program EXCEED provides for the specification of an ozone level
‘that must be exceeded at one or more monitoring sites before the data
are used as a basis for interpolation and subsequent calculations. A
value must also be specified for the standard; gene?ally the current
NAAQS (120 ppb) will be used. Finally, there is an option to ignore
data from certain sites. This option might be invoked, for example,
when it is known that the site 18 unrepresentative or that the instru-

ment was not operating properly.
A listing of the program i{s included at the end of this appendix.
PROGRAM INPUT

The program input specifies the criteria by which the calculations
are made. Table C-1 summarizes the inputs used to define the program
operation. Although Table C-1 refers to card format, any input medium

1s suitable.

The program also uses the observed peak-hour azone concentration
for each selected date at each monitoring site. These data are read
from a separate logical unit in the form supplied by the program RDSARD
that is described in Append?x«B. Table C-2 summarizes the daily ozone

information read from Logical Unit 1 by the program EXCEED.

Table C-2

- SUMMARY OF PEAK HOUR OZONE AND OTHER INFORMATION

READ FROM LOGICAL UNIT 1 BY PROGRAM EXCEED

Word Variable
Number Name . Remarks
1 HDR Alphanumeric identifier
. for data

2 LSTA Number of stations for
which data are included

3 IR Year of data

4 40 Month of data

5 MDAY Day of data

6 JDAY ' Julian date of data

7 0ZMX ’ Peak ozone value for day
(ppm)

8 Js1 ’ Station number of site for
general meteorological
data

9 Js2 Station number of site for
wind data

10+ 0ZM(J),(DUMS(IL),I=1,7) Array of ozone information
(see discussion of program
RDSARD for form) for each
station and dummy vari-
ables read to skip data
that are not used.
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Table C-1
SUMMARY OF INPUTS USED TO SPECIFY EXCEED RUN CHARACTERISTICS
(Read from Logical Uait 5)

Card ' " Varlable Typical
Type Format Columns Name Units Value Remarks

1 20A4 . 1-80 - HEADER - -- An alphanumeric header of 80 characters or

less.
2 . 15 . 1-5 NSTA - 10 Total number of statione from which data are
N input. Must be less than 36.

F5.0 6-10,11-15 XORIG,YORIG | km 14.0,192. Coordinates of the origin (southwest corner)
of the initial grid using the same system
used to define station coordinates.

FS.1 16-20 GSIZE km 20.0 Grid size, length of an edge.

F10.3 21-30 CUTOFF -1 ppd 80.0 Ozone level which must be exzceeded by at
least one monitoring eite on a given day for
the data to be used. ,

P5.1 31-35 VIOLAT ppb 120.0 Ozone level which must be exceeded for an

’ exceedance to be recorded.

15 36-40,41-45] NX,NY - 5 Initial nunber of gride in the x and y direc-
tions.

F5.2 46-50 PACTOR - 1.05 ] Amount by which ber of d aust
increase from previous division, for subdi-
viding to continue.

15 51-55 NDAY - 170 | Number of days of dats to be read.

15 56~60 NONO -_— 0 Number of sites not to be used in calcula-
tions. .

F6.1 61-66 . BAD - -999.9 Identifier for bad data.

15 67-71 NSUBD - 4 Maximum nuaber of cells to be divided per

. cycle (1.e., for each pass through the data).

‘15 72-76 NVALID ’ - © 365 Number of valid days in total saaple, used

for calculating the design values.
Ja,3b,... | 2r8.2 1-80 . XUSE, YUSE ka - X,y coordinates for the monitoring esites in
’ kilometers; one pair per card.
4a,8b, ... 1615 1-80 ILK - - Array of monitoring eftes to be ignored.
Read only {f NONO is greater than tero.

ke
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PROGRAM OUTPUT

The firs:.pake of output 113ts.the-var1ab1es read by the program.
The array IlK is lla;ed o;ly 1f NONO is greater than zero. The next
page of output lists the number of exceedances for the network, followed
by a list of all the cells that were generated during the running of the
program and pertinent information about those grid cells. The coordi-
‘nntes.of the cénter of each grid cell are.given, alpng with the number
of exceedances found in that grid cell, the ten highest ozone concentra—
tions for the cell, and the design value calculated from the ten highest
ozone concentrations. Finally, the highest design value and the grid.
point at which it occurred are listed. The last psge‘of output identi-
files the ten cells with the greatest number of exceedances, the highest
concentration for each cell, and the design value for each)cell. That
information'uas‘;Eeviously given on the second page of output, but the

tabulation here also includes the dates on which the data used to calcu-

late the design value were collected.

7
Information is written on Logical Unit 10 for the probabilistic

method program. The information written includes:

e Number of days from which the data set was drawn.

e Initial number of grid cells before subdividing.

N . c-7

ANALYSES OF O3 VIOLATIONS FOR A PERIOD IN AN AREA
NSTA = NO. OF STATIONS : 25 i
‘CODROINATES OF ORIGIN i  XCRIGNS 680.00 YORIGN= 230,00
GRID .SPACING : 20400 . . -
MINIMUM PK WR VALUE FOR INCLUSICN IN CALCULATIONS : 80.000
LEVEL ABOVE WHICH EXCEEDANCES OCCUR : 12040
INITIAL NO, OF X € Y GRIDS ¢ . S €
FACTOR OF INCREASE TO CONTINUE SUBOIVISION : 1.0S
NO. OF DAYS OF DATA TO BE READ : 170
'NO. OF SITES TO BE IGNORED : 9
SITE, NOSe TO 8€ IGNORED 27 3 e s 6 7
10 11 13
840 DATA IOENTIFIER i =999,9

MAXIMUM NO. OF UNITS TO BE SUBCIVICED PER STEP : .
NDe OF VALIO DAYS IN TOTAL SAMPLE 3 368
STATION COORDINATES STA. x Y .
S 1 - 764230 4279.90
- 2 742.50 ‘4286400
3 T47.60 4282.50
Y TAT7.30 a277.30
[} 743.80 4276450
6 738470 4277.60
: b4 740.20 4283460
. 8- 748,40 4291.00
9 755480 4279.90
10 747,20 4271.90
11 739.90 4272.60
R 12 735.00 4280490
. .13 737.70 4209.80
14 744.30 4297.50
18 755410 4297.80
1€ 762,80 4290020
R 17 760.70 4272.80
18 743.10 T 4262440
< . 19 729.70 . 4270.70
20 721410 | 428420
.21 732.40 4392.49
oo 22 741.60 4329.20
23 T777.30 4286.40
26 749.30 4236.60
2s 697.50 4282,30 -

: EXAMPLE OF OUTPUT FROM PROGRAM EXCEED
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NUMBER OF DAYS= 149

PTe XoY COORDINATES

OCBNOVOWN-

696.00
690,00

690.00

690,00
690,00
710,00
710,00
710000
710400
710600
73000
730,00
730.00
730000
730,00
7506 00
750,00
75000
750,00
750000
770.00
770,00
770.00

770,00

77000
745,00
745, 00
75500
755. 00
745000
745,00
755.00
755,00
745,00
745.00
755000
755« 00
745,00
T745. 00
755,00
755« 00

4240.,00
4260.00
4280.00

4300.00 .

4320.00
4240,00
4260,00
4280.00
4300.00
4320.00
4240.00
4260, 00
4280.00
4300.00
4320,00
4240000
4260000
428000
4300,00

4320.00°

4240000
4260.,00
4280.00
4300,00
320,00
429500
4308.00
4295.00
4305.,00
4315.00
4325,00
4315.00
4325.00
4255,00
426500
255,00
4265.00
4275,00
4285.00
4275.00
4285,00

ANALYSES

EXC
.
10 139,
11 136,
13 168,
12 147,
12 ‘158a
10 162,
1 140,
12 1540 .
¥ 152.
13 173,
13 157.
12 161
16 t76.
16 187«
16 182,
10 161,
20 239,
19 236.
28 223.
23 198,
13 168¢
15 177,
.18 188,
1S 192.
16 182,
256 223.
16 193,
21 221.
16 208,
17 182,
21 1968,
17 185,
87 181
17 20e,
20 239
16 177,
16 185.
13 236.
12 187,
20 22s.
17T - 198,

OF 03 VIOLATIONS FOR A PERICD IN AN AREA

13S.
136,
1408,
1466
187,
140,
. 13Se
14S,
1S4
164,
168,

148¢

167,
173,
17S,.
183
160,
22Se.

2201

190,
161«
173,
181,
180«
1€S.

192.
162,
181,
173,
190¢
176¢
177.
196,
1S0.
162¢
173«
1746
179,
189,
191,

133.
13¢€.
145,

186

146,
137«
134,
1424
150,
1S53.
144,
140.
160.
173.
157«
1Ste
15S.
189,
192«
163

1424 .

149,
166.
16T«

160.

180.
181,
186.
174
169,
152«
163,
161
1S),
1S54,
161,
170.
160e
163,
179
170,

TEN HIGHESY

.4
132,
13S.
143,
140,
1424
132.
133,
140.
144,
tele
139,
137«
156
156,

155e
- 148e

154¢
159
186.
157,
133.
149
143,
1SS.
159.
177
163.
179,
168.
165,
149
162
138.
1430
152,
143¢
149,
1S8e
1S1.
159,

157,

S
129
134,

l‘JqA

137
136.

130«

130.
139
139.
140.
133,
137,
155,
1S0.
137
130,
149,
1S1.

179,

15S5e
131,
133«
143,
149
156,
172«
163.
166.
165
1S3,
148,
162,
153«
143
189,
1340
136,
14S.
147
152,
142,

1266
129.
142,
13S.
13Se.
126

" 330e

137
136.
138.
130.
133,
154,
149,
136«
138,
144,
149,
177.
148,
129
132.
142
146,
153¢
170
1S6.
164,
156.
14S,
145,
1S1e
149,
139
146,
133
133,
8 40.
1840
148,
14l

126.
128,
134,
130.
132.

" 12Se-

129.
137.
13S.
136.
129.

132,

1488,
139,
135
$3S,
143,
145,
172,
148¢
129
129«
137,
146,
147,
1€9.
154
157,
15S.
161
142,
147,
1430
139.
183,
128¢
130,
126.
139

- 181

14le

125e
126,
133,
130
128,
1246
127«
131.
131
128«
126¢
127.
14S.
133,
1346
129
141l
142¢

‘870

142,
1268.
126¢
137
142,
181
166,

1S0.-

1S7.
1S2.
140
139,
149,
137,
136.
181,
1284
127
120,
138.
138,
136,

EXAMPLE OF OUTPUT FROM PROGRAM EXCEED (Continued)

9
124,
1246
127,
128
128«
122,
127,
128
128
126«
124«
124,
145,

-130,

1366
12S.
s34,
140
169,
142
128,
129,
137,
136.
140
159,
149,
146,
191,
138
136,
140,
134,
1360
134
127¢
12Se.
125.
133,
137,
135.

. 1244

124
124,
128«
126.
124.
126.
123,
127«
126,
121
124,
[ X Y IS
128.
133,
122«
133,
134,
159,
139

‘127.

12S.
133.
13S.
1346
155,
147,
143
148
13¢.
138,
137,
132
128¢

1340

125,
129,
128,
128.
134,
134,

DES IGN VALUE

137.0
138.4
158.3
148, 0
15S.7
148 ,0
137.3
1S0<4
153.8
165.3
152.1
152«4
170.S
182+4
172.9
159.6
186. 4
21S.7
21541
185,808
15S.9
168.,9
177.0
181.8
17S5.8
208 S
190.,0
205.9
190.6
179.1
180.3
180.0
178.2
171.2
185.0
167 .6
177.0
193.4¢
179.3
1992
1871



DVALUE DATES
760713 760608 760325 761002 760826

D VAL UE
215.07

LRGST 03
223400

Y6 EXCEEDS

75000 4300.00

X6

POINT (D

RANK

28

19

760827 760607 760730 760824 761001

760713

760608 761002 760827 760607

223.00 201.55

25

745.00 4295.00

26

T60730 760821 760625 761301 769613
760607 760825 760608 761002 760713

198.00 18S. 75

4320.00 23

75000

20

760730 760719 761001 760804 760826

760608 760825 761002

760826 760813 .

755,00

221,00 205.87

21

28

4295.00

T60730 7€0713 761001 760607 760824

760607 760825 761002 760730 760719

745.00 21 198.00 180.26

31

432S.00

760713 760804 761001 760626 760608
761001 760608 760813 760917 760904

239.00 186,36

4260.00 20

750.00

17

760607 760901

760731 760812 760708 760901 760607
760813 76608 761001 760730 7692812

761001 760608 760917 760813 760904
760731 760812 760708

184.95

239.00

20

745.00 4263%.00

35

C-7c

~ao 22%5.00 199.21

427S.00

755.00

760521 760607 760713 760825 760824
761001 760813 760608 760730 760713

40

236.00 21S5.74

19

750.00 4280.00

760812 760825 760607 760521 760824

760730 761001

760723 760607 760731 760726 76082S

760813 760¢08€ 7606812

188.18 177,04

4280.00 18

770.00

23

EXAMPLE OF OUTPUT FROM PROGRAM EXCEED (Concluded)

65

e Number of days actusl%y processed.

. e Number of grid célls after subdividing.
e Half the final number of cells.
o Total number of cells with stations.

e Total number of the cells with stations plus the number of cells
without stations that are included among those ten with the most

exceedances and/or the ten with the highest design values.
e X and y coordinates of final grid cells.

Also wt*:ten out on Logical Unit 10 are the interpolated values for
i
each of the final number of grid cells for each day when exceedances

occurred.

LOGICAL UNITS

Seven logical units are used in program EXCEED. The input shown in
Table C-1 18 read from Unit 5. Printed output is disposed to Unit 6.
Unit 1 is the ozome data input file. Units 9, 11, and 12 are scratch
files used during the program for writing and reading the data through
several stages of processing. Unié 10 is used to output specific data

for the probabilistic modeling program.
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MAIN PROGRAM AND SUBROUTINE DESCRIPTIONS

The information below is included so that, if necessary, the user
can more easily modify the program. A flowchart, which is given in Pig-
ure C-1, provides the overall organization éf the computer program. The
sections below describe the program and each subroutine, explain the

function of each, list the parameters that are passed, and the parame-—

"ters that are returned.

vThe following list shows schematically how the sqgroutinea and

.functions are interconnected:

Main Program EXCEED

. BIGGYS
BIGI10
CHOOSE
COORXY
IDPTS
NEXTD
USES

BMOD

DSNVAL
GRID

BOUNDS
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READ BASIC INPUT DATA---e.g.
Station coordinates, grid parameters, _
factor to terminate {teration, subgridding.
factor, bad data identifier,
station:s cor exclusion

Set exceedance counts and high ozone value arrays

SUBROUTINES COORXY AND GRID (with KEY=0)
Define grid point. coordinates

Read daily peak values for each station ---
@—. one day at a time. Write peak values to

file 9 for cases with peak > CUTOFF

"this the
end of file

SUBROUTINE USES
Identify valid data from stations to be used

SUBRGUTINE GRID (with KEY=l)
Interpolate values for each grid cell

‘ Begin grid loopsv(l) -« Do for all grid cells )

Increment grid point identifier(NPTS)

FIGURE C-1 FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER
PROGRAM EXCEED
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SUBROUTINE CHOOSE 4
I1f observed value was within this cell, use it

if it is higher than the interpolated value

I8 this
value among
the ten highest
for this
cell
?

Yes -

SUBROUTINE BIG 10
Revise ordered list of ten highest values
for this grid cell to include this value

Is
this value an

exceedance

Increment number of exceedances for this grid
cell (NOOZ)

WRITE interpblated values (file 12)

To grid cell

End grid
cell loops

loops (1)

REWIND FILES

-

FIGURE C-1 FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER

PROGRAM EXCEED (Continued)
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@——Grid loops (2) -- Do for all grid cellD

of exceedances
for this grid cell >
those for the ten grid
cells with
the most

Add this cell to the 1list of ten grid cells with
the highest numbers of exceedances--- ordered.
according to the number of exceedances. Use
highest ozone value at a grid cell as a
secondary retention criterion. Delete last
cell on list,

— . ——— — — — — — — — — — — — — —— — )

e R N

To grid cell End grid
loops (2) - cell loops

Have any
exceedances
occurred

calculations
been performed
for > specified
aumber of
grid cells

FIGURE C-1 FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER
PROGRAM EXCEED (Continued) '
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Has
the greatest
number of exceedances
increased by more than

specified amount -

SUBROUTINE NEXTD
ldentify squares to be subdivided, i.e.,

those with most exceedances and highest values

C Begin loop for each separate subgrid ' )

SUBROUTINES COORXY AND GRID (with KEY=0)
Define coordinates for subgrid.points

C Begin. day loop )

READ (from file 9),peak observed values

SUBROUTINE USES
Identify valid data from selected sites

SUBROUTINE GRID (with KEY=1)
Interpolate values for each subgrid cell

FIGURE C-1 FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER
PROGRAM EXCEED (Continued) o
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i

r— X
' Begin loop through subgrid cells )

SUBROUTINE CHOOSE
If higher value observed in subgrid cell, use it

" 1s this
value among
"the 10 highest
for this cell

No

SUBROUTINE BIGl0 (see nbove)
" Revise list of ten highest values for this
cell to include this value

1f this value is an exceedance, increment NOOZ °

/ End subgrid
\ cell loop

Read and rewrite record of all interpolated
values for this day ‘ )

To separate End loop for each
subgrid loop separate subgrid

To day loop

!

FIGURE C-1 FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER
. PROGRAM-EXCEED (Continued)
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SUBROUTINE BIGGYS

Revise list of grid cells with most exceedances

(‘see above)

Begin loop. for all cells in
original grid and. subgrids

Calculate design value --- fit straight line to
logs of ten largest values and their percentiles

Print number of
of exceedances,
ten largest
values and
design value

—

To grid/subgrid End loop for all grid
loop and subgrid cells

Print coor-
dinates,

number of
exceedances and
design value (and
dates from which
design value was
calculated) for
ten cells with
most exceedances

PROGRAM EXCEED (Concluded)

c-15
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FIGURE C-1. FLOWCHART FOR ISOPLETH METHODOLOGY — COMPUTER
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The indentations show subroutines or functions called by the routine

listed above them.

Program EXCEED~-The main program controls the reading of input data,
sets initial values for variables. It controls the iterative sub-
dividing of the cells and the writing of output results. Directl;
or indirectly, all the subroutines and functions below are called

by the main program.

BIGGYS (NOOZ,NPTS,TO?OZ,NBIGPT,NTOP,BIGOZ)—-Tth subroutine keeps track
of the number of exceedances for each grid cell, identifies the ten
grid cells with the most exceedances and highest ozone observed -in

those ten cells. The parameters for BIGGYS: are:

NOOZ-~array containing number of exceedances for each grid

cell. Dimension (399).

" NPTS--index of grid cell for which exceedances are being

updated.

TOPOZ-~array containing highest ozone value for each of the

ten g{}d cells with the most exceedances. Dimension (10).

NBIGPT-—ordered array of the indices of the ten grid cells in
which the most exceedances have occurred; index=l denotes cell

number with the most exceedances. Dimension (10).

C-16
NTOP--array giving the number of exceedances for the ten grid

cells (NBIGPT) with the most exceedances. Dimension (10).

BIGOZ--array containing ten highest ozone values for each grid

cell. Dimension (10,399).

BIGGYS 1s called from the main program and calls no other subrou-

tines.

BIG10 (BIGOZ,NPTS,BOZ,IDATE,KDATE)--This subroutine keeps track of the
ten largest observations for each grid cell and the dates when they

occurred. The parameters for BIGLO are:

BIGOZ--array of ten highest ozome values fof each grid cell.

Dimension (10,399).

NPTS--index of grid cell for which list of ten largest values

is being updated.

BOZ--ozone value for the grid cell with index NPTS.

IDATE--date for curreant ozone value, BOZ.
.

KDATE--array of dates corresponding to ten highest ozome

values in each cell. Dimension (10,399).

BIGIO {s called from the main program and calls no other subrou-

tines.
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CBOOSE (LL,BOZ,0ZUSE,XUSE, ,YUSE,X,Y,GSIZE)--This subroutine determines

1f an observing site is within the square for which an interpolated
value was calculated and returns the larger (observed or interpo-~

lated) value. The parameters for CHOOSE are:
LL--aumber of stations.

BOZ--calculated ozone value for the grid point. ~If a higher

value was observed in the cell, BOZ 1s changed to that value.

OZUSE--array of valid ozone data for monitoring statioms.

Dimension (35).

XUSE,YUSE--arrays of x,y coordinates for stations. Dimension

(35).
X,Y——x,y coordinates of grid point.
GSIZE--size of each grid cell.

CHOOSE 1s called from the main program and calls no other subrou-

tines.

COORXY (NX,NY,GSLZE,XORIG,YORIG,XG,YG,NPTS)--This subroutine calculates

the coordinates of the mid points (XG,YG) of each céll in an NX by
NY array of square cells with dimensions equal to GSIZE and the
origin ;t XORIG,%ORIC.‘ NPTS is the index of each point in a list
of such points. The parameters for COQRXY are:

C-18
NY,NX--number of rows and célumns-
CSIZE--size of each grid cell.

XORIG,YORIG—southwest corner or origin of grid.

\
XG,Y¥G--calculated midpoints of the grid cells. Dimension

(399).
NPTS--identifying number of the first cell in the grid.

This subroutine is called from the main program and calls no other
subroutines. The values of the parameters are changed during the

course of the calculations as grid cells are subdivided.

IDPTS (MANYPT,NWHICH,NBIGPT,DVAL,XUSE, YUSE,XG,YG,NPTS,NSTA,MSTA)-~ This

subroutine returns a list of cells to be used for probabilistic
method. The list includes cells with monitors, but only the smal-
lest cell containing a monitor is listed, plus those cells not
listed as containing monitors that are among the ten with tﬁe most
exceedances, the ten with the highest design values or both. The

parameters for IDPTS are:

MANYPT--total number of cells that have either a monitor, one-
of the ten highest number of exceedances, or one of the ten

highest design values.

NWHICH--1ist of cell numbers with monitors.
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NBIGPT--array of the identification numbers for the ten grid
cells in which the most exceedances occurred; index=l denotes

cell with most exceedances.

DVAL--array of design values corresponding to cells with the

ten largest number of exceedances.
‘XUSE, YUSE--arrays of x,y coordinates for stations.

XG,YG—arrays of the x,y coordinates of the midpoints of the

grid cells.
NPTS--number of grid cells.
NSTA--number of monitors.

MSTA~-number of cells containing monitors that are within the
boundaries of the grid. If a cell containing monitors has

been subdivided, only the smaller cells are counted.

_IDPTS 18 called from the main program and calls no other subtoﬁ—

tines.

NEXTD (NOOZ,BIGOZ,NDIV,NSUBD,MANY,NPTS,NTOP,NBIGPT, ISTART)--This subrou-

tine identifies cells to be subdivided (NDIV). The cells with the

‘* most exceedances and the cells with the highest observed values are
selected, but duplications are eliminated. The parameters for
NEXTD are:

c-20

NOOZ--array of number of exceedances for each grid cell.

Dimension (399).

BIGOZ--array containing ten highest ozone values for each grid

cell. ’ .

NDIV--array identifying cell numbers to be subdivided.

.

NSUBD—maximum number of cells to be subdivided per cycle.
MANY--number of cells to be subdivided.
. NPTS——number of grid cells before subdividing.

NBIGPT--array of the identification numbers for the ten grid
cells in which the most exceedances ocurred; index=l denotes

cell with most exceedances.

NTOP-—ordered array giving the number of exceedances for the

ten grid cells with the most.
ISTART-~the current number of cells that have been generéted.

NEXTD is called from the main program and calls no other subrou~

tines.

USES (NSTA,02ZM,LL,BAD,ILK,0ZUSE)--This subroutine selects data to be
used. It causes bad data and sites defined by array ILK to be
ignored by setting OZUSE = 999. The parameters for USES are:

Cc-21 i
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NSTA--number of stations.

0zZM--ozone data initially read from unit 1.
LL-—number of ozome values in OZUSE.
BAD--bad data identifier.

IIK--arr;y of station numbers to be ignored.

0ZUSE~-array of good ozone data to be returned and used in

later calculations.

This subroutine is called from the main program and calls no other

subroutines.

BMOD (0Z)--This function takes a floating point number as the argument
and returns the first three digits to the right of the decimal as a
whole number. This function serves much the same purpose as the

FORTRAN function AMOD. The parameter for BMOD is:

0z--floating point number, of which the right-hand part will

be returned as a whole number.

BMOD is called from the subroutine USES.

DSNVAL (BIGOZ,I,NDAYS)--This function. calculates the design value using
a linear fit to the logarithm of the ten largest values as a func-

tion of their corresponding percentiles:

Cc-22
BIGOZ--array of ten largest ozone values for each grid point.

I--current grid cell.

NDAYS-—number of valid days from which sample was drawn (e.g.,

365).

DSNVAL is called from the main program.

GRID (HS,XS,YS,JT,GSIZE, XMIN,YMAX,NT,MT,H,U,V,KEY)-~-This subroutine
calls three other subroutines that establish the grid and calculate

the grid-point values for ozone. The parameters for GRID are:

HS--an array of ozone data for the stations.
XS,YS--arrays of x,y coordinates of stations.
JT--n;mber of stations.

GSIZE--grid-cell size.

XMIN,YMAX-—x,y coordinates of upper-left corner of the grid

for which values are being interpolated.
MT,NT--number of rows and columns.
H--calculated array of ozone concentrations at grid points.

U,V-—wind components assoclated with the calculated ozone data

(not used in EXCEED).
c-23
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KEY--entry flag for initializing variables on the first call Y,X--arrays containing the y,x coordinates of the columns and
to grid. TOWS .
This subroutine is called from the main program. Subroutines V,U—arrays of grid-point values for wind components (not used
called %y GRID are BOUNDS, MESH, and MES2. in this application). )
. BOUNDS (MT,NT,YMAX,XMIN,YD,XD,Y¥,X)--This subroutine must be called H--array of calculated grid-point values for ozone.

before any grid calculations are attempted in order to establish
' . IS—indices for the KS stations closest to each grid point.

the analysis region, the grid network and its boundaries. The
: B Dimension (KS*MT#NT).

parameters fo{ BOUNDS are:

KEY-~determines entry point into subroutine. If KEY=0, the
MT,NT--number of rows and columns. :
routine only calculates the necessary constants for the KS

YMAX,YMIN-~left-top (or northwest) corner grid-point coordi- stations closest to each grid point. If KEY$0, it interpo-

nates. lates grid-point values.
YD,XD—y and x grid-spacing intervals (equal - to GSIZE). MESH is called twice from the subroutine GRID. Once to initialize
L) .

. , the routine and once for the interpolation. MESH does not call

Y,X--arrays containing the y and x locations of columne and
' other subroutines.
rows. Dimension Y(2#MT), X(2*NT).

. MES2 (KS,KSS5,HNIL,JJ,M9,N9,YS,XS,VS,Us,HS,YL,XL,V,U,H,IS,KEY)-—This
BOUNDS is called from the subroutine GRID and calls no other sub-
. subroutine calculates values at a discrete set of regularly spaced

routines. )
network of grid points based on values given for a set of irregu—
MESH (KS,lKSSS,ENIL,JJ,H9,N9,YS,XS,VS,US,HS,Y,X,V,U,H,IS,le)—This sub-/ iarly spaced set of points. It islaimilar to subroutine MESH, but
routine calculates values at a network of regularly spaced Eoints, calculates grid-point values by a least-square fittipg of a
based on values given at a set of irregularly spaced points. This second-degree polynomial rather than a first ﬁegiee. It requires a
routine has an enfry point (KEY=0) that must be used initially to first-guess analysis for the a;rays H, V, and U. However, V and U
establish various features and to determine the closest stations to‘ are wind components and are not used in this application. .This
c-24 ) ’ C-26 ‘
each grid point. When KEY#0, values KQ and IDS are substituted for ;'outine has an entry point (KBY=0) which must be used initially to'
KS and KSS5, respectively. The parameters for MESH are: determine basic constants. When KEY$O0, vAlues'KQ’and IDS are sub-

stituted for KS and ﬁSSS. respectively. The parameters for MES2

KQ—1if KQ=1, uses area data weighted averaging analysis.(first
. are as follows:
guess analysis); if KQ=2, uses least-squares fitting of first

degree polynomiall KQ—1if KQ=l, uses area dfta weighted averaging analysis

(first-guess analysis); if KQ=2, uses least-squares fitting of

RS--number of stations closest to grid point to be stored.
second-degree polyncmial.\

KSSS--maximum number of stations to be used in the analysis of
KS——number of stations closest to grid point to be stored.

a grid-point value.

. KSS5--maximum number of stations to be used in the analysis of
IDS--this parameter is not used in this application; it allows 7
- a grid-point value.
wind direction to be considered in the interpolation.

. '( IDS--this parameter 18 not used in this application; it allows
HNIL-—maximum allowable absolute value for an observation. If N
. . ) wind direction to be considered in the interpolation.
greater than set value (e.g., 999), it 1s not used in the
analysis. HNIL--maximum absolute value for an observation. If greater

than this value (e.g., 999), it is oot used in the analysis.
JJ--number of stations.

JJ--number of statioms.
M9,N9-——number of rows and columns in the grid.

M9,N9—mnumber of rows and columns in the grid.
YS,XS--arrays of the x,y coordinates of stations. .

YS.XS-;arrays of the x,y coordinates of stations.
VS,US-—wind-component . values (not used in this application).

VS,US--wind-component values (not used in this application).
HS—-array of ozonme values for stations.

HS—-array of ozone values for stations.

. €C=25 c-27



once for the inperpolatiom.

LISTING OF PROGRAM EXCEED

MES2 is called by GRID twice:

Y,X--arrays coantaining the y,x coordinates of the columns and

TOWS .

V,U--arrays of grid-point values for wind components (not used

in this application).
H--array of interpolated grid-point values for ozone.

1S--indices for the KS stations closest to each grid point.

Dimension (KS#MT*NT).

KEY—-decermineé eatry point into subroutine. If KEY=0, the
routine only calculates the necessary constants for the Ks
stations closest to each grid point. If KEY#0, it interpo-

lates grid-point values.

once to initialize the routine and

This subroutine calls no other subroutine.

A listing of the program EXCEED with all the subroutines follows.

The program is written in a genéral FORTRAN that should be operable with

most compilers with only minimal modification.

Where we believe there

may be machine dependent features, we have tried to include alternative

code as comments.

" 6

poration PDP 11/40:

400.

The version given runs on a Control Data Corporation
A version of the program has been run on a Digital Equipment Cor-

Some problems were encountered with overflow, but

they have been cotrected by scaling some of the intermediate values
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.generated in the subroutine MESH, so that the numbers are small enough

to fit in a 32-bit word.

00000000

Cc-29

PROGRAM EXCEED
PROGRAM EXCEED (INPUT,OUTPUT, TAPES, TAPE6=0OUTPUT, TAPE1,

1TAPE2, TAPE9, TAPE1Q, TAPE1 1, TAPE12)

DIMENSION HEADER(8), NWHICH(35) , HOR(2)
1, XG(399),YG(399),NO0Z(399),0ZM(33),022D(225),
INBIGPT(10),NTOP(10), TOPOZ(10),B1G62Z(10,399) ,NDIV(10), 1LK(30), DVAL
2(399),KDATE(10,399), XUSE(35), YUSE(35),0ZUSE(33) ,GROZ(399)
3,U(28,2%),V(2S,25),0UMS (35, 6)
1 FORMAT(B8A10)
2 FORMAT (13,2FS.0,2F5.1,215,F5.2,215,F6.1,15,F10.3,1%5)
3 FORMAT (2F8.2)
4 FORMAT (1615)
6 FORMAT (1K ,14,2F8.2,15,10F8.0,F12.1)
7 FORMAT ¢/, 1H1,4HRANK, 2X, SHPOINT 10 ,8X, 2HXG, 6X, 2HYO 3X, 7HEXCEEDS,
14X, BHLRGST 03, 3X,6HOVALUE , 14X, 12HDVALUE DATES ‘
8 FORMAT (1K ,13,19,7X,2F8.2, |6,2X,2F10.2,4X,517,/, 7ox 517)
9 FORMAT(24HOLARGEST DESIGN VALUE = ,F8.1,17H AND IS AT POINT ,
X13)
12 FORMAT(17HO NUMBER OF DAYSs ,14
128H0 PT. X,Y COORDINATES  EXC alx 12HDESIGN VALUE ,
2/,1H , 36X, 12HTEN HIGHEST ,/, 23X, 1018)
29 FORMAT(1X,13, (10F10.4))
30 FORMAT((1X,10F10.5))
41 FORMAT(1H},8A10)
42 FORMAT(1H ,23HNSTA = NO. OF STATIONS
11H , 2dHCOSRDINATES OF ORIGIN : ,2X, 7HXORIGN= F8.2,3X, 7HYORIGN=,
43 FORMAT(1H , 14HGRID SPACING :,F8.2,
ISTHMINIMUM PK HR VALUE FOR INCLUSION IN CALCULATIONS :,F11.3,7
21H ,37HLEVEL ABOVE WHICH EXCEEDANCES OCCUR :,F6.1)
44 FORMAT(IH ,28HINITIAL NO. OF X & Y GRIDS :,216,7,1H
144HFACTOR OF INCREASE T CONTINUE SUBDIVISION :,F6.2,/,
21H ,32HNG. OF DAYS OF DATA TGO BE REAO :,1%)
45 FORMAT(1H ,28HNO. OF SITES TG BE IGNORED :,i5)
46 FORMAT(1H ,23HSITE NOS. TO BE 1GNORED (lols))
47 FORMAT(1H ,21HBAD DATA IDENTIFIER :,F7. 1H
148HMAXIMUM NO. OF UNITS TO BE suao|v1050 PER sTep :,18,/,
21H ,35HNO. OF VALID DAYS IN TOTAL SAMPLE :,16)
48 FORMAT(1H ,20HSTATION COORDINATES ,3X,6M STA. ,6H X ,7X,6H Y
1,/,(27%,12,2X,F8.2,5%,F8.2))
49 FORMAT(1H1,25X, 8A10)
1001 FORMAT(2A4,413,14,F8.4,219)
1002 FORMAT(2X,F11.4,F9.1,F12.4,7F10.4)
6002 FORMAT (316, (10F10.6))
6003 FORMAT(7110)
6004 FORMAT(10F8.2)
6008 FORMAT(161%3)
7086 FORMAT (1M1,32HDAYS DO NOT MATCH--DATE OAY 10S ,317)
7186 FORMAT (28H1TOO0 MANY OF SOMETHING--NX a,13,4X,4HNY s, 13,4X, 17HNO.
16F STATIGNS = ,13,/,26H NO. OF STATIONS IGNORED = ,13,/,
13K NO. OF DAYSs ,14) :
7286 FORMAT(1HO,12,14H STATIONS ON ,312)
INPUT ...
NSTA = NO. OF STATIONS.
XOR1G, YORIG = COORDINATES OF ORIGIN.
GS12E = GRID SPACING.
NX, NY = GRID NUMBER (X,Y DIRECTIONS)
FACTOR 3 FACTOR OF INCREASE TO CONTINUE SUBOIVISiON.
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NDAY = NO. OF DAYS OF DATA TO BE READ.

NVALID = NO. OF VALID DAYS IN TOTAL SAMPLE (FOR CALCULATING
DESIGN VALUE) .

NONO = NO. OF SITES NOT TO BE USED.

BAD = BAD OATA IDENTIFIER (E.G. -99.0)

NSUBD = MAXIMUM NO. OF UNITS TO BE SUBDIVIDED PER STEP.
XUSE, YUSE = STATION COORDINATES

ILK = SITE NOS. TO BE 1GNORED (ORDERED AS IN LIST OF STA).
DO S2 11,30

ILK(1)=0

CONTINUE

READ (3,1) (HEADER(1),1%1,8)

READ (3,2) NSTA,XOR!10,YORIG,GS81ZE,VIOLAT,NX, NY,FACTOR, NDAY
1 ,NONO,BAD, NSUBD, CUTOFF, NVALID

0o 53 Jai, NSTA

READ (3, 3) XUSE(J),YUSE(J)

CONTINUE

[F(NONO .GT. O) READ (3,4) (ILK(J),J=1,NONO)
WRITE (6,41) (HEADER(1),121,8)

WRITE (6,42) NSTA,XORIG,YORIOG

WRITE (6,43) GSIZE,CUTOFF,VIOLAT

WRITE (6,d44) NX,NY,LFACTOR, NDAY

WRITE (6,45) NONO

IF (NONG' .GT.
WRITE (6,47)
WRITE (6,48)

0) WRITE (6,48)
BAD, NSUBD, NVALI1D
€1, XUSECL),YUSEC(I)),

CILKCI}, 181, NOND)
10),NSTA)

NXNY sNXaNY
IF (NXNY .GT. 223) GO TO 188
IF (NONO .GT. 30) GO TO 186

SET THE NO. OF ©3 VIOLATIONS AND 10 LARGEST GBSERVED PEAK
HOURLY O3 VALUES EQUAL TO O FOR ALL GRID POINTS. :

INIGR1D=NX=NY

NWR = 12 .
NUMDAY 20

0O 108 131,399

NOOZ{(1)s0

GROZ(1)=0.0

bO 100 J=1,10

BI16OZ(J, 1)20.0

CONT!NUE

CONTINUE

ITER=Q

LASTHI =0

ISTART=0

NPTS=1START

YN=NY -1
YMAX2YOR1G+(YN+O.5)*GS12E
XPTOz XOR1G+0.3 » GSI2E

CALL BOUNDS (NX,NY,YMAX,XOR1G,GS1ZE,GS1ZE,YY,XX)
CALL COORXV (NX,NY,GS12E,XORIG, YORIG, XG, YG, NPTS)
CALL BRID(OZUSE XUSE, YUSE, NSTA, GS| 2E, XPTO, YMAX, NX, NY,0220,V,V

KEY-l
DO 140 [DAY=1,NDAY .

C UNFORMATTED READ

113

120

310

READ (1) HDR,LSTA, YR, MO, MDAY, JDAY, OZMX, JS1,J82,
1(62ZM(1), (DUMS(I,J),J=1,6), 1a1,NSTA)
1F(EQFC1)) 113,120

‘ Cc-31

CONT I NUE

REWIND 1

REWIND 9

REWIND 11

REWIND 12

GO TO 143

CONTI1NUE

0ZMX=BMOD (OZMX)

OZMX=1000. *AMOD(QZMX, 1.

IF (O2MX .LT. CUTOFF) GO TO 140
FORMAT(2X, sNUMDAY, YR, MO, MDAY,

JOAY, OZMX x,14,1X,312,14,F12.6)

C WRITE GOOD DATA TG BE USED LATER ON TAPE 9
c

00000

000

CALL USES(NSTA,O2ZM,LL,BAD,
1F(LL.LT.4.)WRITE(S, 7286)LL,
1F(LL.LT.1.)66 TO 140

NUMDAY =NUMDAY +1
WRITE (9) HDR,LSTA,
1 (OZMC1),121,NSTA)
CALL GRID (OZUSE,XUSE,YUSE,NSTA,GSIZE, XPTO, YMAX, NX, NY,0Z20,U,V
1,KEY)

NPTS = ISTART
IDATE=10000 =
0O 135 [Xs1,NX
08 130 JYs1,NY
NPTSsNPTS+1

ILK, O2USE, XUSE, YUSE)
I YR, MO, MDAY

[YR, MO, MDAY, JDAY,OZMX, JS1,JS2,

1YR + 100=MO + MDAY

COMPUTING CORRECT INDEX FOR ARRAY VALUE RETURNED FROM GRID.

GR

I0 COMPUTES COORDINATES FROM UPPER LEFT CORNER.

EXCEED COMPUTES COORDINATES FROM LOWER LEFT CORNER.

USE OBSERVED VALUE

000000

128

130
133

140

143

130

188

1Y=(NY-JY)+1
IXIY=201Y=1)xNX+IX
BOZ=02Z2D( I X1Y)
IF THERE IS ONE IN THE SQUARE AND IT [S LARGER.
CALL CHOOSE(NSTA,BOZ,0ZUSE, XUSE, YUSE, XG(NPTS), YO(NPTS),GSI2E}
GROZ(NPTS) sBOZ
CHECK GRID SQUARES TO SET IF OZONE HIGHER THAN THOSE AT OTHER
TIMES.
BROZ 1S GRID CELL VALUE FOR THIS DAY.
IF (BOZ.LE.BIGOZ(10,NPTS)) GO TO 128
CALL B1G10 (BIGOZ,NPTS,BOZ, |IDATE,KDATE)
[F (BOZ.LE.VIOLAT) GO TO 130
NOOZ(NPTS) =NOOZ(NPTS) +1
CONTINUE
CONTINUE
WRITE (12)
CONTINUE
REWIND 12
REWIND 11
REWIND 9
REWIND 1
NPTSs1START
1F (NUMDAY .LE.
00 183 IX=|,NX
0o 180 1Y=y,
CHECK FﬂR WHICH 10 SQUARES HAVE OREATEST NO. OF EXCEEDANCES.

JDAY, IDATE, (GROZ(KPTS) ,KPTS=1,NPTS)

0) GO TO 186

NPTSaNPTS+1

CALL BIGGYS (NGSZ,NPTS, TOPOZ,NBIGPT,NTOP,B1G062)
CONTINUE

CONTINUE c-32
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c [
c ITERATIONS CEASE IF ... C WRITE OUT TO TAPEIO THE X & Y COORDINATES OF EACH CELL (NPTS).
c NO EXCEEDANCES DETECTED OR c
c NO. OF PTS. TESTED GT 300 OR WRITE (10,6004) ((XG(1),YB(I)),1=1,NHALF)
c FRACTION INCREASE IN EXCEEDANCES LT FACTOR NHALF sNHALF+1
c WRITE (10,6004) ((XG(1),YG(1)), LsNHALF,NPTS)
IF (NTOP(1) .EQ. O) GO TS 285 c
160 IF (NPTS.GE.300) GO TO 285 C WRITE 6UT TO TAPEIO NPTS, DAY, DATE & OZONE VALUES FOR EACH CELL.
XLAST=LASTHI c
MUST2FACTORxXLAST DO 400 =1, NUMDAY
IF (MUST.GE.NTOP(1)) GO TO 28S READ (NWR) 1DAY, IDATE, (GROZ(L),L=1,NPTS)
LASTHIsNTOP (1) WRITE (10,6002) NPTS, 1DAY, IDATE, (GROZ(L),Ls1,NPTS)
¢ 400 CONTINUE
c GETTING CELLS TO BE DIVIDED ON THE NEXT iTERATION. END FILE 10
c REWIND 10
CALL NEXTD (NOOZ,BIGOZ,NDIV,NSUBD,MANY,NPTS,NTOP,NBIGPT, I START) STOP300
ISTART=NPTS 86  WRITE (6,7086) IDATE,KDAY, JDAY
JSTARTaNPTS 187 STOP
NXe2 186 WRITE (6,7186) NX,NY,NSTA,NONO, NUMDAY
NY=2 END
GS1ZESGS|2E*0.5
00 180 131,MANY
NWR=12 SUBROUTINE IDPTS
1 TER= | TER+)
NRD=114MOD( | TER, 2) SUBROUTINE |1DPTS(MANYPT, NWHICH, NBI1GPT, OVAL, XUSE, YUSE, X3, YO, NPTS
IF (NRD.EQ.12) NWR=11l . c 1,NSTA,MSTA)
s
:u:?éziézd)-GSIZE C 10PTS RETURNS L1ST OF CELLS TO BE USED FOR PROBABILISTIC CALCULATIONS
YORIG=YG(J) -GS | 2E c MANYPT = TOTAL Ngéu?ieggLLs

c NSTA = NO, OF
VRemy CqORXY (NX.NY,0S12€, XORIG, YORIO, X6, YO, NPTS) c NWHICH = LIST OF CELLS WITH MONITORS (1ST NSTA ITEMS IN LIST--)
YMAX=YORIG + (YN+0.S) * GSIZE c ONLY SMALLEST CELL CONTAINING THE MONITOR [S INCLUDED PLUS CELLS
XPTOs XORIG+0.5 = GS12E c WITHOUT MONITORS THAT ARE AMONG THE 10 WITH THE MOST EXCEEDANCES
KEY=0 ’ c OR THOSE 10 WITH HIGHEST DESIGN VALUES.

c .
1?:Et)GRI°(°zuse'XUSE'YUSE’NSTA'Gs'ZE'XPTG’VHAK'Nx'Nv'czao'u'v DIMENSION NWHICH(5S5),DVAL(399), XUSE(3S), YUSE(39), X3(399),
KEY=1 1Y6(399),B1G0(10), 1818D(10),NBIGPT(10)

DO 173 1DAY=1,NUMDAY c
NPTS=JSTART . MSTASNSTA
READ (9) HDR,LSTA, (va MO, MDAY, JDAY, oznx Js1,Js2, ps 10 181,358
1(OZMCIK), [Ka1,NSTA NWHICH(1)=-999
IDATEHIOOOO-IYR+IOOHHO+HQAV 10 CONTINUE
CALL USES (NSTA,02ZM,LL,BAD, ILK,OZUSE, XUSE, YUSE) e INSTEP=20
IF (LL .LT. 4) WRITE(S,7286) LL,|YR,MO,MDAY
Y NY, \ C LOOP TO 200 IDENTIFIES CELLS WITH MONITORS. WHEN SEVERAL CELLS
|?::b)ek'o (O2USE, XUSE, YUSE, NSTA. 031 ZE, XPTO, YMAX, NX, NY, 0220, U, V C CONTAIN MONITOR, THE SMALLEST (LARGEST INDEX) 1S USED.
8O 170 I1Xs1,NX . c
08 165 JY=1,NY 00 200 1=1,NPTS
NPTS=NPTS+1 : INSTEP= | NSTEP+1
c c
C COMPUTING CORRECT INDEX FOR ARRAY VALUE RETURNED FROM GRID. C CHECK TO SEE IF GRID SPACING WAS CHANGED -- INDICATING A NEW PART
C GRID COMPUTES CGORDINATES FROM UPPER LEFT CORNER. g OF LIST WITH SMALLER CELLS.
M LOw| RNER.
g EXCEED COMPUTES COORDINATES FROM LOWER LEFT CO 1€ (INSTEP .NE. 1) GO TO 20
LY={(NY-JY)+1 1sP1d14+1
EXIY=CIY-1)2NX+1X SPACEsABS(XG(1) - XG(!SP1))
BOZ30220(1XIY) . IF (SPACE .LE. 0.) SPACE=ABS(YG(1) - YO(ISP1))
b A GT. NPTS) GO TO 25
1IF (1P . N
g USE OBSERVED VALUE IF THERE [S ONE IN THE SQUARE AND IT 1S LARGER. T ST NPTS) 9970 2% cpace) oo To 28
CALL CHOOSE(NSTA,BOZ,0ZUSE, XUSE, YUSE, XB(NPTS), YO(NPTS) , GS12E) IF (ABS(YG(1) - YG(IP1)) .NE. SPACE) INSTEP=0
GROZ(NPTS) 2BOZ 25 08 100 J=1,NSTA
CALL BIG10 (B1GOZ,NPTS,B02Z, [DATE,KDATE)
IF (B6Z .LE. VIOLAT) GO TO 165
NOOZ(NPTS}=NOOZ(NPTS) +1
165 CONTINUE c-33 c-35
170  CONTINUE c
READ (NRD) KDAY, [DATE, (GROZ(KPTS) KPTS=1, JSTART) C CHECK WHETHER MONITOR 1S IGNORED (XUSE = -999.).
IF (KDAY.NE.JOAY) GO TO <
WRITE (NWR) KDAY, IDATE, (GROZ(K) K=1,NPTS) IF(XUSE(J).EQ.-999.)60 TS 100
175 CONTINUE HLFSP=0, 5*SPACE
JSTART=NPTS ’ DX=ABS (XUSE(J) - XB(1))
REWIND 9 DY=ABS(YUSE(J) - YG(1))
REWIND 11 IF (DX .GT. HLFSP) GO TO 100
REWIND 12 . IF (DY .GT. HLFSP) G& TO 100
180 CONTINUE NWHICHK(J) =1
11=1START+1 ) 100 CONTINUE
0O 200 1=11,NPTS 200 CONTINUE
CALL BIGGYS (NGSZ, |,TOPOZ, NBIGPT,NTOP,B1G0O2) . c R
200 CONT!INUE ) . . C REPLACE DUPLICATE CELLS WITH -989
GO TO 160 c
285 CONTINUE 00 3% J=1,NSTA
BIGDV = O, IF (NWHICH(J) .EQ. -999) GO TO 35
0O 290 1=1,NPTS 16UT=NWHI CH(J)
IF(MOD(1,48) .NE.1)G0 TO 287 JP1=J41
WRITE (6,49) (HEADER(12),1Za1,8) DO 34 K3JP1,NSTA
WRITE (6,12) NUMDAY, (L,L=1,10) IF (NWHICH(K) .EQ. IOUT) NWHICH(K)=-999
287 DVAL(1)=DSNVAL (BIGOZ, [,NVALID} 34 CONTINUE
WRITE (6,8) 1,XG(1),YG(1),NOOZ(1),(BIGOZ(J,1),J=1,10),0VAL(I) 35 CONTINUE
IF(BIGDV.GT.DOVAL(1))G0 T6 290 . c
B1GDV=0DVAL(1) € MAKE LIST OF CELLS WITH STATIONS
Locov=1 c
290 CONTINUE NUMKT=0
WRITE(S, S)BIBDV Lacov 00 220 INDs},NSTA
WRITE (6,7} IF (NWHICH(IND) .EQ. -999) GO TS 220
ITMP » O NUMKT=NUMKT+1
00 293 1=1,10 NWHICH(NUMKT ) aNWHICH(IND)
ITMP = NBIGPT(1) 220 CONTINUE
WRITE (6;8) I, 1TMP,XGCITMP),YG(|TMP) ,NTOP(1), TEPOZ(I), MSTA=NUMKT
IDVAL(ITNP) (KDATE(J, ITMP), Jﬂl 10) MANYPT=MSTA
295 CONTINUE c
REWIND 10 C GETTING CELLS WITH MOST EXCEEDANCES THAT DO NOT HAVE MON|TORS.
NHALFsNPTS/2 c
c ; : DO 300 1=1,10
C THIS ROUTINE FINDS THE CELLS WITH MONITORS, MOST EXCEEDANCES AND 08 230 J=1,MSTA
C THE HIGHEST DESIGN VALUES. IF (NBIGPT(I) .EQ. NWHICH(J)) GO TO 278
c : - 280 CONTINUE
c PRINT S000,MANYPT,NPTS,NSTA,MSTA, NWHICH(1),NBIGPT(1), MANYPTZMANYPT+1
c 1DVAL{1), XUSE(1), YUSE(1),X8(1),YB(1) NWHICH(MANYPT) =NBIGPT( 1}
3000 FORMAT(* *,418,215,5F10.3) 273 CONTINUE il
CALL IDPTS(MANYPT,NWHICH, NB1GPT, DVAL, XUSE, YUSE, XG, YO, NPTS, NSTA 300 CONTINUE
1,MS8TA) [+
g . C GETTING CELLS WITH HIGHES DESIGN VALUES (FIRST SET ARRAYS20)
: c
C WRITE OUT TO TAPEIO : D& 325 1=1,10
c 1)INITIAL DAYS BIGD(1)30,
c 2)INITIAL GRID CELLS 1B1GO()=0
c 3)FINAL # OF DAYS 325 CONTINUE
c 4)FINAL ® OF GRID CELLS 0O 400 11=1,NPTS
c S)HALF OF FINAL & OF CELLS IF (DVAL(II) .LE. BIGD(10)) GO TO 400
c 6)TOTAL # OF CELLS WITH MONITORS (STATIONS) . DO 340 121,10
c 7)TOTAL # OF CELLS WITH MONITORS & 10 HIGHEST . INSERT31
c EXCEEDANCES AND DESIGN VALUES. IF (OVAL(11) .GT. BIGD(1)) GO TO 350
c 340 CONTINUE
WRITE (10, 6603 NDAY, INIGR1D, NUMDAY , NPTS, NHALF , MSTA, MANYPT 350 INVINS=10-INSERT .
DO 300 [s1,MANYPT,16 IF (INVINS .LE. 0) GO TO 360
IP13=1415 . DO 370 1=1, INVINS
ICOMP 11 -1
C WRITE OUT TO TAPEIO LIST OF CELLS WITH MONITORS. ICM1210-~1
c BIGD(1COMP)=BIGD(ICM1)
WRITE (10,6008) (NWHICH(J),Jsl,1P1S) 1B1GD( [COMP) = [BIGDC1CM1)
300 CONTINUE . 370 CONTINUE
Cc-34 380 BIGD(INSERT)=DVAL(1()

1BIGDCINSERT) =11 c-36



400 CONTINUE

C ADD CELLS THAT HAVE HIGHEST DESIGN VALUES AND ARE NOT ALREADY LISTED.
c

NOWMNY =MANYPT

DO 300 [=1,10

0O 430 Jal, NOWMNY

1F (IBIGD(I) .EQ. NWHICH(J)) GO TO 500
430 CONTINUE

MANYPTaMANYPT+1

NWHICH(MANYPT)aIBIGD(I)
SO0 CONTINUE

RETURN

END

SUBROUTINE COORXY

SUBROUTINE COGRXY (NX,NY,GSIZ2E,XORIG,YORIG,XB,YG, NPTS)
OIMENSION XG(1),YG(1) ‘

[
C THIS SUBROUTINE CALCULATES THE COORDINATES OF THE MID POINTS
C (XG,YG) OF AN NX BY NY GRID OF SQUARE GRID CELLS WI1TH DIMENSIONS
C EQUAL GSIZE AND ORIGIN AT XORIG,YORIG. NPTS IS THE INDEX OF EACH
C POINT IN A LIST OF SUCH POINTS.
[

DO 110 I1X=1,NX

X=[X-1

00 100 1Y=1,6NY

Y=alY-1

NPTSaNPTS+1

XG(NPTS) s (X+0,3)»0S1ZE+XORIG
YG(NPTS)=(Y+0.5)30S1ZE+YORIG
100 CONTINUE
110 CONTINUE
RETURN
END

SUBROUTINE BIGGYS

SUBROUTINE B!GGYS (NOOZ,NPTS, TOPOZ,NBIGPT,NTOP,B1G02)
DIMENSION NOOZ(399), TOPOZ(10),NBIGPT(10),NTOP(10),BIGOZ
1(10,399)

THIS SUBROUTINE KEEPS TRACK OF THE NUMBER OF EXCEEDANCES FOR

EACH GRID CELL, THE 10 GRID CELLS WITH THE MOST EXCEEDANCES

AND HIGHEST OZONE OBSERVED IN THOSE 10 CELLS.
NOOZ(NPTS)=NUMBER OF EXCEEDANCES IN NPTS GRID CELL

NBIGPT(1)=GRID CELL IN WHICH ITH MOST EXCEEDANCES OCCURRED
NTOP(J)3JTH MOST EXCEEDANCES (FOR ALL GRID CELLS)
BIGOZ(K,L)sKTH LARGEST OZONE OBSERVATION [N LTH GRID CELL

0000000000

IF (NOOZ(NPTS).LT.NTOP(10)) GO 70 86
IF (NOOZ(NPTS).GT.NTOP(10)) GO TO 30
IF (BIGOZ(1,NPTS).LE.TOPOZ(10)) GO VO 86

c-37

30 0O 40 (81,10
INSERT3]
1F (NOOZ(NPTS).GT.NTOP(1)) GO TO S0
1F (NBOZ(NPTS).LT.NTOP(1)) GO TO 40

NO. OF EXCEEDANCES EQUAL, USE HIGHEST VALUE TG DECIOE

o
b=

IF (BIGOZ(1,NPTS).GT.TOPOZ2(1)) GO TO 30
40 CONTINUVE |
50 INVINS=10-1NSERT
EF (INVINS.LE.O0) GO 7O 80
DO 70 1=1,1NVINS .
ICOMP=11 -1
ICM1=210~1
NTOP (1 COMP)aNTOP(1CM1)
NBIGPT(1COMP)=NBIGPT(ICM1)
TOPOZ( | COMP) =TOPOZ(ICM1)
70 CONT I NUE
:1] NTOP ( INSERT) =NOOZ (NPTS)
NBIGPT(INSERT)aNPTS
TOPO2( INSERT)=B1GOZ(1,NPTS)
86 CONTINUE
RETURN
END

SUBROUTINE BIGLlO

SUBROUTINE BIG10 (BIGOZ,NPTS,BO0Z, IDATE,KDATE)
DIMENSION B1GOZ(10, 399) ,KDATE(10,399)

THM1$S SUBROUTINE KEEPS TRACK OF THE TEN LARGEST OBSERVATIONS
FOR EACH GRID CELL AND CORRESPONDING DATES

cooo

IF (BOZ.LE.BIGOZ(10,NPTS)) GO TO 86
06 40 131,10
INSERT= |
IF (B6Z.GT.BIGOZ(I,NPTS)) GO TO S50
40 CONTINUE
S0 INVINS=10-1NSERT
IF (INVINS.LE.O) GO TO 80
DO 70 Is1, INVINS
1COMP=1Y -1
1CM1510- 1
BIGOZ( I COMP, NPTS) 58 1GO2( ICM1, NPTS)
KDATE(1COMP, NPTS) =KDATE( I CM1, NPTS)
70  CONTINUE
80  BIGOZ(INSERT,NPTS)=BOZ
KOATE( INSERT,NPTS) 2| DATE
86  CONTINUE
RETORN
END

TOPOZ(1)= LARGEST OZONE VALUE I[N GRID CELL WITH [TH MOST EXCEEDANCES

SUBROUTINE BOUNDS

SUBROUTINE BOUNDS (MT,NT,YMAX,XMIN,YD,XD,Y,X)
SUBROUTINE BOUNDS--THIS ROUTINE MUST BE CALLED FIRST FOR THE
PURPOSE OF ESTABLISHING THE ANALYSIS REGIONS GR1D NETWORK AND

BOUNDARJES. R
CALL BOUNDS (MT,NT,YMAX, XMIN,YD, XD, Y,X)

MT, NT: NUMBER OF ROWS AND COLUMNS
YMAX, XMIN: LEFT TOP (OR NORTHWEST) CORNER GRID POINT
YD, XD: Y AND X GRID SPACING INTERVALS
. X ARRAYS CONTAINING THE Y AND X LOCATIONS OF THE
COLUMNS AND ROWS (DIMENSION Y(2=MT), X(2sNT))

000000000000

DIMENSION Y(1),X(1)
00 10 M=21,MT
Yisi-M
YMsYMAX+Y1xYD
JM=M+NT
Y{IM)=YM <
10 Y(M}2aYM
00 20 N=i,NT
X1sN-1
XN=XMIN+X12XD
JNZN+NT
X(JN)=XN
20 XIN}=XN
RETURN
END

SUBROUTINE GRID

SUBROUTINE GRID (MS,XS,YS,JT,0S12E, XMIN, YMAX,NT,MT,H, U, V,KEY)
DIMENSION HS(1),XSC1),¥S(1),H{1),UC1},V{1},US(35),VS(33),X(30)
1Y(30), 1S(8000)
DATA US/35%0.0/, VS/3520.0/
IF (KEY .NE. 0) GO TO 10
XD=GS | ZE
YD=GSI2E
10S=0
WT21.0
KSS338
KS=JT
UNL=900.0
CALL BOUNDS (MT,NT,YMAX,XMIN,YD,XD,Y,X)
CALL MESH (KS,KSSS,WT,JT,MT,NT,YS,XS,VS,US,HS,Y,X,V,U,H, IS, KEY)
KS$5:26
CALL MES2 (KS,KSSS,WT,JT,MT,NT,YS, XS,VS,US,HS,Y,X,V,U,H,1S,KEY)
RETURN

10 KQ=1
CALL MESH (KQ, IDS,UNL,JT,MT,NT,YS, XS,VS,US, HS,Y,X,V, U, H, IS, KEY)
KQ=2
CALL MESH (KQ,1DS,UNL,JT,MT,NT,¥S,XS,VS,US,HS,Y,X,V,U,H,IS,KEY)
CALL MES2 (KQ, 1DS,UNL,JT,MT, NT,YS,XS,VS,US,HS,Y,X,V,U,H, 1S,KEY)
RETURN
END

c-39

SUBROUTINE CHOOSE
SUBROUTINE CHOOSE (LL,BOZ,0ZUSE, XUSE, YUSE, X,Y,GS12€E)
THIS SUBROUTINE OETERMINES IF AN OBSERVING SITE IS WITHIN THE

SQUARE FOR WHICH THE INTERPOLATED VALUE BOZ WAS DETERMINI N
USES THE LARGER (OBSERVED OR INTERPOLATED) VALUE. 0 AND

0 000000

DIMENSION OZUSE(1),XUSE(1),YUSE(1)

GG = GSI1ZE#0.5

00 100 121,LL

(F (OZUSE(1) .GT. 800.) GO TO 100

IF (ABS(XUSE(1)-X) .QT. GG) GO TO 100
1F (ABS(YUSE(I)-Y) .GT. GG) GO TO 100
IF (OZUSE(I) .GT. BOZ) BOZ s OZUSE(I)
CONT [ NUE

RETURN

END

10!

o

SUBROUTINE MES2

SUBROUTINE MES2(KQ, [0, KN, JJ,M9,N9,YS,XS,VS,US HS, YL, XL,V,U,H,

11S,KEY)
c
C THIS SUBROUTINE CALCULATES VALUES AT A DISCRETE SET OF REGULARLY
C SPACED NETWORK OF GRID POUINTS BASED ON VALUES GIVEN FOR A SET OF
C IRREGULARLY SPACED SET OF POINTS.” IT (S SIMILAR TO SUBROUTINE
C MESH BUT CALCULATES GRID POINT VALUES BY A LEAST SQUARE FITTING
€ O©OF A SECOND DEGREE POLYNOGMIAL RATHER THAN A FIRST DEGREE. 1T .
€ REQUIRES THAT BEST GUESS BE INITIALLY PLACED IN GRID POINT ARRAYS
g H, V AND U (V AN U ARE WIND COMPONENTS IF USED).
REAL LXS ;LYS,LXX,LYY, J11,J13,J14,J1%5,J16,N13,NJ3,K13,L13,NK3;
113,M13,LXY
DIMENSION XL{1),YLC1), V1), U(1),H(1)
DIMENSICON YS(1),XS(1),VS(1},US(1),HS(1),18(1)
DATA SPH1,W1/4.0,0.10/
¢ !
C IF KEY EQ O GO TO 200 TO SET BASIC CONSTANTS.
(c: IF KEY NE O CALCULATE GRID POINT VALUES. : N
1IF (KEY .EQ. 0) GO TO 200
108=10
HNL 2HN
C LOOP THROUGH ALL GRID POINTS.
M20
L=O
=0
75 MeM+1
IF (M.GT.M9) GO T& 100
N=O
YLM=YL{M)
CM=1.0
80 N=N+1
1F (N.GT.N9) GO TO 75
) c-40
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C INITIALIZE SUMMING' VARIABLES BY SETTING THEM TG ZERO. . GJ6=GJ6+USI=0YY
K=0 GBKE63GKE+VSJ=DYY
NGD=0 D12=D12+DXYsLXS
XLNaXL{N) Cl123Ct2+DXX3LXS
A11380.0 . B123B12+DXY=LYS

BI3=BI3+DYY=LYS
DI4=DI4+0OXY=LXY
Cld4=Cla+LXY=DXX
Bl14=BI4+LXY*DYY
. C13=Cl3+DXX»LXX
B16=B16+DYY2LYY
GO To 84
80 CONTINUE .
€ MAKE CALCULATIONS REQUIRED FOR LEAST SQUARES FITTENG.
€ (IF NUMBER OF DATA GE 6)

IF (NOD.LT.6) GO TO 80
Al2=F[1
AlJ=El
EI2=FI3
Al4=F[3
DI1=FI3 !
Al6=EI3
BI1=EI3
E15=DI2
Fl14=aD12
C13sD12
F18sCl2
Fi16sBi2,
El4sBi2
Di3:=B12 4
EI6:=813
Cl6aDI4
B1%=DI4
DIS=Cl4
Di6=BI4
AlS=F12
Cl1=F12
J13=C132812-C12%B13
J11=C11»B12-C12%B11
J14:3Cl1as812-C12xB14
J15aC152B12-C125B13
J169C162B12-Cl2+BI6
BJ1°B11=J13
8J23B122J13
8J43Bi42J13
B8J3:=BIS=JI3
BJ628B162J13
NI13=GI3sB[2-Gl2=BI3
K13=013*BI12-DI25813
LI3=EI3*B12-E12x813
NJ3= 6J3=B12-GJ2sBI3
NK3=GK3=8[2-GK2xB13
[13=A13=B[2-A122B13
MI3=F13sBI2-F12:813
Wits G112BJ2-G12%BJ1-NI3sJI1
Wid4=G143BJ2-GI2xBJ4-NI3xJ14

* WJis GJ1=BJ2-GJ2=BJ1-NJ3I=JI1
WJ426J42BJ2-0J25BJ4-NI3=J14

- c . WK1a GK1xBJ2-GK22BJ1-NK3xJ11
GO TO 86 i . WK43GK4xBJ2-GK23BJ4-NK3=J 14
€ LOGP THROUGH K'S CLOSEST DATA TO GRID POINT. W13z G15#BJ2-G12xBJS-N133J1S
84 K=K+1 W16=016xBJ2-012xBJ6-NIJ=JIE
IF (K.GT.KS) GO TO 90 WJS= GJS2BJ2-6J23BJS-NJ3sJIS
13141 WJ6GJ65BJ2-GJ2:BI6-NJI32JI6
IF (NOD.GT.KSS3)GO TO 84 WKSz GKS2BJ2-GK23BJS3-NK3xJIS
- Jeisci) WKE2GK62BJ2-GK2*BJ6-NK3*JI6
1IF (J.LE.O ) GO TO 84 Tiis DI1xBJ2-DI23BJ1-K13=J[1
HSJ=HS(J) C-41 T14=D14*BJ2-D12xBJA-K[32Jl4a C-43
C CHECK FOR MISSING POINTS. T18= DIS*BJ2-D122BJ5-KI32J18
IF (ABS(HSJ).GT.HNL) GO TO 84 716=01628J2-D12¥BJ6-KI33J16 ’
NOD=NBD+1 Ulls E112BJ2-E1228J1-L132J11
XSJ=XS¢J) ~ U14=E14%BJ2-E122BJ4-L13xJ14

¥YSJ2YSC(J) UIS= EIS*BJ2-E123BJS-LI3xJ15
USJ=US(J) UI6=E16*BJ2-E12xBJ6-L135J16
VSJ=VS(J) SIi= Al1x8J2-A123BJ1-1132J11
DYSsYSJ-YLM . S14=A142B8J2-A1258J4-1132J14
DXS= (XSJ-XLN) xCM SISz AISxBJ2-AI25BJ5-1132Ji5
DXX=DXS*DXS $16=A162BJ2-A122BJ6-113xJ16
DYY=DYS=DYS . Viiz F112BJ2-FI2%BJ1-MI3xJI1
OYS2:=DYY+0XX . V14sF14x8J2-F12%8J4-MI3xJ14
IF (IDS.LE.O) GO TS 85 ViS:z FISxBJ2-F12:BJ3-MI32JIS
USK3USJ+USJ VI62F1628J2-F122BJ6-MI32J16
VSKsVSJ+VSJ PI3sUISeT14-UI4sTIS
USK=USJ+ULL) - Pl1aUl12T14-Ul4sTI
VSKaVSJ+V(L) PI63UI62T14-UI4sTIE
88 DXS1=USKsUSK+VSKxVSK+0.01} TJ4=Ti4=zPI1S
DX52=(USK*DYS-VSK=DXS) TI=TL12PIS
DXS2=DXS2*DXS2/DXS1 16xPIS
DYS220YS2+0XS2:SPH1 . IS2TEA-WIAxTIS
€ CALCULATE WEIGHING VALUE. IS2T14-S14xTIS
83 W=C2/(DYS2+C2) 132TI4-V14xTIS
6o To 89 JSxTI4-WJ4sT(S -
C CALCULATE WEIGHING VALUE. 5 RKS=WKS=xT[4-WK4IsTIS
C USE THE INITIAL GRID PGINT VALUE H(L) AS THE FIRST DATUM FOR THE ‘FITTING. 2113W112TJ4-W14xTJ1-RIS2PI1
C ALSO USE U(L) AND V(L) IF THEY ARE BEING ANALYZED. 216=W162TI4-W14xTJ6-RIS*PIE
86  wWswWl ZJ13WJ12TJI4-WI4sTI1 -RISEPI ]
HSJ=H(L) ZJ63WJERTI4-WJIAxTIE-RIS=PI6
VSJav(L) - ZK13WK12TJd-WKA®TJ1 -RKS=P[ |
usJsurL) . - ZK63WKE2TJ4-WKAxTJE-RKS2P16
DX$20.0 X1128112TJ4-S14xTJ1-015=P1}
0Y$20.0 X1638162TJ4-S1d42TJI6-013xP|6
NOD=NOD+1 \ Y11aVi12TJ4-VId4xTJI) -Q1S52P1 Y
DXX=20.0 E YI63VIE2TJ4-VIdxTIE-Q1SsPI6
0YY=0.0 - € MULTIPLICATION FACTOR APPLIED TO KEEP FROM WORD OVERFLOW
€ MAKE SUMMATION REQUIRED FOR LEAST SOUARES FITTING. c
89 HSJ=HSJ=W X11=1E-36 = XI1
USJ=USJaw . X16=1E-36 = X16
VSJavsSJaw X1Y[2X112Y16-X16aY11)
_DXY=0XS#DYS IF (X1Y1.€Q.0.0) GO TO 80
LXS=DXS*W . XIY[=1.0/X1Y1
LYS=DYSaW . € CALCULATE GRID PGINT VALUES.
LXX2LXS2DXS ZI121E-36 = 21}
LYY=LYS*DYS 216=1E-36 = 216
LXY2LXS2DYS HLL=(ZI11sY[6-Z168Y11)sXIY] .
Al1sAl)+W ULL=(ZJ18Y16-2J62Y11)eXIY]
FL1sFL1+LXS VLL=(ZK1=Y[6-2ZK6=Y11)aXIY]
El12El14LYS HEL)=HLL
F123F [ 24LXX : Ul 2uLL
EI32EI34LYY V(L) avLL
G136l 1 +HSJ 6o TO 80
GJ136J1+USJ : 100 CONTINUE
GK13GK1+VSJ . . 60 TO 286
F130F [ 3+LXY 200 CONTINUE .
G12=G1 2+HSJ*OXS . e .C END OF CALCULATIONS.
6J2:6J2+USJ*OXS ¢ ENTRY ME2SET
GK2:GK2+VSJ=DXS . C SET BASIC CONSTANTS.
G13=G13+HSJ=0YS C2eHN
6J326J3+USJ=DYS KS=KQ
GK32GK3+VSJ=DYS KSS5210
G142G14+HSJ=2DXY 286 CONTINUE
6J4=0J4+USJ2DXY RETURN
GKA=GKA+VSJS=DXY END
GI5=G13+HSS2DXX C-44
GJB=GJS+USIOXX -
GK32GKS+VSJ=OXX

G162616+HSJI=OYY C-42



SUBROUTINE MESH

SUBROUTINE MESH (KQ, 1DS,HNIL,JJ,M9,N9,YS, XS,VS,US,HS,Y,X,V,U,H,
118,KEY)

SUBREUTINE MESH--THIS SUBROUTINE CALCULATES VALUES AT A DISCRETE
SET OF REGULATORY SPACED NETWORK OF POINTS BASED ON VALUES
GIVEN FOR A SET OF IRREGULARLY SPACED POINTS.

CALL MESH (KQ, 1DS,HNIL, JT,MT,NT,YS, XS, VS,US,HS, Y, X,V,
)

(22) LEAST-SQUARES FITTING OF FIRST DEGREE POLYNOMIAL

10S: UP-DOWN STREAM WEIGHTING (10$>0)

HNIL: ., MAXIMUM ABSOLUTE VALUE FOR A STATION WIND COMPONENT
VALUE; IF GREATER VALUE I8 NOT TO BE USED IN ANALYSIS

HS, US, VvS8: STATION VALUES (IF WIND ANALYSIS, THEN US AND VS
ARE THE WIND COMPONENTS)

H, U, Vi GRID POINT VALUES (ONE DIMENSIONAL ARRAYS STARTING
AT LEFT TOP POINT AND THEN MOVING ACROSS TOP ROW FIRST).

USED TO ESTABLISH VARIGUS FEATURES AND TO OETERMINE THE KS CLOSEST
STATIONS TO EACH GRID POINT (STORED IN ARRAY 1S). FOR EXAMPLE:

CALL MEHSET (K8, KSS8S, UNIL, =~---- , 18)

KS: NUMBER OF CLOSEST STATIONS 1'0 GRID POINT TO BE STORED
KSSS: ‘MAXIMUM NUMBER OF STATIONS TO BE USED IN THE ANALYSIS
OF A GRID-POINT VALUE.
HNIL: MAXIMUM ABSOLUTE VALUE FOR A STATION WIND COMPONENT
VALUE; IF GREATER VALUE 1S NOT TO BE USED IN ANALYSIS
oYL WEIGHTING CONSTANT. PROGRAM ESTABLISHES VALUE IF DYL SET
EQUAL TS OR LESS THAN ZERO
IS: INDICES FOR THE KS CLOSEST STATIONS TO EACH GRID POINT
ARE STORED IN THIS ARRAY (DIMENSION = KS.MT.NT)
DIMENSION DS(130),JS(150),1Q(150)
-DIMENSION YS(1), XS( 1),VS(1),US(1),HS(1)
DIMENSION V(l),X(Il,V(l),U(ll.n(l),IS(I)
DATA KSW,ALPH,WIN/4,2.5,0.03/

00000000000NNDNONN000N000N000000

[
C IF KEY EQ 0 GO TO 200 AND CALCULATE THE K'S CLOSEST DATA TG EACH.GRID
. C POINT. IF KEY NE O CALCULATE, GRID POINT VALUES.

IF (KEY .EQ. 0) GO TO 200
K05=K0 1+KSSS

BCK:
c LOUPS TNROUGH ALL GRID POINTS.
LIO
1s0
73 MsM+1
IF (M-M9) 77,77,100

IF (N-N9) 81,81,
81 LoL+1
[+ INIYlALlZE SUMMATION VARIABLES' BY SETTINB THEM TO ZERO.

NoD=0
XLN=X(N)
IF (KQ@-1) 82,82.83 C-45

€ FOR KQ LT
82 H(L)=0
V(L)=0.
u(L)=0.

. NOD=0
ONH=0,
DKH=0
DUH=0
DVH=0
G0 TS

C FOR KQ GT
83 DXH=0.0
DYH=0.0
DXYH=0.
DXXH=0.
DYYH=0.
DXHH=0.
DXUH=0.
DXVH=0.
OYHH=0.
DYUH=0.
DYVHzO.
€ FOR KQ OT ) USE INITIAL GRID POINT VALUES [N H, U AND V FOR FIRST
C DATA OF FITTING.
WeWIN
ONH=W
NOD=1
Ke0
DHHaH(L) 2w
DUH=U(L) 2w
DVHaV(L) W
C LOOP THROUGH K'S CLOSEST DATA TO GRID POINT..
84 KeK+1
IF (K-KS) 83, 85,90
384 1=14KS-K
6o To 90
88 Ial+l .
1F (NOD-KQS) 86,384,384
86 CONTINUE
J=ISCD)
- IF (J) 84,84,87
87 CONTINUE
C CHECK FOR MISSING DATA.
IF (ABS(HS(J)).GT.HNIL)
XSJaXS(J)
YSJ=YS(J)
uUsSJeUS(J)
V8JaVS(J)
HSJaHS(J)
DYS=YSJ-YLM
DXS=XLN-XSJ
DYS2:2DYS*0YS+0XS*0XS
DXS2=0. 3x0YS2
IF (1DS .EQ. 0) GO TO 385
USK=USJ
VSK=VSJ
1F (KQ .EQ. 1) GO TO 368
USK=USJ+U(L)
VSKaVSJI+VIL)

386 DXS12USKXUSK+VSKIVSK+0, 01
DXS23 (USK2DYS -VSK2DXS)
DXS23DXS23DXS2/DXS1

€ CALCULATE WEIGHTING CONSTANT.

383 WsDYL/(DYS2+DXS2xALPH4DYL)
NOD=NOO+1
DNHoDNH#+W
HSJoHSJaw
USJzUSJeW
VSJaVSJaw C-46

ococon

“poooo

000000000

GO TO 84

KQ@: (31) AREA DATA WEIGHTING AVERAGING ANALYSIS (1ST GUESS ANALYSIS)

THIS ROUTINE HAS AN ENTRY POINT MEHMSET(KEY=0) THAT MUST INITIALLY BE

€ MAKE SUMMATIONS REQUIRED FOR DATA WEIGHTED AVERAGING ANALYSIS.
OHH2DHH+HSJ
DUHaDUH+USJ
DVHeDVH+VSJ
C MAKE SUMMATIONS REQUIRED FOR LEAST SQUARES ANALYSIS.
1F (KQ-1) 89,84,89

89 DYH=DYH+OYSsW
DXH=DXH+DXS *W
DOXYH=DXYH+DXSsDYS2W
DXXH=DXXH+DXS3DXSzw
DYYH=DYYH+DYS=DYSaW
DXHH=DXHH+HSJ *DXS
DYHH=DYHH+HSJ=DYS
DXUH=DXUH+USJ=DXS
DYUH=DYUH+USJ=DYS
DXVH=DXVH+VSJ2DXS
OYVH=DYVH+VSJaDYS
Qo 10 84

80 CONTINUE
IF (KQ-1) 94,91,94

91 IF (NOD-1) 80,92,92

92 IF (DNH) 80,80,93

C CALCULATE GRID POINT VALUES FOR OATA WEIGHTED AVERAGING ANALYSIS.

93 DNMs1.0/0NH
JH(L)cDHH*ONH
U(L)oDUM*DNH
V(L) =DVH*DNH
GO TG 80

94 IF (NOD-3) 80,80,98

€ MAKE CALCULATIGNS REQUIRED FOR LEAST SQUARES ANALYSIS.

93 DsDYH*DYH-DNH*DYYH
ESDXYH=DYH-DXH*OYYH
A=DXH=zDYH=~DNH2DXYH
B=0XXH=DYH-DXH2DXYH
BDAE=B=D-AxE
1F (BDAE) 97,80,97.

97 Bl=1,0/BDAE
C=DXHH=DYH<~DHH2OXYH
FeDYHH=DYH-DHHxDYYH
H(L) = (B=F-C2E)zBI
CUsOXUH=DYH-DUH*DXYH
FUsDYUH*OYH-DUHsDYYH
CVeDXVH*DYH-DVHsDXYH
FV=DYVH2zOYH-DVH2DYYH

C CALCULATE GRID POINT VALUES FGR LEAST SQUARE ANALYSIS.

UtL)=(BeFU-CUzE) *BI

VI(L)=(BaFV-CVsE)=B]

GS TG 80

100 "CONT I NUE
GO TO 60
200 CONTINUE
END OF CALCULATIONS.

»

THE FOLLOWING PART OF THE PROGRAM 1S USED TO CETERMINE THE STATIONS
CLOSEST TO EACH GRID POINT, AND FOR SETTING BASIC CONSTANTS.

ENTRY MEHSET
SET SOME BASIC CONSTANTS.

DCK=250.

D9=M9xNg

DYL=DCK*0,25/D9

IF (HNIL .GT. 0.0) OYL=HNIL

KSaKQ

KSSS=108

DLCK=DCK xDCK

JCT=150 '

JS(JCTr=-1

DS(JCT)=aDLCK C-47

0000000

€ LOOP THROUGH ALL GRID POINTS.
M20

20 MaM+1

YLMayY (M)
23 NsN+1
LaL+1
Jao
IT=Jd
XLNaX(N)
XLCK=0LCK
C DETERMINE DISTANCE OF ALL DATA TGO GRID POINT DATA,
29 Js0
JCs0
30 JoJ+il
OYS=YS(J)-YLM
OXS3XLN-XS(J)
DLS*0YS=DYS+DXS2DXS
IF (OLS-XLCK) 32,33,33
32 JC=JCH+
JCT) GO TO 31
XLCK3aXLCK=0.75
80 TO 29
DS(JC)sDLS
JS(JCrsJ
Y820
1X8=1
1F (DXS .LT. 0.0) 1XS=2
1F (DYS .LT. 0.0) 1YS=2
[Q(JC)=IYS+IXS
33 IF (J-JT) 30,34,34

3

sELECT OUT INDICES OF K'S CLOSEST DATA, HOWEVER, AT LEAST ONE DATA
IS SELECTED FROM EACH ANGULAR QUADRANT - INDICES ARE STORED IN
ARRAY 18,

noooo

34 KP=0

K20
" Jas=)

1SwWa1

JX=JC

IF (KSW.LT.1)
KaK+1
S1L=0LCK

Js0

1sw=2
3

a

I=1+}
KP=KP+1
JeeJyeT
40 JaJ+l
-LE. JX) GO TO (41,42) ISW
. GO 7O 48
41 IF (10(J).NE.JQ) GO TO 40
42 IF (DS(J)-SIL) 44,40,40
44 S1L=08(J)
! JC=J
GO 7O 40
0S(JC)a0LCK
1S(t)sdscJc)
JQ=Ja+),
IF (JQ .0T. 4) Ja=1
IF (KP .EQ. KSW) 1SW=2
IF (JC .LT. JCT) GO TO 49
1F (KP ,GT. KSW) GO TO 49
KaK=~1
tsl-1
GO TOo 33 C~-48

q

79



80

00000000

49 IF (K-KS) 85,50,50
30 IF (N-N9) 23,3555
58 IF (M-MS8) 20,60,60
60 CONTINUE
END OF SEARCH FOR K'S CLOSEST .DATA.
RETURN .
END

* SUBROUTINE NEXTD

SUBROUTINE NEXTD (NOOZ,B1GOZ,NDIV,NSUBD,MANY,NPTS,NTOP, NBIGPT,
11START)
OIMENS]ON NOOZ(399),BIGOZ(10,399) ,NDIV(10},NBIG(S) NTOP
10(10),BIGEST(S) ,NBIGPT(10)

THIS SUBROUTINE IDENTIFIES CELLS TO BE SUBDIVIDED (NDIV). THE CELLS

WiITH THE MOST EXCEEDANCES AND THE J CELLS WITH THE HIGHEST

GBSERVED VALUES ARE SELECTED. OUPLICATIONS ARE ELIMINATEOD.

NTOP(I) = ]1TH MOST EXCEEDANCES REGARDLESS OF CELL

NBIGPT(1) = |D OF CELL WITH 1TH MOST EXCEEDANCES

BIGEST(J) = JTH LARGEST MAX O3 -

NBIG(J) = 10 OF CELL WITH JTH LARGEST MAX 03

DATA IFLAG /0/

KSTART= 1 4+ START

XDIV=NSUBD

HALF=0.3sX0I1V

MB1G=HALF

MEX=NSUBD-MBIOG

DO 2% 121,83

1F (IFLAG.GT.0) GO TO 20

BIGEST(1)30.0Q
20 NBIG([)s0 .
23 CONTINUE .

1FLAG=1

IDENTIFY CELLS WITH HIGHEST MAX OZONE AND REVISE L.IST WHERE REQUIRED

0O 100 1=KSTART,NPTS
1IF (BIGOZ(1,1).LT.BIGEST(S)) GO TO 100

[+]
C IDENTIFY CELLS WITH LARGEST VALUES AND REVISE LIST
[+]

c
C EXCISE DUPLICATES

S|

o000

0000 0 000 000 000

60 60 Js1,3
INSERT=J -
1F (BIGOZ(1,1).GT.BIGEST(J)) GO TO 63
60 CONTINUE .
63 INVINSa5-1NSERT . * '
1F (INVINS.LE.O) GO TO 73
DO 70 J=1,INVINS
1COMP36~J
ICM1ags-J
BIGEST(ICOMP)=BIGEST(1CM1)
NB1G(1COMP)=NBIG(ICM1)
70 CAONTINUE
75 BIGESTUINSERT)=BIGOZ(1,1)
NBIG(INSERT)=[
100 CONTINUE
MANY=O

C-49

. 00 150 I=1,MEX
05 130 J=1,MBIG
IF (NBIGPT(|).EG.NBIG(J)) NBIG(J)=0
150 CONTINUE
D6 175 1=1,MEX
IF (NTOP(I) .LE. 0) GO TO 175
MANY SMANY +1
NDIV(MANY)=NBIGPT(I)
178 CONTINUE
06 180 1=1,MBIO
IF (NBIG(1).EQ.0) GO TO 180
MANY SMANY +1
NDIV(MANY)=NBIG( ()
180 CONTINUE
RETURN
END

UBROUTINE USES
SUBROUTINE USES {NSTA,O2ZM,LL,BAD, i LK, OZUSE, XUSE, YUSE)

THIS SUBROUTINE SELECTS DATA TG BE USED. IT IGNORES BAD DATA -
(1.€. BAD) AND SELECTED SITES DEFINED BY ILK BY SETTING OZUSE=999..
OIMENSION OZUSE(1),XUSE(1),YUSE(1), ILK(1),02M(1)

LL=0
IGNOR=1

DO 110 1=1,NSTA
CHECK FOR STATION TO BE [GNSRED

IF (1.EQ.ILKCIGNOR)) GG TO 100

CHECK TO SEE IF DATA VALID
1F(OZM(1) .EQ. BAD) GO TO 10S
CONVERTING DATA IN PPM+100=(NO. OF HRS) TO PPB

X0Z=ABS(0OZM( 1)) N
GZUSE (1) =BMOD(X02)
O2USE(1)31000. 0*AMOD(X0Z,1. )

CHECK FOR FEWER THAN 9 HOURS BETWEEN 0800 AND 2100
WITHOUT AN OBSERVED EXCEEDANCE.

1F(X82Z .LT. 800. AND. OZUSE(I). LE. 120.)G0 TO 103

100  1GNOR= |GNCR+1
XUSE(1)=-999.
YUSE(1)5-999,

105 OZUSE(()3999,
110  CONTINUE
10 FORMAT(IH ,10F12.4)
11 FORMAT(IH ,10F7.2)
115 CONTINUE
RETURN
END

Cc-50

FUNCTION BMOD
FUNCTION BMOD(02)
[
C THIS FUNCTION RETURNS DECIMAL PORTION OF A FLOATING POINT NUMBER.
c

192=02
102=16Z*1000
TESTOZ=102Z
02=02%1000.
BMOD=0Z-TESTOZ
RETURN

END

FUNCTION DSNVAL
FUNCTION DSNVAL (B1GOZ,1,NDAYS)

[
c CALCULATE THE DESIGN VALUES USING LINEAR FIT TO LOGS OF THE
g LARGEST VALUES VERSUS CORRESPONDING PERCENTILES.
DIMENSION B1GSZ(10,399)
=NDAYS
.0 .
.0
.0
.0 .
.0
DO 100 K=1,10
IF (BIGOZ(K,[).LE.0.0) GO TG 100
XN=K*100 .
c TRANSFORM THE OBSERVATIONS TO LOG.

Y=ALOG10(BIGOZ2(K, 1))
YDAYS=YDAYS+1.0
X=XN/XDAYS
SUMX=SUMX+X
SUMY =SUMY +Y
SUMXY =SUMXY +X*xY
SUMX2=SUMX2+XxX

100 CONTINUE
IF (YDAYS.LE.0.0) GO YO 86
XB=SUMX/YDAYS
YB=SUMY/YDAYS
B=(SUMXY - (YDAYS=XBxYB) )/ {SUMX2+-(YDAYSxXB=XB))
DSNVAL=YB+(B*(0.274-XB))
DSNVAL = 10. sxDSNVAL

. 6o To 30
86~ DSNVAL=-99.0
30 CONTINUE

RETURN . '
END
c-51"
APPENDIX D
USER’S GUIDE FOR THE PROBABILISTIC
METHODOLOGY COMPUTER PROGRAM
OVERVIEW

The probabilistic modeling and simulation program was developed as
a technique to estimate.design values and exceedances incorporating both
tem?oral and spatial data. Its input consists of the data written by
the isopleth modeling program to Logical Unit 0. As output, it prints
the ;esults of the distribution fit (the lognormal me;n vector and
‘covariance matrix) as well as the results of the simulations. It also
writes the information to Logical Unit 7 in a form usable by the
analysis program, which has as its f;ncéions the calculation of the
design values for each cell in each simulated network, the design value
for each simulated network, mean and standard deviation as well as range

for the design values, and generation of a printer plot of the design

values for each simulated network.

One-pass computational algorithms are used wherever possible to
minimize computing cycles. To further economize on core, the scratch
work area is shared by various subroutines and symmetric matrices (e.g.,

variance/covariance, cross products, Cholesky decompositions) so that

redundant entries are omitted.



As presently configured, the program assumes that the work sets,
when distilled, are no larger than 50 cells x 200 days. Storage for
various intermediate results is recycled, and dynamic sub;cript computa~-
tion has been used in the scratch work area. Symmetric matrix storage
and manipulation techniques have been used extensively to reduce memory
requirements and improve the execution speed. Because the program cod-
ing uses structured, modular techniques, most of the subroutines perform
a single, clearly defined function. It has been possible to write most
of these functional subroutines using about 60 or fewer lines of code.
Wherever possible, the matrix results obtalned with the routines
developed on this project have been verified against those obtained from

other sources [e.g., PROC MATRIX in the Statistical Analysis System

(16).

All files communicated are written in coded (character) rather than
binary mode so that different programs in the series can be run on dif-
ferent computers. Some installations may wish to change.this feature in

the Interest of quicker input/output.

The section below discusses the inputs and outputs for the modeling
and simulation program, and describes. how the program can be used for
generating the variance/covariance matrix and mean vector without gen=
erating any simulations. Use of the network analysis program for
analyzing the results of the modeling/simulation program or for analyz-—
ing "real" networks is also described; a later section describes the

program and subroutines. The final section, included for users who

D-4 ) N

implement the program on other hardware or who wish to modify the pro-
gram, covers important common blocks, arrays, argument lists, and so on,
as well as details on scratch area indexing schemes, symmetric matrix

manipulation routines, and algorithms.

A listing‘oi this program 1s inclgded at the end of this appendix.
The programs are written in FORTRAN. In addition to an ANST FORTRAN 66
compiler, the programs also require the IMSL library,* Edition 7 or 8.
All calculations are done in single precision, a feature that will prob-

ably require modifications if the programs are to be run on machines

with a word-size smaller than that of SRI‘s CDC 6400- computer.
PROGRAM INPUT

The modeling and simulation program requires data for a spatial
'network over a period of time and an optional processing parameter card.
Although reference is made to card images, they need not, of course, be
physical cards. The network data are read from Logical Unit 3, and the
optional parameter card from Unit 5 (default input). Report uuch: is
written to Unit 6 (default output), and raw output for use by the net~

work analysis or other programs is written to Unit 7.

*International Mathematical and Statistical Libraries, Inc., Houston,
Texas.

81

Parameter Card

The parameter card is read from unit 5, the default input unit.

The parameter card format is summarized in Table D-1.

Network Input

The network input is the format written to Logical Unit 10 by the
isopleth modeling program. Other networks may be analyzed by transform-

ing them to the form shown in Table D-2.

The daily values are arranged in order of cell indexes. For ease
of conditional disfribucion derivation, the data in Table D-2 are

arranged as follows:

INDX(J)--becomes the indices in the cells of the analysis
group (cells among the 10 with highest exceedances or design
values and cells with stations). INDX(J) is ISCRAT arranged

so that the cells without stations come first.

X(I,J)--becomes the log daily-value vector in the analysis
group for the Ith day. Column J in this matrix corresponds to
values for original cell INDX(J), so the cells with stations

form the lasi NG2 columns of X.

JDAY(I) = IDAY--Julian date for Ith day read.
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Table D-2
INPUT FORMAT FOR ANALYZING NETWORKS

Record

Format Variable Description

38

43

7110 NTOTD
"INITC

NDAYS

Total number of days

Initial number of cells

Nﬁmber of days remaining
after truncation performed

NTOTC Final number of cells after
smoothing

IHALF NTOTC/2 for formatting
(truncated if not integer)

NG2 Number of cells with monitoring

stations

NCELLS Number of cellg with stations
plus number of cells without
'stations but with one of the
10 highest number of exceed-

ances or design values

1615 ISCRAT(I1) Indexes of cells in analysis
group (with 10 highest

exceedances or design values)

X,Y coordinates of cells 1 to
IHALF first, then IHALF + 1
to NTOTC

10F8.2

IDAY Julian date and daily values
for cells 1 to NTOTC in

ascending order of index.

(6X,16,6X, (10F10.6))

There are NDAYS records of

this type.

8Denotes multiple card images.

mean estimates and a variance covariance matrix.

D-8

PROGRAM OUTPUT N

.

Program output ‘consists of report output with informative headings
and output suitgble for analysis by the network analysis or other pro-

gram.

Report Output (written to Logical Unit 6)

Thélfi%s: page of the report output consists of an informative sum-
mary of tﬂe idpgt data. At the top of the page, the ptogramvprints the
number of day; (after initial truncation but before E-M truncation--gsee
below), the numbe; of déys after E-M ttﬁncation, the number of cells in
the analysig group, the number of analyzed cells in group 1 (no sta-
tions), the gu;ﬁer in group 2 (with monitoring stations), the number of

days before initial truncation, the number of grid cells before smooth—

ing, and. the final number of grid cells after smoothing. Then for each

cell in the analysis group, the program prints the cell index, the cell
coordinates, the number of exceedances, and the number of values over
100 ppb. The o;der in which the information for each cell is printed
reflects the orderhin which all subsequent program output for the cells

18 printed.

Simple Parameter Estimation Report Output

Output for this stage of the program, if requested, consists of
The estimates given
are for the natural logs of the data values. The output is given in the

order of the cells as printed on the informative output page, which will
D-9 ' ’

. are printed.

not generally be the original orher of the cells. Since the covariance
matrix is symmetric, only entries on or below the ‘main diagonal are
printed. The Jth mean printed is thus the log mean of cell INDX(J), and
the I,J element oé the matrix is the covariance of cells INDX(I) and

INDX(J).

E-M Parameter Estimation Report Output

For each iteration, the E~M estimation procedure prints the current
estimates of the mean vector and varianée/covariance matrix with figures
for the cellﬁ printed in the order in which they appear on the informa-
tive output page. As with the simple-estimation method, only the lower
half of the variance/covariance matrix is printed. For all iterations
but the last,' the parameters t¥*, P(y £ t*) where y (0,1), and El and E,
Refer to Chapter 2 of the text of this report for an

explanation of these parameters.

Simulation Qutput

Although this ‘output.is discussed here for convenience, it is
printed‘immediately after either the simple- or the E-M estimation out-
put, depending on the parameter card. The first item of the simulation
output is the original covariance matrix, that is, the matrix as
estimated by either method. The final covariance matrix, derived from
the original by techniques discussed.in Chapter 2 of this report, is the

variance/covariance matrix of the conditional distribution. After this,

D-10
.
for each simulation, the program prints the simulation number, the cell
indexes, and for each day the Julian day and the values. The values in
the simulation output for the cells with monitoring stations will be the

same as the values on these days derived by the isopleth program. Simu-

lated values are generated for the cells without stations.

Output Designed for Input to Other Programs

This output is written in character mode to Logical Unit 7 without
headers or spacing for aesthetics. It consists of the following infor-

mation:
e  General information
e Cell }ndexes
e Block(s) of networks, each containing several networks
e Trailer record.
The general 1néormation and cell index vector contain:

e General information (7110)--NTOTD, INITC, NDAYS, NTOT, IHALF,

NG2, NCELLS (as under program input above.
e Cell indexes (1615)--Indexes of network cells (ordered).

For each block, there is a block header record stating the number of

networks in the block (I3 format). For each network within a block,

there is a network header record containing the network number, number
D-11



.
of days, and number of cells (in (313) format]. Then follows one record
for each day consisting of the Julian day and the cell values, in the
formgt. ’

6%, 16, 6X (10 I 10.6).

A trailer vecord, which follows the last block, consists of "-1" in

columns 2-3; schematically,

General (7I10)
Index (1615)
For each block:<.
Block header (I3)
For each network:.
Network header (313)
N Values (6X,16,6X,(10F10,6))

Trailer (13)

NETWORK ANALYSIS PROGRAM

General

The uetwork_anslysia progrhm was designed to analyze the results of
simulation portién of the modeling/simulation program. As input, it
expects a general information record, a cell index record, and a vari-
able number of bloéks of networks. For all blocks, the networks must

" consist of the same cells. Each block has a record indicating the

number of networks in the block at its start, which may vary from block
D-12

to block. The number of days may vary from network to network. (For
the format of the input to the analysis program, refer to preceding sec-

tion.)

The analysis program provides output both f;r each network and for
each block of networks. The output for each ne:wo}k consists of the top
10 values for ﬁach cell 1; the network, the desng value for eéch cEll.
the number of exceedances in each cell (values over 120 ppb),' descrip-
tive statistics, and a scatterplot produced for the network design

values.

MAIN PROGRAM AND SUBROUTINE DESCRIPTION

The program has several common blocks for storing both the daily
values and important cell statistics. There is also a common scratch

work area that is used and reused by various routines.

When possible, matrices are stored in'symmettic storage mode. For
example, if A is a symmetric matrix, and B is a representation of A in

symmetric storage mode, then:
A(1,J) = B(I # (I1-1)/2+]), when J < I

or

= B(J * (J-1)/241), when J > I .

*A network design value. D-13
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This yields a storage saving of nearly 50 percent on large
matrices; symmetric structure can often be used to bring about signifi-

cant computational savings as well. Finally, this storage mode ‘is com-

patible with that of IMSL routines for symmetric matrices.

The program estimates a véttance/covariance matrix by either the
simple or the E-M technique, then passes these results to the simulation

routines, which have the capability to compute a variance/covariance

matrix from a correlation matrix if this is required.

In the development of the program, some routines were developed and
tested and then replaced by a faster or more appropriate algorithm. The
routines are left in the code so that the other algorithms may be tried

with minor modification, at the option of the user.
Common Blocks

/JLIMITS/-~Contains the exceedance threshold and the truncation value

(actually, the natural logarithms of these).

JUNITS/-=Contains logical unit numbers for data input, report output,
simulation output, and parameter card input. Changing these in the

main program effects a global change.

/DATA/--Contains logs of daily values of cells in the analysis group.,
Column I contains values for cell INDX(I), where INDX(I) is the

vector of cell indexes (see /COUNTS/ below).
D-14

/STATS/-—Contains the mean and standard deviation vectors (logs).

/ANCOV/--Variance/covariance and cross products in symmetric storage

mode .
/SUMS/--Vector of ‘sums of the cell values.

/COUNTS/--Number of exceedances per cell, days over 100 ppb per cell,
numberlof cells in the analysis group, number in the analysis group
without stations (N1), number in the analysis group with stations
(N2), total number of cells, total number of days, final number of

days (after E-M truncation), initial number of cells, cell indexes,

and vector INSET (see routines READl and COMPRS for use of INSET).
/PCTILE/~-Not used.
/RAND/;-Used for random number generation.

/WORK/==Scratch work area. Any ;outine may use 1t, but work area should
always be initialized before use, because it is frequently recy-
' cled. If it is necessary to increase problem dimensions, scratch
area should be augmented to
. M2 4+ 2 % N1 & N2+ N22 4+ (uax (v N2))E

where NI and N2 are as defined in /COUNTS/.

D-15
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Descriptions of Routines N

It has been the design philosophy to construct the network analysis
program with a few modules of moderate length (2 to 3 pages 1nc1ud1n§
comments) whose function is to coordinate a major block of activity,
each of which calls small subroutines (each written to perform one spe-
clalized function). Thg entire code is documented with comments. This

’

approach has produced a program that is short and readable (about 1100
lines with average module size about 40 lines), in spite of the moderate
complexity of its storage methods, indexing techniques, and computa-
tional algorithms. The modularity should make it possible to modify the
program with minimal "ripple effect,” that is, minimum generation of
errors in other parts of the code. The main préogram and all the subrou-
tines are briefly described below. The listing is given at the end of

this appendix.

MONTE--The main program. Its main function is calling other modules.
MONTE first.defines the values for input and output units, then
calls CRACK to read the parameter card, followed by READL to read
the data. Based on the parameters, MONTE may then call the simple

.covariance estimation routine NAIVES, the simulation routine '
SIMULA, the E-M-éstimation routine EMDRIV, and the simulation rou-—
tine SIMULA again. It also calls utility routines COMPRS, CSEED,

INFO, NEWSUM, and WRSYM.
D-16

EXTRAP--1f METHMU=1, computes mean and standard deviation by extrapola-
tion from the regression line of the percentiles as a function of
the logs of the values. If this is selected, the covariance matrix
is computed in the standard manner then transformed as follows:

T
T 1 1
. = (0% <—> o> (—)o“'
<, -3

where o* {s the new covariance matrix, o* is the vector of new
standard deviation estimates, 1/o- is the vector of sample standard
deviation estimates, £ is the sample variance covariance matrix,

T
and () denotes vector transpose.

MUVAR--Used by EXTRAP for computation of the extrapolated means and

standard deviations.

CRACK~-Reads the parameter card if present. If it 1s not, CRACK sets
defaults according to the parameter function discused above. Note
that CRACK has a machine-dependent end-of-file check, i1solated for

easy modification.

WRSYM (A,NA)--This subroutine writes symmetrically stored matrix A of

order NA in lower diagonal form.

READI--Reads the input data in character (formatted) mode from the input
unit. The number of cells and cell indexes are saved in /COUNTS/.
The x,y coordinates are saved in SCRAT for printing by INFO. Data

are read into SCRAT and reordered before storage in final form.
D-17

The original order reflects simply the order in which the cells are
numbered. The final order reflects first the cells with stations,
then the cells without stations but among those with the ten
highest exceedances or design values. Cross products and sums (of
the logs) are computed on the fly. Vector INSET is also initial-
ized in READI as follows: INSET(K) = I when row I of the original
data array will form row K(<I) of the final, E-M truncated data.
The ghost sum vectors (GCROSS, GSUM) and pointers (IGJ, IGK, IGHS)
‘were used for an ad-hoc initial E-M estimate reflecting data values

along the truncation axis. These lines are now converted to com—

ments.

CSEED (DSEED)--This subroutine returns a double-precision, random-number
generator seed based on system—clock time. Function SECOND is

machine dependent.

SIMULA (NSIM, NDSIM)~-NSIM is the number of simultions, NDSIM is the

number of days in the simdiation. SIMULA is the main control
module of the simulation procedure. First, SIMULA computes the
pointers to various parts of the work area. If we partition the
covariance matrix C (referred to in SIMULA as SIGMA) as described
in_Chapter 2 of the report into the components Cyls Cy2s Cyg, and

T
C12, we compute starting indices for these matrices in SIMULA as

follows:
D-18
o I, Start of cll matrix (later, final conditional covariance
matrix)
e I;,: Start of C),

T T
e I)p : Start of C)p
. -1‘
e I,5: Start of Cy, (later Cy3)
"e ITERM: Start of C12 (022)-1 matrix
e IWK: More work space.

Simula calls routine SPLIT to partition tﬁe matrix as required.
IMSL éoutine LINVIF computes (C;;). CSIGﬁA computes the final
covariance matrix. For each day of simulated values, CMEAN com-—
putes the mean vector, and IMSL routine GGNSM generates'a random
vector with the same covariance structure. SIMULA adds this to the
mean vectors, takes antilogs, and writes the results to units IOUT

and ISIM.

COV-~This routine will compute a covariance matrix from a correlation
matrix given a vector of standard deviations. It is not used in
the current version of the program, but is included to provide the

user with another option.

CSIGMA--Computes the final covariance matrix (of the conditional distri-
bution) given the components of the covariance matrix as returned

i -1
by SPLIT. Covariance matrix = C))~C}2(C22)Cj27. The IMSL routine
D-19
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VMULFF is used for matrix multiplication of C)2(C2), which is

saved in SCRAT (ITERM) for use by CMEAN.

CMEAN--Computes the daily mean vector. It uses SCRAT (ITERM) as com-
puted in CSIGMA. If M is a mean vector for cells without stations
and Mp for cells with, the final mean vector is:

Moo M)+ Cpp (Cpp)h (Xp - My)

where X, is a daily vector of observed values at sites with sta-

tions.

SPLIT--Takes a squat;, symmetrically atoredlmacrix and, given Nl and N2,
splits it into four components, NI x N1, Nl x N2, N2 i N1, and N2 x
N2 where the first two components are thé first N1 rows. The
storage 1s compatible with ANSI two-dimensional arrays of these
dimensions. [If A 1s dimensioned N x m, and we want entry (1,]),

‘we need location 1 +m x (§ - 1) in A.]

"INFO--Provides informative listing of counts for the entire network (for
example, number of days, number of cells) as well as information

for each cell (such as x,y coordinates, number of exceedances)..

EMDRIV-—Main driven routine for the EM algorithm. ' As an option, EMDRIV
(based on METHEM) calls on routine EMO to use the sufficient
‘statistics for Fhe truncated data set as starting values. Other-
wise, simple estimates for tﬁe parameters are used. For each
interaction, EMDRIV calls LIDECP f;r a Cholesky decomposition of

the covariance matrix. With this result, subroutine ET computes
D-20

vector XNU, conditional expectations E and Ez. and normalized trun-

cation TSTAR. Then EMITER is called to perform an iteration.

EMO--Computes initial estimates for the E-M procedure based on the suf-
ficienc‘statisticg for the truncated data set. If SUMX is the vec-
tor of sums and CROSSP is the cross-product matrix, these are

| X0 (1) = SUMX(D) / (N-NO)

© where N = 1ngt1a1 number of observations (days) and NO is the
number of observations truncated, and

SIGMA(I,J) = CROSSP(I,J) / (N-NO) XMU * ouT

where the superscript (T) denotes transpose. Actual computation

and storage of SIGMA and CROSSP are symmetric storage mode.

' EMITER--Performs an interation of the E-M algorithm: él, E2, and XNU
are computed in ET earlier and are paséed'as arguments. Given
these, EMITER calls XXT to compute XNU * XNUT, and then EMITER com-
putes (E2 - 1.0)(XNU * XNQT) + I, where I 1s an-idencity matrix of
appropriate dimension. This result is stored ;n WORK2. We then
use routine ABATT to compute matrix SIGT, where SIG is the lower
diagonal portion of the Cholesky decomposition of SIGMA, passed as
a formal parameter. Updated mean estimates are produced as fol-
lows:

XMI = (SUMX(1) + NO * (XMU(I9 + SIG*XNU * E1)/N .

D-21
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(This 1s the new mean estimate for cell I.)

For each I and J, XMI and XMJ are compputed and the new SIGMA
becomes
SIGMA = [CROSSP + NO*(U*XMUT + SIGAWORK2 + El*(SIG*xNU xnuT

+ 0w * T+ s16))) BN - ot » oot
where XMU* 1s the new mean estimate.

The quantity

SIG*WORK2 + E1 * (SIG*XNU"XHUT + XHU*XNUT‘SIG)

i{s stored temporarily in SIGMA for efficiency. Updated means are
then stored in VORKZ.!Because both the current and the previous

means are required simultaneously.

ET-—Compute conditional expectations El and E2, normalized truncation
TSTAR; and vector XNU. These correspond to quantities E;, Ep, t*,
and V as discussed in Chapter 2 of the report. A statement func-
tion is used for the univariance normal density. The IMSL routine
MDNOR is used to get the required normal4probagillty-disttibution

value.

MULTV--Multiplies a lower triangular matrix A stored in symmetric
storage mode by a vector X to obtain Y. Algebraically,

n

Yi-Zaiij .
i=1
D-22

Since Aij =0 for § > 1, it suffices to sum only from j=1 to {.

ABATT--Multiplies A (lower triangular) by B (symmetrici by A (tran-
spose). All matrices.are in symmetric storage mode. Algebrai-
cally,

n

T
(ABAT)ij “ 3 (AB)gy Ay

k=1
T
Since Akj - Ajk'
n n
T | |
(aBA")yy = 3 | T Au‘lk: A
k=l '1-1
n n
= ¥ A T A Bu
k=1 1=1

Since A 1s lower triangular, we only require the sum over k to go

to j, rather than n, and the sum over 1 to go to i, rather than n.

SUMT--Sums the rows of a lower triangular matrix stored in symmetric

mode.
NORM--Computes the norm of a vector.

DOT--Computes dot product of two vectors (innet product).
D-23
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XXT--Computes the outer product of a vector and itself. The result is a (2) Modify the branching logic in the main program.

symmetrically stored matrix.
(3) Modify READL to keep track of a new pointer vector analogous

SUMX--Sums the entries of a vector. to the INSET vector, if the new technique requires truncation.

SUMM--Sums the rows of a symmetric matrix. {(4) Call the driver routine for the technique from the main pro-

gram at the appfopriate branch. If truncation is required,

SQRM~—Computes the square root of a matrix via singular valued decompo-
call COMPRS with the different pointer vector and then NEWSUM

.

gition.
if sums and cross products are needed. If no truncation is
NAIVES--Computes simple paramgter-estimates from the ctbss-ptoduct required, SUMX and CROSSP, as computed in READl; may be used. -
matrix and sums vector. The covariance matrix is computed and The modules for the new technique should coméute a mean vector
stored in syﬁmegtic mode. A one-pass algorithm is used. and a variance/covariance matrix or a.correlation matrix. In

the latter case, a vector of standard deviations must also be

NEWSUM-—Computes sums and cross products from the data.
. B computed. Subroutine COV may be used to compute a covariance

COMPRS--Uses vector INSET to compress the data according to the E-M matrix from a correlation matrix and a vector of standard
.truncation rule,‘i-e-. a day 1s truncated 1f the average of the deviations.

values (rather than the minimum) is below the truncation limit. ,
(5) Call SIMULA from the main program, after returning from the

Recall that INSET(I) = J when the Ith day of the final set 1s the .
new technique driver, to perform simulations based on the

Jth day of the original (J > Ij. COMPRS uses this to compute both
parameter estimates. If SIMULA is to work, the logs of the

‘a new data matrix as well as a new vector of Julian dates. .
. daily values on which the parameters are based should be in

PROGRAM CHARACTERISTICS THAT MIGHT AFFECT INSTALLATIONS ' /DATA/ x, with each row corresponding to a day. The covari-

ON OTHER MACHINES--STORAGE AND PRECISION CONSIDERATIONS \ ance matrix should be in /ANCOV/SIGMA, and means should be in

/STATS/XMU. If required, standard devi;tions should be in

With the exception of the random number generation of SEED, all
/STATS/XSD. Storage of these quantities in these locations

floating point quantities are defind to be single precision. This does
: ’ eliminates the need for much additional storage, especially if

not pose an accuracy problem on a CDC computer, which has 60-bit words.
D-24

the new routines also utilize the common work ared.

D-26
Converting all these quantities to double precision would allow satis-—
. .

"
factory accuracy on smaller word (e.g., 32-bit IBM) machines, and such a odels to be used for specialized functions should be from an

1sti ti 11 £ h 1
conversion is often available as a compiler option. Not all quantities existing subroutine library or from the exlsting routines in the program

hich all i ith th: .
must be dquble precision, however, and it may be wise to allow at least (vhich have been generally written with this possibility in mind) 1t

N it t h
the X array (10,000 words--that s, the single largest core entity) to 8 necessary to write such routines, the programmer should be aware

of the nature of various matrices (especially s tr. -
be treated as single precision, because no sensitive calculations are v u ¢ (espec ¥ symmetry or lower triangu

required to obtain X; it consists simply of the logs of the daily larity) and should optimize the code aceordingly.
values, where high accuracy is not required. PROGRAM LISTING

It is recommended that double precision be used for the intermediate results . ’ -
A comple}e listing for the probabilistic methodology modeling and

used in SIMULA and in the E-M block of routines i{f the machine word

simulation progran is given on the following pages.

size is 32 bi;s or less. The simple-parameter—estimation technique
probably yielés satisfactory results in éingle préc;aion. as it is not
iterative in nature and requires no matrix inversion or decomposition.
However, since these locations are reused by the E-M-parameter-
estimation modules, it may not prove feasible to define them as single

precision.

INCORPORATING ADDITIONAL PARAMETER ESTIMATION TECHNIQUES

It may be desirable to experiment with techniques other than the
E-M and simple for parameter estimation. To do so, the brogrammer

would:

(1) Modify CRACK to allow the user to specify new parameters for

the new techniques. D-27

D-25



PROGRAM ANAL

PROGRAM ANAL (OUTPUT, TAPE7, TAPZ620UTPUT)
COMMON/UNITS/IN, 10UT, ISIM
COMMON/COUNTS/NTOTD, N1, N2, EXCED(S0), OVR\OO(SO) NDAYS, NCELLS
COMMON/POINT/1NDX(S0)

INTEGER OVR100, EXCED
COMMON/DES | GN/DSNET (22) , 0SN( 20, 30)
COMi1ON/DESCR/XMU(S0, 3}, XSD(S0,3)
COMMON/EST/TECH(2,3)

INTEGER TECH

COMMON/DATA/X (200, 50)

COMMON/ JULDAY / JDAY (200)

DIMENS1ON TOPX(10),SCRAT(20)

ANALYZES NETWORK VALUES (GENERALLY SIMULATED, BUT POSSIBLY
OBSERVED OR INTERPOLATED)

STATISTICS GIVEN -

FOR EACH SIMULATION, THE CELL MEANS, THE CELL EXCEEDANCES,
THME VARIANCE COVARIANCE MATRIX

0000000

10UT=6
18I1M=7
READ [N VALUES
NUMBLK=0
CALL READHD
10 READ(1S1M, 106)INETS, NAM1, NAM2
1F(NETS.LE.0)GO TO 60
NUMBLK =NUMBLK+1
06 20 J=1,NETS
CALL RDSIM
OSNET(J)=0
WRITECIQUT, 10412
104 FORMAT(1H1,10X,*N E T W 6 R K x,14/2X,*CELL*, 4X,
1 *TOP 10 VALUES=,87X,=DESIGN VALUEx/)
0O 30 §=31,NCELLS
CALL TOPN(X(1,1),10, TOPX,NDAYS)
DSN{J, | ) =DSNVAL(TOPX, 363)
Do 32 L=1,10
SCRAT(L)=EXP(TOPX(L))
32 CONTINUE
SCRAT(11)=0SN(J, 1}
WR1TE(1OUT, |05)INDX(I ), (SCRAT(L),Ls3,11)
30 CONT I NUE
EDIT DESIGN VALUES |F DESIRED
CALL EDIT(DSN)
0O 33 131,NCELLS
IF(DSN(J 1).6T.OSNET(J)IDSNET(J)=DSN(J,
33 CONTINUVE

o

oo

CALL INFO(J)
20 CONTINUE
40 CONT i NUE
c WRITE THEM OUT
WRITE(IOUT, 100}
DO 30 [=1,NETS
WRITE(1OUT, 101 )NAMT  NAM2, |
S0 CONT I NUE
100 FORMAT(1H1,10X,23HD E S | G N

LJOSNET(1)

VALUES/)

D-28

101 FORMAT(11X, } THTECHNIQUE -, 2A4, 9HNETWORK
F7.3) :

IF(NETS.GT.1)G0 70 15

IF(NETS.LT.1)GO TO 60

DMU=DSNET( 1)

DSD=0.0

OMIN=DSNET(1)

OMAX=DMIN

0o 12 1=1,NT
xMuct, NUHBLK) OSN(‘ 1
XSO(1,;NUMBLK)=0.0

12 CONTINUE

GO TO 16
15 CALL STATS(DSNET,NETS, DOMU, 0SD, OMIN, DMAX)
c COMPUTE DESCRIPTIVE STATS FOR SET OF DESIGN VALUES

00 17 1=1,N1

CALL STATS(DSN(1,1),NETS,XMU{1,NUMBLK) ,XSD( I, NUMBLK) , XMIN, XMAX)

17 CONTINUE
16 CONTINUE
TECH( 1, NUMBLK )} =NAMT |
TECH{ 2, NUMBLK) =NAM2
WRITE(IOUT, 102)NAM1, NAM2, NETS, DMU, DSO, ONIN OMAX

102 FORMAT(//1X,33HD E SCR I P T | VE TATS//
1 1X,23HESTIMATION TECHNIQUE L 2A47
1 1X, 23HNO. NETWORKS »
2 1X, 23HMEAN DESIGN VALUE WF7.3/
3 1X, 23HSTD DEV OF DESIGN VALS ,F10. 3/
4 1X, 23HMIN DESIGN VALUE F7. 3/
S 1X, 23HMAX DESIGN VALUE

JF7
IF(NETS.GT.1)CALL PLDSN(DSNET,NETS, DHI N DHAX)
1F(NDAYS.LE.0)GO TGO 60
GO TO 10
60 CONTINUE
1F(NUMBLK .GE . 2)CALL RTABL(NUMBLK)
105 ° FORMAT{(2X,14,4X,11(F8.4,2X))
1086 FORMAT (3, 2A4)
STOP
END

SUBROUTINE INFO

SUBROUTINE INFO(NETS)

COMMON/UNITS/INM, IOUT, ISIN

COMMON/COUNTS/NTOTD, N1, N2, EXCED(S0),0VR100{50) ,NDAYS, NCELLS
COIMMON/POINT/ INDX(30)

INTEGER OVR100,EXCED

COMMON/DES I 3N/DSNET(22) ,0SN(20, 50)

c
c PRINTS INFORMATIVE NETWORK |NFO
WRITE(IOUT, 100)NETS, NTOTD, NDAYS, NCELLS .
100 FORMAT(IH1,10X,*xN E T W O R K I NFORMATI O Nz//

11X, =NETWORK NO. =, las
11X,sTOTAL NO. OF DAYS =, 614/
11X, sFINAL NO., OF DAYS =,614/
11X, sNO. OF CELLS . ,1477)
WRITECIOUT, 101)
101 FORMAT(10X, »CELL»®, 10X, *NO. EXCEO*, 10X, sOVER 100x,
1 10X, *DESIGN VALUE=*/) :
00 10 §=1,NCELLS ,
WRITE(IQUT, 102) INDX (1), EXCED(1),0VR100(1),DSN(NETS, 1)
10 CONTINUE
. RETURN
102 FORMAT(10X,14,13X,14,14X,14,10X,F7.3)
END

ENA YR
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,14,10X, 13HDESI1GN VALUE

SUBROUTINE EDIT B

SUBROUTINE ED!T(DSNET)
RETURN
END

SUBROUTINE PLDSN

SUBROUTINE PILDSN(DSNET, NETS, OMIN, DMAX)
COMMON/DATA/ IMAG4 (10000)

DIMENSION OSNET(1),X(20), ITITL(144),RAN(4), 1CHAR(10)
DATA ITITL/Z1HS, 1KC, THA, 1HT, VHT, IHE, JHR, 1H , 1HP, 1HL,
1HO, IHT, 1H , IHO, IHF, tH , VHD, THE, 1HS, 1K1, 1HG, 1HN,

TH , THV, THA, 1HL, YHU, THE, 1HS,43*1H
1HN, THE, 1HT, 1HW, 1HO, 1HR, 1HK, 29%1H
1HD, 1HE, 1HS, 1H1, 1THG, THN, 1H , 1HV, |HA THL; 1HU, 1HE,
24=1H /,lCHARI!OlH‘!O/
RAN(1)30.0
RAN(2)3FLOAT(NETS)+1.0
DEL=DMAX-DMIN
RAN(3)=DMIN-. 1*DEL
RAN(4)=DMAX+. 1 *DEL
16PT=0
INC=1
M=1
Ly=1
0o 10 1=1, NETS
Xtl)y= FLOAT(I)
CONT I NUE
CALL USPLT(X,DSNET, |¥,NETS,M, INC, [ TITL,RAN, ICHAR, 1OPT, IMAG4, IER)
RETURN
END

ABON -

SUBROUTINE RDSIM ..

100

101

k]

16

SUBROUTINE RDSIM
COMMON/UNITS/IN, 10UT, ISIM
COMMON/ JULDAY/ JDAY (200)
COMMON/DATA/X(200, 30)
COMMON/COUNTS/NTOTD, N1, N2, EXCED(20) , 6OVR100(30) , NDAYS, NCELLS
COMMON/POINT/ INDX(30)
INTEGER OVR100, EXCED
COMMON/OSS1GN/DSNET (22), DSN(20,50)
READ(ISIM, 100)NSIM, NCELLS, NOAYS
1IF(NSIM.LE.OINDAYS=-}
1F{NDAYS.LT.0)RETURN
FORMAT(S13)
FORMAT(6X,16,6X, (10F10.6))
DO 10 1=1,NCELLS

OVRIO0O(!)=0

EXCED(1)=0
CONTIMUE
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NOW THAT SUMMARY VECTORS AND MATRICES ARE-INITIALIZED, READ IN
DAILY VALUES AND ACCUMULATE APPROPRIATE TOTALS
INUM=0
00 20 1DAY=1,NDAYS
READ(1SIM,101)JOAY C(I1DAY), (X(1DAY,
IF(JDAY{ IDAY) .LE.Q)GO TO 16
FNUM=TNUM+L
DO 1S 1=1,NCELLS
IF(X¢IDAY, 1).GT.100.0)0VRIOOCI }=OVR100( 1) +1
IF(XCIDAY, 1) T.120,0)EXCED(1)=EXCEDCI)+1.
XC1DAY, [ )=ALOG(X(IDAY, 1))
CONTINUE
CONTINUE
NDAYS=1NUM
IFILRST=0
RETURN
END

), 121, NCELLS)

SU’BROUTINE READHD

00

SUBROUTINE READHD

COMMON/UNITS/IN, IQUT, 1SIM

COMMON/ JULDAY / JDAY (200)

COMMOGN/DATA/X(200,30)

COMMON/COUNTS/NTOTD, N1, N2, EXCED(S0), OVR100(30), NDAYS, NCELLS
COMMON/POINT/1NDX (30)

INTEGZR OVR100, EXCED

COMMON/DESIGN/DSNET(22),0SN( 20, 50)

READ HEADER INFO

READ(1S1M, 900)NTOTD, INETC, NDAYS, NTOTC, 1DUM, N2, NCELLS
N1=HCELLS-N2

FORMAT(7110)

READ(1SIM, 902) ( {NDX{1),1=1,NCELLS)

FORMAT(1613)

RETURN

END

SUBROUTINE RTABL

0000000

SUBROUTINE RTABL(NUMBLK)

COMMON/EST/TECH(2,3)

INTEGER TECH

COMMON /COUNTS/NTOTO, Nl N2, EXCED(50),0VR100(50), NDAYS, NCELLS
INTEGER EXCEO,OVR100 .
COMMON/DESCR/XMU(S0, 3), XSD(S50,3)

COMMON/POINT/ 1 NDX(30)

COMMON/UNI TS/ IN, 10UT, ISIM

.GIVEN THE RESULTS OF THE VARIOUS NETWORK ANALYSES, THIS ROUTINE
PRINTS OUT A TABLE OF COMPARISONS. XMU(1,J) CONTAINS THE MEANS
FOR CELL | BLOCK J (A BLOCK OF SIMULATIONS CORRESPONDS TO AN ES-
TIMATION TECHNIQUE). XSD(1,J) IS ANALOGOUS BUT FOR STANDARD
DEVIATIONS. THE TECHNIQUE NAMES ARE IN TECH. PROCESSING VARIES
DEPENDING ON NUMBLK (THE NUMBER OF BLOCKS)

D-31

87



88

c

70
a0

c

[

c
140
170
100
200

270
370

REAL DIFF(2),R(2),COLMAX(?)

FORMAT(9X, 1H1, 10C1H-), 1HE, 2(33(1H-), VHI))
FORMAT(9X, 1HE, 10C1H-), THI,33¢1H-), TH])
GENERALLY, FORMATS END!NG
WHILE THOSE ENDING IN 70 ARE FOR NUMBLK23 (0 COL)
IT IS NOT ALWAYS NECCESSARY TO HAVE TWO.

FORMAT (4X, BHCELL 1, 1X, 10HVALUE

1 SX,3HPCT, 3X, 1K1)
FORMAT (4X, BHCELL 1, 1X, 10HVALUE

1 3HABS, SX, 3HPCT, 3X, 1HI1))
FORMAT(1H1,9X,45HC O M P A R 1|
FORMAT(4X,13,2X,2H1 ,F7.2,2X, 1HI
FORMAT (10X, 2A4, 16X, 2A4, 26X, 2A4)
FORMAT (4X, 3HMAX, 2X, 2Ht ,F7.2, 2X,

) 1X,F7.2,1X, THI))

1, 2(2X, SHMEAN, 3X, 2HSD, SX,

SON OF
L201X,4(F7.2,1%),

ESTI
1HL )

1H1,201X,F7.2,9X,F7.2,

BEGIN - PAGE EJECT AND HEADER

WRITE(1OUT, 100)

WRITE(1OUT,270) ((TECH(I,J),121,2),J=1,
IF(NUMBLK.EQ.3)GO TO S

SHORT HEADER AND DASHED LINE
WRITE(IOUT,b 140)

WRITE(IOUT, 40)

GO TO 10

NUMBLK)

I[N 40 ARE FOR NUMBLK=2 (40 COL QUTPUT)

, 2X, SHMEAN, BX, 2HSD, 5X, 3HABS,

MATES//)

S ‘VRITE(IOUT,‘70)
WRITE(I10UT, 70)
10 CONTINUE

oo

ZERO COLUMN MAXIMA
00 20 1=1,7
COLMAX(1)30.0
20 CONTINUE

oo

NOW PRINT TABLE (FOR VARJ{ABLE PORTION ONLY)
DO 30 1=1,N1
FF(XMUCT, 1).6GT.COLMAX(1))COLMAX(1)=XMUCT, 1)
IF(XMUCT,2).6T.COLMAX(2))COLMAX(2)=XMU( ], 2
{F(NUMBLK.EN. 2160 TO 21
CIF(XMUCT, 3).GT. COLMAX(S))COLMAX(S)=XMU(I, 3)
21 CONT INUE .

oo

COMPUTE COLUMN DIFFERENCES
. NM1 =NUMBLK -1
DO 22 J=1,NM1
JX=J+1
DIFF(I)Y=XMUCT, JX)-XMUCE, 1)
R(J)=100.0=xDIFF(J)/AMAX}(XMUC(I,
22 CONT i NUE
c NOW GET COLUMM MAXIMA OF OIFFERENCES
IFCABS(DIFF(1)).0T.ABS(COLMAX(3)))COLMAX(3)=DIFF(1)
IF(ABS(R(1)),GT.ABS(COLMAX(A4)))COLMAX(4)=R(1) .
IF(NUMBLK.EQ.3)G0 TO 23 .
WRITE(IOUT, 200) INDX{ 1), XMUCT
66 TO 30
23 IF(ABS(DIFF(2)).GT.ABS(COLMAX(6)))COLMAX(6)=DIFF(2)
IF(ABS(R(2)).GT.ABS(COLMAX(7)))COLMAX(7)3R(2)
WRITEC(IOUT, 200) INDX (1), XMUCI, 1), XMUCE, 2) ,XSD( I
XMUCI,3),XS0¢1,3),0IFF(2),R(2)

(ABS AND PCT)

XD, XMUCE, 1))

1), XMUCT, 2),XSD(1,2),D1

1
30 CONTINUE

0o

NOW COLUMN MAXIMA
TLIM=1+{NUMBLK-1) 23

IF(NUMBLK.EQ.3)36 TO 35 D-32

WRITEC 1OUT, 40)
WRITE(10UT, 370)(COLHAX(X)
WRITECIOUT, 40)

RETURN

35 CONTINUE . -
WRITE(10UT, 70}

WRITE(10UT, 370) (COLMAX(I), 121,
WRITE(10UT, 70

RETURN

END

121, ILIM)

(A9, b}

SUBROUNTINE .STATS

SUBROUTINE STATS(X,N, XMU XSD, XMIN, XMAX)
DIMENSION X(1)

FF(1),R(1)

L2),DIFFC1),RCY),

1S NO. OF OBS

c
c GIVES UNIVARIATE DESCRIPTIVE STATS FOR ARRAY X. N
c IN X. XMU, XSD, XMIN, AND XMAX ARE THE MEAN, STANDARD DEVIATION,
[ MINIMIM, AND MAXIMUM VALUES OF X, RESPECTIVELY.
c NO MISSING VALUE CHECKS ARE DONE.
¢ s
XMEN=X(1)
XMAX=XMIN
SUMX30.0
SUMX2=0.0

00 10 [=1,N
IF(XC1) . QT. XMAX)XMAX=X (1)
TF(XCI) LT XMENIXMIN=X(])
SUMX=SUMX+X(1)
SUMX2=SUMX2+X(1)2X (1)
10 CONTINUE
FN2FLOAT(N)
XMU=SUMX/FN
XS0=(SUMX2-FN*XMUSXMU) / (FN-1.0)
%SD=SQRT(XSD)
RETURN -
END

SUBROUTINE TOPN

SUBROUTINE TOPN(X, N, TOPX, NX)
DIMENSION X(1),TOPX(1)

[+
[ GIVEN A VECTOR X F LENGTH NX, THIS ROUTINE RETURNS THE TOP N
c {LE NX) VALUES IN VECTOR TOPX IN DESCENDING ORDER. A SINGLETON
c SORY ALGORITHEM 1S USED.
c

CALL VSRTA(X,NX)

00 10 1=1,N

IX3NX-1+1

TOPX(1)=X(IX)
10 CONT | NUE
RETURN
END

SUBROUTINE WRSYM

oo

10
100

o000

0o 00 0000 O

o000 00000000000

oo

o

o0o0000000

oo

1

SUBROUTINE WRSYM(A,NA)

COMMINM/UNITS/IN,

IQUT, ISIM

DIMENSION A(1)

PRINTS A MATRIX STORED 1IN SYMMETRIC STORAGE MODE

NA IS
oS 10

- LOWER DJAGONAL
THE ORDER OF A
[=1,NA

ISTART=1x(1-1)/2+)
IEND= [START+| -1

WRITE(IOUT, 100) (A(K) ,K=ISTART, 1END)
CONTINUE
FORMAT(1S(1X,F7.3))
RETURN
END

FUNCTION DSNVAL

FUNCTION OSNVAL (B!GOZ,NDAYS)
DIMENSION B1GOZ(1)

RETURNS THE DESIGN VALUE OF ARRAY BIGOZ, WHICH CONTAINS THE 10
HIGHEST OBSERVATIONS FOR SOMT A CELL. BIGOZ IS [N LOG UNITS,
DSNVAL IS RETURNED IN DATA UNITS. NDAYS MUST BE THE TOTAL

NUMBER OF DAYS (NOT THE TRUNCATED).

THE LARGEST VALUES VERSUS CORRESPONDING PERCENTILES.
MODIFIED FROM FRANK LUDWIG |SOPLETH PROGRAM.

XDAYSBPLOAT(NDAVSD
YDAYS=0.

SUMX=0, 0

SUMY=0.0
SUMXY=0.0
SUMX2:0.0

ooooooooo

0O 100'K=1,10
IF(BIGO2(K).LE.0.0)G8 TO 101
Y=B{GOZ(K)
XN=K =100
YDAYS2YDAYS+1.0
X=XN/XDAYS
SUMX=SUMX+X 4
SUMY =SUMY +Y
SUMXY =SUMXY +XxY
SUMX2=SUMX2+X=X
CONTINUE
IF(YDAYS.LE.0.0)G0 TO 86
XB=SUMX/YDAYS
YB=SUMY/YDAYS
B=(SUMXY - (YDAYS*XB*YB) )/ (SUMX2- (YDAYS*XB*xXB) )
DSNVAL=YB+(B=(0,274-XB))
c ANTILOG
DSNVAL =EXP(DSNVAL)
RETURN

86  DSNVAL=-99.0
RETURN
END

100
101
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PROGRAM MONTE

PROGRAM MONTE(INPUT=4048, QUTPUT=404B, TAPEJ=40dB, TAPE7=404B,
TAPES= INPUT, TAPES=0OUTPUT)
COMMON/L IM!I T/THRESH, TRUNC
THRESH - THRESHHOLD - OVER THIS IS AN EXCEEDANCE(LOG UNITS)
TRUNC - DATA TRUNCATION VALUE - DAYS FOR WHICH AVERAGE 1S BELGOW
THiS ARE EXCLUDED FROM E M COMPUTATION
COMMON /UNITS/IN, IOUT, ISIM, IPARM
COMMON/DATA/X(200,50)
X - LOGS OF DAILY VALUES
COMMON/STATS/XMU(S0), XSD{50)

XMU - ESTIMATE OF CELL MEAN (OF LOG VALUES)
XSO - ESTIMATE OF CELL STANDARD DEVIATION

COMMON/ANCOV/SIGMA( 1300), CROSSP(1300)
SIGMA - ESTIMATE OF CORRELATION MATRIX, SYMMETRIC STORAGE MODE
CROSSP - CROSSPRODUCT MATRIX [N SYMHETRIC STORAGE MODE
COMMON/SUMS/SUMX(30)
SUMX - SUM OF LOG DAILY VALUES
COMMON/COUNTS/EXCED( 30}, OVR100{(30), NDAYS, NCELLS, N1, N2,

NTOTC, NTOTD,NFINAL, INITC, INDX(30), INSET(200?

EXCED(1) - NO., OF EXCEEDANCES AT CELL 1
OVR100(1) - NO. OVER 100 PPB CELL |
NDAYS - ‘FINAL NO. OF DAYS (ACTUAL NO. OF DAYS INPUT TO THIS PROG)

NCELLS - FINAL NO. OF CELLS
N1 - GROUP 1 CELLS (NO STATIONS, HIGH NO. OF EXCED OR DESIGN)
N2 - GROUP 2 CELLS (WITH STATIONS)

NTOTD - TOTAL NO OF DAYS

NFINAL - FINAL NO. OF DAYS AFTER TRUNCATION
NTOTC - TOTAL NO. OF CELLS

INITC - INITIAL NO. OF CELLS

INDX(S0), INSET(200) - CELL INDEX ARRAY

COMMON /PCTILE/ VAL,QTILE(SO)

VAL - VALUE OF DESIRED PERCENTILE TO USE AS INTEGRATION LIMIT.
VAL 1S BETWEEN .01 AND .99 (1 AMND 99TH PCTILE)
OTILEC(§) - THE VAL-TH QUANTILE FOR VARIABLE |

COMMON/EST/TECH(2, 3}
INTEGER, TECH
TECH

"COMMON /RAND/DSEED

DATA TECH/4HISOP,4HLETH, AHSIMP, dHLE
. . \

DOUBLE PRECISION DSEED
OSEED - SEED FOR RANDOM NUMBER GENERATOR
COMMON/WORK/SCRAT ( 3000)

,4HE - ,4HM

MAIN CONTROL PROGRAM FOR OZONE GRID MONTE CARLO SIMULATION

INPUT UNIT

IOUT - PRINTER OUTPUT UNIT

ISIM - SIMULATION OUTPUT 1S WRITTEN HERE FOR FURTHER ANALYSIS
IPARM - UNIT FROM WHICH TO READ PARAMETER CARD

IN -

IN=3
IPARM=S
10UT=6
181M=7

READ OPTIONS FROM PARAMETER CARD
CALL CRACK(METH,NSIM, METHMU, METHEM, i TER, THRESH, TRUNC)
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ALGORITHM IS TO DO A LEAST SQUARES LINEAR FIT TO THE LOGS OF

- ALPHA NAME OF ESTIMATION TECHNIQUE (ISOPLETH, SIMPLE, OR EM)



oo0o

oo

a9

oo

oo

SO

100
202

o0

701
99
199

READ IN DAILY CELL VALUES

CALL READ1(THRESH, TRUNC)
CALL INFO

ESTIMATIONS AND SIMULATIONS BASED ON NAIVE ESTIMATES

1F(METH.GY.0)GO TO 10

WRITE(IOUT,49)

FORMAT(1H}, 9X, 25HNAIVE PARAMETER ESTIMATES //)

CALL NAIVES(SUMX, CROSSP, NDAYS, NCELLS, XMU, S1GMA)

CALL MEANS - SD EXTRAPOLATION IF METHMU=)

IF(METHMU. EQ. 1) CALL EXTRAP(X, XMU,XSD, SIGMA, NCELLS, NDAYS,
1 NTOTD, SCRAT)

WRITE(1OUT, 100) (XMU(1), I =1, NCELLS)

WRITE(IOUT, 202)

CALL WRSYM(SI1GMA,6NCELLS)

BRANCH OUT TO EM IF NO SIMULATIONS REQUESTED
IF(NSIM.LE.0)GO TO i0

CALL CSEED(DSEED)

CALL SIMULA(NSIM,NDAYS, TECH(1,2))

CONTINUE

1F(METH.LT.0)STOP

NOW CHANGE X TO REFLECT TRUNCATION

NX=200

CALL COMPRS(INSET,NFINAL,NCELLS)

CALL NEWSUM(X, NX, NCELLS, NFINAL, SUMX, CROSSP)

INITIATE € M ALGORITHM - PERLIMINARY CALCULATIONS
NO=NTOTD=-NF I NAL

COMPUTE SUBSCRIPTS OF VARIOUS REQUIRED MATRICES AND VECTORS
1s1G=1

INU=1SIG+{NCELLS* (NCELLS+1)/2)

IWK1=1NU+NCELLS

EWK2= 1WK 1 +NCELLS

WRITECIOUT, 50)

FORMAT (1K1, 10X, 36HE - M ALGORITHM PARAMETER ESTIMATION //)
NO=NTOTD- NFINAL

CALL EMDRIV(SUMX,CROSSP,SIGMA, SCRAT{1S1G), XMU, NTOTD, NO,
1SCRAT{1XNU) , NCELLS, SCRAT( IWK 1) , SCRAT( [WK2) , TRUNC, METHEM, I TER, IER)
IF(1ER.GT.01G8 TO 99

WRITE(IGUT, 100) (XMUC1), 121, NCELLS)

FORMAT (10X, 22HESTIMATED MEAN OF LOGS/(1X,21(FS5.3,1X)/))
WRITECIOUT, 202)

FORMAT( /10X, 1 7HCOVARIANCE MATRIX/)

CALL WRSYM(SIGMA, NCELLS)

IF(NSIM.LE.0)STOP )
NSIM 1S THE NUMBER OF SIMULATIONS THAT WiILL BE RUN

COMPUTE RANDOM NUMBER GENERATOR SEED BASED ON SYSTEM CLOCK
CALL CSEED(DSEED)

CALL SIMULATION DRIVER

CALL SIMULACNSIM, NFINAL, TECH(1,3))

ITRAILE -1

WRITEC1SIM, 70111 TRAIL

FORMAT(S13)

STOP

WRITE(1GUT, 199)

WRITECISIM, 701) 1 TRAIL

FORMAT(//10X,32H=sx ERROR IN E - M ALGORITHM =:x)

sToP

END
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SUBROUTINE EXTRAP

oooo0o000

SUBROUTINE EXTRAP (X, XMU, XSD, S1GMA, NCELLS, NDAYS, NTOTD, SCRAT)
DIMENSION X(200,30), XMU(50), KSD(SD) SIBMA(‘GOO) SCRAT(3000)

COMPUTES LOG MEAN AND STANDARD DEVIATION BASED ON THE ESIMATES
OBTAINED BY FITTING A LINE TO THE VALUES VERSUS THEIR PERCENTILE
AND THEN EXTRAPOLATING MU AND SO. SUBROUTINE MUVAR IS USED
FOR THE BULK OF THE COMPUYATION, WITH THIS ROUTINE ACTING AS
POST PROCCESSOR TO RECOMPUTE THE NEW SIGMA FROM THE OLD AND THE
NEW SD VECTOR XSO.
00 10 I=1,NCELLS
CALL MUVAR(X(1,1),XMUC1),XSD(1),SCRAT(1),NTOTD, NDAYS, IER)
Do 10 Js1,1
Itel=tl-1)/2¢1
JJeJlx(J-1)/2+4)
tJsixC1-1)/2+J
SIGMA(1J)2(SIGMA(1J)/(SIGMALI] )ISIGMA(JJ)))tXSD( 1)=XS0(J)
CONTINUE
RETURN
END

SUBROUTINE MUVAR

DO00OOOO0

o0000

SUBROUTINE MUVAR(X,XMU, XSD, WORK , NTOTO, NDAYS, IER)

COMPUTES ESTIMATE OF MEAN AND VARIANCE BY LEAST SQUARES GIVEN THE
UPPER TAIL OF THE OISTRIBUTION

X - VECTOR OF INTEREST

NDAYS - NUMBER OF ENTRIES OF X

NTOTD - TOTAL NUMBER OF DAYS (GE NDAYS)

XMU,XSD - PARAMETER ESTIMATES

DIMENSION X(1),WORK(1)
DO 10 131,NDAYS
WORK(E)=sX(1)
CONTINUE
SORT WORK VECTOR (X IS LEFT UNCHANGED)
CALL VSRTA(WORK, NDAYS)

isup=sus
IF(SUB-1SUB.GE.0.3)1SUB=1SUB+1 .
QTILE=WORK(15UB) ’

CAMPUTE EGUIVALENT Y ARRAY |f WE WERE TO PLOT THIS [N PROBASILITY
GRAPH PAPER
ALSO COMPUTE LEAST SQUARES LINE ON THE FLY
NOVER=0
SUMX=0
SUMX2:20
SUMY =0
SUMXY =0
DO 20 [=1,NDAYS
1SUB=NDAYS-1+1
NOVER=NOVER+1
SUMX=SUMX+WORK ( | SUB )
SUMX2=SUMX24WORK { | SUB ) sWORK ( 15UB)
P=FLOAT(NTOTD-1)/FLOAT(NTOTO) D-37

30

ocooo0o0

89

CALL MDNRIS(P,Y,1ER)
SUMY s SUMY +Y
SUMXY 3 SUMXY +Y *WORK ( 1 SUB)
CONT I NUE
CONTINVE
DEN=F1.OAT (NOVER) * SUMX2 - SUMX t SUMX
B= (SUMY * SUMX2 - SUMX = SUMXY ) /DEN
Az (FLOAT { NOVER) = SUMXY -SUMX 2 SUMY ) /DEN

NOW YsAX+8, OR (Y-B)/A=X

Y=0 GIVES SOTH PERCENTILE OR MEAN ES

Y21.645% GIVES 93TH, WHICH AFTER SUBTRACTING THE MEAN AND
DIVIDING BY 1.64% GIVES SD.

XMU=-B/A

XSD=(1.64% - B)/A

XSD= (XSD-XMU)}/1.64%

RETURN

END

SUBROUTINE CRACK

00000000

[+ X)

20

SUBROUTINE CRACK(METH,NS1M,METHMU, METHEM, | TER, THRESH, TRUNC)

INTERPRETS THE USER PARAMETER OPTION CARD
IF NO CARD OR AN INCONSISTENT CARD IS PRESENTED, DEFAULTS ARE SET.

TTLITITITY TE sazzaseavny asxxwaxs NOTE x
THIS FORM OF EOF CHECK IS CDC DEPENDENT ON 1BM TYPE COMPUTERS,
USE READC . LEND=10).

COMMON/UNI TS/IN, [OUT, 1SIM, 1 PARM

READ( 1PARM, 100)METH, NSt M, METHMU, METHEM, | TER, THRESH, TRUNC
FORMAT(313,2F10.6) -
IF(EOF ( IPARM) .NE.0.0)GO TO 10 '

A CARD WAS READ. SET NONSPECIFIED STUFF TG DEFAULT
IF(METHMU.LT.0)METHMU=0

[F(METHMU.GT. 1 IMETHMU=1

1F(NSIM.EQ.OINSIM=20

{F(THRESH.LE.0.0)THRESH=120.0

IFCITER.LE.Q)IiTER=10
1F(TRUNC.LE.Q.O0)METH=-1
IF(TRUNC.LE.0.0)TRUNC=-99.0
METHMUSO

GO TO 20

CONT | NUE

NO PARAMETER CARD. ASSUME THRESH OF 120 AND NO TRUNC, SO CANNOT DO EM
AND THUS FORCE METH LT

THRESH 120.0

CONTINUE
IF(TRUNC.GT.0.0.AND.METHEM.EQ.O)METH=0
LOG VALUES

IF(TRUNC.GT.O. O)TRUNC=ALOG(TRUNC)
THRESH=ALOG ( THRESH)

RETURN

END
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SUBROUTINE WRSYM

oo

10
100

SUBAOUTINE WRSYM(A, NA)
COMMON/UNTTS/IN, IOUT, 1SIM, I PARM
DIMENSION A(1)
PRINTS A MATRIX STORED IN SYMMETRIC STORAGE MODE - LOWER DIAGONAL
NA 1S THE ORDER OF A
00 10 11,

ISTARTe I 2(1-1)/241

IEND= I START+I -1

WRITE(IOUT, 100) (A(K),K=1START, IEND)
CONT I NUE
FORMAT(1S(1X,F7.3))
RETURN
END

SUBROUTINE READ1

o000

00000000 OO0OOONOOOO00

o00 o

SUBROUTINE READ!( THRESH, TRUNC)

READS THE [NPUT DATA IN FORMATTED MODE FROM UNIT IN.
THE DATA FOR THE CELLS WITH STATIONS IS ASSUMED TG BE FIRST ON
THE INPUT LINE (THERE ARE NG2 STATIONS)
COMMON /COUNTS/EXCED(30),0VR100(30), NDAYS, NCELLS,NG1, NG2,
1 NTOTC,NTOTD,NFINAL, INITC, INDX(50), INSET(200)
EXCED - NUMBER OF EXCEEDANCES AT THI3 CELL
OVR100 - UMBER OF OBSERVATIONS OVER 100 AT THIS CELL
NDAYS - NUMBER OF DAYS IN FINAL WORKING SET - LE 200
NG1 - NUMBER OF CELLS [N WORKSET WITHOUT MONITORING
STATIONS.

NG2 - NUMBER OF CELLS I[N WORKSET WITH ONE OR MORE STATIONS
NCELLS - NUMBER OF CELLS IN WORKING SET = NGI+NG2
NTOTC - TOTAL NUMBER OF CELLS ON INPUT FILE
NTOTO - TOTAL NUMBER OF DAYS IN STUDY - REQUIRED FOR

SOME STATS -
NFINAL - FINAL NO. OF DAYS AFTER TRUNCATION
COMMON/GHOST/GCROSS(1300), GSUM{ 30)

/GHOST/ CONTAIMS THE 3UMS AND CROSSPRODUCTS OF THE REFLECTIONS
ALONG THE TRUNCATION AX1S. THIS (S USED TO YIELD HOPEFULLY
BETTER STARTING ESTIMATES OF MU AND SIGMA THAN WOULD BF
OBTAINED SIMPLY BY TAKING SUMX/NFINAL FOR MU AND
CROSSP(1,J)/NFINAL - MUC(1)=sMU(J) FOR SIGMA

INTEGER EXCED,OVR100
COMMON/DATA/X (200, S0)

X - THE ACTUAL WORKING DATA SET
COMMON/UNITS/IN, IOUT, 1S1M, | PARM
IN - INPUT UNIT |

10UT - OUTPUT UNIT

1SIM - OUTPUT OF SIMULATION
COMMON/FST/TECH(2, 3)

INTEGER TECH
COMMON/WORY./SCRAT (3000)

INTEGER ISCRAT(1)

EQUIVALENCE (SCRAT, ISCRAT)

SCRAT -~ UTILITY SCRATCH WORK AREA
COMMON/SUMS/SUMX (30)

SUMX - SUM OF CELL VALUES FOR EACH CELL

D-39
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COMMON/ JUL.LDAY /JDAY (400)
JOAY (1) =~ JULIAN DAY OF OBS(l)
COMMON/ANCOV/S1GMA(1300), CROSSP( 1300)

CONTAINS THE SUMS, SUMS OF SQUARES, AND CROSSPRODUCTS
CROSSPRCDUCTS ARE IN SYMIYETRIC STORAGE MODE

THAT 18, THE CROSS PRGOUCT OF CELLS 1| AND J

‘1S IN ENTRY 1(1-1)/2 + 2

READCIN, 100)INTOTN, INITC, NDAYS, NTOTC, 1 HALF,NG2, NCELLS
WRITECISIM, 100)NYOTD, INITC,NDAYS,NTOTC, | HALS, NG2, NCELLS
FORMAT(7110)

AND NOW THE CELL 1NDEXES
READCIN, 101) (ISCRAT( 1), [=21,NCELLS)
NG1=NCELLS-NG2
00 1 |=1,NCELLS
OVR100(1)=0 N
EXCED(1)}=0 ~
SUMX(1)30.0 )
GSUM(1)=0.0
REARRANGE INDEX VECTAR - GROUP 2 ARE FIRST N2 ENTRIES WE
WANT THESE AT THE END .

1SUB=NG2+!
IF(1.GT.NG1)ISUB=[-NGI
INDX{§)=1SCRAT(1SUB)
Do 1 J=1

JSUB=1x(1-1)/2+J

CROSSP(JSUB)=0.0

GCROSS(JSUB)=0.0
CONT | NUE

WRITE(ISIM, 101)CINDX(]1), I =1,NCELLS)
FORMAT(1613)
WRITE NO. OF NETWORKS OF REAL DATA, 1. E. , ONE

NETS=]

WRITE(ISIM,201)INETS, TECH(1,
FORMAT( 13, 2A4)

WRITE(ISIM, 202)NETS, NCELLS,NDAYS
FORMAT(S1!3)

1), TECH(2,1)

READ IN X, Y COORDINATES OF EACH CELL
RZAD FIRST FOR CELLS 1 TO [IHAL!

1X=1

I XE=2= | HALF

READCIN, 102) {SCRAT(J),J=1X, IXE)
FORMAT(10F8.2)

I1X3IXE+1

NOW READ COORDINATES OF OTHER CELLS
1XE=NTOTC- 1 HALF

EXE=) X+ (23 IXE)

READCIN, 102) (SCRAT(J) ,J=1X, IXE)
IX=IXE+)

IXE=IXE+NTOTC

IX1=IXE+1
IXE1=1X1+NCELLS-1

READ IN DAILY VALUES
NFINAL=0

1GHS= 1 XE
XLOW=TRUNC*FLOAT(NCELLS)
AL100=ALOG(100.)

NOW READ IN DAILY VALUES. THEY ARE ASSUMED TO BE IN ASCENDING
OROER OF CELL INDEX. WiEN TKEY ARE FINALLY MOVED INTO THE X

D-40
MATR1X, THEIR ORDER REFLECTS THE ORDER OF THE CELL INDEXES
IN 16DX, THAT iS5, THE JTH COLUNMN OF X HAS THE VALUES FOR

CELL NUMRER INDX(J).
NFINAL=NUMBER OF DAYS MEETING THE EM TRUNCATION CRITERION (I|.€
THE AVERAGE VALUE INSTZ.\D OF THE MAX 1S GT TRUNC FOR THAT DAY.

INSET (), LNFIMAL EQUALS J WHENEVER J FORMS THE KTH ROW
OF THE FIMAL SET AFTER EM COMPRESSES IT.

ND=NDAYS

1=0

D3 10 ICOUNT=1,ND
READ IN A DAY OF VALUES
READ(IN, 200) IDAY, (SCRAT(J) ,J=1X, IXE}
THROW OUT THE DAY IF ANY VALUE IS LT O
DO 117 J21,NCELLS
IPOINT=1MDX(J)"
ISCR=IX+IFOINT-1
© ISCR2:1X14J-1
SCRAT(I1SCR2)=SCRAT( ISCR)
IF(SCRAT(ISCR2).LE.0.0)G0 TO 12

CONT I NUE

GO TO 13

NDAVS=NDAYS-1

*GO TO 10

CONT | NUE

1=+t

SUMDAY=20.0 -

DECIDF. WHETHER OR NOT TO KEEP THE DAY FOR EM CALCULATIONS
. NCELLS
X1+J-1

XC1,J)=ALOR(SCRAT(ISCR2))
SUMDAY s SUMDAY +X (1 ,J
CONTINUE

WRITE OUT DATA AS READ YO UNIT ISIM - THIS IS SIMULATION O
OR THE "REAL" DATA
WRITE(ISIM, 200: 1 DAY, (SCRAT(J), J=IX1, I1XE1)
IF(SUMDAY .LT.XLOWIGO TO 22
THIS DAY IS TO BE INCLUDED
NFIMALSNFINAL+Y
INSET(NFINAL)=1
JDAY (1) =1DAY
MOVE DAY INTO X MATRIX AT ROW |
DO 30 J=1,NCELLS
IFEX(E,J).GT.ALIO0IIVRICO(J)I=OVRIOO(JI+1
IF{X(1,J) GT. THRESH)EXCED(J) =EXCED(J)+)
1GJ=1GHS+J-1
TO, ACCUMULATE GHOST SUMS, ACTIVATE THESE LIMNES
SCRAT(1GJ)=2=TRUMNC-X(],J)
GSUM{J)=GSUM(J) +SCRAT(I1GJ)
ACCUMULATE REAL SUMS
SUMX(J)3SUMX(J) +X(1,J)
ACCUMULATE REAL AND GHOST(IF ACTIVE) CROSSPRODUCTS
09 30 K=1,J
KSUB=J=(J=~1)/24K
CROSSP(KSUB ) =CROSSP(KSUB)+X(1,J)=X(],K)
IGK=IGHS+K -1
GCROSS (KSUB) =GCROSS (KSUB Y +SCRAT(1GJ) #SCRAT(1GK)
CONT I NUE
CONT I NUE
FORMAT(6X,16,6X,(10F10.9))

IF WE WROTE LESS THAN ND DAYS TO TO ZERO VALUES, WRITE A DUMMY. RECORD
1F(NDAYS.EQ.ND}RETURN
DO 49 1=1X1,1XE1

SCRAT(1)=-99.0 D-41

a0 CONT{NUE
NDP1SNCAYSH
JOAY(NOP1)=-1
WRITECISIM, 200)JDAY(NOP1), (SCRAT(1),19LX1, [XEV)

RETURN
END
SUBROUTINE CSEED

SUBROUTINE CSEED(DSEED)
DOURLE PRECISION DSEED

c o .
c COMPUTES DOUBLE PRECISION INTEGER VALUED SEED FOR RANDOM NUMBER
c GENERATORS. 1T COMPUTES THE SEED AS A FUNCTION OF THE CP TIME
c THE_PROGRAM HAS USED. BLOWING IT UP BY 10%x3 GIVES ENPHASIS
c TO THE CP MILISECONDS, WHICH WE CAN EXPECT TO BE MORE
[ RANDIM THAN THE WHOLE SECONDS.
c THIS IS MACHINE DEPEMDENT
CT1M=SECOND( DUM)
CTIM=CTI1M*}000
c GET INTEGER
1TIM=CTIM
DSEED=ITIM
RETURN
END

SUBROUTINE SIMULA
SUBROUTINE SIMULA (NSIM,NDSIM, TECH)

[+
[ THIS VERSION OF SIMULA UTILIZES IMSL ROUTINE GGNSM TO GENERATE
c SIMULATED VALUES. 1T USES A CHOLESKY DECOMP OF THE SIGMA MATRIX
c INSTEAD OF THE SINGULAR VALUED DECOMPOSITION METHOD TO OBTAIN THE
c SQUARE ROOT.
c
INTEGER TECH(})
COMMON/DATA/X (200, 50)
COMMON/COUNTS/FILL(100),NDAYS, NCELL3,N1,N2,NTOTC,NTOTD, NFINAL,
INITC, INDX(30), INSET (200) °
CUMHON/JULDAY/JDAV(dOO)
COMMIN/STATS/XMU(S0) , XSD(50)
COMMON/ANCOV/SIGMA(1300), CROSSP(1300)
COMMON/WARK /SCRAT (3000)
COMMON/UNITS/IN, |OUT, [SIM, 1 PARM
COMMON/RAND/DSEED
DOUBLE PRECISION DSEED
[+
[+ MAIN CONTROL MODULE FOR SIMULATION PROCEDURE. INPUTS ARE
c /ANCOV/ SIGMA HAS THE VARIANCE/COVARIANCE MATRIX (SYMMETRIC STORAGE)
c XMU HAS THE MEANS ESTIMATE
[ PROCEDURE -
c THE COVARIANCE MATRIX IS COMPUTED FROM THE CORRELATION
c MATRIX IN COV,
c THE COVARIANCE MATRIX 1S SPLIT INT@ CUMPONENTS AS SPEC-
[ IFIED IN THE QUARTERLY REPORT OF 1/3 - 3/31
D-42
. . A\
c THESE COMPONENTS ARE STORED IN A MODE COMPATISLE WITH
[+ 20 ARRAYS, THOYGH SUBSCRIPTS ARE FIGURED COMPUTATIOMALLY——— . _ .
[ AND WE ACTUALLY DEAL WITH THEM AS 1D ARRAYS. THIS ALLOWS
c ADJACENT STORAGE WITH NO WASTE.
[ THE COMPINENTS OF THE COVARIANCE ARE MANIPULATED AS
c NECCESSARY, AND THE COVARJANCE MATRIX OF THE CONDITIONAL
[+ DISTRIBUTION IS COMPUTED. THIS 1S DECCIHMPOSED INTO ITS
[ SQUARE RMOT MATRIX. .
[ THEN FOR EACH SIMULATION (NSIM TOTAL), WE GENERATE A
c MZAN VECTOR FOR EACH DAY, GENERATE A RANDOM VECTOR WITH
c THE COMPUTED DISTRIBUTION, AND WRITE (T TO FILE ISIM FOR
[+ LATER ANALYSIS.
c SCRAT(1) CONTAINS THE C11 COMPONENT OF THE COVARIANCE
[ MATRIX, THEN )T CONTAINS THE SiGMA SQUARE ROOT MATRIX).
[
c EF N120,ALL INFORMATION 1S KNOWN AND NO SiMULATION 1S REQUIRED.
IF(N1.EQ.O)RETURN
c

WRITECIOUT, 100)
100 FORMAT(//10X,21HS 1 M UL AT | ON S/7)
131 2

112 2 111 + N1=N)
1127 2 112 + NI1*N2
122 = 1127 + N1=N2

1
ITERM = 122 + N2xN2
NMAX = MAXO(N1,N2)
IWK = ITERM + NMAXxNMAX
iF WE HAVE A CGRRELATION AND NOT A COVARIANCE MATRIX, COMPUTE
COVARIANCE V1A ROUTINE COV(CORRELATION, COVARIANCE, NCELLS, ST DEVS)
CALL COV(CORMAT,SIGMA, NCELLS, XSD)

00000

WRITE OUT COMPUTED VARIANCE/COVARIANCE MATRIX
WRITE(1OUT, 102)

102 FORMAT(/10X, sORIGINAL VARIANCE/COVARIANCE MATRIXx*)
CALL WRSYM(SIGMA, NCEILLS)

[ SPLIT THIS MATRIX, STORE COMPONENTS IN VARIOUS SCRAT LOCAT)ONS
CALL SPLIT(SIGMA,SCRAT(11}),SCRAT(112),SCRAT(112T),
1 SCRAT(122),N1,N2)

c .
c INVERT €22 COMPOMENT OF THE COVARIANCE MATRIX
c NOTE WE MOVE [T INTO WHAT WILL BE SCRAT(ITERM) s> CI122C22INV
CALL LINVIF(SCRAT(122),N2,N2,SCRAT(ITERM),3,SCRAT(IWK), 1ER) *
IFCIER.EQ. 129)RETURN
N22:N2sN2
c MOVE THIS BACK INTO €22, FREEING UP TERM

DO 10 I=1,N22
t22s=122+1-1
- 122T=1TERM+I1 -3
SCRAT(122S)=SCRAT(122T)
10 CONTINUE

c
c COMPUTE C11 MATRIX = COVARIANCE MATRIX OF CONDITIONAL DISTN.

CALL CSIGMA(SCRAT(§11),SCRAT(112),SCRAT(I12T), SCRAT(122),

1 SCRAT(IWK),SCRAT(ETERM) N1, N2)
c
[+ [11 1S START OF Cl1 COMPONENT (COVARIANCES OF GROUP 1 CELLS).
[+ CONVERT TO SYMMETRIC STORAGE TO SAVE SPACE, WRITE' INTO
c CROSSP.

CALL VCVTFS(SCRAT(111),N1,N1,CROSSP)

c WRITE OUT FINAL C11 MATRIX

WRITECIOUT, 150)
150 FORMAT(/1H1,9X, “FINAL COVARIANCE MATRIX (Ci1) “/)
CALL WRSYM(CROSSP,N1)

[+
[+ NOW DECOMPOSE THIS INTO THE OLD Cl1i LOCATION
IWK1 =1 WK
IWK23 IWK+N1
D~43



c CALL SQRM(CRUSSP,N1,SCRAT(111),N1,SCRAT(IWK1),SCRAT(IWK2), IER) c COMPUTE TERM
c ABOVE MOD ALLOWS US TO TEST IMSL GGNSM ROUTINE CALL VMULFF(C12,C22INV,N1,N2,N2, N1, N2, TERM, N1, IER)
c c TERM = C12T = WORK ‘(N1 BY N1)
IF{1ER.GE. 128)RETURN CALL VMULFF (TERM, C12T,N1,N2,N1,N1,N2,WORK, N1, IER)
c WRITEC10UT, 178) c NOW FINAL SIGMA 5 C11 = CURRENT WORK
c 00 20 1=1,N1 c IT IS WRITTEN INTO €11
c ISTARTaI+111-1 N11=N1=N}
c TEND=1+N1 = (N1=1)4111-1 00 10 1=1,N)
c WRITECIOUT, 158) (SCRAT(J}, J= I START, 1END, N1} SE cuu) WORK (1)
€20  CONTINUE 10 CONTINUE
c CALL WRSYM(SCRAT(111),N1) RETURN .
185 FORMAT((1X,10(F10.5,1X))) END
175 FORMAT(/10X,25HSQUARE ROOT MATRIX OF C11) .
¢ .
c NOW WE ARE READY FOR THE ACTUAL SIMULATIONS. FIRST COMPUTE
c TARGET LLOCATIONS FOR DAILY MEAN AND DAILY SIMULATED VALUE .
c VECTOR.
c
1MEAN= | WK
IVECT= IMEAN+N1 MEAN
1WK 1= [ VECT +NMAX SUBROUTINE C
IX=1WK1+1 SUBROUTINE CMEAN (XMU, TERM, XMEAN, WORK , NDAY , N1,N2)
SCRAT(IWK11=0.0 - DIMENSION XMU(1),TERM( 1), XMEAN(1),WORK( 1)
¢ . : COMMON /DATA/ X(200,30)
c WRITE RECORD CONTAINING NUMBER OF SIMULATIONS IN THIS BLOCK c )
c A BLOCK OF NSIM SIMULATIONS IS WRITTEN UPON EACH CALL c COMPUTES THE DAILY MEAN VECTOR GIVEN THE CELL MEANS AND
WRITE(ISIM, 7COINSIM, TECH( 1), TECH(2) ¢ TERM (5C12 * C221NV)
700 FORMAT(13,2A4) c TERM [S COMPUTED IN THE MODULE THAT COMPUTES SIGMA - IT IS
c c INVARIANT FROM DAY TO DAY.
DG 30 I=1,NSIM c ALL THE MATRICES ARE LOGICALLY TREATED AS 2D ARRAYS BUT COMP-
¢ WRITE SIMULATION HEADER INFO c UTATIONALLY AS 1D AARRAYS. THIS ALLOWS US TO DYNAMICALLY
1F(1/EQ. 1WRITECIOUT, 20001, LENDX(J), J=1,NCELLS) c ALLOCATE THE SCRATCH WORK AREA AS NEEDED IN EACH PROUBLEM.
200 FORMAT(/10X,sNO. =,13,/1X, DAY=, 10X, sCELLS®/4X, 20(2X,13,1X)/) P
WRITECISIM,701)1,NCELLS,NDSIM c COMUTE FIRST N2 ELEMENTS OF WORK = X2 - MU2
701 FORMAT(S13) c
0O 35 J=1,NDSIM | START=N1
c COMPUTE DAILY MEANS VECTOR DO 10 1s1,N2
CALL CMEAN(XMU,SCRAT(ITERM),SCRAT( IMEAN),SCRAT(IVECT), ~ - IX=1STARTHS
1 LN, WORK (1 YEX(NDAY, 1X) - XMUCIX)
c . : 10 CONTINUE
c NOW -GENERATE VECTOR N1 LONG OF N(O,1) . [START=N2
< WRITE VECTOR TO SCRAT(IVECT) c NEXT N1 ELEMENTS OF WORK ARE C12 = C22INV = (X2 - M2)
‘CALL GGNSM(DSEED, 1,N1,CROSSP, |, SCRAT(1VECT), SCRAT(IWK1), |ER) CALL VMULFF (TERM, WORK, N1, N2, 1. N1, N2, WORK ( | START) N1, 1ER)
IF (1ER.GE.129)RETURN ¢
C . ADD MEANS - WRITE OVER OLD MEANS VECTOR c NOW MEAN VECTOR M = MU1 + WORK (J,J=)START,N1+1START)
00 40 K=1,N} 0O 20 131,N1
1SUB1=IMEAN+K -1 W3 I START+! -1
1SUB2=IVECT+K -1 XMEANC1) = XMUCL) + WORK (1W)
SCRAT(1SUB1) =SCRAT(ISUB1)+SCRAT(1SUB2) 20 CONTINUE
c ANTILOG RETURN
SCRAT(1SUB1)=EXP(SCRAT(1SUB1)) END

40 CONTINUE
DO 50 K=1,N2
ISX1=1X4K=-1
1SX2:K+N1
SCRAT( I'SX1) =EXP(X(J, 15X2))
50  CONTINUE
WRITE OUT
TO SAVE SPACE, WRITE ONLY THE FIRST SIMULATION TO UNIT I10UT, BUT
WRITE ALL TO ISIM
1F(1.€Q. 1)WRITEC10UT, 300) JDAY (J), (SCRAT(K) K= IMEAN, ISUB1), .
1 . (SCRAT(K) ,K=1X, [SX1) D-46
300 FORMAT(1X,13,1X,(2001X,F5.1)))
WRITE(1SIM, 702) JOAY (J), (SCRAT(K) ,K=[MEAN, [SUB1),
1 {SCRAT(K) KX, 1SX1)
702 FORMATI(6X, 16,6X, (10F10.8))
33 CONTINUE

ooo

SCRAT(1WK1)=1.0 D-44
30  CONTINUE
WRITE(1OUT, 888)NSIM SUBROUTINE SPLIT
" W OUTPUT FILE"
808 :ﬁ:g;unox 13,2X, "SIMULATIONS WRITTEN TO RAW O ) _SUBROUTINE SPLITCM,MI1,M12,MI2T, M22, NY N2}
END REAL MC1),MI131{1),M1201) ,MI2T(1),M22(1)
C . . c
c TAKES A SQUARE MATRIX IN SYMMETRIC STORAGE MODE AND SPLITS IT
. c INTO 4 PIECES AS BELOW .
SUBROUTINE COV- “\ S e
SUBROUTINE COV(CORMAT,SIGMA, N, XSD) ¢ Py men
¢ DIMENSION CORMAT(1),SIGMA(1),XS0D(1) ¢ [ M12T1 M22 |
c GIVEN A CORRELATION MATRIX COMPUTED BY ANY OF THE TECHNIQUES WE g """ fomees
c USE, AS WELL AS A VECTOR OF STANDARD DEVIATIONS, THIS MODULE ¢ MI1 IS SQUARE N1 BY NI
c COMPUTES THE CORRZSPONDING COVARIANCE MATRIX. THE MATRICES c M22 1S SQUARE N2 BY N2
¢ MAY OR HAY NOT SHARE STORAGE. N IS THE DIMENSIGN OF THE MATRICES ¢ M2 AND MI2T (ITS TRANSPOSE) ARE N1 BY N2 AND N2 BY N1
c SIGMACI, J)=CORMAT (1, J)xXSO( | ) xXSDCJ) A N N2 A
g IF 1=J, WE GET JUST THE VARIANCE (DIAGGNALS) DO 10 Ji1 ' NMAX
. . INDEX= 131 -1)/2+J
PSSR ' : . IF(J.GT. 1) INDEXoJx (J-1)/2+]
IDIAG-l2(l-11/2 + I IF(1.GT.N1IGO TO 3 . -
SIGMACIDIAG) = XSD(1)=XSD(1) . c Mi1 AND M12 BOTH HAVE | LE N1, SOLVE FOR THEM NOW
IF (1.EQ.1)80 T6 16 tF(J.GT.N1IGO TO 1} .
DY 20 JS1, IMi NEWSB=14+N1*(J-1)
ISUB= l!(l'\)/Z + . MI1{NEWSB)=M(INDEX)
STOMA (1 SUB ) - GORMAT C 1 SUB) £XSDX 1) 5XSD(J) ) ) oTnue
20 CONTINUE e
10 CONTINUE NEWSB=1+N1*(J-Ni-1)
RETURN M1 2(NEWSB) =M ( | NDEX)
END GO TO 10
. ‘e .
. s CONT I NUE
B ! GT N1 HERE, SOLVE FOR M12T AND M22
IF(J.GT.N1)GO TO 6
. N NEWSB=(1-N1)+N2*(J-1)
: - M12T(NEWSB) =M iNDEX)
SUBROUTINE CSIGMA GO TO 10
6 CONTINUE >
SUBROUTINE CS1GMA (C11,C12,C12T,C22INV,WORK, TERM, N1, N2) NEWSB=(1-N1)+N22(J-Ni-1)
DIMENSION C11¢1),C12¢1),C12T(1),C22INV(1),WORK( 1}, TERM(1) M22(NEWSB) =M(I1NDEX)
c . 10 CONT I NUE
c COMPUTES SIGMA = FINAL COVARIANCE MATRIX OF THE CONDITIONAL DIST - RETURN
c RIBUTION. ALL MATRICES ARE STORED IN FULL MODE. DYNAMIC ARRAY END . ~.
c ALLOCATION [S DONE BY TREATING ALL MATRICES AS 1 DIMENSION ARRAYS N
c COMPUTING THE SUBSCRIPT CORRESPONDING TO THE |,J ENTRIES. THIS
c ALLOWS THE STORAGE AREA OF THESE MATRICES TO BE BROKEN UP
c AS NEEODED FOR EACH PROBLEM WITH NO WASTE. THE LOGICAL DIMENSIONS
.c OF THE MATRICES ARE AS FOLLOWS SUBROUTINE INFO
c
¢ ‘611 - NIBY N} SUBROUTINE |NFO
¢ €12 - N1 BY N2 COMMON/WORK /SCRAT ( 3000)
¢ G127 - N2 BY NI COMMON/UNI TS/ IN, 10UT, ISIM, I PARM
c C22INV - N2 gv N2 COMMON/COUNTS/EXCED(50) , OVR100(30) , NDAYS, NCELLS, N1,N2,NTC,NTD,
¢ TERM - N1 BY [ NFINAL, NI TC, [NDX(50), INSET (200}
c SIGMA IS umrrEN OVER C11 AND 1S Ni BY NI . < INTEGER EXCEO, OVR100
c
c TERM = €12 = C22INV 1S COMPUTED HERE AND SAVED FOR USE BY c PRINTS CELL 'COUNT |NFORMATION
c CMEAN, WHICH COMPUTES THE FINAL MEAN VECTOR. c \
c IMSL VMULFF 1S USED FOR ALL MATRIX MULTIPLICATIONS
c
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92

WRITE(10UT, 100)NDAYS, NF1NAL, NCELLS, N1, N2, NTOD, INIiTC,NTC

100 FORMAT( 1M1, 10X, 20KNUMDER OF DAYS 147
1 11X, 20HF INAL NO. DAYS Jd1as
1 11X, 20HANALYZED CELLS a7
2 11X, 20HNUMBER [N GROUP 1 J1a7
3 11X, 20HNUMBER [N GROUP 2 1467
q 11X, 20HINITIAL NO. DAYS ,1a/
S 11X, 20HINITIAL NO. CELLS Jdas
6 11X, 20HFINAL NO. OF CELLS ,14///
k4 11X, 4MCELL, 6X, | IHCOORDINATES, 53X, SHEXCED, 3X, BHOVER 100/)
iXs1
{YSNCELLS+1
00 10 (31,NCELLS
JSINDX(1)
ISX=IX+22(J-1)
ISY3ISX+1

WRETEC1OUT, 200) INDX( 1), SCRAT(ISX), SCRAT(ISY), EXCED(I),
1 QVR100( 1)
10 CONTINUE
200 FORMAT(11X,13,4X,F8.2,1H, ,F8.2,3X,13,7X,13)
RETURN
END

SUBROUTINE EMDR1V

SUBROUTINE EMDRIV(SUMX, CROSSP,SI1GMA, S1G, XMU, N, NO, XNU, P, WORK1,
1 WORK2, T,METHEM, I TLIM, 1ER)

COMMON/UNITS/IN, [OUT, ISIM, [PARM

INTEGER P

OIMENSION SUMX(1),CROSSP{1),SIGMA(1),XMUC ) XNU(1) ,WORK1(1),
1 WORK2(1), SI8(1)

MAIN ORIVER ROUTINE FOR THE EM ALGORITHM. INPUTS -

SUMX - SUMS VECTOR .

CROSSP - CROSSPRODUCTS VECTOR

N - NUMBER OF 0BS

NO - NUMBER OF OBS AFTER TRUNCATION

P - DIMENSION OF THE RANDOM VECTOR

T - THRESHHOLD

METHEM - ENITIAL ESTIMATE METHOD. IF ZERO, USE SIMPLE ESTIMATE.
IF NONZERO, USE SUFFICIENT STATISTIC ESTIMATE FROM EMO.

ITLIM - ITERATION LIMIT.

OUTPUTS -

SIGMA - ESTIMATE OF VARIANCE - COVARIANCE

XMU - ESTIMATES OF MEANS

INTERNALS -

S16 - CHOLESKY DECOMP MATRIX OF SIGMA AT NEXT TO LAST 1TERATION
XNU - SUM OF COLUMNS (=SUM OF R0WS) OF S16

WORK1, WORK2 - WORK AREAS OF LENGTH P AND PP

00000000000000000N00000

INPUT CHECK - IF N = NO OR NO = 0 QUIT
§F(N.NE.NO.AND.NO.GT.0)G0 TO 2
1ER=1
WRITE(IOUT, 99)N, NO
99 FORMAT(/10X, 21HEM INPUT ERROR ~ N = ,14,10X,3HNO = ,14)
RETURN :
2 CONTINUE

c SUBROUTINE EMO WOULD GIVE AN INITIAL ESTIMATE OF XMU AND SIGMA
c BASED ON THE COMPLETE STATISTICS FOR THE FINAL SET (AFTER BOTH
c TUNCATIONS) .
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[F{METHEM.NE.O)CALL EMO(SUMX,CROSSP,N, NO,P, XMU, SIGMA)
IDUM=0
WRITE(I18UT, 100) I DUM
100 FORMAT(//310X, 10HITERATION , 13/10X, 4HMEAN)
101 FORMAT(/10X, SHSIGMA)
WRITECIOUT, 200) (XMU(J)},J=1,P)
200 FOIMAT(10X,10F12.7)
WRITEC1OUT,101)
DO S J=1,P ’
ISTART=Jx(J-1)/2+1
1END=ISTART+J-1
WRITE(IOUT, 200) (SIGMA(K) ,K=1START, 1END)

£ CONTINUE
c
c I TERATION LOOP. WE DO THE FOLLOWING -~
c 1. TAKE THE CHOLESKY DECOMP OF SIGMA (INTO SIG)
[ 2. GET COND!TIONAL EXPECTATIONS E1 AND E2 FROM ROUTINE ET
[ 3. CALL EMITER TGO DO THE COMPUTATIONS FOR ONE 1TERATION
c 4.PRINT RESULTS OF ITERATION
c ) , .
D0 10 1TER=1,I1TLIM
CALL LUDECP(SIGMA,S16,P,D1,02, 1ER)
1IFCIER.NE.O)RETURN
c GET RECIPROCALS OF DIAGONAL ELEMENTS
06 15 1=1,
1i=l2Cl=1)/2+1 -
SIG(11)=21.0/816(11)
15 CONTINUE

CALL ET(E!,E2,SIG,XMU, T,P, XNV, |IER}

IF(IER.NE.O}RETURN

CALL EMITER(XMU,SIGMA,SIG,XNU,E}, E2,N,NO, P, SUMX, CROSSP, WORK 1,

1 WORK2)
WRITE(IOUT, 100) i TER
WRITE(10UT, 200) (XMU(J),J=1,P)
WRITE(IOUT, 101)
Do 20 J=1,P

ISTART=J=(J-1)/2+}

IEND=1START+J-1

WRITE(1OUT, 200) (SIGMA(K) ,K=1START, 1END)
20 CONTINUE
10 CONTINUE

RETURN
END

SUBROUTINE EMO

SUBROQUTINE EMO(SUMX,CROSSP,N,NO,P,XMU, SIGMA)
INTEGER P
DIMENSION SUMX(1),CROSSP(1) XMU(1),SIGMA(Y)

COMPUTES INITIAL (ITERATION O) ESTIMATES OF MUHAT AND SIGMA
SUMX - THE SUMS VECTOR

CROSSP - THE CROSSPRODUCT MATRIX IN SYMMETRIC STORAGE MODE

N - INITIAL NUMBER OF OBSERVATIONS

NO - NUMBER OF OBS IN TRUNCATED SET

P - OIMENSION OF OBSERVATION VECTOR (=LEN(SUMX)=ORDER(CROSSP)

00000000

DENSFLOAT{N-NO)
DO 10 (31,
c COMPUTE MEAN VECTOR ENTRY
AMUC 1 )aSUMX(1)/DEN
00 10 J=1,
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[+ .SINCE J LE 1, WE HAVE ALL NEEDED MEANS FOR THIS CALCULATION
IsuUB=1x(1-1)/2+J
SIGMA(I1SUB)=CROSSP(I1SUB) /DEN-XMU( ) =XMU(J)
10 CONT I NUE
RETURN
END

SUBROUTINE EMITER

SUBROUTINE EM!TER(XMU,SIGMA,SIG,XNU,E1,E2,N,NO,P, SUMX, CROSSP,
1 WORK 1, WORK2)

INTEGER P

OIMENSION XMU(1),SIGMAC1),SIG(1),XNUC1),SUMX(1),CROSSP(1),

1 WORK1 (1}, WORK2(1)

GIVEN ESTIMATES XMU AND SIGMA, EMITER PERFORMS ONE I1TERATION OF

THE EM ALGORITHM

XMU - CURRENY MEAN ESTIMATE REPLACED BY NEW

SIGMA - CURRENT VAR - COVAR MATRIX IN SYMMETRIC STORAGE MODE.
ON OUTPUT, SIGMA HAS THE NEW SIGMA MATRIX

816 - THE SNUARE ROOT MATRIX OF SIGMA (SYM.STORAGE)

XNU - THE VECTOR SIG. (1) NORMALIZED TQO HAVE NORM 1 "(SUM OF COLUMNS)

El, E2 - EV(TSTAR) AND E2(TSTAR)

N - NUMBER OF OBS IN WHOLE SET -

NO - NUMBER OF OBS IN TRUNCATED SET

P - ORDER OF THE MEAN VECTOR, SIGMA MATRIX, ETC.

SUMX - SUM OF THE ENTRIES ACCROSS ALL ©0BS IN THE DATA VECTOR

CROSSP - CROSSPRODUCTS MATRIX

WORK1 - YORK AREA OF LENGTH GE P

WORK2 - WORKA AREA OF LENGTH P=(P+1)/2

ADVANTAGE {S TAKEN OF THE VARIOUS SYMMETRIC MATRICES BOTH FOR

STORAGE AND CONPUTATION, REOUCING BOTH BY A QUANTITY THAT

APPROACHES A FACTOR OF 2 AS P GETS LARGE

COMPUTE S1G(XNU)
CALL MULTV(S1G,XNU,WORK1,P,P}

0O 000000000000000000000D

FN=FLOAT (N)
FNO=FLOAT(NO)

oo

COMPUTE XNUxTRAN(XNU), MOVE INTO WORK2 (SYM STOR MODE)
CALL XXT (XNU,P,WORK2)
c PERFORM NECCESSARY TRANSFORM ON WORK SO IT BECOMES | - (1-E2)XNU=XNUT
0o 20 =1,
00 20 J=1,1 . /
1SUBsI=Cl=-1)/2+J
WORK2(1SUB)=(E2-1.0)=WORK2(1SUB)
IF(J.EQ. | )WORK2(1SUB) =} +WORK2( 15UB)
20 CONTINUE

[+
] NOW SiG*WORK2*SIGT
CALL ABATT(SIG,WBRK2,P,SIGMA)
[
00 30 [31,P
c COMPUTE UPDATED MEAN EST - STORE FOR NOW IN WORK2
WORK2(1)=(SUMX(1)+FNO=(XMU(I)+WORKI1(I)=EV))/FN
00 3% Js1,|
1SUB=1x(1-1)/2+J
c NOW ADD E1s(SIGx*XNUxXMUT + XMUsXNUT=SIG) TO WHAT WAS IN SIGMA
SIGMA(I1SUB)=SIGMA(ISUB) +E1 = (WORK 1 { [ ) 2XMU(J)+WORK1 (J)2XMU( 1))
D-50
c NOW WE ARE READY TO COMPUTE NEW SIGMA, OVERWRITE OLD
SIGMA(1SUN} = (CRASSP(1SUB ) +FNO* {XMU(1)2XMUCJ}+SIGMA(ISUB)))/FN-
WORK2( 1 )~JIRK2(J)
33 CONTINUE
30 CONTINUE
c .
c UPDATE MEAN VECTOR
80 0o 40 1=1,P .

XMUCT )= WORK2( 1)
a0 CONTINUE
RETURN
END

SUBROUTINE ET

SUBROUTINE ET(E1,E2,S18,XMU, T,P,XNU, 1ER)
OIMENSION XMU(1),XNUC1),S1G(t)

INTEGER P .
COMMON/UNITS/IN, 10UT, I1SIM, 1PARM
EXTERNAL NORM

REAL NORM

COMPUTES CONDITIONAL EXPECTATIONS E1 AND E2

UNIVARIATE NORMAL DENSITY 1S SMLPHI
SMLPHI (X)=2EXP(-X=X/2.0)/SQRT(2.0%3.1413927)

XMU - MEAN VECTOR EST
$16 - SQUARE ROOT OF VARIANCE - COVARIANCE
CALL SUMT(S10,XNU,P)
XLaNORM(XNU, P)
IF(XL.EQ. o»eo To 99
06 10 Ist
XNU(I):XNU(I)/XL

10 CONTINUE
TSTARS (T*FLOAT(P)-SUMX(XMU,P)) /XL

c CALL IMSL TO GET CORRESPONDING PROBABILITY
CALL MDNOR(TSTAR,PT)
IF(PT.LE.0.0.0R.PT.GE.1.0)G0 TO 99
E1z-SMLPHI (TSTAR)/PT
E2%1.0+TSTAR®E)

© WRITE(IOUT, 101)TSTAR,PT,E1,E2

101 FORMAT(/10X,6HTSTAR ,F10.5,3X, 14HP(Y.LE. TSTAR) ,F8.6,3X,
] SHE! ,F10.%,3X,3HE2 ,Fi0.%)
1ER=0
RETURN

99  WRITE(IOUT, 100)XI., TSTAR, PT

100 FORMAT(/10X, 44HERROR [N CONDITIONAL EXPECTATION CALCULATION/
1 10X, 9HMORS(NU) ,F10.5,5X,6HTSTAR ,F10.53,5X,
2 "14HP(Y.LE.TSTAR) ,F8.6)

o000 o000
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SUBROUTINE MULTV

o000

10
20

SUBRCIUTINE MULTV(A,X,Y,N, NA)
DIMENSIOIL AC1),X(1), Y1)

MULTIPLIES LOWER TRIANGULAR A STORED IN LOWER TRIANGULAR MODE
BY VECCTOR X YIELDING VECTOR 1
00 20 t=1,N
Y(1)=0,0
00 10 Jel, i
1Jdsls(1=-1)/24J
Y)Y (1 I+AC1D)=X(S)
CONT I NUE
CONTINUE
RETURN
END

SUBROUTINE ABATT

ocooo

20

30
40

SUBROUTINE ABATT(A,B,N,C)
DIMENSION AC1),B(1),C(1}

COMPUTES AxBxA TRANSPOSE, WHERE A IS LOWER TRIANGULAR AND B 18
SYMMETRIC. ONLY LOWER TRIANGULAR PORTIONS ARE STORED
RESULT C IS ALSO SYMMTRIC
DO 40 is1,N
00 30 Jsi,1
SUMK=0.0
DO 20 K=1,J
SUML=0.
00 10 L=1,1
IL=l=Cl=~1)/72+L
LK=L*(L-1)/2+K
IF(K.GT.LILKaK*x(K=-1)/2+L
SUML=SUML+A(IL)*B(LK)
CONTINUE
K2Jx(J=1)/2+K
SUMK=SUMK+A (JK) *SUML
CONT I NUE
fJs12(1-1)/24J
CC1J)3SUMK
CONTINVE
CONT I NUE
RITURN
END
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SUBROUTINE SUMT

oooo

10
20

SUBROUTINE SUMT(X,SX,N)
DIMENSION X(1},8X(1)

SUMS ROWS OF LEWER TRIANGULAR MATRIX A STORED IN COMPRESED MODE AND
RETURIS RESULT IN SX

0o 8 1=1,N
X(11=0.0
CONT { HUE
DO 20 1=31,N
00 10 J=1,¢
1SUB=1=x(1-1)/2+J
SX(J)=SX(J)+X(I15UB)
CONTINUE

" CONTINUE

RETURN
END -

SUBROUTINE XXT

000

20
10

SUBROUTINE XXT(X,N,C)
DIMENSION X(1),C(1)

MULTIPLIES VECTOR X TIMES [TS TRANSPOSE, STORES RESULT IN SYMMETRIC
STORAGE MODE MATRIX C
00 10 131,N

DO 20 Js1,¢

1SUB=[=x(1-1)/2+J

. CLISUBYaX(1)=X())

CONTINUE
CONTINUE
RETURN
END

SUBROUTINE SUMM

ocoo

SUBROUTINE SUMM(X,S,N)
DIMENSION X(1),8(1)

SUMS THE ROWS OF A MATRIX IN SYMMETRIC STORAGE MODE, RETURNS RESULT
IN VECTOR S. N = ORDER OF X = LEN(S)
D6 10 I=1,N
$(11=0.0
ICON=12(1-1)/2
‘DO 10 Je1,N
ISUB=J=(J-1)/241 |
IFCJ.LE. 1) 1SUB= | CON+J
SCI1)3S(1)+X( 1SUB)
CONTINUE
RETURN
END D-53
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SUBROUTINE SQRM

L0000 0000000000000

100

101

|l

s00
501

o

. /
SUBROUT I HE SORM(X, NX, SGRX, NSO, WORK 1, WORK2, 1ER)
DIMENSION X(1),SQRX(1),WORK1(1),WORK2(1)
INTESER MSG(3)

COMMON/UNITS/IN, IOUT, ISIM, IPARM

COMPUTES THE SQUARE ROOT MATRIX OF X, THAT 1S, THE MATRIX A
SUCH THAT AxA=X. ALGEBRAICALLY, A = T (Exx.3) T TRANSPOSE,
WHERE T IS THE EIGENVECTOR MATRIX AND E IS THE MATRIX
WI1TH EIGENVALUES ALONG THE DIAGONAL AND ZERO ELSEWHERE

WE WILL USE IMSL EIGRS FOR COMPUTING THE VALUES, AND THEN
USE A MINIMUM STORAGE FORMULA TO MULTIPLY THE RESULTS.
ARRAY X 1S IN SYMMETRIC STORAGE MODE, SORX IS IN

FULL STORAGE MODE (NSG,M) WHERE M GE NSQ GE NX. NX 1S

THE ORDER OF X. WORK AREAS MUST BE NX AND NX BY NX LONG,
RESPECTIVELY. A MESSAGE INDICATING THE PERFORMANCE [NDEX
OF EIGRS IS PRINTED TO UNIT I0OUT.

DATA MSG /4HGOOD, 4dHFAIR, 4dHPOOR/

USE SORX INITIALLY AS A WORK AREA FOR THE IMSL, MOVING
EIGENVALUES INTO WORK! AND EIGENVECTORS [NTO WORK2

JOBN=2 .
CALL EIGRS(X,NX, JOBN, WORK 1, WORK2, NX, SORX, 1ER)
IF(IER.GE. 128)RETURN
PERFORMANCE INDEX OUTPUT
IF(SQRX(1).LT.1.0)1=1
IF(SQRX(1).GE.1.0.AND.SQRX(1).LE
IF(SGRX(1).GT.100.0) 133
WRITE (10UT, 100)SQRX (1), MSG([)
FORMAT(/10X, s£1GENVALUE ROUTINE PERFORMANCE INDEX =,F10.3,5X,Ad)
WRITEC1OUT, 101) (WORK1([), 131, NX)
FORMAT(/10X, 1 2HEIGENVALUES: / (10X, 12F10.5))
06 10 121,NX
06 10 J=i, 1
COMPUTE SUBSCRIPT OF SQUARE ROOT MATRIX AND ZERG 1T
15021 x(1-1)/2+J
SQRX(15Q)20.0
DO 10 K=1,NX
JEIG=[+NX=(K~-1)
TEIGT=J+NX=(K-1)
IF(WORK1(K).LT.0)GO TO 500
SORX(1SQ)=SORX(1SQ)+WORK2( IEIG) *SART (WORK 1 (K)) *WORK2(IEIGT)
CONTINUE |
RETURN
IER=129
WRITE(10UT, 501)
FORMAT(/10X, *NEGATIVE EIGENVALUE®)
RETURN
END

.100.0)132
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SUBROUTINE NAIVES

00000

SUBROUTINE NA!VES(SUMX, CROSSP,N,NCELLS, XMU, SIGMA)
DIMENSION SUI“IX(I),CRUS_SP(I),XMU( 1),SIGMAC]

GIVEN SUMS VECTOR AND CROSSPRODUCTS MATRIX, THIS ROUTINE COMPUTES
ESTIMATES OF THE MEAN VECTOR AND THE VARIANCE COVARIANCE MATRIX.
CROSSP AND SIGMA ARE ASSUMED TO BE IN SYMMETRIC STORAGE MODE.

FN=FLOAT(N)
FNM1=FN-1.0
09 10 1=1,NCELLS
XMUCT)Y=SUMXC(I)/FN
o8 10 J=1,1
1J=ls(1-1)/24J
SIGMA(1J)=(CROSSP(1J)-FN=XMUII)*XMU(J))I/FNMI
CONT I NUE
RETURN
END

SUBROUTINE NEWSUM

0000000

20

SUBROUTINE NEWSUM(X,NX,NCOLS, NhOUS, SUMX, CROSSP)
OIMENSION X(1),SUMX(1),CROSSP(1)

COMPUTES SUMS AND CROSSPRODUCTS OF COLUMNS OF MATRIX X.
NX 1S THE ROW DIMENSION OF X AS SPECIFIED IN THE CALLING PROGRAM.
NCOLS AND NROWS ARE THE NUMBER OF ROWS AND COLUMNS OF X ACTUALLY
IN USE. -
SUMX AND CROSSP ARE THE OUTPUT SUM VECTOR AND CROSSPRODUCT MATRIX,
RESPECTIVELY.
0O 10 I=1,NCOLS
SUMX(1)=0.0
00 10 J=1,1
1J=12(t-1)/72¢J
CROSSP(1J)=0.0
CONTINUE

1IXS I +NXx(J-1)
SUMX(J)=SUMK(J)+X(1JX)
B0 20 K=1,J
JK2J=x(J-1)1/72+K
IKX= ] +NX=(K=1)
CROSSP(JK}=CROSSP (JK}+X(1JX)xX( 1KX)
CONT I NUE
RETURN
END
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SUBROUTINE COMPRS

SUBROUTINE COMPRS(INSET,NFI1MAL,NCELLS)
DIMENSION INSET(1)

COMMON/DATA/X (200, S0)

COMMON/ JULDAY / JDAY (400)

.c
[+ COMPRESSES THE X VECTOR TO CONTAIN ONLY THE FINAL TRUNCATED SET
DO 10 1=1,NFINAL
ISUB=INSET(I)

JDAY (1) =JDAY ( 1SUB)
0O 10 J=1,NCELLS
X(1,Jr=X(1SUB, J)
10 CONTINUE

RETURN
END
FUNCTION DOT
FUNCTION DOT(X,Y,N)
DIMENSION X(1),Y(1)
c DOT PRODUCT OF VECTORS X AND Y (X(TRANSPOSE)=xY)
D0T=0.0
DS 10 I=1,N

DOT=DOT+X(1)xY-(1)
10 CONTINUE
RETURN
END

FUNCTION NORM

REAL FUNCTION NORM(X,N)
DIMENSION X(1)
c COMPUTES NORNM OF VECTOR X
MNORM=0.0 :
80 10 1=3,N
NORM=LONH+X ([ =X (1)
10 CONT I NUE
NORM=SCRT (NORM)
RETURN .
. END

FUNCTION SUMX
FUNCTION SUMX(X,N)

c COMPUTES SUM OF ENTRIES OF A VECTOR (X DOT (1,1,1...1) )
DIMENSION X(1)
SUMX=0.0
DO 10 I=1,N

SUMX=SUMX+X (1)
10 CONTINUE
RETURN
END
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"APPENDIX E
PROCEDURES. FOR -DETERMINING CONCENTRATIONS

AND ORIGINS OF BACKGROUND AND TRANSPORTED OZONE

The design, value is determined by conditions that prevailed on the
ten days when the highest ozone concentrations were obserQed or were
estimated from the sgmuletion';ethodologies. These days are identified
by the isopleth methodology. Practical applica;lons require that the ’
origins and amounts-of oz;pe transpérted into the area on these critical
days be identified; so ‘that it vlil be possible to estimate how much of
the ozone was locally generated, and how much was of natural origin or
transported from elsewhere. Thiq appendix describes procedptes for
ident1fying natutél_ozone sources ahy for estimating the amounts and
Qrigins of ozone (and precprsqrs)~from other regions. The overall
rationale and approach were p:esente§ in the body of this report, but

for the sake of completeness, some of that material is repeated here.
BACKGROUND

Any objectivé scheme for estimating the transported ozone is likely -
to be unreliable because of the vagueneés of the process. However, a
semi-objective method is feaslble’and will provide information that can
be used to develop strategies to achieve compliance with ozone stan-
dards.

It is not necessary to evaluate transported ozone for every day

in a data set for this purpose; at most, it is necessary to determine

E-3

transported ozone on dﬁ?s where exceedences have occurred, and in faci,
it will usually be sufficient to determine the transported ozone com-
poneat only for those ten days used to derive the design value. The
presumption in designing.a control strategy is that if the control stra-
tegy c;n reduce the concentrations on which the design value is based to
the point where the revised aesign value no longer exceeds the standard;
there will then be general compliance with khe standard. Thus, one need
only examine the meteorological conditions that prevailed for the days

from which the design value was estimated. ’

To develop an effective control ‘strategy, the transported ozone
entering the area must be knoun,:so that the local contribution to the
observed ozone concentrations can be evaluated. Some sort of modeling
is then applied to evaluate the effectiveness of various proposed con-
trol strategies. Several basic approaches to modeling are possible,

gncluding:
e Rollback.
e - The Empirical Kinetic Modeling Approach--EKMA (23).
. Laﬁgrangian (trajectory) photochemical modeling.

e Eulerian (airshed) photochemical modeling.

.
Each type of podel has slightly differeant requirements for transported-
ozone inputs; however, the first three are quite similar. The last

(Eulerian) approach requires more information about the temporal and

E-4
spatial variability in transported ozone than do the other three.

Because most reglions of the United States will impose éontrol stra=-
tegies in tﬁe future, the background ozone concentration transported
from an area'where'conttol measures have been 1mpoied will change.

Thus, the evaluation of transported ozone must provide for estimating
effects of future control measutes--uﬁwind or in the area itaelf-;by

calculating historical air trajectories to determine if the source of
transported ozone was in areas where controi measures might be invoked

in future ‘years.

Finally, ozome concentrations reach relatively high values from
natural causes in certain situations, e.g., intrusion of stratospheric
ozone to relatively low altitudes. Methods are needed to recognize the
meteorological situtations that might accompany high ozone concentra-
tions from natural caqs;s. ‘The guidelines for interpreting the ozone
standard (1) provide that days can be excluded from considetatioq by an
EPA Regional Administrator; presumably, days when ozone concentrations

‘exceeded the standard by virtue of natural causes could be excluded.

One of the first guldes given for estimating transported ozone was
included with the discussions of the EKMA (23), where {t was stated that
three-hour average surface ozone readings are most indicative of ozone
concentrations through the mixing layer when they are made upwind (or. at
least outside the urban plume) after the noc;urnal radiative inversion
has broken, but early enough in the day that photochemlcél ozone will

not have formed from residual precursors in the transported air. The
E-S



EKMA discussions suggest that. measurements should be made between about
1100 and 1300 (local time). As will be shown later, there are often
"signacuréaﬁ in commonly available meteorological data that can be used
to define the time of breakup of the nocturnal inversion so strict

" adherence to the above objective definition may not be desirable. Fig-
ure E-1, from EPA (23), shows the generalized locations considered
acceptable for determining transported ozone according to the EKMA

reports.

A somewhat different approach to the estimation of background ozone
for use with EKMA has been taken by Maxwell and Martinez (24), who sug-
gest selécting background 6zone concentrations on the basis of vector-
averaged 0600-1400 wind direction; the background ozone concentration is
" assumed to Qé the peak ozone concentration recorded during the day at
the most distant station in the upwind direétion. This method tacitly
includes another component in the background or transported ozone con-
centration. It is assumed that the peak ozone concentration at an
upwind site would have been observed whether or not the city existed.
This is tantamount to a redefinition of background ozone to include not
only the ozone that is transported as ozone, but also ozone that can be
generated photochemically from transported precursors. The user may
consider this to be a more valid definiglon for purposes of designing
control strategies than the more limited definition included with the
EKMA documentation (23). It is the approach underlying the procedure

described below.

E-6
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(b} PREFERRED LOCATIONS IN
STAGNANT CONDITIONS

{2} PHEFEERED LOCATIONS WITH
PREVAILING WINDS

SOURCE: Ref. (23)

FIGURE E-1 EXAMPLE OF ACCEPTABLE MONITORING LOCATIONS
FOR ESTIMATING TRANSPORTED OZONE :
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. Figure E-2 is a schematic diagram of the procedure described below
for identifying transported or background ozone components. As 18 seen
in the figure, the process begins by identifying the dgys from which
estimates of the design value are to be obtained. The next step 18 to
acquire all the air quality and meterological information that is avail-
able for those days: The best estimate of background ozone will be
obtained when all available meteorological and air quality data have
been carefully considered. The data should be examined to determine
whether the observed ozone ;oncentrat}ons might haye arisen from natural
causes.’ For example, areas to the south and west of troughs in the
upper air circulation are candidates for intrusions of ozone-rich stra-
tospheric air. If there is reason to believe that a natural source 1s
implicated, the next step would be to contact the EéA Regional Adminis-
trator and request that the days in question pe examined and exempted

from consideration for purposes of determining the design value.

If no natural causes are evident, the next step 1s to determine
whether air movement (and the direction of movemént) is generally well
defined or whether conditions are more stagnant. Figure E-1 indicated
types of stations that might be used to define transported ozone concen—
trations when the wind direction 1s well-defined {Figure E-1(a)] and
when it 1s stagnant [Figure E-1(b)]. In the latter case, the ozone con-
centration that is sought is not a transported ozone, but rather a back-
ground value. In either event, the next step is to determine whether
the available measurements of ozone at the surface were represeantative

of concentrations through the mixed layer. (In some.special cases,

E-8
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Identify Critical Days

Obtain all relevant informstion
- for those days, e.g.----

® Nourly meteorological surface
data

® Upper air data

® Hourly air quality data

® Special observations

® Weather maps

® land use maps

Are natural causes likely to be ‘Yes
responsible for observed
exceedances?
No
Request
Determine airflow for region adoinistrative -
exemption
for day

Clearly defined direction or

stagnant?
Clearly * Stagnant
defined i
A B

FIGURE E-2. SCHEMATIC DIAGRAM OF A PROCEDURE FOR ESTIMATING
TRANSPORTED AND BACKGROUND OZONE
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Identify upwind stations

Examine meteorological data to
determine when inversion breakup
occurs

Identify‘atatlons outside
immediate urban effects

97

‘Examine meteorologica; data to
determine when inversion breaks

B

| _Examine ozone values at upwind
sites after breakup to estimate
transported ozone

Examine ozone values at nonurban
sites to determine "background"
concentrations. Use lowest
values as least affected by that
days contribution

Are-ﬁpper air data available?

Yes o No

Use to provide
better estimate

)

Are upper air data available?

Yes No

Use to provide
better estimates

*, Calculate back trajectory to
identify. areas that may have
contributed to transported
components

FIGURE E-2 SCHEMATIC DIAGRAM OF A PROCEDURE FOR ESTIMATING
TRANSPORTED AND BACKGROUND OZONE (Concluded)
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sirpraft measurements of ozone in the mixing layer -may be available and
should be used.) Finally, if the air has been transported from else-
wﬁere, the source regions for that air are identified for the critical
days, providing a basis for estimating how the transported background

ozone might change when future control measures are implemented.

The following sections are based on Figure E-2. The various
requirements and decisions are discussed with recommendations regarding

how they may be accomplished. Examples are given where appropriate.

THE PROCEDURE

Identify Critical Days

As shown in Figure E-Z’ the process begins by defining.ctiticnl
days, i.e., those from which the estimates of the design value (1) have
been obtained. These days are determined by the isopleth methodology,
. and are those days when the highest daily-maximum ozone concentrations

have occurred. Because the object oé the analysis is developi&g stra-
tegies to achieve compl@ance with the standard, i; 18 not necessary to
address days that are not 1nvolve§ in the design value process. Days

that are used for the calculations of design value will be the ones for
‘

which transported ozone should be determined.

. E-11
Obtain Relevant Data

Meteorological .Data. These data are generally available from the
National Climatic Center (NCC).* The NCC attempts to obtain a cocpy of
all meteorological records collected in the United States. These data
are available and can be ordered on microfilm, magnetic tape, hard

coples, or as copies of raw data. A guide to available data is avail-~
able from NCC (36). The 'Center answers inquiries and analyées, evalu-
ates, and interprets data. Soutine letters or telephone inquiries are

usually answered without charge; other services are provided at cost.

The bulk of the data at the Climatic Center 1is meteorological
observations made at airfields by the National Weather Service, the
Federal Aviation Administration, and the Defense Depaf;ment. Figure E-3
shows an example of the'klnd of information to be found on a Climatolog-
ical Data Monthly Summary form for one month at one station. Hn;e
detailed meteotoloéical data can be obtained from copies of National
Weather Service WBAN Form 10A (an example is shown in Figure E-4). The
WBAN form contains hourly data for sky céver, visibility, temperature,

humidity, wind speed, and wind direction.

'Director. National Climatic Center, Federal Building, Asheville, North
Carolina 28801, Telephone: (704) 258-2850.

E-12

Twice~daily upper air maps and surface wéather maps at thref:?our
intervals can also be obtained on microfilm from the NCC. Examples of
these maps are shown in Figures E-5 and E-6. Daily surface weather maps
for 0700 EST (Eastern Standard Time) for the United States are published
routinely and mailed to‘subscribe{s once per week. Any agency responsi-
ble for interpretation of air quality data will probably find that a
subscription to this series of weather maps' is very useful. Figure E-7

shows a map from this series.

Schools, radioc and television statioﬂs, industrial complexes, fire
stations, highway and transportation departments, universities and col~
leges, environmental stud}es groups, air pollution districts, and util-
ity districts may have continuing heteorological :gcords or special
A direct call to these agencies may yield

weather studies available.

useful data not available elsewhere.

Adr ggalitz Data. Data for the days of interest should be
acquired. Records of the hourly concentration records of ozone, oxides
of nitrogen, and nonmethane organic hydrocarbon (NMOC) stations in the
study area should be reviewed. Data for the immediate study area should
already be available, because these data are needed as iﬁput to-the.

analysis procedure for determining the ozone design values and

exceedances. Later, when the origins of the air entering the city have

*'The Daily Weather Map--Weekly Series" is for sale by the Superinten—
dent of Documents, U.S. Govermment Printing Office, Washington, D.C.
20402. At this writing, the annual subscription rate in the United

States is $32.00.
E-13
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A synoptic obsetvation, in WA code format FMIIA, ix entered on line following telated aviation obaervation,

FIGURE E-4 EXAMPLE OF WEATHER INFORMATION RECORDED ON
NATIONAL WEATHER SERVICE WBAN FORM 10A
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WEDNESDAY, AUGUST 20, 1975
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FIGURE E-7 EXAMPLE OF THE INFORMATION AVAILABLE IN
“THE DAILY WEATHER MAP — WEEKLY SERIES”
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been ascertained, it may become important to obtain data from other
areas that are upwind. In such instances, National Air Monitoring Sta-
tions (NAMS) data can be o‘bcah{ed from the EPA SAROAD data base by con-

tacting EPA. "

The existence of other hourly data, such as that from State and
Local Air Monitoring Stations (SLAMS) and Special Purpose Monitoring
(SPM), can be ascertained from state or local air pollution control

agencies. Names and telephone numbers can be obtained from the Direc-

,000 scele,

tory, Governmental Air Pollution Agencies prepared by the Air Pollutionm

SMALL SCALE

FIGURE E-8 EXAMPLE OF THE INFORMATIONAL CONTENT OF LARGE-, MEDIUM-,

Control Association.? This publication lists federal, state, regional,

1 inch = nearly 4 miles
Area shown,
107 square miles

and county agencies conducting air pollution monitoring.

Maps. Maps will aid in identifying possible sources that contri-

bute to the observed background concentrations. Topographic, census,
traffic, and other maps of the surrounding areas (to about 300-km

radius) should be obtained.

Topographic maps portray man-made and natural features and the
shape and elevation of the terrain. They are readily available, econom—

ical, and usually supply all the detail that is required. These maps

are classified according to scale: Figure E-8 is an example of three =

E w
*U.S. Environmental Protection Agency, Office of Air Quality Planning - s a‘
and Standards, National Air Data Branch (MD-14), Research Triangle Park, = o
North Carolina 27711; Telephone (919) 541-5395. < %- E v
tEditor: Directory, Governmental Air Pollution Agencies, Air Pollution - ® =
Control Association, 4400 Fifth Avenue, Pittsburgh, Pennsylvania 15213. ﬂ 8 g ; 2
[ (]
B5te s

= hog

E- o~ e -

20 & £ & e?

- O

map scales of the same area showing the type of information that is
available in large-, medium-, and small-scale maps. Table E-1 summar-
izes the principal maps and their essential characteristics. (Maps of
the 250,000:1 scale are most appropriate for determining areas contri-
| buting importantly to transported ozone and precursors. They provide
sufficient detail to identify major source areas while covering areas
large enough for convenient assessment of contributions from potential

sources within one- or two-day transport distances.)

U.S. Geological Survey

To order maps of a specific area, obtain the "Index to Topographic
-
Maps of [state]," which will include an order form and a list of local 8 L_lll
‘ -
‘ merchants that stock topographic maps. Indices and maps may be pur- - S
B - n
chased by mail or over the counter from the U.S. Geological Survey 8 E E w
(USGS) . * § " £ e g
£ % 3 <
o 8 o a' -
Emission inventories can be obtained on a county-by-county basis ':" Zoe E
- -
through EPA Regional Offices or from the State Implementation Plans
(SIP). The emission inventories can be used to identify areas with
ma jor ozone precursor emissions along upwind trajectories.

SOURCE

*Areas west of the Missippi: Distribution Section, U.S. Geological Sur-
vey, Federal Center, Denver, Colorado, B0225. Areas east of the Missis-
sippi: Distribution Section, U.S. Geological Survey, 1200 S. Eades
Street, Arlington, Virginia 33303.
E-21 E
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Determining Whether Natural Causes Are Responsible

£
s o? -a —--g = for Observed High—Concentration
2ZEg| SxIsN & B
- — f X & X X X x o Figure E-2 indicated that the first step following the accumulation
& z< g AZoxx o~ —
= .‘6 = N — 0 [~ ] ~ of relevant background data is to determine for each day whether there
o s - - -
= =29 is reason to believe that high ozone concentrations may have been the
Q
E result of natural (rather than anthropogenic) causes. Two kinds of evi-
7n (=13
@ £ 8 (g dence can be used to make such a determination:
£ = Al — e
= E 3 0 [=1]
« w
E E o rc_ § § S f e 'E; e Meteorological data and weather maps
< g = ]
e =] i o = (9]
3 E g = = % o= o
< 3 2 [':- z 8 ‘3. ﬁ %0 e Temporal and spatial distributions of air quality.
-
i
8 The most common sources of natural concentrations of ambient ozone
—_ Qo at the surface appear to be the downward transport of stratospheric
@ A
S-g E UJ. ozone and the production of ozone from naturally occurring precursors
-
7= E o .
'E - E g e .w é = within the troposphere. Synthesis from natural precursors, iainly of
o = i — .
'g g_T EE é c e vegetative origin, is estimated to contribute a negligible increment.
N & o~ - i .o
& ,}5 'Iﬂ;-g ~ ~ ﬁ g :.'_“ "u: -.-‘\l- 8 The concentration of ambient ozone of stratospheric origin is also gen-—
i xX X
2= N X X X X x H erally well below the NAAQS, especially at monitors below about 1500 m
=l = T uT Ut e x 2
_— - — - — x "
[&] s m - o @ C% above mean sea level (MSL). However, on rare occasions, abrupt intru-
= c =
E 5] E sions from the stratosphere may cause localized high ozone concentra-
— o —
- -
F‘:'.]:é 1 FX] tions that exceed the NAAQS. Since this cause is not anthropogenic,
4 z e
-~ - ’ =
= b . f o x these periods should be excluded from the background ozone computation.
u F o= L p
~ -~ - 2 =
— P £ = = E - =
=] c = e - .
'-‘%E-.f = T <€ - E ] c = Much of the discussion of natural processes that follows has been
e z o=~ E B
é = ‘: - 2 & = :,: z extracted from a report by Singh et al. (37). The discussion is
o) x 3=k = i =
% = E,_ X g E E E: '—_ .-E intended to provide some background for the understanding and
ol I B~ = — K . E-24
- il =
(3 £ .=
. S o
< c Z interpretation of the available data.
b= = £ =
- b
™ =
= x = Tropospheric Synthesis. Tropospheric synthesis does not appear to
x . =
- - i F
= - — : E_ X ‘é _f E be an important ozone source, although several mechanisms have been pro-—
< x X X X T x i R
’J._- :— = I“-l- Z'- I; x E = ..:: = posed for generating ozone from natural precursors. Among the earliest
2 SISZESNZ ™ o=
S R e i z :l : -3\} was Went’s suggestion that tropospheric ozone might be synthesized pho-
- - e
>
‘E’ x el X tochemically from natural terpenes and matural NO, (38). Ripperton et
7 = — T
P ':. '_l al. tested this hypothesis under controlled conditions and confirmed
- >
= = 9
c ™ -~ = that terpene and NO_ can result in ozone formation processes similar to
. — 7 A x
g '-; % -:: those in polluted atmospheres (39). Although terpenoid compounds and
e = = S
- - £
- = ‘E ::E f. NO, have been measured at relatively remote locations, the degree of
=
g E ._.':._' g "'E" ':_\: their involvement in the tropospheric balance of ozone is uncertain
= L . W™ -
,.;‘.‘ N - = 'f'; = P ~ because data bases are inadequate. Crutzen hypothesized another natural
£l = =
- T - = 52 3
¢ NS 5_ === mechanism, entailing methane oxidation chains (40): This is an impor-
0 wm == S =32 & =
P e . = == ~
- =Y Lo —_ < — tant proposition, because methane is ubiquitous and occurs at fairly
2ES-82 |Swsss
— o -
i S = :‘U SarEs = = 2 = high concentrations, viz., about l.4 ppm. There is no consensus on the
£ = o i % - R =
o "5 ; s Lo g % ~ ‘_-E effectiveness of methane oxidation chains in producing ozone, because
- 0 D e - N -
= B = T == - N ™ - they can either produce or destroy ozone, depending on the NO, levels
2 P 8 2

(41,42,43). Although natural reactive hydrocarbons (e.g., terpenes) and
less reactive hydrocarbons (e.g., methane) are widespread in the atmo-
sphere, their relation to the production of ozone appears to be criti-
cally controlled by the availability of oxides of nitrogen.

E 23 At this time, it appears very unlikely that either of the above
natural mechanisms would produce ozome concentrations approaching the

NAAQS. Furthermore, the hypothesized natural precursors to ozone are
E-25



either omnipresent, as with methane, or at least have generally very
widespread sources. For this reason, it usually will not be feasible to
establish a strong connection between an NAAQS exceedance and a natural
precursor source. At best, it should be possible to determine whether
there has been any recent (within the past day or two) introduction of
anthropogenic precursors. This determination should be sufficient for
purposes of control-strategy development and evaluation. If the tran-
sported ozone has anthropogenic origins, then it is subject to some con-
trol and can be treated accordingly in modeling applications. If the
ozone is not of man-made origin, the transported ozone concentrations
are probably not subject to control and should be assumed to remain con-
stant in the modeling exercises, regardless of what the specific origins

might be.

Stratospheric Transport. Transport from the stratosphere has been

suggested as a natural source of tropospheric ozone, because large
amounts of ozone are known to be produced in the stratosphere and some
of this stratospheric ozone is transferred to the troposphere by various
meteorological processes. There are latitude dependent seasonal varia-
tions in the rate at which ozone is transferred to the troposphere at
midlatitudes. The greatest rates of transfer occur in the late winter
and spring (44). It appears that background ozone concentratfons in the
lower troposphere tend to lag one or two months behind the injection
cycle from the stratosphere to the troposphere. The major sink for the

tropospheric ozone is the destruction that takes place at the surface.
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There is some uncertainty about the amount of ozone in the tropo-
sphere that can be attributed to stratospheric sources. Reiter (45)
provides an estimate of 10 to 15 ppb as the average contribution of
stratospheric ozone to the background at ground level. Singh et al.,
(46) and Danielsen and Mohnen (47) estimated the yearly mean tropos—
pheric background ozone concentration to be about 30 ppb, nearly all of
which can be attributed to a stratospheric source. Concentrations are
likely to be higher than the annual average value in the spring at
midlatitudes, and lower in the fall. In any event, there appears to be
a natural background of ozone in the troposphere at a level of a few
tens of parts per billion (ppb). This represents an appreciable frac-

tion (20 to 40 percent) of the NAAQS for oxidant.

The annual variations in the natural tropospheric ozone burden at

midlatitudes are shown schematically in Figure E-9 (46). At very
remote sites, unaffected by anthropogenic emissions, the ozone concen-
trations reach their maximum in the early spring. In general, the
natural ozone falls somewhere in the shaded area marked "A" in the fig-
ure. Natural concentrations reach their minimum in the late fall or
early winter. The decline of ozone concentrations in these remote loca-
tions results in part from the decrease in stratospheric injection into
the troposphere; it is also possible that photochemical processes des—
troy the natural ozone when NDx is not present. If oxides of nitrogen
are present, either from natural or anthropogenic sources, then the
situation is quite different and photochemical reactions will cause a

net increase in ozone. E-27
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Tropopause Folding. To this point, the stratospheric contribution ] | I I I | §
has been discussed only in terms of averages. An important question is L e
whether ozone rich stratospheric air ever reaches ground level before I~ 2 ] 7 §
ozone concentrations have been diluted below the NAAQS. Danielsen has SRRy A ot E
proposed a mechanism involving the folding of the tropopause that brings I~ _jg . .g- ;
relatively undiluted stratospheric air deep into the troposphere, E;E;
perhaps down to levels of 3000 m or so (48). Figure E-10 shows this = § gg
tropopause folding. Stratospheric air containing ozone enters the tro- %S
posphere in a large inclined, curved sheet. The shape of that sheet and ] —18 gg
the trajectories of the stratospheric air within it are illustrated = 3 lE §E
0zL 7 58
schematically in the lower part of Figure E-10. The folded layer tends = ; -2 § gg
to enter the troposphere behind the surface cold front. The intruding = % §§
stratospheric sheet moves in a descending clockwise path around the sur-— vt -2 ° %E
face high pressure cell (48,49). ggzl - §é
. : 4= 8¢
Recent data have shown the extent of the tropopause folding :j: E%
phenomenon and suggests that it occcurs relatively frequently. Figure g: : - '>_
E-11 (from the rather extensive work of Johnson et al.) shows a cross i @ 8 3 f;

. =
gsection through a large stratospheric intrusion on 13 May 1978 as mea- B 2 s §
sured along the path shown in Figure E-12 (50). A nearly horizontal - ' @
sheet of high ozone concentrations representative of the stratospheric .‘ A | | | A = E
air can be seen stretching over more than 100 km at an altitude of I~ 3 & 2 o = o @’ E
around 3.5 km (11,000 to 12,000 ft). It appeared in Figure E-10 that AR 20008 3 000, SO0 LLTY &
the stratospheric air would be swept around the low-altitude, high-
pressure air in a clockwise direction. Reiter has attributed one
instance where concentrations of nearly 200 ppb were observed at the s
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3000-m peak of the Zugsptize in Germany to an intrusion of stratospheric
air (45). Singh et al. present another example from Mauna Loa, Hawail,

when concentrations of nearly 100 ppb were observed (37).

Both the above examples were observed at rather high altitudes;
Lamb has conducted ; detailed analysis of an incident near sea level in
Santa Rosé, California (51). In this incident, hourly-averaged ozone
concentrations of about 220 ppb were observed during the early morning
hours of 19 November 1972. Lamb’s analysis suggested that these high
concentrations were the product of an unusual sequence of events. The
ozone was brought into the troposphere from the stratosphere by large-
scale circulations associated with the advance of the frontal zone.
However, the ultimate transport to the ground resulted from small-scale
air circulations around a shower cloud. Although the events produced
very high concentrations, those concentrations were short-lived and

affected only a relatively small area within a few tens of kilometers of

the observation site.

From the evidence presented, it follows that the frequency of
occurrence of stratospheric ozone intrusions is proportional to the fre-
quency of cold front passages. Viezee and Singh present information
verifying their conclusion (44). They show that monthly average
beryllium-7 (7Be} concentrations, an accepted tracer of stratospheric
air, vary directly with the frequency of occurrence of 500-mb low-
pressure troughs (Figure E-13). (Surface cold fronts are associated

with elevated low—-pressure troughs.) In addition, the frequency of
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low—pressure troughs is shown to vary with latitude and season.

Conclusions. In summary, the occurrence of high concentrations of
ozone of stratospheric origin at low altitudes is not common, but does
occur. Any observations of high ozone concentrations, especially during
winter or spring, should be examined carefully. Their occurrence in the
southwestern quadrant of a high-pressure system further increases the
likelihood that natural stratospheric sources may be involved. If the
air mass in which the ozone is observed has recently advanced rapidly
from the north during a period of cyclogenesis, the probability of stra-
tospheric involvement is yet stronger. Such cases should be recognized
so that an EPA Regional Administrator can be requested to exempt them
from the list of cases used to determine numbers of exceedances and
design values. (Presumably, the EPA Administrator would have qualified
meteorologists examine the data to determine whether stratospheric air

was involved.)

Although violations of the air quality standards due solely to the
introduction of stratospheric ozome into the lower atmosphere are rare,
it is important not to dismiss them altogether, because violations
induced by stratospheric air are associated with meteorological condi-
tions that are very different from those producing photochemical ozone.
Control strategies based on anomalous conditions are not likely be to
very effective for reducing ozone concentrations of anthropogenic ori-
gin. For purposes of policy formulation, it is extremely important to

differentiate between ozone of natural origin and that produced
E-34
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photochemically from anthropogenic emissions.

Determining Background Ozone Concentrations

When the contribution of background ozone concentrations to the
observed high ozone concentrations is assessed, the contribution of
transported ozone will be included as part of the background. The mag-
nitude of the background/transported ozone concentrations will depend on
the direction and speed of transport. Direction is important because
the source depends on direction. Speed is important because it affects
the degree to which the ozome is diluted. There are at least two
methods for determining the magnitude of the background ozone concentra-—
tions. The first method is applied when there is no clearly defined
airflow for the region, i.e., the air stagnation case: The second
method applies when there is clearly defined airflow. To determine the
background ozone concentration, it is first necessary to determine which
method should be used. The discussion below first defines air stagna—
tion episodes and how they differ from clearly defined airflow regimes
and then describes the methods for determining the

background/transported ozone concentrations.

Air stagnation episodes occur infrequently, but have historically
been responsible for the worst air pollution episodes. Air stagnation
or calm periods occur almost daily at the surface as a result of the
formation of surface-based stable or inversion layers at night. How-

ever, there is usually well-defined transport occurring just above the

An air stagnation episode is therefore defined to
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surface stable layer.

be a case with little transport at the surface or aloft for an extended
period, from one day to several days. The air stagnation episodes occur
with strong, quasi-stationary, surface high-pressure systems. The sur-
face high-pressure system 1s usually well supported in the upper atmo—

sphere; that is, there is also a high pressure center at 850 mb (l.5 km)
and usually a ridge of high pressure at 500 mb (5.5 km). Inversions

that tend to trap pollutants in the lower layers are often associated

with these synoptic conditions.

Several meteorological parameters and analyses from the NCC (see
earlier discussions) will help to identify air stagnation cases. The
climatological summaries may be more useful than the weather maps,
because air stagnation periods do not always occcur with the synoptic
The central issue is the general lack of

conditions described above.

transport of air pollutants.

Climatological summaries from stations throughout the study area
and its surroundings should be obtained, because some individual obser-
vation sites are located where they are influenced by local effects and
are not representative of larger-scale airflow. For instance, the
National Weather Service Office in Los Angeles is located at the Los
Angeles International Airport, near the coast were the local sea breeze
is important; so a day that should be considered an air stagnation case
may be overlooked because a moderate sea breeze that penetrates no more

than a few kilometers from shore may appear to be more prevalent than it

If weather observations from other sites, e.g., Burbank,
E-36
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Ontario, and elsewhere were considered, a better picture would be

obtained. Data should also be obtained from stations as far as 300 to
500 kilometers away, because these data may be needed to construct tra-—
jectories to determine the source regions of transported ozone. A dis-
cussion explaining the comstruction of back trajectories is presented

later.
Observed weather parameters that identify air stagnation include:
e Wind speeds
e Wind directions
e Visibility
e Reported weather.

Wind Speeds. Reported hourly wind speeds that are less than 4
knots (2 m/s) with highly variable directions through most of the day
usually indicate air stagnation. Wind speeds are not expected to be low
all day, because mid- to late-afternoon convective motions usually
increase the wind speeds at the surface unless winds aloft are also
light. Visibilities less than 5 miles and reports of smoke or haze are

indicative of pollutant accumulations because of stagnation and poor

dispersion.

In summary, if wind speeds are consistently weak and the wind
direction is highly variable, then air pollutants are not dispersed

efficiently. If such wind conditions persist through most of the day,
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even during the afternoon hours, the day should be considered an air

stagnation day.

Figure E-1 showed acceptable monitoring locations for estimating
background ozone during stagnant conditions. Basically, the EPA sug-
gests monitoring locations well away (40 km or more) from the urban
area. The 40-km criterion ensures that the measurements are not heavily
influenced by ozome that has been recently transported from the city by
the light winds. Therefore, the first step in determining the back-
ground ozone concentration for the stagnant case is to identify the mon-
itoring sites or sites that are at least 40 km from the urban center.

If no sites are at least 40 km from the urban center, then the most dis-

tant and rural site should be used.

To estimate the background ozone concentration throughout the mixed
layer, it is important to use a surface concentration observed after the
morning inversion has been broken and vertical mixing has distributed
the ozone uniformly through the mixed layer. Surface meteorological
observations can be used to determine when the inversion breaks. One
indicator is an increase fn the surface wind speeds, caused by the down-—
ward flux of momentum from higher altitudes. Similarly, the surface
wind directions should become more uniform. However, during stagnation

periods, these effects are not likely to be as pronounced as they would

otherwise be.
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The appearance of cumulus or low clouds is another indicator of
inversion breakup. When the inversion has broken, the vertical flux of
moisture and heat often leads to the development of the falr weather
cumulus clouds. Temperature observations can indicate that the inver-
sion is still present. Before the inversion breaks, surface tempera-—
tures should rise faster than after the inversion breaks; insolation
heats only the shallow layer below the inversion until that inversion
has been broken. Then, the solar heating is distributed through a
deeper layer, reducing the rate of temperature increase. In general,
the nocturnal inversion should be expected to be erased by noon and

often earlier.

When temperature soundings are available from a nearby site (Figure
E-14 shows the U.S. locations where twice daily soundings are made),
they should be used in conjunction with hourly surface temperature data
to determine the time of inversion breakup. Typically, the inversion
will break when surface temperature rises to the point where the poten—
tial temperature at the surface is greater than that at the top of the
inversion. The appropriate soundings for this purpose are those taken
in the predawn hours. (Soundings are made nominally at 0000 and 1200
GMT. The 1200 GMT sounding corresponds to a local standard time between
0400 on the Pacific Coast to 0700 in the east. Because the ballooms are
usually launched before the nominal time, they generally correspond to a
time near dawn.) The best approach to determining the height of an
inversion is to use a thermodynamic diagram and project the temperature
at the top of the inversion to ground level along a dry adiabat to
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determine the surface temperature required to break the inversion. A
simpler, rule-of-thumb alternative can be used. The sounding is exam—
ined to determine the height and temperature at the top of the inversion
(the point where temperature resumes its decrease with height above a
low layer where the temperature was constant or increased with height).
The surface temperature needed to break the inversion will be about 1°C
warmer than the temperature at the top of the inversion for every hun-
dred meters that the inversion is above the surface. For example, if
the top of the inversion is 350 m above the surface and the temperature

there is 22°C, than the surface temperature required to break that

inversion should be 25.5°C or more.

The hourly ozone data themselves can also serve to indicate that
the inversfon has broken. A sudden increase in ozone concentrations
from near-zero to higher concentrations during the forenoon, is often
caused by the sudden downward mixing of ozone from stable layers just
above the surface. Such downward mixing is symptomatic of the erosion
of the inversion. The ozone concentrations measured at the surface show

how much background ozone has been left over from the preceding day.

If the data indicate that the nocturnal inversion layer has been
eroded and an applicable background monitoring station (or stations) has
been identified, the hourly averaged ozone concentrations observed at
the site will be used to estimate the background ozone concentration,
which will be the highest observed hourly averaged ozone concentration

observed at the site during the day. If more than one applicable
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background site is available, the lowest observed peak-ozone concentra—

tion should be used to estimate the background ozone. The background
peak-ozone concentration is expected to be observed between 1200 and
1700. A later peak indicates that some transport of ozone from the

urban area may have reached the site.

The rationale for choosing the peak value observed at a background
site was discussed earlier. Basically, the most reasonable definition
of background ozone should be "the concentration that would have been
observed in the absence of local precursors." The lowest peak-hour con=-
centration observed at a site well outside the city should provide the
best estimate (especially during stagnation conditions) of the ozone
that would have been observed had the city not been present. However,
if one chooses to estimate the ozone background with as little influence
as possible from background precursors, the upwind concentration during
the first two or three hours after nocturnal-inversion breakup provide

the best estimates.

Finally, any ozone observations aloft in the afternoon mixed layer
for the test day should be examined to determine whether those ozone
concentrations were similar to the surface concentrations. If the
assumption that the ozone is uniformly mixed is valid, then the concen-
trations at the surface and aloft will be similar. In general, measure~
ments aloft are more representative of background values, so long as
they are made within the mixed layer and are not anomalous peaks caused
by the relatively short averaging times of most aircraft observations.
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Wind Direction. It is necessary to know transported ozone concen—
tration In order to assess control measures that will be needed in a
given metropolitan area. If the contribution of transported ozone to
the daily peak ozone concentration is large, then control strategies
applied in upwind source areas will reduce the concentrations arriving
in the urban area in question from upwind areas. This, in turn may sub-—

stantially aid the achievement of air quality standards.

The selection of the monitoring site or sites to use in determining
the transported background ozone concentration depends on wind direc-
tion, as was shown in Figure E-l. The background station must not be
affected by ozone or precursors from the urban area itself. The clima-
tological summaries and weather maps described earlier are used to
determine the wind direction for the particular case day. The wind
direction should be estimated for the hours from about 0600 (local time)
to the time of the daily peak ozone concentration. In the early morning
hours, the surface winds may be light and variable; thus, the 850-mb
winds can often provide a better estimate of the transport direction.
The 850-mb win&a measured at 1200 GMT (0700 EST) should be used. During
the later morning hours and the afterncon hours, the surface wind direc-
tions are usually more representative of the general direction of tran-
sport. Using the 0600 hour as the initial hour for determining the gen=
eral transport direction ensures that the direction of transport of the
early morning emissions of primary ozone precursors (NOx and NMHC) are

represented.
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After the general direction of the airflow has been determined,
appropriate monitoring sites can be identified for estimating trans-
ported background ozone concentrations. The EPA guidelines (1) suggest
sites that are at least 40 km from the urban center in the upwind direc-
tion or to one side of the city as indicated in Figure E-1(a). If no
sites are located beyond 40 km from the urban center, monitoring sites
located directly upwind of the urban center to the extent possible
(especially upwind of all NO, and NMHC emission areas) will be accept-

able, if they are free of local urban influences.

As in the case of stagnation, surface meteorological parameters are
valuable for estimating the time of the upper-air-inversion breakup.

The use of these parameters i{s the same as was discussed earlier.

The transported background ozone concentration is estimated from
the hourly averaged ozone concentrations observed at the appropriate
background monitoring stations. The peak hourly averaged ozone concen=
tration observed after the breakup of the inversion should be used as
the background estimate for the reasons cited earlier. When two or more
background monitoring sites are available, the lowest peak-hour averaged
ozone concentration observed among those sites should be used. The
transported background ozone concentration should be determined from
ozone data collected aloft during the afternoon within the mixed layer,
if possible. Concentrations occurring during the evening are not likely
to be representative of true background values, but are more likely to

be from the plume downwind of the nearby city.
E-45

If the source of the transported ozone is nearby, or the trajectories
(see next section) indicate that the source changed during the course of
the day, then the peak afternoon values may not be appropriate because
they will not be representative of the transported material that arrived
in the morning. Material entering the area in the morning will augment
the emissions from rush-hour traffic and contribute to the areas high
ozone values. If modeling studies are planned, then the earliest measure-
ments of ozone made after the breakup of the inversion (and NDx and hydro-
carbon measurements if available) should be used to provide upwind
boundary values for modeling. If aircraft observations were made, they
should be used of course. Ludwig (25) has discussed how surface ozone
observations that are representative of conditions through the mixed

layer can be recognized.
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Baci Trajectories. Construction of back trajectories will be

necessary when the estimated transported background ozone concentration
is large. Fairly complete records of observed winds in the region sur-
rounding the urban areas being studied are needed to construct back tra-—
jectories. These data are obtained from the NCC for the observing sites
within a radius of about 300 to 500 km. Probably the most convenient
method for determining air flow that is representative of the lowest
layers is by use of the 850-mb analyses from the NCC. An example of

such an analysis was given earlier in Figure E-6.

Using the wind data, streamline maps for each observation period
are drawn to depict the overall airflow in the region. In drawing a
streamline map a short line depicting the wind direction reported at
each observation site is first plotted on the map or tracing paper, as
shown in Figure E-15(a). Wind directions are indicated by lines extend-
ing from the station circles. The lines extend from the circle toward
the direction from which the air is moving. Thus, the station circle {is
at the end of the direction line that corresponds to the point of the
air motion vector. The wind direction at points between the observed
data is then interpolated between the observed wind directions by draw-
ing additional line segments [Figure E-15(b)]. Finally, sméoth curves
are drawn parallel to the short line segments to produce a streamline
map [Figure E-15(c)]. It should be noted that the streamlines at 850 mb
will be very nearly parallel to the contours (of constant geopotential

heights of the pressure surface) on the map.
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FIGURE E-15 CONSTRUCTION OF STREAMLINES
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A streamline map estimating airflow is prepared for each observa-
tion time. For example, with wind observations reported every 12 hours
at 0700 and 1900, the first streamline map drawn using the 0700 wind
data is approximately applicable from about 0100 to about 1300. The
next streamline map, based on the 1900 wind observations, represents the

period from about 1300 to 0100.

The construction of the back trajectory starts at the time of the
observed maximum daily peak ozone concentration. A wind speed appropri-
ate to the study area must be interpolated. The wind speed can be an
inverse-distance-weighted average of the two or three closest observa-
tion sites, or it can be estimated from the spacing of the contours on
the 850-mb surface. Wind speeds are indicated by barbs and flags on the
wind direction lines. Each whole barb indicates a wind speed of 10
knots (kt), a half-barb 5 kt. An unbarbed direction line with a hook at
its end indicates a light wind of about 3 kt. Each triangular flag
represents 50 kt. Thus, a flag and 1-1/2 barbs represents a 65—kt wind.
It is sometimes convenient to recall that one knot is one nautical mile
per hour, or one minute of latitude per hour. Thus, a 30-kt wind
results in a movement of 0.5-latitude degree per hour, or 6 latitude
degrees over a l12-hour period. It is convenient to use the degree of
latitude as a unit of distance, even though the movements may be in
directions other than north or south. In the following discussion, fit
is assumed that the hour of the peak concentration is also an hour with
observed wind data.
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To calculate the back trajectory, the distance an air parcel ori-
ginating at the terminus would have traveled is estimated using interpo-
lated wind speed. The distance calculated should be for a period equal
to the time between wind observations. That is, for twice-daily wind
observations, the distance traveled in 12 hours is used. The appropri-
ate wind speed is the value estimate for a point about six-hours upwind
of the terminus. Then, using the streamline map constructed for the
hour during which the transported ozone arrived at the terminus, plot
(on tracing paper) the distance traveled along a line parallel to the
streamlines in a direction opposite the direction of the airflow. Next,
place the tracing paper used to plot the distance traveled on a stream-
line map for the preceding wind observation time. Again, interpolate
wind speeds (using the wind data from the earlier time) and plot the
distance traveled, again starting backward from the terminus, parallel
to the streamlines for the earlier hour. The estimated back trajectory
for the first time step just before arrival comes from the point midway
between the final points determined from the two sets of streamlines.
Figure E-16 shows how the method is applied to two sets of trajectories.
Note that the trajectory parallels the later streamlines at its terminus

and the earlier streamlines at its point of origin.

To continue the back trajectory, repeat the steps described above
using the new point as a new terminus. Of course, the streamline maps
for the one and two time steps earlier are used. This backward stepping
process should be continued for a day or two to determine whether the

high transported background ozone concentration can be associated with a
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specific upwind urban area that lies on or relatively close to the tra-

jectory.

The preceding discussion describes a method by which trajectories
can be manually constructed from readily available information.
Automated methods are also available (8), but they often require data to
be in a special format that is not readily available to every user.
Figure E-17 shows examples of trajectories generated with such a progranm
(8). The program generates trajectories that terminate at four dif-
ferent times of day based on winds that are interpolated both horizon-
tally and temporally. The winds are averaged vertically through the
afternoon mixing depth. In Figure E-17, the different trajectories are
marked by different symbols ("A," "B") with positions at six-hour inter=
vals upwind marked with numerals. If the user has access to an
automated trajectory-calculating system, either directly or through the
EPA, it should be used. However, lack of such access should not prevent
the determination of the origins of transported ozone by the manual

methods described above. E-51

FIGURE E-17 EXAMPLES OF BACK TRAJECTORIES CALCULATED
WITH A COMPUTER PROGRAM
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APPENDIX F

SUPPLEMENTAL MONITORING PROGRAMS
GENERAL PRINCIPLES

Although it would be very desirable to have a permanent monitoring
network with twenty or thirty permanently operating sites, the cost of
such a network would be prohibitive. In principle, it should be suffi-
cient to have only two permanent monitors if the objective of monitoring
1s to define the design value and the expected number of exceedances for
the region: One monitor would be located where exceedances were most
frequent and the other where the highest design value for the area
occurs. Lf one carries this reasoning to even greater extremes, it
would not be necessary to operate those two stations all the time. The
design-value station would have to be operated only on those several
days with the highest concentrations that are used to estimate design
value. In principle, the exceedance station would have to be operated
only on days when exceedances occurred; if the exceedances could be

reliably predicted, then the station would not have to be operated at

all.

The preceding paragraph presents two extremes that are impractical
for different reasons. The first approach, that of using a large number
of continually operating monitors, requires little ocutside information

or judgement to determine design value or expected number of
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exceedances, but it is prohibitively expensive. The other extreme would
require very little monitoring, but that monitoring would have to be
done in exactly the right places at exactly the right times, which
entails wholly unrealistic requirements for outside information and
judgement. It should be possible to find a workable compromise between
these two extremes. The best compromise appears to be a permanent net-
work of stations that operate during the high ozone season, in locations
where it is probable that they can define the most important features of
the ozone concentration pattern. Specifically, a station is needed
where it is most likely that the high ozone concentrations will occur,
another where reliable measurements of background concentrations are

possible and a few others to define the overall spatial distribution

pattern in the area.

The permanent network can be supplemented on specific days when
high concentrations are expected by deploying a few mobile monitors to
previously identified locations. Before discussing the specifics of
such an approach, we note that an approach using a limited number of
fixed sites plus other sites that are temporarily depleyed can lend
itself to implementation by more than one agency. For example, the per-—
manent monitoring can be done by a local or state environmental agency.
It is not uncommon that transportation agencies and others specifically
involved in project design and development conduct supplementary air
The approaches described below are quite

quality monitoring studies.

consistent with such a division of effort.
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OVERALL NETWORK

Permanent Stations

Large urban areas should have five or more permanent monitoring

stations. For ozone, most of these should be outside the city. One or
two should be in representative neighborhoods within the city to charac-
terize the urban concentrations. Figure F-1 i{s a schematic diagram that
shows 5 general areas for permanent monitoring sites. It also shows an
arrow indicating the direction from which the wind blows most frequently
during periods of peak ozone concentration. A computer program included
at the end of this appendix can be used to determine the frequencies of
wind directions and wind speeds for temperatures above BOGF, when ozone
concentrations are high. An example of the output from that program is
given in Table F-l. Alternate methods of estimating most frequent wind

directions have been given by Ludwig and Shelar (14).

The most important locations for permanent monitors shown in Figure
F-1 are those upwind and downwind of the urban area for the wind direc-
tion that is most frequent during periods of peak ozome. The upwind
location meets requirements for estimating background concentrations.
As noted in the figure, the distance from the upwind edge of the city to
the monitoring location should be about five hours of travel. In the
example shown in Table F-1, high—temperature (and hence high-ozone)
winds are most frequently from the south at speeds of about 3 to 6 ms_l‘
This wind speed corresponds to about 16 km/hr, or a distance of about 80

km from the upwind edge of the urbanized region. For an urban area that
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Table F-1

TABULATED WIND STATISTICS FOR DAYTIME HOURS FOR ST. LOUiS,
WHEN TEMPERATURE EXCEEDED 80°F

FREGUILNCIES LF COCUKRENCES

CIRECT/CATE 523%Y 140=-2.¢ de0-4 v 540-240 7.0-3,0C F+0-1040 eGTellan
NNE 4540 . 64,9 2440 240 OV 0«0
NE 3340 3.0 2740 2.0 0.0 Q.0
ENE 49.0 76+ 14,0 1.0 0.0 Q.0
E 5440 7190 2veC Qo0 Q0 Je0
E5F 7540 1240 41,9 2e0 Oev Ved
SF bde0 10660 STe 1ce0 3oV 10
S5k D240 15560 1¢1.C 58.0 7.0 1.0
S . 300 2200 23¢.0 123.0 220 2.0
SSw D51e0- 17560 165.0 63.0 6.0 1.0
Sw. 74.0 2200 13#,¢C Jde0 10.0 2.0
LY ‘3060 19840 162.0 15.C 5.0 . (VIV}
W 1740 12269 210 2240 6ev 2eVU
WwNw 6360 336 5260 260 8.0 1.0
Nw LA 0 . FUe 63.C 1d4.0 . “00 Je0
NNW 4260 ER RS 4940 14.0 240 1.0
N 41Je0 21,0 =3e0 Se0 V.0 0.0
COLuUMN TUTAL Gau. 158540 13£0.0 43¢e0 73.0 1leV
NOe OF CALM 4SERVATIGNSS 4060

FERCENTAGE NF CCCURKREONCE S

DIRECT/CATEGURY 1,0-2.0 3e0-44C Se0-€40 7:0-d.0 J¢0-10.0 oGTellet-

NNE 9 1e2 o 0 0,0 0.0
NE b le3 o C 0 0.0 [VIRYV)
INE . 1.0 1.0 3 .0 0.0 VeO
e ' lel 20 6 «0 Qe0 0.0
(1 . leb 2ecC «d 0 Qe OV
. SE led el le2 2 ol «0
SS3L tel e Jed Le2 ol 0
S leo . QS 4.5 246 95 0
SSa 1.0 3.n 3.4 1.3 ol «0
Sw 1.5 4.3 2ed 3 o oV
wsw 1% LI 3o s o7 el Je0
" . le8 Ced 1.6 «? ol e
W Nw o 1e2 len lal ] o2 )
Nw 1«0 N le9 le3 4 ol . 00
NNwW 9 Tess . le0 «3 0 «0
N - LY l1e7 “lel ol JeO Ue0
COLUMN ToTaL Co 195 40.9 28,¢ 1.0 13 o2

Calms

Total

TOTAL

135.0
122.0
140.0
184,0
243.0
247 60
443,0
684 .0
4€l .0
480.0
48040
340.0
2400
223.0
197.0
18140

4815.0

TOTAL

LT
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is 40~km across, this would correspond to a site about 40-km downwind of .

the urban region. If the region were 80 or more kilometers across, then
the location should be just beyond the downwind edge of the urban
region. A station located in this way has the best chance of observing
high ozone concentrations. A wmirror-image site, upwind of the city, is
needed to define hackgrodnd concentrations. The other two recommended
locations outside the city provide for monitorlng high ozone concentra-
tions occurring with other wind directions. When combined with a loca-
tion in the city, -they also help to define general ozone patterns for
the whole area. If it 1s absolutely 1mposs;ble to operate permanent
sites at five locations, then at least the two sites upwind and downwind
of.ihe city for the wind direction most frequently associated with high

ozone and.a site to characterize concentrations within the city should

be operated.

It would be desirable to operate the pe%manent sites on a year-
round basis, but compromises are possible. The EPA guidelines (1)
require only th;: the data set be 75-percent complete for peak-
potentlal—pollutioﬁ seasons. Peak-potential-seasons are difficult to

define precisely, eapeéially {f no historical monitoring data are avail-~
abl;; historical data that are available should be used to define peak
'ozéne seasong when ;he'standarda are expected to be exceeded once or
more during the‘montﬁ;- If historical data are not available, tempera-
ture records w111 piov1de reagsonably good estimates. Where available,

frequency distributions of daily maximum temperatures can be used; ozone

exceedances are unliﬁely to occur when temperatures would not be
F-8

expected to exceed 22°% ﬂ72°P) more than onge a.month. Compilations of
the frequency distribution of daily maximum temperatures are not rou-
tinely availabie,_put cooling-degree-day st;tistics have been published
for m;st aye;a of the United States (22). The statistics should also be
available from the National Climatic Center in Asheville, North Caro-
lipa. The-meaning of tﬁe cooling degree-day concept is discussed in the
body of this report. -Any month with an average of fewer thén 10 cooling
degree days is unlikely to hgve occurrences of ozone concentrations in

excess of the standard.

Temporary Stations

Temporary stations can-be used to provide data at times and in
places where high ozone concentrations are to be expected. In order to
coaply w?:hAFhe EPA guideline (1) definitions of valid monitoring days,
temporary monitors should coilect at least nine hours of data during- the
periods from 0900:;0 2100 (local time). They should be deployed on days
when the qulmumvtempergture is predicted to be above 20% (68°F).
Suitable locations for monitoring should be identified ahead of time;
Figure F-1 shows the generél regions where specific locations should be
The characteristics of suitable locations are discussed in

selected.

the next -section.

Ifipgrménent‘monitoring is not being conducted at all five of the
recommended areas shown in Figure F-1, then the first concern in any
supplemental mqni:oring program will be to ensurte that monitors are
available for determining the concentrations near where a peak is

F-9
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expected, and at a location suitable for estimating background concen-
tration, when high temperatures are anticipated. Forecast wind direc-
tions can be used to guide the deployment of temporary monitors. There
should be at least one downwind station at the appropriate distance and,
1f necessary, an upwind station. A station well removed from the urban
area to one side or the other will frequently serve to define background
concentrations; an upwind station is not always necessary, but care

should be exercised to make sure that the monitoring site is not influ-

enced by nearby sources.

If the permanent ngtvork has five monitors, located generally as
shown in Figure F-1, or if the wind direction i{s such that permanent
monitors are located where peak and background can be monitored, then
the objective of the supplemental monitoring will be to provide more
details of the pattern in the vicinity of the expected maximum concen-
tration. For the wind direction shown in Figure F-1, the three left-
most temporary locations would be the most suitable for this purpose, as
they provide one station beyond where the maximum is expected and two
that are closer to the city. Such an array provides a better estimate
of the location and magnitude of the peak concentration. If more than
three mobile monitors are available, then sites at about the same dis-

tance as the permanent monitor but 20 or 30 degrees to either side of fit

would be useful. These locations are not indicated in Figure F-l.
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CRITERIA FOR SELECTING SPECIFIC LOCATIONS

Ludwig and Shelar (li) developed step-by-step procedures and guide-
lines for the selection of ozone monitoring sites. Their report con-
tains considerable backup information regarding the criteria that they

recommend, and it should be consulted for complete details; the material

that follows has been extracted from that report.

Figure F-2 suggests that three somewhat different types of monitor-
ing location will be required. It indicates one location in the urban
region to characterize typical concentrations there, one location to
characterize background concentrationé; and iipally, a location to meas-
ure the maximum or near-maximum concentrations.

Figure F-2 summarizes

the procedures used for selecting these three different kinds of sites.

The figure shows that the procedure begins by assembling such relevant

information as maps, emissions inventories, climatological data, and any
historical monitoring data that are available. After the background
information has been assembled, the next step is to determine which type

of monitor is being located.

The right side of Figure F-2 shows steps in selecting background
mon;tors. The process uses the most frequent wind directions associ-
ated with 1mbo:tant photo;hemical activity to estimate the upwind direc-
tion; a good background site will be a few tens of kilometers from the
city in that direction. The final step in selecting a specific back-
ground monitoring location is finding a site with characteristics like

those shown in the box. F-11
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ASSEMBLE BACKGROUND INFORMATION:
* MAPS

+ EMISSIONS INVENTORIES FOR NMHC AND RO,

* CLIMATOLOGICAL DATA
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URBAN OR BACKGROUND CONDITIONS

H BACKGROUND I

!
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|
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CONCENTRATIONS

SELECT REASONASLY
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!
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l

USE EMISSIONS INVENTORIES TO
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)
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WITH IMPORTANT

PHOTOCHKEMICAL ACTIVITY

I
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INFLUENCE-SEE FIGURE F-1

|
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I

SELECT SPECIFIC SITE.
AVOID LOW LYING AREAS.
AVOID INFLUENCE FROM

MAJOA NO, SOURCES. MINI-
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ROADWAYS

1] AT WIND SPEEDS PREVAILING DURING

|

SELECT SPECIFIC SITE, AVODID
VALLEYS: HILLTOP LOCATION
E. AVOID INFLUENCE

SELECT PROSPECTIVE MONITORING
AREA IN DIRECTION FROM CITY THAT
15 MOST FREQUENTLY DOWNWIND
DURING PERIODS OF PHOTOCHEMICAL
ACTIVITY. DISTANCE TO UPWINO
EDGE OF CITY SHOULD BE ABOUT
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BY AIR MOVING FOR 5 TO 7 HOURS

FROM NO, SOURCES, MINIMUM
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COMPUTER PROGRAM FOR IDENTIFYING WINDS

APT TO BE ASSOCIATED WITH OZONE PRODUCTION

ADT < 1000, 0m

ADT 1000-10.000, 20~250 m

ADT > 10,000, > 250 m
SHOULD BE IN AN OPEN
AREA WITH NO NEARBY
OBSTACLES. INLET SHOULD
BE AWAY FROM SURFACES

AND AT A HEIGHT OF
I TOI5m

PERIODS OF PHOTOCHEMICAL ACTI-
WVITY, FOR HEALTH RELATED PURPOSES,
A MONITOR OUT OF THE MAJOR NO
EMISSIONS AREA, BUT IN A POPULATED
NEIGHBORHOQD (S OESIRABL.E.‘
PAOSPECTIVE AREAS SHOULD ALWAYS
BE OUTSIOE AREA OF MAJOR NO,

EMISSIONS

FIGURE F-2 SCHEMATIC DIAGRAM OF PROCEDURE FOR
SELECTING OXIDANT MONITORING SITES
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Two different types of location shown in Figure F-1 atelinfluenced
by the clt;, and hence cannol.: be congidered background sites. One of
these is 1;1 the city itself; the other is in a downwind location where
maximum ozone concentrations are probable. Ludwig and Shelar (14) point
out that it is not possible to identify the point of maximum ozone con-.
.centration with absolute certainty, which is one of the reasons for
introducing supplemental monitoring. As Figure F-2 shows, wind direc-
tions ‘are used in conjunction wi:ch the emissions inventories, which
define the limits of the area within which most of the precursor emis-
sions are found. If emissions inventories are not available, conven—
tional topographic or street maps can be used to define the outer limits
of the city; the edges need not be defined precisely. As wa;s discussed

earlier, locations several hours travel-time downwind of the city’s

upwind” edge are appropriate.

The basic rt'aquirement for a site within a city is that the site be
located within a reasonably homogeneous and typical neighborhood some-
where near the geographical center of the region. However, a city site,
and all other sites, must be well removed from the influence of major
sources of o;tides of nitrogen. Figure F-2 31ve§ some criteria for
separation distances between highways and monitoring sites so r:ha: the
influence of the local emissions will be reduced to acceptable levels.
Consideration should also be given to the presence of any major elevated

point sources whose nitric oxide emissions might impact the monitoring.

site. Such effects should be avoided.
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As noted earlier,/ high ozone concentrations are most apt to be
associated with relatively Mgh temperatures. Thus joint-frequency dis-
tributions of wind direction and wind speed for l}oura when temperatures
were high provide guidance for selecting monitoring locations. Ludwig
and Shelar (14) developed a short computer program for generating such

joint-frequency distributions. .

Program WNDROS calculates the frequency distribution of wind direc-
tion and speed from standard National Climatic Center surface-
observation data. The program includes only Hinﬁs that accompany tem=
peratures above 80°F (26.7°C) and occur during the daylight hours- (0600
to 2000 LST). If the user chooses to select some other temperature
cut-of f Ar time period for inclusion, the program could be easily wodi-
fled: it was written for use on a Control Data computer, but with a few
modiﬁic;tions it can be used with other machines. The program reads
WBAN/WMO hourly surf;ce observations from tapes-prepared by the National
Climatic Center in Asheville, North Carolina. In addition to the data
tape, the only other user-supplied input is a card image indicating the
year/month/day of the dates when the user wants the processing to start
and stop; the format for that card is 2F7.0. An example of the output
of the program was given in Table F-l. For the convenience of the user,

a listing of that program is included on the following pages.
F-14
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Program WINDROSE

PROGRAM WNDRCSE (INPUT.QUTPUTTAPEL +TAPER)

wIND ROSE PROGFRAV = = = CALCULATES FREQUENCY DISTRIEBUTION UF WwWiIND

SPEED VS WIND DIRECTIUN. PROGRAM wllLL READ eBAN/WMU HOURLY
SURFACE OUSERVATICN CARD [VMAGE TAPES PREPARED BY THE NATIONAL
CLIMATIC CENTER, NOAAs USER MUST ENTER START AND STUP DATES OF
DATA THAT IS TC BE PROCESSED. .

DIMENSION DAT(BO) ¢CAT( (4 e7)sCLASS{O)eICLAS(12)+wWwNDIR(1T)
DIMENSION wSWO(16:6)eNUC(16)

DIMENSIUN TOTSPO(7).TOTDIR(17)

DATA (WNDIR=AHCALWVoIHNNE o 3H NE,IHENEs3IH £ s3HESE+3n SE.3HSSE«3H S
213HSSwe3H Sw,2HWSWeIH W s IHWNWe3IH NWe3NMNNw,3H N )

DATA (ICLASS1¢20293¢30906¢5065¢006,47)

DATA (CLASS= TH] 002600 7TH3 e 0=0e0e TH3e¢0=6e0,7HT7e0-3.0,
18He0=10eUeB8heGTelle0)

r?RNAT (1H1 ¢ 25XswIND ROSES FOK STe LOUILS FOR DURING . ® Fpe08% TOSF3.:
1/ ’

FORMAT (/1H +®cCFe NCo =%14)

FORMAT (/1 48P .Ee NUe =%14)

FORMAT (/1H +%RECe-NOe =%]14)

FORMATY {2F7.0)

FCRMAT (S5XeFEeCosF2e0)

FORMAT (B8XsF2s04F2:008X0A1F2.0)

FORMAT (// +30XeFRCEQUENCIES OF QOCCURRENCES®//1H »¢DIRECT/CATEGORY
1%6A10,3XsTOTAL®/) .

FORMAT (1H ¢2XA0s9Xs7(FBele2X))

FURMAT (8A10)

FORMAT (1H +8A10) .

FORMAT (// +30X$PeRCENTAGE UF OCCURRENCES®*//1H +¢DIRECT/CATEGORY
136A10s3X,¢TOTALS/) :
FORMAT (/1H 2 1S+2F1060+3F10e1¢3110.,F10.0)

FORMAT (/1H o¢CALMA =8F10e2¢5X8N0s UF 0BSe ==110/)

FORMAY (1H +1€15)

FORMAT (/1H +®NCe COF CALM CHSERVATIONS:I®F7.17)

FORMAT(/1X,®CCLUMN TOTALS3X.7(F3s14+2X))

CALL MEMSETX (0+0+CAT,119) $ NOBS=0

READ STARTY AND S7OP‘DA!ES TC HE PROCESSED = FORMAT IS &F7.0

READ S.UDATELEDATE
PRINT 1+BODATE.EDATE

READ SURFACE OUS TAPE ~ WRITTEN FOR COC COMPUTER

BUFFER IN (1+0) (OAT(1)sDAT(B0))
IF (UNIT(1)) 130+110,120
NF=NF ¢}

PRINT 2,NF

GO TO 200

NP=NP4+ ]
PRINT 3.NP

NR=NR¢1
LEN=LENGTH(1)

DO 180 I=1,LEN.SH

DECODE (13.640ATLI)) DATEHOUR
IF (DATELT.BCATE) GO TO 180
IF (DATE.GT.ECATE) GC Y0 200

C
€C . CHECK FOR TIME CF DAY
C

N
od
(=]

OONn OnC-

IF (HOURSLTe6s0sCReHUUReGT2040) GO YO 180
DECODE (19¢7¢DAT(1¢3)) OIRSPDJITX,TT

IF (ITX.EQelhXx) GO TU 140

IF (1TX.EQ«1HO) GO TO 1S5S0

TT=100+¢TT

GO TO 150

TYz=TT .
CUONT INUE .

CHECK .FGR TEMPERATURE LESS THAN 80 DEG F

IF(TTLTL80¢) GO YC 180
CONVERT wIND SFEED UNITS (KTS TQ MPS)
wSPD=SPO%0«.%1479

IF (WSPUGE«11.0) GO TO 160
IwSsWSPD#+1.0 8 GU TC 170
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160 tws=1le
170 1C=ICLAS(IwS) \

[

C CONVERTY wBAN CODES INTC 316 WIND OIRECTICNS

c . .

C
CALL WINDIR (DATE.DIR,WODIR,1wD)
CAT(IWD+IC)=CAT(IWD,IC)I*1e0 $ NOBS=NOHSH+I

180 CUNTINUE
GC TC 100
200 PRINT 8,CLASS
DO 201 [=2417 .
- T0T=040
DO 202 L=2.7 :
TOT=CAT(L+L)¢TCT
202  CONTINUE
TOTDIR(T)=TUY
201 CONTINUE
ATOT=0.
DO 202 L32,7
TOT=0.0
DO 204 1=2,17
TOTSTOT+CAT(IoL)
200 CONT INUE
- TOTSPO(L)=TOT"
ATOT=ATOT+TOT.
203  CONTINUE
© 00 210 1=2,17 .
PRINT 9oWNDIR(E)e(CAT( Lol 1ol 22:7)oTOTDIR(L)
210 CONTINUE
PRINT 18.(TOTSPO(L)eL=2,7)0ATOT

PRINT 16,CAT(1,1)

C
C COMPUTE THE FERCENTAGE OF CCCURRENCES AT EACH DIRECTION
C WIND SPEED CLASS. ECTION IN EACH
DO 220 Iw=2,17
‘DO 220. 1C=2247
WSRD(IW=1,1C-1)=CAT(IwsIC)®100,0/NOBS
{F (CAT(1w,1C)eGT+040) NOCI{Iw-1)=1C~-1
220 CONTINUE
CALMAZCAT(1+1)8100.0/NOBS
PRINT12¢CLASS
DO 205 1=2417
205 YOTDIR(1)=TOTCIR(1)/NOBS*100.
00 206 1=2.7 -
206  TOTSPO(I)=TOTSPD(!)/NOBS*100. :
ATOT=ATOT/NOBS®100. ¢
00 230 I=1,16
PRINT 94mNOIR(I®1)o(WSWD(I+L)sl=1+6)+TCTUIRLE®])
230 CONTINUE
PRINY 184(TOTSPDIL)sLS2+7)sATOT
PRINT léoCALNAoNUdb .
STGP200
END
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