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Systematic, well-designed research provides the most effec-
tive approach to the solution of many problems facing high-
way administrators and engineers. Often, highway problems
are of local interest and can best be studied by highway
departments individually or n cooperation with their state
universities and others. However, the accelerating growth of
highway transportation develops increasingly complex prob-
lems of wide nterest to highway authonties. These problems
are best studied through a coordinated program of coopera-
tive research.

In recogmtion of these needs, the highway administrators of
the American Association of State Highway and Transporta-
tion Officials imtiated 1n 1962 an objective national highway
research program employing modern scientific techniques

This program 1s supported on a continuing basis by funds
from participating member states of the Association and 1t
recetves the full cooperation and support of the Federal
Highway Admunistration, United States Department of
Transportation.

The Transportation Research Board of the National Re-
search Council was requested by the Association to ad-
mumister the research program because of the Board’s recog-
nized objectivity and understanding of modern research
practices. The Board 1s uniquely suited for this purpose as:
it maintains an extensive committee structure from which
authorities on any highway transportation subject may be
drawn; 1t possesses avenues of communications and cooper-
ation with federal, state, and local governmental agencies,
umversities, and industry; its relationship to its parent orga-
nization, the National Academy of Sciences, a private, non-
profit institution, 1s an msurance of objectivity; it maintains
a full-time research correlation staff of specialists in highway
transportation matters to bring the findings of research
directly to those who are 1n a position to use them

The program 1s developed on the basis of research needs
identified by chief administrators of the highway and trans-
portation departments and by committees of AASHTO.
Each year, specific areas of research needs to be included in
the program are proposed to the Academy and the Board by
the American Association of State Highway and Transporta-
tion Officials. Research projects to fulfill these needs are
defined by the Board, and qualified research agencies are
selected from those that have submutted proposa]s Adminis-
tration and surveillance of research contracts are the respon-
sibilities of the Academy and its TransportatlomResearch
Board

The needs for ighway research are many, and the National
Cooperative Highway Research Program .can(make signifi-
cant contnbutions to the solution of hlghway transportation
problems of mutual concern to many responsible groups The
program, however, 1s intended to complement rather than to
substitute for or duplicate other highway research programs.
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FOREWORD

By Staff
Transportation
Research Board

This report will be of interest to transportation analysts and policy planners
in federal government, state transportation departments, and metropolitan plan-
ning organizations having expertise in urban travel demand analysis. Such persons
will find guidance in using life-cycle variables, such as age distribution of house-
hold members, in trip generation models and in considering the effects of life-style
changes, such as women entering the work-force or activity changes, on amounts
of future travel. The use of life-style vanables holds promise for improving the
forecasting capabilities of such travel models and consequently improving travel
demand forecasting. Researchers will find the results of an intensive investigation
into quantifying the relationships between travel on one hand, and vanables de-
scnbing life-style and life-cycle on the other hand.

Decisions concerning transportation investment are based partially on fore-
casts of travel. These forecasts are generally made using models that relate travel
time and cost, demographic characteristics, and transportation accessibility to
travel. The distribution and assignment models used by most agencies are prime
examples. There is no subsuming theory of travel behavior which generates those
models; they are merely convenient formulations for expressing and forecasting
travel and assume stable relationships. Disaggregate models, although offering
significant advantages over present techniques, deal almost entirely with indi-
vidual choices, thus ignoring basic household level and other processes that gen-
erate travel. A major deficiency in both approaches is their general insensitivity to
policy options that are important today. Such options typically involve energy,
lifestyles, and transportation service qualty.

In recognition of this deficiency, Phase I of the research initiated development
of a new approach to understanding travel behavior, concentrating on social and
psychological relationships between individuals and their households as they exist
1n spatial layouts. A careful review and an evaluation were made of the transpor-
tation planning, economics, sociology, geography, and psychology hterature to
identify theoretical elements related to individual travel. This work was synthe-
sized into a travel behavior theory comprised of two components—a microtheory
and a macrotheory. The microtheory concept proposes that individuals in similar
social status positions, in similar hife stages, living in similar environments, will
adapt 1n similar and partially predictable ways. Important to this theory are role
patterns and attitude structures. The macrotheory is concerned with how the
existence of activity opportunities and constraints modifies or reinforces be-
haviors specified in the microtheory. The microtheory deals with the individual’s
demand for activity opportunities; and the macrotheory, with the generation of the
activity opportunity sets. A full summary of the Phase I research findings, by
Boston College researchers, Fried, Havens and Thall, 1s included in Appendix G
to this report.

Phase II of the research reported herein, conducted by Charles River Asso-



ciates, identified three key elements relating to individual and household behavior,
tested them, and determmed how those elements might be incorporated into
operational travel forecasting procedures.

The key elements (or concepts) tested include the following:

1. Actwvity and travel patterns can be related to demographic descriptors
such as social class, ethnicity, life cycle, and hfestyle.

2. Intervening factors between activity and travel patterns include social
roles and resource constraints.

3. Household activity choice, duration, scheduling, and location determine
travel.

Structural equations were developed to test the relationships among these
elements. In addition, trip frequency (trip generation) equations were developed
as the basis for practical travel demand forecasting. The Baltimore Travel Demand
Data Set was used for equation development. Resources did not permit the valida-
tion of these equations for other geographical areas nor did they allow for the
incorporation of the equations in the Urban Transportation Planning System
(UTPS). Nevertheless, analysts should be able to apply them to their own travel
demand forecasting system for tnal use.

The Phase I report entitled, ‘‘Travel Behavior: A Synthesized Theory;” by
M. Fried, J. Havens and M. Thall of Boston College, is available in microfiche
form for $4.50 prepaid. Send check or money order, payable to Transportation
Research Board, to Publications Office, Transportation Research Board, 2101
Constitution Avenue N.W., Washington, D.C. 20418.

The following unpublished working papers were written for Phase I and are
available on a loan basis upon written request to the NCHRP:

1. “*Classification and Evaluation of Social Science and Transportation Is-
sues’’; Marc Fried and John Havens.

2. “‘Preliminary Dimensions for Classification and Elevation”, Marc Fried
and John Havens.

3. “Toward a Mathematical Framework for Modelling Urban Travel Be-
havior’’; John Havens.

4. *“‘Issues 1n the Analysis of Attitudes (Attitude Theory)”’; Marc Fried.

5. *‘Attitudes toward Transportation’’; Marc Fried.

6. The Theory of Decision Dilemmas and Directions’’; John Havens.

7. “‘Residential Mobility, Residential Location and Travel Behavior’;
Matthew Thall.

8. ‘*Spatial Cogmition and Transportation’’, Deana D. Rhodeside.

9. *‘A Review of Temporal Cognition’’; Daniel Rogan.
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NEW APPROACHES TO UNDERSTANDING

SUMMARY

TRAVEL BEHAVIOR

The objectives of this study were to improve the understanding of travel
behavior and to enhance practical transportation forecasting models by investigat-
ing and applying fundamental concepts from the social sciences. After extensive
reviews of the literature in Phase I and the early part of Phase II, three concepts
were selected for in-depth investigation.

Lifestyle, which can be defined as how individuals and households allocate
time to alternative activities such as work, in-home time, and recreation, has
become increasingly prominent in travel behavior research. The emphasis on
activities is also consistent with a stratification of travel by trip purpose. Life
cycle, typically defined in terms of the ages of the adult members of a household
and the number and ages of children, was also selected for investigation. House-
hold structure is a closely related concept, especially relevant in light of the
ongoing changing size and composition of households. The life cycle and house-
hold structure concepts suggest that the number of household members, a vanable
typically used in standard trip generation models, might not adequately capture the
characteristics of households that affect travel demand.

The standard urban transportation demand forecasting system consists of four
components: trip generation, trip distribution, modal choice, and route assign-
ment. In order to avoid duplication of other major research projects, and to use
this project’s resources in a cost-effective manner, the research team and the
NCHRP advisory panel determined that enhancement of the tnp generation
models would be the major practical focus.

The research team approached the research with the general orientation that
the social circumstances in which an individual (or household) lives should have
considerable bearing on the opportunities and the constraints that he or she faces
in making activity choices. Whether one lives alone or with others will affect the
opportunities for coordination and economies of scale regarding necessary house-
hold activities as well as travel instrumental to other pursuits. A married couple
with a young preschool child (or children) will generally find itself less mobile than
a similar couple without children or with older children who do not require as
much care. Elderly and retired persons who live with younger adults are likely to
be more active outside the home than elderly persons living with persons roughly
their own age or living alone. A single parent will face both the reduced oppor-
tunities for coordination with other household members of the adult living alone
and the added constraints on mobility of the presence of children. The number of
children and the number of adults living together in a household will have an effect
on the broad pattern of travel and time use of the individual.

Analyses were performed in three major areas. First, the effects of life cycle,
household structure, and other sociodemographic variables on the allocation of
time to specific activities by individuals were examined. Second, the usefulness of
life cycle, household structure, and residential location characteristics in trip
generation models was explored. Third, structural equation methods were used to
analyze simultaneously the interactions among measures of mobility such as travel
time, travel distance, and trip frequency.

Findings—Time Allocation by Indwviduals

For the analysis on how individuals allocate time to particular activities, and
the other analyses described below, the Baltimore Travel Demand Data Set,
collected by FHWA in the spring of 1977, was used in model development. Since,
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unlike most other urban travel data sets, the Baltimore data describe both non-
vehicular and vehicular travel, the analysis described in this report includes both
types of travel.

The model of activity ime allocation of individuals comprises equations for
in-home time, travel time, and ten other categones of out-of-home activity. One
set of hypotheses to be tested is whether the major break points:in the life cycle
of individuals signal major changes in time allocation. A household typology,
based on the age of the youngest and eldest member of the household, is thus
developed. In an attempt to look at within-household interactions, information on
spouse employment status 1s also included. A wide variety of other charactenistics
of the person is also employed to investigate the impact of other socioeconomic
charactenstics of persons on their time allocation patterns

Principal findings relate to the effects of life cycle, employment status, and
other sociodemographic characteristics. !

The research venfied that such life-cycle effects as having preschool children
present, having the youngest child reach school age, and progr'essing to other
points in the life cycle do indeed prompt changes in time allocation. The presence
of preschool children has little effect on the behavior of men, nor is there a
detectable difference between time use patterns of not-employed women with
children and without children. For employed women, however, the transition to
having a young child prompts less time in pleasure travel and more time spent 1n
shopping. The decreased demands of caring for young children prompted by the
youngest child reaching school age has a stronger effect, with employed women
spending more time at work and less time at home and shopping. Not-employed
women with children spend fewer hours at home and more time visiting friends.
Employed members of households without children tend to spend more time
taking meals away from home than do employed members of households with
children and, with increasing age, spend less time working. Not-employed
members in households without children also spend more time eating out, at home,
and in pleasure travel; less time is spent serving passengers and in outdoor recrea-
tion, relative to not-employed members of households with children.

Employment status, of course, has an enormous impact on weekday activity,
but not all of the time spent working i1s drawn from time at home, other activities
are cut back as well. Employed women spend 1.3 hours less and employed men
1.9 hours less time in activities that the not-employed engage 1n outside the home.
The largest time reductions come from visiting friends less, shopping less, and
foregoing personal business. A smaller but statistically significant reduction oc-
curs in pleasure traveling. There are differences in these patterns between men and
women

A common effect of employment on both sexes is to increase total travel time
by about 15 min. Since the average trip to work in the sample 1s about 35 min, the
extra total travel 1s not nearly enough to get a person to work and home again.
Therefore, substantial travel substitution, or perhaps greater trnp chaining and
better planning of trips, also appears to take place when a person works in the
marketplace.

With respect to other sociodemographics, differences between males and
females were found to be significant for unmarned blacks but not for white un-
married persons. Employed unmarried black men tend to spend more time at work
and traveling and less time at home and food shopping than employed unmarried
black women. Employed males with working spouses tend to spend more time at
work and travel, but less ime at home and shopping than do employed women
with working spouses. The differences between black men and women in time
spent at work, travel, and shopping are more pronounced than the differences
between white men and women for these activities. Among persons whose spou-
ses do not work, the differences between men and women are much less sharp, but
are similar in direction to those already noted.

For the employed, time at work tends to peak in terms of age in the early 40s,
time spent at home reaches a minimum in the late 30s, and most other activities
reach a mmmimum at some later age. For most employed persons, the household
income vanable tends not to be a significant predictor of time allocation. For
not-employed persons, higher income implies more time spent at home, in plea-
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sure traveling, and 1n entertainment and less time spent shopping, visiting friends,
and serving other persons. Income tends not to affect travel time significantly for
either the employed or unemployed.

Education is not significant in any of the equations for the not-employed. For
the employed, increasing education implies decreased time at work, and increased
time eating away from home, in entertainment, and in travel time. As age and
income have been controlled for, it appears that the educated employed enjoy a
distinctive lifestyle.

Techniques are developed for predicting changes in time allocation, in the
long run, as the composition of the population changes. The key demographic
trends are an increased labor force participation rate for women, an older popula-
tion, and a greater proportion of single-person households. These trends are ex-
pected to have some impact on time allocation in the aggregate, but various
effects, such as aging versus increasing income, tend to cancel each other out.
Perhaps the greatest impact on time allocation 1n the future will come from the
increasing labor force participation rate among women. At the traffic analysis zone
level, however, large shifts may occur as specific changes in population composi-
tion take place.

Findings—Household Trip Generation Models

A major focus of the research was the exploration of whether concepts such
as life cycle have implications for trip generation modeling. Classification of trips
by the purpose (or activity) at the destination follows naturally from the analyses
of time allocations by purpose. In this scheme, trips to home would be a separate
category. This classification is referred to as activity-based. In contrast, standard
trip generation models are based on a classification of trips into home-based and
nonhome-based. Home-based trips have one trip end (either origin or destination)
at home; consequently, home 1s not a separate purpose category. Household trip
generation models were developed separately for both activity-based and home-
based classifications.

Activity-Based Models. Trip generation models were developed by adding
variables describing household structure, age structure, and location characteris-
tics to standard trip generation models. Findings on the usefulness of these vari-
ables in enhancing trip generation models are described in the following.

Because the trip generation models were developed for potential practical
applications, the household structure used in the individual time allocation model-
ing was modified to facilitate compatibility with classifications used in other data
sources, such as census data projections of demographic variables.

There are three distinct groupings of households from the point of view of trip
frequency. These are groupings of individuals without children present (unrelated
individuals, couples, and adult families without children); families with children
present (nuclear families, single-parent families, and adult families with children);
and single individuals.

The household type with the greatest trip frequency per person is that of
unrelated individuals. Although the household size of unrelated individuals is only
slightly larger than that of couples, households of unrelated individuals take almost
1.2 more trips per day than households of couples. This indicates that family
relationships have an impact on trip frequency behavior Households composed of
roommates tend to pursue their own schedules of activities and interests and are
much less tied to the activities of other household members than are persons with
a greater degree of commitment to a relationship.

Single-parent households’ total trip rates are marginally higher than those of
nuclear families when their vehicle ownership patterns, age structure, and resi-
dence patterns are accounted for. Adult families with children have the highest
differential in total trip frequency of the families with children (after accounting for
the other variables). This greater frequency seems to be related to the presence of
extra adults, as it is the increased frequency of work/school, personal business,
entertainment, and visiting trips—all adult-oriented activities—that contnbutes to
the higher rate.

Of the single-person households, single males are more mobile than single



females. This 1s due pnincipally to a higher frequency of entertainment trips and
return-home trips.

The major finding 1s that trip generation rates decline with age For example,
household members under 35 account for approximately 0.5 more trips per week-
day than do people aged 35 through 64 and about 2 more tnips than those 65 and
older.

It 1s important to note that the differences in trip generation by age may in part
reflect cohort effects. Older people may travel less because they always did, rather
than because of their age The cohort effect 1s likely to be largest for those over
65; the dechining trip generation rates for other age groups likely reflect a real
decreasing travel propensity.

The presence of one or more preschoolers has a strong inhibiting effect on the
frequency of total weekday travel. This reduced frequency comes principally from
personal business and serve-passenger trips. The presence of grade schoolers has
a slight positive effect on trip frequency principally in the serve-passenger and
entertainment areas

Population density 1s negatively related to total tnp frequency This has long
been observed in trip generation models The reasons for this finding suggest
potential lifestyle varations. Frequency of work, shopping, and entertainment
trips significantly increase with decreasing residential density. Conversely, visit-
ing trips are positively related to increasing net residential density, perhaps indi-
cating a greater degree of socializing within the neighborhood in denser areas
Another location-related effect is the reduced frequency of entertainment and
visiting trips for households with residences within the Baltimore City limut.
Again, this would appear to be a lifestyle effect Duration of residence does not
have a significant effect in any of the equations for weekday travel, except that
short-term residents are marginally more hkely to make personal business trips.

The tnp frequency equations reveal distinct patterns with respect to vehicle
ownership and income. In terms of total trip frequency for all purposes, number
of vehicles owned has a strong positive contrnibution, adding approximately one
trip per vehicle per day to the household’s travel pattern, other things being equal
Number of vehicles owned 1s positively related to all categories of travel by
purpose except for personal business and entertainment. Income 1s not a signifi-
cant determinant of total trip-making behavior, although 1t has marginal positive
impact in the work and entertainment purposes, and a negative relationship to
visiting trip frequencies (these are the sorts of activities one might expect to be
associated with higher income)

Home-Based Trip Productions Equations for trip frequency by the six home-
based trip purposes are esumated The vaniance explained tends to be higher for
home-based trip making than for activity-based trip making. The overall patterns
of the coefficients also were similar, although the age structure 1s more important
for home-based tnips. It is reasonable that vanables descnbing the household and
its residential environment are more effective in predicting home-based trips than
in predicting activity-based tnips, because the home-based concept focuses more
sharply on the household and its residential setting than does that of activity-based
trip making, which includes nonhome-based tnps and defines the trip by activity
at the destination When number of household members employed 1s added to the
equations, the results indicate a lessening of the importance of vehicles owned and
a shifting of the importance of household structure varables for predicting overall
trip frequency.

To illustrate the capabihties of the general approach for forecasting purposes,
the home-based trip generation models developed 1n this study were compared to
standard trip generation models Two exampls are presented First, the alternative
models were applied to five hypothetical households, representing different life
cycle stages Whereas the standard trnip generation models generally showed very
hittle difference 1n trip generation estimates, the enhanced models indicated that
tnp frequency would change substantially with changes in lhife cycle.

Second, the alternative models were used to forecast travel based on illustra-
tive 1990 values for key independent vanables for the Baltimore area. In this case,
the forecasts differed only moderately These examples suggest that the models
developed for this study may be most useful in analyzing trip generation rates for
households or homogeneous zones. Differences between the enhanced and stan-




dard models are likely to be less substantial in applications to heterogeneous
groups of households, primanly because the averaging of household charactens-
tics probably obscures the sharper differences found in more homogeneous appli-
cations.

Findings—Structural Equation Models

A set of structural equations was estimated using the two-stage least squares
method. The system first estimates precursors of mobihty such as vehicles owned,
relates this and household descriptors to activity time allocations, and in turn
relates time allocation to trip frequency, travel time, distance, and fuel consump-
tion

The pervasive influence of vehicles owned on activity and trip-making behav-
ior 1s evident; that is, vehicle ownership is strongly related to several mobility
measures. Time at home and work are substitutes for each other, but other out-
of-home activities are complementary with time spent at home. Total travel time
and trip frequency are complementary; that is, total travel time increases with trip
frequency, and vice versa.

There are several findings for out-of-home travel by purpose. The pegative
relationship between activity time and trip time for out-of-home activities may
indicate a time budget for the activity/travel bundle and a consequent tradeoff of
the two. In contrast, travel frequency is positively related to activity time. Simi-
larly, the greater the amount of time spent at an activity, the further the distance
traveled (in person miles) to the activity. The contrast between travel time and
person miles traveled suggests that higher speeds may be involved in traveling to
activities at which more time is spent. However, travel distance is generally not
traded off against trip frequency. Only 1n the case of entertainment is there a
tradeoff between travel frequency and distance traveled.

Fuel efficiency, measured as gallons per mile averaged over each household’s
fleet of vehicles, is also estimated The more vehicles the household owns, the
greater the average fuel economy; a larger number of young adults and residence
within the Baltimore city limits also promote fuel efficiency. Fuel efficiency tends
to decrease with the following factors: when the household is nonwhite and when
the number of male adults and the total miles traveled for household-owned
vehicles increase.

Implications

The importance of measures of household structure and residential location
argue for their inclusion in existing travel forecasting procedures. Their impor-
tance 1s shown by the fact that, of two variables commonly used in travel forecast-
ing, income and vehicles owned, only vehicles owned adds explanatory power
over and above measures of household structure. This may be because vehicle
ownership patterns capture preferences for a certain type of lifestyle which one
cannot measure with existing household interview data. When one has accounted
for household structure and vehicle ownership patterns, income adds little explan-
atory power to trip generation analysis.

Because most of the variables used in the trip generation models developed
in this project are available in standard transportation data sets, estimation of
similar models for particular regions should be straightforward. All illustrated by
the forecasting examples, inclusion of household structure and residential location
varniables can be quite important in some cases.

Problems in predicting these household structure variables for the purpose of
travel predictions are real, but not impossible to overcome. At the aggregate level,
the future age structure of the population, which is of major importance in trip
generation models, is known today. Table 20 in Chapter Three presents estimated
changes 1n age structure for 1990.

Prediction at the traffic analysis zone level is more problematic, of course.
However, estimation at the small-area level of the variables considered here is no
more arbitrary than forecasting vehicle ownership or income levels—it simply
means a reorientation of existing efforts. Further, land-use models that deal with
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the sorts of vanables considered in this report exist, and the application of their
output to tnp generation questions 1s feasible. Also, although NCHRP Project
8-24, *Forecasting the Basic Inputs to Transportation Planning,”” focuses on more
traditional trip generation models, some of the forecasting procedures are relevant
to applications of the trip generation models 1n this report For example, that
project presents methods for projecting population, including age-specific estima-

tion procedures.

CHAPTER ONE

INTRODUCTION AND RESEARCH APPROACH

This chapter describes the overall research approach
Specific findings are treated in Chapter Two Appraisal of
these findings as well as specific plans to implement them are
discussed 1in Chapter Three

OBJECTIVES

The principal objective of this study was to identify be-
havioral science concepts potentially useful in understanding
travel behavior A more detailed discussion of the concepts
thus identified 1s provided in Appendix A A major part of the
research involved the formulation of models that descnbe the
mnteraction between the hfestyle of individuals and house-
holds and travel behavior These models can be implemented
from existing transportation data sets and incorporate impor-
tant sociodemographic determinants of behavior (including
relationships within the household as well as charactenstics
of the person) A major objective 1s to link the general theo-
retical propositions developed 1n Phase I of this project (/) to
practical forecasting techniques. In order to do this, 1t 1s
necessary to proceed in an incremental fashion, using the
types of data that are currently available to transportation
planners

The efforts of this project were thus directed at the follow-
ing spectfic objectives.

® To model hfestyle as the allocation of a person’s or a
household’s time to vanious categones of activities

® To examine the impact that such activity allocations have
on travel behavior

® To produce operational definitions of household structure
and incorporate them into the modeling process

® To incorporate other sociodemographic charactenstics,
thus providing a ncher descniption of the individual and
household than 1s typically used, and providing proxies
for other unmeasured attnbutes

® To implement these models using the types of data cur-
rently available to transportation planners, such as
travel surveys

An important 1ssue in applying the theoretical concepts to
practical forecasting problems 1s how the traditional four-
step process of (1) trip generation, (2) tnp distmbution, (3)
modal choice, and (4) route assignment can be improved by
incorporating fundamental behavioral concepts. It was
decided early in the project to focus on improvements in tnip
generation models Because modal choice models have re-
ceived considerable attention in numerous other projects,
including projects sponsored by NCHRP and the U S
Department of Transportation, they were not emphasized
here However, the research team did examine how trip gen-
eration relations varnied by mode Although concepts such as
lifestyle and activity time allocation may have important 1m-
phcations for trnp distribution, project resources did not per-
mit an in-depth analysts of potential improvements in tnp
distnbution models. Finally, because the theoretical con-
cepts of interest in this study do not appear to be particularly
germane to route selection, no attempt was made to improve
route assignment models

This project had the dual objectives of advancing the state
of the art in travel behavior and in improving practical
models As such, its emphasis was different from that of
recent projects that have focused on better approaches for
applying existing methods For example, Sosslau et al (2)
illustrate quick-response manual approaches to the tradi-
tional 4-step travel demand sequence. and CRA (3, 4) demon-
strates how disaggregate travel demand models, particularly
modal choice, and related elasticities can be applied 1n a
quick-response context John Hamburg and Associates (5)
are exammning methods for predicting the input vanables 1n
traditional trip generation models By contrast, NCHRP
Project 8-14 emphasizes the development and application of
travel demand models, pnmanly tnp generation, that have
been enhanced by the introduction of fundamental behav-
1oral science concepts.

APPROACH

The major hypothesis of the research 1s that the social
crcumstances 1n which an individual hves should have a




considerable bearing on the opportunities and the constraints
that he or she faces in making activity choices and that these
activity choices lead to differing travel behavior. Whether
one hives alone or with others will affect the opportuntties to
coordinate and trade off activities with others to achieve
economues of scale regarding necessary household activities
as well as travel instrumental to other pursuits. A marned
couple with a young preschool child (or children) will gen-
erally find itself less mobile than a similar couple without
children or with older children who do not require as much
care. Elderly and retired persons who live with younger
adults are likely to be more active outside the home than
elderly persons hving with persons roughly their own age or
living alone. A single parent will face both the reduced oppor-
tunities for tradeoff of the adult living alone and the added
constraints on mobility provided by the presence of children.
The number of children and the number of adults hving to-
gether 1n a household may also have a bearing on the broad
pattern of time use of the individual members.

At the household level, different types of households
would hkewise be expected to exhibit different behavior
Households of unrelated individuals would be expected to
pursue a schedule of activities less influenced by the pres-
ence of other members of the household than would similar-
sized households of related individuals, with similar age and
other demographic charactenstics. More frequent trips might
result, both because of the reduced coordination among
household members and because the activity patterns of the
members might involve fewer home-centered activities.

One way of introducing such notions into a modeling
framework 1s to develop a set of household types that cap-
tures these distinctions and add this measure to the equations
predicting individual or household behavior. The research
team has experimented with two different typologies of this
sort. One 1s based entirely on the age of the youngest and
eldest members of the household and is thus an extension of
a suggestion by Heggie (6). This 1s used at the individual
level. For modeling households’ travel behavior, a typology
is developed that can be implemented on existing transporta-
tion data sets for inferring a relationship-based household
typology more closely aligned with typical Census defini-
tions (nuclear family, unrelated individuals, etc) This was
done because the age structure of the household is intro-
duced exphcitly and there 1s less of a need for an age-based
household typology.

The approach also considers the lifestyle of individuals and
households. Recent work investigating travel behavior has
been increasingly broadening in scope as it has begun to view
travel behavior as part of the larger allocation of time (and
money) to activities across separate locations. This is a gen-
eralization of the idea that travel is a ‘*derived demand’’ and
is performed in the service of other needs of the individual or
household, rather than as an end 1n itself. The approach
operationalizes the concept of lifestyle as the allocation of
varying amounts of time to different activity purposes both
within and outside the home; of course, travel is a part of this
time allocation.

It 1s important to look at activity allocation questions for
several reasons. As noted above, it 1s the demand for activity
that produces the demand for travel, this suggests that
because activity logically precedes travel in the causal se-

quence, 1t is behaviorally more sound to introduce the con-
cept of activity allocation prior to the modeling of travel
behavior. In addition, the time allocation (or lifestyle) of
individuals appears to vary systematically across various
segments of the population, with different segments of the
population having clearly identifiable differences in lifestyle.
This 1s true of race, sex, and mantal status. Lifestyle seems
to vary systematically with changes 1n age. Clearly, employ-
ment status 1s a crucial determinant of how persons allocate
their time Different household structures place different de-
mands on individuals, and this should be reflected in differing
time allocations.

The lifestyle concept 1s important both from the standpoint
of identifying stable groups (such as race or sex) with differ-
ing activity schedules and demands for travel as well as being
able to trace systematic changes which occur based on over-
all demographic shifts (such as changes in age structure,
employment status, or mantal status). Numerous demo-
graphic trends of significance for travel behavior have
recently received extensive attention. (See, for example,
Hartgen (7) and Spielberg, et al (8).)

One of the most significant trends for predicting travel
behavior 1s the changing ratio of households to population.
Although the rate of population growth 1s falling, the rate of
household formation is increasing. This 1s due, among other
reasons, to dramatic increases 1n the number of single-parent
households and the number of persons who are setting up
individual households. Travel forecasting methodologies that
assume stable ratios of households to population (this is often
an implicit assumption) may thus be dramatically affected by
this structural shift in the demographic composition of the
society. This suggests that 1t 1s not sufficient for planners and
policy makers simply to use aggregate counts of population
or households as a basis for policy decisions.

Another much-discussed trend is the overall aging of the
population. Because age tends to be associated with a dechne
in mobility and a change in hfestyle, the changing age
structure also has profound implications for transportation
behavior.

It1s important to note that the differences 1n trip generation
by age may in part reflect cohort effects. Older people may
travel less because they always did, rather than because of
their age The cohort effect 1s likely to be largest for those
over 65, the dechming tnp generation rates for other age
groups likely reflect a real decreasing travel propensity.

The dramatic increase in the proportion of working women
1s yet another trend that has great sigmficance for transporta-
tion forecasting. Its significance denves from two effects
One is simply a straightforward employment effect, where
time allocation (and 1ts associated travel behavior) are pro-
foundly impacted by the requirements of being employed. A
more subtle difference 1s introduced via the nature of role
relationships within the household and the lifestyle impacts
(particularly on women) that occur when both spouses work
and children are present.

A further complication for travel forecasting practice is
that the processes of demographic change may occur at dif-
fering rates 1n different parts of a metropolitan area The
overall changes that have been described would have an
effect on tnp-making behavior for the area as a whole. Indi-
vidual areas may change their composition more or less



rapidly than the area as a whole and thus exhibit more or less
change 1n the denived transportation behavior than would be
expected on average For example, '‘bedroom commum-
ttes’” with a fixed stock of dwellings suitable for households
with a traditional nuclear family structure may remain rather
stable in their composition and, hence, travel charactenstics
On the other hand, areas that, because of changed supply and
demand conditions, undergo rapid shifts in the composition
of the population may change their travel charactenstics
dramatically within the span of a few years Thus the spatial
dimenston (including patterns of land use and dwelling unit
occupancy) must be accounted for at the local level for mean-
ingful incorporation of these concepts into existing transpor-
tation planning and forecasting practice

The approach incorporates the use of the Baltimore Travel
Demand Data Set (Appendix A describes this data set ) This
data set has much in common with traditional travel behavior
data sets, although 1t also contains novel features For the
most part, only the types of data that are available in stan-
dard travel data sets are utihzed in order to relate more
closely to existing practice and potential applications Where
appropnate, the research team has devised methods of gen-
erating household type and activity time measures from such
travel diary data sets The approach followed here 1s one that
could be implemented using one of a number of the travel
surveys that have been conducted 1n various cities at various
points 1n the last 20 years

The methodological approach 1s to use ordinary least
squares regression analysis to predict the allocation of time
to various activities as well as to predict trnip generation and
the other travel-related measures previously discussed Two
sets of estimations are performed One 1s at the level of the
individual and 1s an imtial exploration of the determinants of
activity time allocation and differences across sociodemo-
graphic groups The second set of analyses 1s conducted at
the household level and comprises analyses of household
time allocatton, trip frequency, travel ime, miles traveled,

and related measures of travel behavior An attempt 1s made
to assess the relative importance of vanious sets of deter-
minants within the regression framework. Ordinary least
squares regression analysis 1s used 1n order to simplify the
computational requirements and to improve the chances of
successful transferability of the resulting models

REPORT ORGANIZATION

The body of the report 1s orgamzed as follows The
substantive findings of the research into the determuinants of
individual and household activity time and travel behavior
are reported in Chapter Two Chapter Three appraises these
findings and descrnibes how they may be used n a practical
context The household trip generation models are of pn-
mary interest in Chapter Three because they can be readily
adapted to current transportation planming applications
Chapter Four summanzes the report and presents recom-
mendations for further research These chapters are written
on a general level and are intended to provide an overview of
the research, they are not intended to comment on specific
techniques or details of the analysis

The appendixes detail the research that was conducted
Appendix A covers background issues and provides a brief
discussion of the Baltimore area and the data set used for the
analysis Appendix B discusses the individual-level modeling
of activity time allocation Appendix C addresses questions
of long-run forecasting utihzing the system of equations fit at
the individual level Appendix D discusses the defimtions
used and the data processing performed for the household-
level analysis Appendix E addresses preliminary analyses of
the household-level data, particularly the differences found
among household types This appendix also discusses the
analysis of trip linkages Appendix F details the household-
level modeling and 1ts results Appendix G summanzes the
final report from Phase I of this study

CHAPTER TWO

FINDINGS

This chapter summanizes the substantive findings on the
determinants of individual and household activity ime and
travel behavior The chapter 1s wnitten at a general level, the
detailed findings from the research are contamed in Ap-
pendixes B through F of this report Because the imtial anal-
yses of the determinants of time allocation for individuals
were performed before the analysis of household-level data,
1t 1s natural to divide this chapter into sections dealing with
each

INDIVIDUAL-LEVEL ANALYSIS

As noted 1n Chapter One, the onentation in the individual-
level modeling 1s to examine the effect of the social circum-
stances of the individual on his or her activity pattern, and to
do this 1n a way that can be readily implemented using an
existing transportation data set First, a brnef discussion is
provided of the model as formulated, then the pnincipal find-
ings are discussed, and, following thll;, the forecast expen-




ments are described The first two topics are pursued in
greater depth 1n Appendix B; forecast experiments are
described 1n detail in Appendix C.

The Model

The time allocation (in hours) of individual travelers was
modeled for activities at home, ten types of activities away
from home that generate a need for travel, and total travel
time The major classes of explanatory vanables are the
individual-level vanables of mantal status, employment
status of self and of spouse (if marned), age, sex, race, and
education and selected combinations (interaction terms) of
these vanables. Household-level contextual vanables are
household type and income Activity time for each of the 12
activities 1s predicted as a function of this set of independent
vanables Table 1 defines the dependent vanables, and Table
2 defines the independent vanables

The model 1s as follows.

Y=XB +E
where

Y 1s an (n X 12) matnx of activity times (n persons, 12
activity purposes),

X 1s an (n X 21) matrix of exogenous vanables;

B s a (21 x 12) matnx of coefficients to be estimated, and

E 1s an (n X 12) matrix of residuals.

In summary, the approach involves the development of 12
equations that explain how individuals allocate time to 12
activities. Each equation contains the same explanatory
vanables that are of three basic types (1) the age and size
composition of the imdividual’'s household, (2) the in-
dividual’'s mantal and employment status, and (3) other
soctodemographic vanables such as age, income, race, and
education

Activity time 1s defined as the elapsed time between
consecutive trnips Travel time to an activity 1s distingmished
from activity time except in the case of serving passengers
and pleasure traveling, where travel ime may be logically
considered a part of activity time The activity types em-
ployed are time spent at home, at work, 1n personal business,
eating meals away from home, grocery shopping, other
shopping, out-of-home entertainment, visiting friends or
relatives, outdoor recreation, and all travel (except that spent
serving passengers and pleasure traveling).

As noted, the modeling includes numerous independent
vanables describing the person In order to test the impor-
tance of household structure in determining individuals’
activity patterns, the household types that are employed are
defined by the age of the youngest and eldest members of the
family and they also 1dentify single-person households. The
age categories used 1n the household typology were chosen
to correspond to the transition points in the hfe cycle. Ten
hfe-cycle types are defined, as detailed 1n Table 3. These
include a progression from living 1n a household consisting
totally of young adults, to having preschool-age children
present, to having the youngest of school age, and to older

Table 1 The dependent vanables

THOME

TWORK

TPERSON

TEAT
TPLEAS

TFOOD
TSERVE

TSHOP

TENTAIN

TVISIT
TOUTDR
TOTTRAV3

Time spent at home in the 24-hour perfod, obtained as a
residual, the difference between time available and total
time spent outside of the home.

Time spent at work, or work-related business.

Time spent in visiting the doctor or dentist. auto-related
purpose, or personal business not otherwise specified.

Time spent to eat a meal away from home.

Time spent in pleasure walking, riding or driving or
accompanying someone else on a trip (includes both travel
time and time at destination).

Time spent grocery shopping.

Time spent in serving a child or an adult (includes both
travel time and time spent at the destination).

Time spent in shopp1n§ other than food shopping.

Time spent in entertainment, civic, cultural, or religious
activities,

Time spent visiting friends or relatives.
Time spent in outdoor recreation.

Time spent in all travel except that part of TSERVE and
TPLEAS which is also travel.

NOTE:

A1l variables are expressed in hours.,
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Household Structure!

Table 2 Exogenous vaniable defimtions

PRESCHLF - presence of 8 preschool child and respondent 1s female;

adults of any age

YADULTG - household composed entlrely of sdults between the 2ges
of 20 and 34

ADULTMi X ~ youngest member between 20 and 34, and oldest 35 or over

ADLT3555 - youngest member between ages 35 and 54

ADLT5565 - youngest member between ages 55 and €4

SENIOR = all members age 65 or over, including seniors living
alone

ALONEF - woman under age 65 living alone

Marital Status and Spouse Employment?

MARSPW ~ married, spouse works, respondent male or female

HUSNTWKW - married woman, spouse does not work

WORKW | FH - married man, spouse works, the interaction of MARSPW and
SEX

Other Demographics

SEX ~ takes the value | for males, O for females

RACE ~ takes the value | for whites, 0 for blacks

RACESEX - white male, the Interaction of RACE and SEX

SENSEX - male age 65 or over, the interaction of SENIOR and SEX
INC - household income mndponn?’ centered®

INCSQ - square of INC

AGE - age centered®

AGESQ - square of AGE

EDUCY - years of education midpoint® centered*

EDUCYSQ _ - square of EDUCY

Categories defining the following have been omtted males with preschool
ch11d present, adults of etther sex with youngest member age 6-19, and males

under 65 living alone

20mitted categories are:
spouse not working.

not married of either sex; married man with

*Household income was defined as the midpoint of 19 grouped income classes.

“Variables were centered at the means of their respective sample (total
sample, employed persons, not employed persons) for the appropriate set of

equations.

SEducation was defined as the midpoint of nine grouped education classes.

households without children with the youngest adult being
progressively older (35-54, 55-64, dfid 65 plus) As described
in Appendix B, the age categones were selected to account
for transition points throughout the hfe cycle

The interdependence between adults that 1s modeled 1s
whether or not a respondent’s spouse was employed, this
distinction 1s included in the defimtion of mantal status,
which includes not married, marned/spouse working, and
married/ spouse not working Employment status 1s speci-
fied as employed or not employed, students were ehminated
from the sample before estimation. Sex was included both as
a main effect and 1n interaction terms with other vanables in

the model to test its importance 1n time allocation Race was
spht between white and nonwhite persons. Age and educa-
tion of the person and household income were also included
in the models

In the esimation, the same set of independent vanables for
each of the 12 activity equations 1s used 1n an attempt to
assess the importance of a common set of factors for each
type of activity, to constrain the system in such a way that
the sum of activity times will always be 24 hours, and to
ensure efficiency of estimation.

Three sets of equations are estimated one set of equations
for employed persons for 12 activity types, another set for




not-employed persons for 11 activity types (excluding time at
work); and a final set of 12 equations for the pooled sample
using a dummy vanable for employed/ not employed and one
for employed males. Tables 4 through 6 provide a summary
of the results; actual coefficient estimates are given in Tables
B-9 through B-11 of Appendix B.

Overview of Findings

For employed persons, some household-type vanables are
significant, while age, sex, income and education, and pres-
ence of working spouse are significant in several equations.
The household-type variables have the strongest influence
on time spent eating and pleasure traveling, with marginal
effects in the other shopping and entertainment equations.
Age, sex, income, and the presence of a working spouse have
strong and opposite effects on the time spent at home and the
time spent at work. These equations were both very strong
in terms of variance explained. Age, race, and sex have
strong influences on amount of time spent food shopping.
Age and education have marginal effects on time spent 1n
entertainment and total travel time, while age has a signifi-
cant negative relationship to time spent visiting and time
spent outdoors Equations with httle predictive power apart
from the mean include personal business, pleasure traveling,
serve passengers, other shopping, entertainment, and out-
door recreation.

For not-employed persons, the household-type vanables
enter into several equations with sigmficant coefficients and
enter into a number of others with marginal significance.
Sex, income, and age tend to have the strongest significant
effects among the personal characteristics. Time spent at
home is positively related to presence of a preschool child for
females, income, age, and living 1n a household consisting
exclusively of young adults Income has a positive relation-
ship to pleasure traveling, but a negative relationship to other
shopping and visiting Not-employed males tend to eat out
less and to spend less time 1n entertainment than women.
Increasing age tends to inhibit outdoor activities as well as
(marginally) total travel, time spent in visiting, entertain-
ment, and pleasure traveling Equations with little predictive
power above the mean include time spent 1n personal busi-
ness and serving passengers.

When the equation system was estimated with the entire
sample of employed and not-employed persons, the vari-
ables with the greatest predictive power include employment
status, sex, income, and age, with education and presence of
a working spouse and certain household-type variables being
significant 1n particular equations. Again, the vanables that
stimulate time at home depress time at work.

It should be noted that more equations for the employed
than the not-employed had negligible predictive power above
knowing the mean rate for the subgroup. This means that
knowing a person’s demographic characteristics does not
help predict time spent in personal business and serving
passengers for the not-employed, and may indicate fixed
time budgets for such activities. For the employed, many of
the discretionary activities are poorly estimated by knowing
the person’s demographics; this may point to the pervasive
constraining influence of time spent at work on other activity
time allocation.
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Table 3 Table of household types defined by ages of youngest
and oldest members and sex of respondent

PRESCHLF - presence of a preschool child and respondent [s ¢
female, aduits of any age

PRESCHLM - presence of a8 preschool child and respondent Is
male, adults of any age

YOUTH - presence of children betwaen age 6 and 19, sdults
of any age and sex

YADULTG - household composed entirely of adulits between the
ages of 20 and 34

ADULTMI X - youngest member between 20 and 34, and oldest 39 or over

ADLT3555 - youngest member between ages 35 and 54

ADLT3565 - youngest member between ages 55 and 64

SENIOR -~ all members age 65 or over, including seniors |iving
alone

ALONEF - woman under age 65 Ilving alone

ALONEM - man under age 65 |iving alone

NOTE  Variable has value of one if the individual ts in a household type,
zero otherwise.

In the regressions YOUTH is the left-out category and hence does not
appear in the regressfons, In test regressions, men living alone
under age 65, and men with a preschool child in the household were
not found to behave differently from men frok YOUTH household type.
Accordingly, ALONEM and PRESCHLM were also left out of the equations.
The left-out category is properly the union of YOUTH, ALONEM, and
PRESCHLM groups.

A single-parent category for this data set was not created because
there were only 44 such families with weekday travel. The effect
can be picked up by a total adult variable, but this variable was
found not to be significant in prior tests.

Speclfic Findings
Employment Status

Obviously, employment status has an enormous impact on
weekday activity, causing a considerable shifting of time
from most activities to the workplace. Both men and women
draw most of their working time from time that would
otherwise be spent at home, but the substitution 1s not com-
plete. Employed women draw 1 3 hours and employed men
19 hours from activities that the not employed engage in
outside the home, as can be seen from Table 7. Both recrea-
tional and household maintenance activities are reduced,
with the largest time reductions coming from visiting frniends
less, shopping less, and forgoing personal business. A
smaller but statistically significant reduction occurs 1n plea-
sure traveling

Men tend to spend more time eating out and less time
serving passengers; the direction of change 1s similar for
women but not statistically significant. Men reduce personal
business, visiting, and outdoor recreation and increase travel
time more than do women. And while women reduce time at
food shopping and at entertainment when they work, there 1s
no such reduction for men.

A common effect of employment on both sexes 1s an n-
crease in total travel time by about a quarter hour. Since the
average trip to work in the sample 1s 35 mun, the extra total
travel is not nearly enough to get a person to work and home
again Therefore, when a person works, time allocated to
other purposes, including travel time, 1s reduced. This reduc-
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Table 4 Estimation results—employed persons (n = 737)
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SOURCE :

tion may involve substantial travel substitution, or perhaps
greater trip chaming and rationalization of tours

It should be noted that the compansons made here are
between employed and not-employed persons, holding sex
and other vanables constant Table 7 descnbes the change
that employment status seems to make for men and women,
not the total amount of time spent in the various activities

These differences relate to the overall amounts of time
spent by persons of each sex and reflect, in part, existing
sex roles For example, Table 8 shows that not-employed
females average 0 18 hours 1n food shopping and employed

Based on data contained in Baltimore Travel Demand Data Set.

females 0 09 hours, while not-employed males spend 0 07
and employed males 0 02 hours (Because Table 7 results
control for all vanables 1n the model, differences computed
from Table 8, which control only for sex and employment
status, will not necessanly equal those of Table 7 ) Though
there 1s a reduction for both males and females, the differ-
ence for males 1s from a smaller initial amount to almost zero,
while employed females spend about as much time 1n food
shopping as not-employed males Likewise, for entertain-
ment outside the home, there is a reduction between not
employed and employed for both sexes However, not-

Table compiled 1n Auqust 1980.



Table 5 Estimation results—not-employed persons (n = 321)

employed females are at a much higher level than males,
while the employed of either sex averages the same amount
In areverse manner, both sexes increase time eating out, but
not-employed males are almost zero, while employed males
are roughly equal to employed females. For outdoor recrea-
tion, employment changes the time spent by males from a
relatively large amount to a small amount, while females go
from a small to a very small amount of time The general
point here 1s that an overall understanding of the employment
effect must encompass both level and change information
and not simply focus on change
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TOTTRAV] + ' t-) ) 4 HI4 119 L0001
NOTE: A + or - indicates the sign of the coefficient, with t significant at the .05 level or better,
A (+) or (-%zindiCQtes that the coefficient was significant with probability in the interval
(.2, .05) is R* corrected for degrees of freedom; "Significance of Regression" is the
probability that all coefficients except the intercept are zero. Coefficients are contained
in Table B-11.
SOURCE: Based on data contained in Baltimore Travel Demand Data Set. Table compiled in August 1980.

Life Cycle and Household Structure

One set of hypotheses that can be tested 1s whether the
major break points in the hife cycle signal major changes in
time allocation These break points are taken to be (1) the
time when a youth leaves home and either lives alone, with
other young adults, or marnes; (2) the appearance of pre-
school children, (3) when the youngest child reaches school
age, (4) when all a couple’s children have left home and the
couple 1s not yet retired; and (5) when all members of a
household have reached retirement age. It 1s illuminating to
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Table 6 Estimation results—all persons (n = 1058)
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SOURCE :

compare households at one stage of this stylized hfe cycle
with households of the immediately preceding stage

The research team found that after holding employment
status, age, mantal status, and all other vanables constant,
men without children, men with preschool-age children, and
men with school-age children show no statistically sigmficant
differences 1n time allocations Nor 1s there a difference be-
tween the time-use patterns of not-employed young women
with children and stmilar women without children For em-
ployed women, however, the transition to having a young
child does make a difference, with less time spent in pleasure
nding and more time spent in general shopping than a person
from a household of young adults For general travel, there
is no reason to believe there 1s any impact, however

The change 1n time allocation associated with the youngest
child reaching school age 1s somewhat stronger, revealing
decreased demands of canng for young children For em-
ployed women, the transition results 1n less time at home,
more time at work, and fewer hours spent in general shop-
ping For not-employed women, the transition results in
fewer hours at home and more time spent visiting friends.

Based on data contained n Baltimore Travel Demand Data Set.

1s R” corrected for degrees of freedom; "Significance of Regression" is the
probability that all coefficients except the intercept are zero.

Also revealed 1s the change that lesseming demands for
canng for children have as persons move through the later
stages In the hfe cycle An employed member of a household
of adults without children will tend to spend more ime taking
meals away from home until retirement age, and, with in-
creasing age, will spend less time working than one in a
household with children Not-employed members mn similar
households spend significantly less time serving passengers
and, n older households, also spend less time in outdoor
recreation and more time at home, 1n pleasure travel, and in
eating out of home (these last two trends are reversed after
reaching retirement age)

Sex, Race, Marital Status

Differences in time allocations between males and females
are significant for unmarried blacks but not for white unmar-
ned persons Employed unmarried black men tend to spend
more time at work and traveling and less time at home and
food shopping than unmarmed black women A simular pat-

Coefficients are contafned

Table compiled in Auqust 1980.




tern 1s found for both black and white married men with
working spouses, although blacks display a more pro-
nounced pattern for such activities Among persons whose
spouses do not work, the differences between men and
women are much less sharp, but are similar in direction to
those already noted

Age, Income, Education

For the employed, time at work tends to peak in terms of
age 1n the early 40s, time spent at home reaches a minimum
in the late 30s, and most other activities reach a mimmum at
some later age This is displayed 1n Figure 1. For employed
persons, the household income variable tends not to be a
significant predictor of time allocation, although there 1s
some evidence that the person’s wage would have a more
significant effect For nonemployed persons, higher income
imphes more time spent at home, 1n pleasure traveling, and
in entertanment and less time spent shopping, visiting
friends, and serving other persons. Income tends not to af-
fect travel time significantly for either the employed or unem-
ployed

Education is not significant in any of the equations for the
not employed, but 1t 1s an important variable 1n many of the
activity equations for the employed. For the employed, in-
creasing education implies decreased time at work, and
increased time eating away from home, in entertainment, and

Table 7 The marginal impact of being employed on time alloca-
tion (1n hours).

THE MARGINAL IMPACT OF BEING EMPLOYED
ON TIME ALLOCATION

(in hours)
Sex
Activity Female Male
Home -4,29%e =5, 21me
Work 5.61 % 7.06%*
personal Business -0,22% -0,35%
Eat OQut 0,04 0,12%
Pleasure Travel -0,12** -b.12*
Food Shopping l =0,10%* -0.05
Serve Passenger -0.09 -0,20%*
Other Shopping ~0,.30" -0.30%*
Entertainment -0.22%* -0.02
Visiting -0,36** -0 71"
Outdoor Recreation -0,14* -0,53%*
Travel Time 0.22%* 0.30**

NOTE The above table gives only the adjustment that men and women make to
thefr activity pattern when they become employed. Since it does not
make reference to the level at which they started when not employed,
the table cannot be used to calculate total male/female differences
See Table B-13 for this. The employment contrast for females is the
coefficient EMPLOYED; for males it {s the sum of the coefficients
for EMPLOYED + EMPLSEX. Coefficients are contained in Table 8-10

Based on data contained in the Baltimore Travel Demand Data Set
Table compiled in August 1980

SOURCE

LEGEND * . significant at the .10 level
** . significant at the 05 level

e+t _ significant at the .01 level.
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in travel ime. As age and income have been controlled for,
1t appears that the educated employed enjoy a distinctive
bfestyle

Forecast Experiments

The model of individual weekday time allocation of travel-
ers 1s then used to forecast time allocation 1in 1990. The
exogenous variables are forecast using published data from
the Current Population Report (9) and the Monthly Labor
Review (10). The assumptions used 1n deriving these changes
are discussed in Appendix C. Table 9 gives. (1) the sample
average values for the independent vanables in the models,
(2) the change multipliers that were developed, and (3) the
resulting values of the independent vanables for 1990 The
key demographic trends are an increased labor force partici-
pation rate of women, an older population, and a greater
proportion of single-person households.

The result of these changes shows little difference in the
amount of time spent at home and at work on average for the
employed and not-employed groups considered separately
because of the countervailing effects of age, income, etc
However, because of the nising percentage of employed
women and the fact that the employed spend a smaller
proportion of their time at home, the effect of these changes
in the pooled sample of employed and not employed 1s a
decrease 1n the aggregate amount of time spent at home, an
increase in the amount of time spent at work, and some

Table 8 Average time allocation by employment status and
sex (in hours)

Enployed tot Enployed
Activity Males Females Males emales
Home 13 73 15.35 19.81 20 19
Work 7.61 6 05 0 0
Personal Business 020 015 0.46 0 34
Eat Out o.11 0.10 00!l 005
Pleasure Travel 0.07 0 04 015 0.1%
Food Shopping 0.02 0.09 0.07 018
Serve Passenger 011 0.12 017 022
Other Shopping 2.1 018 0 5t 0 54
Entertainment 014 013 02! 0 32
Visiting 0 35 0 38 V0l (s B i)
Outdoor Recreation 014 0 08 0 5t 022
Travel Time 1,42 132 110 1 01
Number of

Persons 439 298 96 225

SOURCE  Based on data contatned in Baltimore Travel Demand Data Set
Table compiled in August 1979
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Figure 1 Marginal amounts of tme allocated for employed per-
sons (in hours)

rearrangement of other out-of-home activities. These trends
are displayed 1n Table 10 Time spent in personal business
ts forecast to decline for the employed but to increase for
the not employed, this results in an overall decrease for the
population as a whole. Conversely, for time spent eating out
of home, the employed will spend more time and the not
employed less, for the population as a whole, this results in
more time eating out be|cause of the increasing fraction of
people employed Pleasure traveling, serving passengers,
visiting, and out-of-door l;'ecreatlon are forecast to decline for

Table 9 Exogenous vanable forecast assumptions

Actual Change Multiplier Estimate

Variable 1977 1977-1990 1990
PRESCHLF 0.1153 0.9504 0.1096
YADULTG 0.0463 0.9687 0.0449
ADULTMIX 0.0813 0.9687 0.0787
ADLT3555 0.07545 1.1726 0.093!
ADLT5565 0.0624 0.8822 0.0550
SENIOR 0.0529 1.1827 0.0626
ALONEF 0.0246 1.2741 0.0313
MARSPW 0.3355 1.0414 0.3494
HUSNTWKW 0.07¢9 1.0000 0.0709
EMPLOYED 0.6966 1.0636 0.74¢5
EMPLSEX 0.4149 0.9837 0.4¢82
RACE 0.6280 0.9777 0.6228
SEX 0.567 1.0006 0.5060
INC 0.0 (1 01247% 264,5496
INCSQ 143 7%10% " 147.9%10°
AGE 0.0 (1.0499)* 2,0175
AGESQ 263.1714 L 294. 1643
EDUCY 0.0 (1.0t07)* 0.1233
EDUCYSQ 11.9659 n 12,2385
WORKWI FH 0.1323 1.1705 0.1549
RACESEX 0.3336 0.9792 0.3267
SENSEX 0.0217 1.1651 0.0253
INTERCEP 1.0000 1.0000 1.0000

NOTE: See Table 2 for variable definitions

SOURCE  Based on data contained 1n Baltimore Travel Demand Data Set
Table compiled 1n August 1980

*Applied to variable before centering adjustment,

** Derived from calculation of linear variable -- not a direct
scaling.

both segments. Total travel time will increase somewhat to
serve this rearranged activity schedule of the population.
In summary, among nonwork, out-of-home activities, only
travel and eating out are forecast to have higher time al-
locations among households, most nonwork, out-of-home
activities will become more time constrained as a result of
increased time spent at work. While overall changes are
small, specific changes at the traffic zone level could be much
larger
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Table 10 Actual and forecast values of time allocation employed, not-employed, and all persons (1n hours)

Employed Persons

Not Employed Persons A1l Persons - Weighted Average

Activity Actual Forecast Percent Actual Forecast Percent Actual Forecast  Percent
Category* 1977 1990 Change*+ 1977 1990 Change** 1977 1990 Change**
THOME 14.38 14.40 0.12 20.08 20.16 0.38 16.11 15.89 -1.37
TWORK 6.98 6.99 0.12 0.00 0.00 0.00 4.86 5.18 6.49
TPERSON 0.18 0.17 -3.80 0.38 0.39 3.48 0.24 0.23 -4.42
TEAT 0.10 0.1 3.39 0.04 0.03 -3.07 0.08 0.09 6.50
TPLEAS 0.05 0.05 -5.90 0.15 0.13 -14.41 0.08 0.07 ~14.48

H TFOOD 0.05 0.05 10.44 0.15 0.15 -0.18 0.08 0.08 -1.25
TSERVE 0.H 0.t ~0.53 0.20 0.18 ~13.94 0.14 0.13 -8.43
TSHOP 0.14 0.13 -2.84 0.53 0.53 -0.92 0.26 0.24 -8.40
TENTAIN 0.14 0.14 2.38 0.28 0.30 4.860 0.18 0.18 -0,23
ISIT 0.36 0.35 -4.66 0.84 0.81 -3,98 0.51 0.47 -8,32
TOUTOR 0.12 0.11 -8 19 0.31 0.28 -7.65 0.17 0.15 -12.45
TOTTRAV3 1.38 1.38 0.27 1.04 1.05 1.01 1.27 1.30 1.61
Proportion
of Sample .6966 .7409 -- .3034 .¢591 - 1,00 1.00 --

*See Table 1 for definitions of activity categories
t 1990 - Actual 1977))

*+PERCEPT CHAYGE = 100 x (Forecast 1399 o o

The percent change estimates were calculated before the time allocation estimates were rounded to two places.

SOURCE

HOUSEHOLD-LEVEL ANALYSES

The second level of analyses carned out with the Balt-
more data was at the household level The pnmary purpose
of the analysis 1s to analyze tnp frequency by purpose, n-
vestigating the role of household structure and residential
location in augmenting existing approaches. The major em-
phasis was on testing whether standard trip generation
models could be improved by the addition of variables de-
scribing household structure (and other related concepts).
Some of the vanables employed are redefined in order to
mncorporate what was learned 1n the individual-level model-
ing and to accommodate a household level of analysis Pre-
hminary analyses of travel-related vanables are performed to
obtain a greater understanding of the relationships in the
data The prehmnary analyses are descnibed in Appendixes
D and E. Finally, a senes of modeling exercises of house-
hold-level tnip frequency and related variables 1s performed.
The models emphasize travel frequencies for particular pur-
poses. Appendix F provides more details on these models as
well as additional models of travel frequencies by modes.

Variable Definitions

The most llmportant defimtions involve the activity pur-
poses, residential-zone descriptors, and a relationship-based
typology of households. More details are provided in Appen-
dix D. Table 11 displays these categories. Attnibutes of the
zone—location variables—are also included in the models

Based on data contained in Baltimore Travel Demand Data Set

Table compiled in August 1980

Trip [ Actwvity Purposes

Tnip/activity purposes are redefined from 12 to 7 cate-
gories. In most cases this represented a collapsing of catego-
nes, although ‘‘pleasure travel’” was split into “‘entertain-
ment’’ and ‘‘service/accompany traveler.”

Table 11 Household-level vanable defimtions

Actavaty/Trip Purpose Household Typology

1. Home 1. Single lales

2. Mork/School 2, Single Females

3. Shopping 3. Unrelated Individuals

4. Personal Business 4, Couples

5. tntertainment/Comrunity 5. Single-Parent Household

6. Visit/Social 6. NKuclear Family

7. Service/Accompany Traveler 7. Adult Family with (hildren

8. Adult Farnly without Children
Zonal Descriptors
1. Population Residential Density
2. Average Houshold Size

3. Percent Ueveloped 1n Resident1al Acreage




18

It can be seen that the activity categories relate in a rough
way to the role complex ldeas proposed in Phase 1 of the
project (/, p. 52), and further elaborated on early 1n Phase 11
(11, see App. A). These role complexes include work/
career, household/ famuly, interpersonal / social, and leisure /
recreation There are problems in mapping our purposes to
these. One cannot tell what persons are doing at home, and
the activity could relate to any one of the four role com-
plexes. Purpose 12 of the original Baltimore data set— enter-
tainment, religious, civic, cultural—spans the interpersonal /
social and leisure/recreation categories. Travel to terminal
or accompanying another could be any of the four. However,
a rough mapping would be the following: our home, shop-
ping, personal business, and serve traveler categories are
‘‘home/family’’; our work/school is ‘‘work/ career’’, our
entertainment/community. 1s largely ‘‘leisure/recreation’’,
and our visit/social is ‘‘interpersonal/social.”’

Household Types

The individual-level modeling employed a defimtion of
household type based on the age of the youngest and eldest
members of the household. In this present typology, age of
any member of the household is not treated explhcitly, but is
introduced in other ways in the modehing. The earlier typol-
ogy is efficient in the sense that it represents one aspect of the
age structure of the household, but 1t 1s difficult to forecast
and does not relate easily to the more common ways in which
households are descnibed. In particular, it does not (nor was
it intended to) represent whether the individuals were related
or unrelated, a concept that has been noted as important by
previous transportation analysts (/2, /3). Thus, a typology 1s
developed that relates more closely to Census definitions, is
implementable using household survey data, and represents
the patterns detected in the Baltimore data.

The following four main critena were employed: (1) re-
lationship among individuals; (2) presence or absence of de-
pendents, (3) age 20 as cut-off for childhood, and (4) number
of type of adults present. The vanables used for creating
household types are age, sex, marital status, and last name of
each nonvisitor in the household. The final decision logic is
displayed in Figure D-1 of Appendix D. The categories in-
clude the following: males hving alone; females living alone;
groups of two or more unrelated individuals; couples; single-
parent families, nuclear families (couple with minor children
only); adult families (those with other adults besides a
couple) with or without children.

Modoeling

In the modeling it was necessary to distingumish between
trip purpose defined by the activity at the destination (termed
‘‘activity-based’’) and home-based purposes. The activity-
based analysis of trip frequency by purpose, for weekday and
weekend, and by mode 1s discussed. A part of this analysis
is replicated for home-based trips Finally, a system of struc-
tural equations developed to examine issues related to the
tnp frequency question is discussed. These topics are de-
tailed in Appendix F. |

Activity-Based Analysis Versus Home-Based Analysis

It is necessary to distinguish between ‘‘activity-based’’
travel—that for which the destination purpose defines the
activity—and the more traditional home-based perspec-
tive—that which defines the purpose at the nonhome end of
the trip, whether origin or destination. Considering travel as
determined by activities leads to the use of the former defini-
tion (and includes nonhome-based travel), while the require-
ments of traditional practice lead to the use of the latter
defimtion.

A concrete 1lustration of these two differing approaches
involves using the trips actually utilized 1n modeling Of the
7,570 trips represented in the data, 2,958 originated at home
and were destined for other purposes, while 2,962 returned to
home from other purposes. These 5,920 trips are home-based
trips, while the remaining 1,650 trips, which proceed from
one nonhome ongin to a nonhome destination, are nonhome-
based tnips. By contrast, the activity-based definition of a
trip considers only its destination

The data reveal that the numbers of trips by purpose ongi-
nating at home and those destined for home from the hke
purpose are very similar. Overall, roughly 80 percent of all
tnips are home-based trips. This symmetry of originations
and destinations for home-based trips and the preponderance
of home-based trips suggest that the fundamental determu-
nants identified should be roughly the same regardless of
whether an activity-based or a home-based approach is
taken. Some distortion will occur, however. Activity-based
tnps by purpose are linked to home-based and nonhome-
based trips by the following identities

AB,= NHB; + HB; — Py, for: >1 )]
A.B| = 2 P“ (2)
1=2
where.
i = trip purpose (herei = 1,. .,7);

AB = activity-based trip frequency;
NHB = nonhome-based trip frequency;
HB = home-based trip frequency; and
P, = tnp frequency from purpose : to home.

Equation 1 describes activity-based trnips to nonhome desti-
nations, and Eq. 2 describes tnps to home. Because the
numbers of home-onginating and home-destined home-based
tnips seem to be fairly symmetrical, the distortion will anse
principally from the determinants of nonhome-based trnips
differing from those of home-based trips at the household
level

Activity-Based Analysis of Trip Frequency

In Appendix F a senes of tests is performed to establish the
best specification for household structure. The most efficient
representation of household structure 1s to disaggregate total
ehigible persons by age and to add dummy variables for
household relationship type.




The model 1s identical in functional form to that used in the
individual-level modeling, although, of course, the de-
pendent and independent variables are different and there are
7 rather than 12 purposes. The dependent variables are
defined 1n Table 12; the independent variables are defined in
Table 13.

Analysis of Variance. The importance of various determi-
nants of trip generation behavior are tested in an incremental
fashion First models of trip frequency analogous to the
models in current use (standard models) are estimated using
number of vehicles, income, and number of persons ehgible
to travel. Then, household structure variables and residential
location variables are added (enhanced models); these con-
tnibute sigmficant explanatory power to the basic model.

The basic model used in this case predicts frequency of
weekday travel by purpose as a function of number of
vehicles owned, household income, and number of persons
eligible to travel (i.e., 12 and older) In the second set of
models, vehicles and income are used and total eligible per-
sons are subdivided into the five principal age categories
utilized in the individual modeling. In addition, dummy vari-
ables are introduced for the presence of preschoolers and
grade schoolers, the relationship-based household structure
types, race, residence in a single family unit, and the pres-
ence of a ‘‘homemaker.”” As can be seen from Table 14, the
addition of these variables produces a significant increase in
the vanance explained for each trip purpose. For each equa-
tion, the percent of variance explained rises from between 2
to 4 percentage points by disaggregating total eligible persons
into age categories and introducing household structure
variables. The improvement is statistically sigmficant for
total trip frequency, trips to home, work, and entertainment

When vanables that describe the residential environment
of the household (residential density, residence in Baltimore
City, residence less than 6 months) are included, the increase
in vanance explained is less dramatic, being no more than 1
percent, but 1s nonetheless statistically significant for the
entertainment and visiting categories.

The coefficients obtained from the final step of this pro-
cedure are given in Table 15. These coefficients indicate how
trip frequency increases with a one-unit increase in the n-
dependent variables. Each class of variables is discussed in
turn.

Table 12 Activity-based dependent vanable defmitions

Variable Narmes Description

TRIPFREQ Total Number of trips for all purposes
FREYPUR] Trips to home

FREQPUR2 Trips to work

FREQPUR3 Trips to shopping

FREQPURY Trips for personal business purposes
FREQPURS Trips for entertainment/corrunity purposes
FREYPURG Trips for visit/social purposes

FREQPUR? Trips to service/accompany traveler

NOTE  All variables are expressed in nunbers of trips per household by
eligible household nembers (age » 12 ). See Table (-1 for more
extensive definitions.
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Table 13 Independent vanable defimtions

variable Description
INTERCEP Intercept (constant) term

Basic_Model Variables

VEHOWN Numbers of vehicles owned by the household
INCOMEM Household income (in $1,000)
TOTELIG Total persons eligible for travel records (> 12

years of age), 1iving at home®

Age Structyre
NTEEN Numbers of persons age 12-19

N20T034 Numbers of persons age 20-34

N357054 Numbers of persons age 35-54
NS5T064 Numbers of persons age 55-64
N65PLUS Numbers of persons age 65 and over

Household Type?s3

SMALE Male 1iving alone

SFMALE Female living alone

UNRELI Unrelated individuals (male, female, or mixed roommates)

COUPLE Married couple or unmarried couple with ages within
10 years apart

SPHH $ingle-parent household (male or female adult with
children)

Household Type {Contirued)

NUCLR Nuclear family (married couple with children under 20)

AFWKID Adult family with children (two or more adults
with children present)

AFWOKID" Adult family without children (adults with same last

names, no children)

Other Household Characteristics

SFDU2 Household 11ving in single-family dwelling unit
PREDUM2 One or more preschool persons (< 5 years o1d) present
GRADEDUMZ One or more gradeschool persons (age 5-11) present
HMMAKE DH? At least one member of the household h 10;

status of “homemaker" o8 eoployment
HHRACE? Family members are nonwhite

Residence Zone Descriptors’

RDENP Population per residential acre
cITY? In Baltimore City Limits
HHRES6?

Longest residing member of household has resided at
that address fewer than 6 months

NOTES:
'Households with visitors were excluded from analysis.

tyariable has value of one if the household has this characteristic,
zero otherwise.

3See Appendix D for a discussion of household type.
*The omitted household category.

Sproperties of traffic analysis zone of residence of household.
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Table 14 Incremental explanatory power of household structure and residential location 1n activity-based

tnp generation model (for 629 households with weekday travel)

Personal Serve
Total Home Work Shop Business Entertainment Visit Passenger

Basic Model R .51 .61 .36 .11 N2 .16 .13 .09

Household Structure RZ . 55%+ 65%* L40** .13 N6 .20* .16 .12
Included

i
Residence Zone and RZ .56’ .66 .40 .13 .07 21+ 17+ .12
Household Structure

Included

*D1 fference between rows 1 and 2 significant at p < .05,
**Difference between rows 1 and 2 significant at p < .01,

+Di fferences between rows 2 and 3 significant at p < .05,

Vehicle Ownership and Income. In terms of total trip fre-
quency for all purposes, number of vehicles owned makes a
strong positive contribution, adding approximately one trnip
per vehicle per day (based on the coefficient 1.062) to the
household’s travel pattern, other things being equal. Number
of vehicles owned 1s positively related to all categories of
travel by purpose except for personal business and entertain-
ment Income is not a significant determinant of total trip-
making behavior, although 1t has marginal impact in the work
and entertainment equations (entertainment is the type of
activity one might expect to be associated with higher
income), and a negative relationship to visiting frequency.

Age Structure. The age structure of the household shows
dechning total trip frequency with numbers of person by age
group. The coefficients are used directly in estimating the age
effects For total weekday trip frequency, each additional
teenager in a household induces 3.3 trips per person, persons
20 to 34 contnibute approximately 2 8 trips per person, per-
sons 35 through 54 and those 55 to 64 contnbute approxi-
mately 2.5 tnps per person, and those over 65 contribute
approximately 1 trip.

The presence of one or more preschoolers has a strong
inhibiting effect on the frequency of total weekday travel,
this reduced frequency comes principally from personal busi-
ness and serve-passenger trips. The presence of grade
schoolers has a slight positive effect on tnp frequency, prin-
cipally 1n the serve-passenger and entertainment areas.

Household Type. There are three distinct groupings of
houscholds from the point of view of trip frequency: group-
mgs of individuals without children present (unrelated
individuals, couples, and adult famihes without children);
famulies with children present (nuclear families, single-parent
famihies, and adult families with children); and single
individuals.

The household type with the greatest impact on total trip
frequency, other things equal, 1s that of unrelated indi-
viduals, who take approximately 3.2 more trips than their
age, vehicle ownership, and location patterns would suggest
Although the size of an unrelated-individual household is 2 2
persons, only slightly larger than that of couples, households

/

of unrelated individuals take almost 1.2 more trips per day
(3.221-2.039) than households of couples. This indicates that
famuly relationships have an impact on trip frequency behav-
1or. Individuals in households consisting of roommates tend
to pursue their own schedules of activities and interests and
are much less tied to the activities of other household
members than are persons with a greater degree of commut-
ment to a relationship, in addition, role relationships may
mntroduce efficiencies into family tnp making

Single-parent households’ total trip rates are marginally
higher than those of nuclear famlies when their vehicle
ownership patterns, age structure, and residential location
are accounted for. Adult famihies with children have the high-
est differential in total trip-making behavior of the families
with children. This greater frequency seems to be related to
the presence of extra adults, as 1t 1s the increased frequency
of work / school, personal business, entertainment, and visit-
ing tnips—all adult-onented activiies—that contnbutes to
the higher rate. Nonetheless, the three types are fairly similar
in their rates Nuclear famulies and single-parent households
are quite similar, but the similanty comes from countervail-
ing effects—nuclear families are higher in serve-passenger
trips, while single-parent households are generally higher in
shopping tnps and return-home trips

Of the single-person households, single males are more
mobule than single females This 1s due pnncipally to a higher
frequency of entertainment trips and of return home trips.

Residential Location. Population density is negatively
related to total tnp making Although this has long been
observed 1n trip generation models, the reasons for this point
to potential hfestyle vanations Frequency of work, shop-
ping, and entertainment trips sigmficantly increase with
decreasing residential density Conversely, visiting trips are
positively related to increasing net residential density,
perhaps indicating a greater degree of socializing within the
neighborhood in denser areas. Another location-related
effect is the reduced frequency of entertainment and visiting
trips for households with residences within the Baltimore
City himit. Again, this would appear to be a lifestyle effect
Short-term residence does not have a significant effect 1n any




Table 15 Tnp frequency by
purpose (for 629 households
with weekday travel)
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DEPENDENT VARIABLES

Te BEFENTWENT TRIPFREQ FREGPURI FREQPUR2 FREQPUR3 FREQPUR4 FREGPURS FREQPURS FREGPURY

e 1AKLES PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T
INTERCEP -1.625 -0.810 -0.5335 -0.477 0.435 0.026 0.140 -0.403
0.32% 0.136 0.2946 0.273 0,242 0.%48 0.712 0.351

VEHOUN 1,062 0.329 0.266 0.147 0.033 -0.024 0.097 0.213
0.000 0.000 0.002 0.047 0.3%9¢6 0.729 0.130 0.004

INCONMEN 0.018 0.008 0.014 -0.003 «0.004 0.008" =-0.009* 0.003
0.439 0.298 0.052 0,625 0.477 0.160 0.112 0.593

NTEEN 3.282 1.491 0.716 0.172 0.039 0.421 0.334 0.109
0.000 0.000 0.000 0.009 0.494 0.000 0,000 0.099

N20T034 2.836 1.305 0,339 0.316 0.029 0.358 0.181 0.107
0.000 0.000 0.001 0.022 0.802 0.00S5 0.131 0.433

N3STOS4 2.473 1,114 0.623 0.334 -0.044 0.271 0.3132 0.043
0.000 0.000 0.000 0.027 0.730 0.051 0.314 0.771

N3STO64 2.48? 1,147 0.581 0.332 ~0.094 0.308 0.031 0.3182
0,000 0.000 0.003 0.043 0.502 0.041 0.827 0.263

N6SPLUS 1.003 0.629 0.184 0.327 ~0.134 0.13¢9 ~0.140 -0.001
0.11S 0.003 0,352 0.051 0.349 0.34% 0,236 0.993

SFD 0.651 0.150 -0.082 0.104 0.207 -0.030 0.080 0.222
0.261 0.431 0,647 0.497 0.113 0.830 0.%545 0.143

PREDUN =1.4%7 ~0.4%1 -0.078 0.044 -0.417 -0.028 -0.115 *0.371
0.032 0.028 0.711 0.807 0.007 0.867 0.460 0.037

GRADEDUM 0.158 0.056 ~0.082 -0.1%98 -0.042 0.292 ~0.070 0.202
0.784 0.769 0.646 0.193 0.747 0.037 0.59? 0.181

HMMAKEDM 0.404 0.034 -0.405 0.23% 0.224 0.050 0.088 0.179
0.378 0.819 0.004 0.033 0.029 0.6356 0.416 0.13¢6

HHRACE ~0,157 ~0.194 =0.447 0.100 0.156 =0.006 0.069 0.163
0.774 0.282 0.009 0.4%90 0.20S 0.961 0.582 0.249

SHALE 2.58% 1.119 0.483 0.456 -0.13% 0.485 0.018 0.181
0.071 0.017 0.274 0.226 0.622 0.1462 0.955 0.629

SFMALE 1.892 0.788 0.622 0.473 -0.243 0.168 -0.112 0.195
0.150 0.069 0.128 0.173 0.411 0.598 0.711 0.3570

UNRELI 3.221 0.915 0.672 0.514 0,223 0.140 0.397 0.338
0.01¢6 0.038 0.106 0.145 0.454 0.622 0.196 0.333

COUPLE 2,039 0.560 0,318 0.371 0.224 0.188 0.244 0,133
0.028 0.066 0.249 0.129 0.283 0,403 0.247 0.3583

SFHH 2,333 0.8670 0.411% 0.919 -0.1827 -0.034 -0.081 0.234
0.096 0.05¢9 0.160 0.013 0.554 0.921 0.801 0.524

NUCLR 2.127 0.689 0.45¢% 0.668B 0.1357 -0.293 -0.058 0.505
0.043 0.C44 0.159 0.016 0.307 0.250 0.811 0.0467

AFUKID 2.708 0.627 0.619 0.5%7 0.375 0.103 0.243 0.144
0.007 0.037 0.047 0.024 0.0§7 0.671 0.2°1 0.584

RDEF -0.0i8 =0.007 ~0.00% -0.003 ~0.003 ~0.004 0.003 -0.001
0.044 0.025 0.097 0.053 0.182 0.098 0.018 0.737

CITY -0.185 0.034 0.346 0.111 0.025 -0.330 -0.309 ~0.063
0.732 0,860 0.057 0.472 0.84¢% 0.020 0.022 0.680

AHRESS 0.448 -0.194 0.114 0.061 0.331 -0.020 0.060 0.346
0.613 0.507 0.670 0.793 0.098 0.747 0.770 0.530

STD ERR 9.062 1.643 1.572 1.336 1.140 1.22¢9 1.162 1.326
R-SQUARE 0.353 0.63% 0.403 0.131 0.048 0.210 0.173 0.124

NCTES.

1. For variable cefinitions, see Tables 12 ané 13.

2. For each variable, the coefficient 15 on the first line; the probability

that this coefficient 1s different from zero is on the second line

3. “STD ERR" 1s the standard error of the estimated variable, "R-SQUARE" 1is

the squared multiple correlation coefficaient.

SOURCE. Based on data contained 1in “he Baltimore Travel Demand

Data Set. Table compiled 1n December 1980.
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of the equations for weekday travel (except for a marginal
positive relationship to personal business trips)

Weekend Travel

Although home and work equations are somewhat better
predicted for the weekday, the vanance explained for other
tnp purposes 1s higher for weekend travel (see Table 16)
Total tnps per vehicle owned are higher for weekend travel
The other patterns noted for weekday travel tend to hold as
well, with the exception that short-term residence increases
the frequency of weekend trip making, particularly shopping,
personal business, and visiting This may indicate a lesser
degree of planning 1n tnp-making behavior occasioned by the
lesser famihanty with the area That this effect occurs only
for weekend travel suggests that weekday travel 1s much
more constrained Without knowing more about where the
trips are destined, it 1s not possible to say whether such trips
represent an increased frequency of, for example, visiting
within the neighborhood 1n order to become acquainted or,
conversely, an increased frequency of visiting outside of the
neighborhood to longer standing friends and acquaintances

Home-Based Trip Productions

A similar analysis 1s performed of home-based trips as of
activity-based tnps The variance explained for total home-
based tnip making 1s considerably higher than for total trip
frequency, although the increments from adding household
structure and residential location are roughly the same
between home-based and activity-based tnps

It can be seen in companng the significant coefficients for
activity-based trips versus home-based tnp productions that
the overall patterns of significance are fairly simular (Table 17
defines the vanables and Table 18 presents the coefficients)
The age structure of the household, however, tends to be
more 1mportant 1n predicting home-based trips than in pre-
dicting activity-based trips

There are differences for the household structure vanables
as well. Some coefficients that are marginal for the activity-
based equations, such as adult families with children for the
work equation and all the structure types for the shopping
equation, lose significance in the home-based-tnp production
equations Conversely, the determinants of serve-passenger
tnps seem to become more sharply defined for home-based
tnp productions, particularly with respect to the presence of
grade schoolers, and for the homemaker, living 1n a single-
family unit, and nuclear family vanables Likewise, the resi-
dential density and city vanables gain significance in predict-
ing home-based entertainment and visiting trip productions,
but lose significance in predicting work-trip productions

That vanables describing the household and its residential
environment gain in importance in predicting home-based
versus activity-based trips 1s reasonable The concept of
‘*home-based’’ trips obviously brings the focus more sharply
on the household and 1ts residential setting than does that of
‘‘activity-based’’ tnips which include trips that take place
apart from home entirely. Thus, properties of the household
and neighborhood should more effectively index home-based
behavior

The compansons between weekday and weekend trip
productions are also similar to those for the activity-hased
analysis (see Table 19) Weekend travel 1s better predicted
for total tnips, work, shopping, and visiting The vehicle tnp
rate 1s higher for weekend travel. Short length of residence
increases trip frequency A companson between activity and
home-based weekend equations reveals a lesseming impor-
tance of residence zone and an increasing importance of
household type in predicting weekend home-based produc-
tions

Numbers of employed persons, when added to these equa-
tions, indicate that numbers of entertainment tnips are
lowered and numbers of visiting trips are raised shightly with
each employed member The role of the homemaker variable
ts sharpened for total home-based trips, while the role of
numbers of vehicles owned in predicting work trips 1s
reduced to zero The importance of age structure and house-
hold type 1s reduced shightly for total trips and work trips, but
it1s increased for predicting entertainment trips  The analysis
of weekend trips reveals a shight reduction in personal busi-
ness trips on the weekend attnbutable to the number em-
ployed, indicating that such trips may be performed 1n con-
Junction with work on the weekday

Structural Equation Modeling—Activity-Based

The preceding sections of this chapter have examined
separately both the time allocated and the tnp frequencies for
selected activities. The remainder of the chapter investigates
the mutual interactions among time allocation, trip fre-
quency, and other mobility measures Investigations of this
type are useful beginmings in the development of 2 common
framework for dealing with dependent vanables that are
typically treated separately

For this analysis, a set of structural models 1s developed
with three objectives (1) to investigate potential interrela-
tionships among determinants of mobility such as number of
dnver hcenses in the household and number of vehicles
owned; (2) to determine the impact of such vanables and
sociodemographic, household structure, and residential loca-
tion vanables on household time allocation, and (3) to inves-
tigate the impact of activity time allocations on travel time,
travel frequency, and person and vehicle-miles traveled

Structural equation modeling typically results n a fairly
complex set of interrelationships among vanables Particular
attention 1s given to the relationships involving activity time,
travel time, and travel distance in this discussion. The tech-
nical details and a more complete discussion of the results are
presented in Appendix F

Two-stage least squares 1s the esimation techmque used
(/4). a block recursive structure 1s developed to examine
various levels of interaction among the vanables Two-stage
least squares 1s used n an attempt to remove the potential
mutual dependency of one variable on another where each 1s
used as a predictor of the other Failure to use such a tech-
mique can result in biased coefficients estimates, by using this
technique 1t is possible to test whether feedback relationships
exist among variables or whether the presumed direction of
causality runs in only one direction. Here the emphasis 1s on
the allocation of time and the interrelationship of such
measures with aggregate measures of travel by all modes



Table 16 Trp frequency by purpose (for 221 households with weekend travel)
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DEPENDENT VARIABLES

Independent TRIPFRE@ FREQPUR1 FREQPUR2 FREQFUR3 FREGPURA FREOPURS FREQPURS FREQPUR?

Variables PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T
INTERCEP 3.405 1.339 =-0.616 1.038 1.070 0.353 0.028 0.194
0.120 0.072 0.35¢9 0,094 0.039 0.507 0.959 0.716

VEHOUWN 1.342 0.551 0.089 0.293 0.158 0.083 0.094 0.075
0,003 0.000 0,525 0.024 0.142 0,455 0.412 0.499

INCOMEM 0.024 0.003 0,015 0.000 0.001 0,004 0.001 -0.001
0.4493 0.747 0.121 0.992 0.873 0.625 0.872 0.923

NTEEN 3.028 1.285 0.887 0.002 0,151 0.399 0.2146 0.088
0,000 0.000 0.000 0.990 0.173 0.001 0.068 0.443

N20T034 1,443 0.620 0.613 -0.135 -0.244 0.327 0.148 0.113
0,056 0.016 0.008 0.526 0.169 0.073 0.432 0.5346

N35T054 0.961 0,646 0,418 -0.122 -0.191 0.004 0.250 -0.044
0.262 0.027 0.113 0,615 0,344 0.986 0.244 0.831

N55T064 04365 0.390 0.498 -0.228 -0.269 -0.013 ~0.001 -0.013
0.647 0.151 0,043 0.313 0.156 0.940 0.994 0.946

N&SPLUS 0.433 0.311 0.104 -0.127 -0.237 0.101 0,137 0.145
0.629 0,307 0.707 0.615 0,262 0,645 0.541 0.506

SFDU ~0.0735 -0.195 -0.033 0.080 0.087 =-0.027 ~0.044 0.060
0.935 0.534 0.906 0.760 0,690 0.903 0.842 0.790

PREDUNH -0.259 0.394 0.320 0,001 -0.180 -0.,120 -0.248 ~0.421
0.819 0.299 0,351 0.998 0.493 0.458 0.375 0.122

GRADEDUM 1.398 0.477 0.392 0.327 0.336 -0.260 0.060 0.066
0.159 0,136 0.197 0.243 0.150 0.279 0.808 0.782

HMMAKEDH ~0.728 -0.398 -0.346 =0.065 -0.,07¢9 0.290 -04135 0.005
0,325 0.114 0.129 0.7589 0.652 0.108 0.466 0.978

HHRACE 0.805 0.098 0,140 0,532 -0.041 =-0.054 -0.216 0.345
0,339 0.733 0.587 0.026 0.836 0.794 0.307 0,093

SMALE -0.616 0.026 0.630 -0.722 -0.879 0,049 0.274 0.006
0.773 0.971 0.338 0.233 0.082 0.924 0.608 0.991

SFMALE -1,121 ~0.459 0.517 -0.473 ~0.631 -0.104 -0.019 0.049
0.510 0.428 0.323 0.326 0.117 0.801 0.964 0.905

UNRELI 3.277 0,423 0.463 0.12%9 0.509 1,269 0.070 0.415
0,080 0,505 0,420 0.807 0,249 0,004 0.881 0.361

COUFLE -0.174 -0.217 0.127 0,087 ~0.280 0.014 0.052 0.043
0.890 0.611 0.741 0.806 0.345 0.965 0.869 0,887

SPHH -1.415 -1.012 -0.386 -0.591 -0.539 -0.106 0.504 0.716
0.472 0.131 0.523 0.288 0.246 0.825 0.307 0,135

NUCLR 1.637 -0.,056 0.350 -0.041 =0.,265 0.261 0.498 0.890
0.288 0.914 0,439 0.929 0.466 0.485 0,197 0.018

AFWKID -1,691 -0.874 -1.013 -0.072 ~0.367 0,039 0.371 0.223
0.237 0,073 0.022 0.859 0,277 0.%910 0.301 0.521

RDENP ~0.044 -0.,009 -0.004 -0.007 -0.006 -0.006 -0.005 ~0.006
0,005 0.084 0.432 0.092 0,084 0.106 0.189 0.127

CITY -0.213 -0.468 0.399 -0.046 0,126 =-0.1135 0.149 =-0.259
0.819 0.13% 0.1463 0.861 0.564 0.612 0,522 0.253

HHRESé 4.217 0.896 -0.224 1.364 0.702 0,235 0.821 0.423
0.002 0.052 0,590 0.000 0.029 0.475 0.016 0.199

. STD ERR 4,425 1.504 1,361 1.252 1,044 1,077 1.109 1.077
R-SQUARE 0.559 0.613 0.392 0.193 0,147 0.270 0.205 0.186

NOTBS:' 1. For variable definitaions,

see Tables 12 and 13.

2. For each variable, the coefficient 1s on the first line; the probability
that this coefficient 1s different from zero 1s on the second line.

3. "STD ERR"
the squared multiple correlation coefficient.

SOURCE: Based on data contained in the Baltimore Travel Demand Data Set.

compiled i1n Decenber 1980.

1s the standard error of the estimated variable;

"R-SQUARE" 1s

Table
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Table 17 Home-based dependent varable definitions

Purpose Definition
HTRIPFRQ Total number of home-based trips for all purposes
HFRQPUR2 Home-based work trips

HFKUPUR3 Home-based shopping trips

HFRQPURA Hone-based personal business trips
HFRYPURS Home-based entertainment/cormunity trips
HFRUPURE Home-based visit/social trips

HFRUPUR? Horie-based service/accompany traveler trips

RUTES 1  All variables are expressed 1n numbers of trips per household by

el1yrble household members {2ye » 1¢ years)

2. See Table D-1 for uore extensive detinitions

Clearly, the approach could be extended to a multimodal
context, but the degree of complexity nses by a correspond-
ing amount In order to simphfy the analysis, the seven
activities were combined into four These activities include
activity time 1n home, time at work or school, time spent in
entertainment or visiting, and time spent outside the home 1n
home-serving activities such as shopping, personal business,
and service/accompany traveler Travel by both motonzed
and nonmotonzed modes is dealt with 1n the total tnp time,
frequency, and miles traveled vanables

One stnking finding 1s the extent to which vehicle owner-
ship pervades the prediction of out-of-home time allocation
even when other influences are controlled for Vehicle
ownership 1s predicted by income, among other varables
Thas structural relationship shows clearly why income 1s not
an effective predictor of tnp frequency when the number of
vehicles owned 1s also 1n the equation, as demonstrated in
earlier sections

For activity ume, ttme at home and work substitute for
each other, however, other out-of-home activities are com-
plementary with time spent at home The negative relation-
ship of age to out-of-home activity shows clearly 1n these
results, as 1t has 1n all the prior modeling presented 1n this
report As time at home and time at work are negatively
related to the educational structure of the household, this
would 1mply that households compnised of persons with a
higher level of education tend to spend more time 1n out-of-
home nonwork activities Other familiar relations such as the
confining nature of having a preschooler in the family and the
negative relationship of net residential density to measures of
mobulity are also found Increasing amounts of time spent in
home-serving activities tend to increase total travel time and
total frequency, but time spent outside of the home for other
purposes does not

There 15 a positive and reciprocal relationship between
travel ime and tnp frequency, both n the aggregate and for
each purpose Total travel ime tends to be related to total
travel distance but tends not to be related to vehicle-miles
traveled by purpose The positive relationship of trip time to
density and the negative relationship to income indicate con-
straints of centrally located areas The negative relationship
between activity time and trip time by purpose suggests a

time budget for the activity as a whole, and consequent trade-
off of travel time against activity time.

In contrast to travel time, travel frequency 1s positively
related to activity time for out-of-home purposes Travel
distance 1s not traded off against frequency for out-of-home
activity, and only for entertainment and visiting 1s travel time
associated with frequency

With respect to person-mules traveled for out-of-home
activities, the greater the amount of time spentin the activity,
the farther the distance traveled to the activity Only 1n the
case of entertainment 1s there a tradeoff between frequency
and distance traveled The other relationships are consistent
across purposes travel time and income are positively
related, and density 1s negatively related

SUMMARY

This chapter has summanzed the major findings from three
areas of analysis: individual level time allocation models,
household trip generation models, and household structural
equation models of the interactions among mobility van-
ables. The individual time allocation analysis has dem-
onstrated the importance of individual and ‘household
charactenstics in explaiming daily activity patterns. The trip
generation analysis suggests that standard trip generation
models may be improved by including age structure, house-
hold structure, and residential zone charactenistics The
structural equation modeling 1s an example of a potentially
useful approach for analyzing simultaneously aspects of
travel behavior that are typically considered separately



DEFPENDENT VARIABLES

INDEPI NDENT HTRIPFRQ HFROPUR2 HFRQFUR3 HFRQFUR4 HFROPURS HFROPURS HFROPUR?

VARIABLLS PROB-T FROB-T FROR-T PROB-T PROB-T PROB-T PROB-T
INTERCEP ~1.559 -0.826 ~0.436 -0.187 0.263 0,235 ~0.629
0.134 0.178 0.416 0.620 0:626 0,338 0.159

VEHOWN 0.635 0.234 0,104 0.023 -0.091 0.122 0.243
0.001 0,025 1253 0.718 0,323 0.100 0.001

INCOMEN 0.016 0.021 -0.,008 0,004 0.013 -0.012 -0,000
0.301 0.019 0.280 0.450 0.101 0.048 0.939

NTEEN 2,989 1.425 0.312 0.116 0.606 0.440 0,090
0.000 0.000 0,000 0.044 0.000 0.000 0.186

N20T034 2,604 1.024 0.501 0.261% 0,417 0.288 0.113
0,000 0.000 0,003 0.028 0,013 0,036 0,424

N35T054 2.227 1.004 0,493 0.164 0.2%90 0.182 0.095
0.000 0.000 0.008 0,209 0.122 0.220 0.540

NGSTO64 2.281 0.840 0.600 0.170 0,393 0.134 0.144
0.000 0.000 0,003 0.230 0.053 0.414 0.371

N&SFLUS 1,273 0.364 0.505 0.205 0.182 -0.027 0.044
0,003 0.123 0,015 0,159 0,364 0.874 0.799

SFDY 0.253 -0.380 0.067 0,186 -0.020 0,060 0,332
0.508 0.077 0.722 0.159 0.917 0.4656 0,035

PREDUN -1.004 -0.202 0.027 -0.158 -0.,099 -0.113 -0,460
0.026 0,424 0.902 0,309 0,658 0,529 0.013

GRADEDUH 0.112 -0.278 -0.174 -0.129 0,458 -0.,0%90 0.327
0.769 0.1794 0,333 0.327 0,014 0,554 0,036

HMHAKEDN 0.086 -0.3%90 0,197 0.120 -0.021 -0.091 0.272
0.776 0.022 0.187 0.253 0,890 04449 0,028

HHRACE -0.,360 -0.519 -0.024 -0.019 0.119 <0.056 0.140
0.320 0.011 0.892 0.880 0:508 041696 0,345

SHALE 2,149 0.679 0.547 0.224 0,443 -0.054 0.291
0,023 0,200 0,222 0,493 0,343 0.883 0.452

SFMALE 1.521 0.790 0.429 0.121 0.119 -0.241 0,303
0,081 0,106 0.315 0.688 0.783 0.488 0.394

UNREL] 1,791 0,964 0.486 0.107 0,082 -0.120 0,342
0.043 0.052 0.263 0.726 0,979 0,734 0,345

COUFLE 1,100 0,371 0,073 0.197 0.311 0.181 0.167
0,073 0.280 0.807 0.352 0,715 0,459 0.3504

SFHH 1.702 0.845 0.720 0.147 -0.148 =0.195 0.333
0,086 0.104 0.114 0.646 0.747 0.598 0.379

NUCLR 1.378 0,517 0.4935 0.171 -0.,381 ~0.121 0.697
0.048 0,185 0.147 0.476 0,269 0.661 0.014

AFWKID 1.226 0,249 0.563 0.043 ~0.176 0,102 0.346
0.065 0.504 0.084 0.783 0.392 0.492 0,202

RDENFP -0.013 -0.003 -0.006 ~0.003 -0.,005 0,008 -0.,002
0,026 0.319 0.050 0.143 0,074 0.014 0.4467

CITY 0,034 0.299 0,272 0.161 -0.514 -0.303 0,120
0.929 0.170 0.154 0.229 0.008 0,050 0.448

HHRES6 -0.366 -0.277 0.093 0.149 -0+370 ~0,085 0.125
0.533 0,400 0.747 0,462 0,204 0,715 0,603

STD ERR 3.3350 1.879 1.645 1,157 1.661 1.336 1.370
R-SQUARE 0.652 0,545 0.136 0,064 0,196 0.192 0,153

NOTES: 1. For variable defanitions,

2. Tor each variable, the coefficient is on the first line; the probability

see Tables 13 and 17.

that this coefficient 1s different from zero is on the second line.

3. "STD ERR" is the standard errcr of the estimated variables; "R-SQUARE"
1s the squared multiple correlation coefficient.

SOURCE+ Based on data contained in the Baltimore Travel Demand Data Set. Table

compiled 1n December 1980
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Table 18 Home-based tnp
frequency by purpose (for 629
households with weekday
travel)
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Table 19 Home-based trip frequency by purpose (for 221 households with weekend travel)

DEPENDENT VARIABLES

INDEPENDENT HTRIPFREQ HFRQPUR2 HFROPUR3 HFRQPUR4 HFROPURS5 HFROPUR6 HFRQPUR6

VARIABLES PROB-T PROB-~T PROB-T FROB-T PROB-T FROB-T PROB-T
INTERCEP 2.474 -1.6438 1.542 1.268 0.976 0.069 0.256
0.100 0.0469 0,033 0.043 0.196 0.916 0.635

VEHOWN 1.068 0.029 0.412 0,164 0.143 0.310 0.009
0.001 0.876 0.006 0.206 0.364 0.025 0,934

INCOMEM 0.004 0.014 -0.009 -0.004 0.008 -0.007 -0.002
0,862 0.201 0.396 0.691 0,443 0.4644 0.810

NTEEN 2,566 1.769 -0.046 0.128 0.463 0.178 0.075
0,000 0.000 0.765 0,340 0,005 0.210 0.520

N20T034 1.318 1,325 -0.164 -0.322 0.085 0.275 0,118
0.011 0.000 0.508 0.133 0.743 0.226 0,524

N3S5TDS4 1.287 1.061 -0.021 -0.,228 0,027 0.48S -0.036
0.029 0,003 0.940 0,350 0,928 0,061 0.864

N55T064 0.799 1,125 -0.170 -0.237 -0.023 0.029 0.075
0.146 0,001 0.518 0.29% 0.933 0,905 0,704

N6SPLUS 0.624 0,506 -0.05¢% -0.294 0.113 0.231 0.127
0.310 0.170 0,841 0,249 0.715 0.393 0.564

SFDU -0.315 0.079 -0.188 0.342 -0.404 -0.385 0.242
0,619 0.835 0.535 0.194 0.204 0.167 0.289

FREDUM 0.634 0.383 0.510 -0.075 0.465 -0.290 -0.358
0,408 0,404 0,166 0,813 0.228 0.389 0.194

GRADEDUM 0.858 0.567 0.15 0,143 -0.338 0.374 -0.043
0.206 0.163 0.43 0.610 0.320 0.210 0,861

HMMAKEDM -0.743 -0.441 -0.181 -0.261 0.385 -0.324 0.079
0.144 0.148 0,456 0.217 0.132 0.148 0.666

HHRACE . 241 0.021 0.544 -0.177 -0.034 -0.410 0.297
0.4677 0.952 0.050 0.459 0.907 0.107 0.153

SMALE 0.128 1.400 -1.015 -1.129 0.07¢9 0.792 0.001
0.930 0.112 0.149 0.064 0.914 0.220 0.998

SFMALE -0.818 1.15¢9 -0.758 -0.867 -0.398 0.014 0,033
0.484 0.099 0.176 0.074 0.497 0.978 0.938

UNRELI 1.026 0.16S -0.8%90 0.885 0.729 -0.157 0.294
0.424 0.830 0.148 0,097 0.258 0.780 0.523

COUPLE -0.350 0,119 ~0.052 -0.353 -0.153 0.088 0.001
0.684 0.818 0.89¢9 0.324 0.723 0.816 0.996

SFHH -1.842 -0.833 -0.966 -0.612 -0.220 0.291 0.498
0.173 0.303 0.136 0.275 0.745 0.624 0.305

NUCLR 0.177 -0.35% -0.213 -0.306 -0.015 0.161 0.904
0.867 0.57S 0,674 0,485 0.978 0.729 0.0t8

AFWKID -1.454 -1.784 -0.405 -0.203 -0.085 0.505 0.318
0,093 0,003 0.388 0.618 0,863 0.242 0.367

RDENFP ~0.018 0.004 ~0.003 -0.002 -0.009 -0,002 -0.006
0,092 0.551 0.529 0.654 0.110 0,605 0,141

CITY -0.826 0.274 -0.382 0.027 -0.376 -0.095 -0.274
0,196 0.473 0,211 0.%920 0.241 0.735 0,233

HHRES 6 1,875 -0.124 1.549 0.45¢6 -0.375 0,162 0.206
0.044 0.823 0,001 0,236 0.421 0,692 0.535

STD ERR 3,039 1.819 1.454 1,260 1.526 1.335 1.092
R-SOUARE 0.607 0.512 0.203 0.119 0.193 0.227 0.169

NOTES: 1. For variable definitions, see Tables 13 and 17.
2 For each variable, the coefficient 1s on the first line, the probabilaty
that this coefficient 1s different from zeto 1s on the second line
3. "STD ERR" 1s the standard error of the estimated variables, "R-SQUARE"

1s the squared multiple correlation factor.

SOURCE. Based on data contained in the Baltimore Travel Demand Data set. Table
compiled 1n December 1980.




CHAPTER THREE

APPLICATIONS

INTRODUCTION

This report has concentrated on the impact of externally
observable characternistics of the individual and household in
determining travel behavior measures—in particular, mea-
sures of the amount of time allocated to travel and the fre-
quency of that travel by purpose. The examination of time
allocation addressed a state-of-the-art 1ssue 1n travel be-
havior research. The analysis of trip frequency has resulted
in improved models of trip generation, which are the main
practical focus of this chapter. The role of a vanety of socio-
demographic vanables has been examuned including, at the
individual level, properties of the person as well as properties
of the household situation within which persons find them-
selves. At the household level, the role of both family struc-
ture and age structure in determuning trip generation rates
has been examined, and the added value that such concepts,
iIn conjunction with measures of residential location, can
have in predicting household trip generation rates has been
demonstrated.

At the household level, this analysis has been imbedded in

-a more traditional model framework that uses household
size, vehicles owned, and income as predictors of trip gene-
ration rates. For the most part, income plays a negligible role
in predicting trip generation when. other factors, such as
household composition, are included in the models This
suggests that, in models such as these, household income 1s
essentially a proxy for other vanables that determine tnp
frequency. Although the number of vehicles owned by the
household can be predicted as a function of household struc-
ture vanables, it seems to contain additional information and
probably captures preference for a certain type of lifestyle
that cannot be measured with existing household interview
data.

Consideration of basic demographic variables such as the
age structure and relationship structure within the house-
hold, as well as characteristics of the residence location of
the household, are important concepts to include in trip
generation procedures. For example, the age, sex, and race
composition of adults for the United States in the year 1990
is virtually known today, barring war, other massive ca-
tastrophes, or greatly altered patterns of immugration or
emigration

Table 20 indicates that the number of children aged 0
through 19 will be nising relatively slowly in the next decade
as will the number of young adults (20-34), while the fastest
growing group is the baby boom cohort reaching middle age
(35-54). Those neanng retirement age (55-64) will show a
shight drop, while the ranks of senior citizens (65 and older)
are expected to grow relatively rapidly. While the total popu-
lation will show a moderate increase in that decade, the
number of households 1s expected to nise at double that rate,
and the population per household will fall As all of the re-
sults reported here (and elsewhere) show declining mobility
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Table 20 Population change, 1980-1990 by age group (in
1000s)

Population Estimates
Percent

1980 1990 Change
Chilg (0-19) 70,525 n,972 + 21
Young Adult (20-34) 57,090 §9,040 + 34
Middle Age (35-54) 48,017 61,901 +278
Preretirement (55-64) 21,199 20,776 - 20
Senfor Citizen (65+) 24,927 29,825 +19 6
Total Population 222,158 243,514 + 96
Total Households 79,708 96,792 +214
Population per Household 28 25 - 97

SOURCE  Charles River Associates Incorporated "Regfonal MARKETS

Forecasts 1980 " Boston, Massachusetts, 1980

with increasing age, one pssible implication for transporta-
tion is that the frequency of work tnps may increase, or
decrease at a lower rate, than all tnips, and other types of
travel may show dechne. Effects of this sort can be quan-
tified with the models presented in Appendix F.

An open issue, however, 1s whether there are ‘‘cohort
effects’” with respect to mobility rates. For example, Wachs
and Blanchard (/5) argue that for those (more recent) elderly
who have been more mobile 1n earlier life, established pat-
terns of auto ownership and use, better health, and decentral-
1zed residential location will promote higher mobility rates in
later hfe than that enjoyed by similar elderly cohorts from
earlier epochs. Cross-sectional analysis will not answer this
question, however.

For other variables that are considered here, such as em-
ployment patterns, rates of household formation, and
(mplicitly) fertility, the patterns are less predictable. How-
ever, changes are occurring 1n each which are not simply
extrapolations of past trends. A recent report (/6) foresees a
dechine 1in average household size, a nise in single-person
households, a dechne 1n husband/ wife households, a nse 1n
the proportion of female-headed households, a decline in the
age at which children leave home, and a decline 1n the pres-
ence of ‘‘other’” household members such as boarders, sub-
familes, grandparents, other relatives, etc. Married couples
with one worker only are a declining proportion of house-
holds, while marned couples with two workers are an in-
creasing proportion. Clearly such trends have implications
for the use of time, out-of-home activities and travel, as well
as residential location decisions. Each change, moreover, is
related to variables that the research team found to be impor-
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tant in explaining activity and travel behavior; to ignore such
changes 1 estimating such fundamental processes as trip
generation rates, as conventional models do, would seem to
be 1ll-advised, given the sorts of findings presented here
The forecasting of these quantities at the metropolitan area
or traffic analysis zone level 1s, of course, fraught with
greater uncertainty than it 1s at the national level. However,
estimation at the small area level of vanables such as are
considered here 1s no more arbitrary than the forecasting of
vehicle ownership or income levels—it simply means a re-
onentation of existing efforts (see NCHRP Project 8-24 (5)
for procedures for predicting the independent vanables in
traditional models). Further, land-use models that deal with
the sorts of vanables considered in this report exist, and
apphcation of their output to trip generation questions 1s
feasible The community analysis model (/7, /8, 19) appears

to be especially useful for generating the inputs for applying .

the tnp generation models developed in this study This
model produces estimates of 36 population types (4 classes of
age, and 3 each of ethnicity and education) and 27 household-
head types (omitting age 0-19) It also has housing, employ-
ment, and land-use vanables. The neighborhoods are aggre-
gations of Census tracts.

EXAMPLES

In Chapter Two, 1t was shown that the enhancement of
standard trip generation models with vanables descnbing the
household and the residential zone improved the explanatory
power of such models. In this section, a demonstration of
how the predictions of the enhanced models compare to
those of the standard models 1s presented The purpose of the
demonstration 1s to test the importance of household and/ or
zonal descriptions 1n trip generation predictions

Example 1—The Effects of Lite Cycle on Trip Generation

In this example, the relative sensitivities of the standard
and enhanced trip generation models to changes in household
Ife cycle are compared Five hypothetical households are
considered- (1) a couple 1n their early 30’s with a preschool
child, (2) a couple with the older member over 35 and the
younger under 35 with one gradeschool child, (3) a couple
with both members over 35 with one teenage child; (4) a
couple with both members over 55 with no children at home;
and (5) a couple with both members over 65. The charactens-
tics of these households 1n terms of the vanables in the tnp
generation models are given in Table 21 These households
can be viewed as either five different households or as a
single household progressing through life-cycle stages

Because home-based tnp generation models are com-
monly used 1n planning practice, the model in Table 18 1s
used as the enhanced model The corresponding standard
model, which contains vehicle ownership, household size
(total ehigible), and income as explanatory vanables, appears
in Table 22

The estimated daily tnp rates for the alternative models are
presented 1in Table 23 The alternative models produce
noticeably different results, both 1n absolute terms and in the
predictions of how travel vanes with life cycle The standard

Table 21 Charactenstics of five hypothetical households used
1n applications of tnp generation models

Household
3

Variables* 1 4 4 5
VEH 1 1 1 1 1
INCUMEM 20 20 20 U 15
TOTELIL Z 2 3 1 2
NTLEN 4] 0 1 u ]
N20T034 4 1 0 v 1}
H35T054 ) 1 2 u 0
N55T0b4 v [} [ 2 u
N65PLUS ] 0 0 ) 2
SFOU 3 1 1 1 1
PREDUM 1 [} [0} 1] u
GRADEDUM 0 1 0 0 1]
HMAKEDM 1 [} U v u
HHRACE 1) v [V} 0 0
SMALE ) 0 0 [} 1]
SFMALE ] u U 0 u
UNREL! 1) v 1) ] 0
CUOUPLE u 0 u 1 1
SPHR Q 0 L ] u
NUCLR 1 1 1 1] 0]
AFWKID ) [} v 4] 0
RDENP 41 4] 4] 4] 4]
cIty i 1 1 1 1
HHRE S6 U 0 1} [0} U

*Variables are defined 1n Table 13,

Table 22 Standard home-based tnp generation model (total daily
trips)

Variable Coefficient
INTERCEPT 2.046
VEHOWN .807
INCOMEM .018
TOTELIG 2.764

Note: Independent Variables are defined
1n Table 13.

SUURCE: Model estimated by CRA, 1981,

Table 23 Estimated tnip frequencies for five hypothetical
households

Household*
=il

1 £ 4 5
Standard lhodel** 4.65 4,65 7 4} 4 b5 4 56
Ennanced Fodel+ 4,82 5 47 797 4 81 2.7¢

*The characteristics of the five hypothetical households are detined 1n
Table 21

**The coefticients of the standard home-based trip yeneration nodel are
presented 1n Table 2¢.

+The coefficients of the enhanced home-based trip generation model are
presented 1n Table 18




model changes substanttally only for the third household, in
which the teenage member counts for one additional ehgible
member

In contrast, the enhanced model shows substantial
changes throughout the vanous hife-cycle stages. As a family
progresses from one with a preschool child to one with a
school-age child (Household 2 vs Household 1), the restric-
tive effect of the preschooler 1s removed, thus increasing
travel. When the child becomes a teenager (Household 3), his
high tnip generation rate substantially increases household
travel The older couple (Household 4) has approximately
the same expected travel frequency as the youngest house-
hold. The somewhat lower trip generation rates for older
adults are offset by not having the restnctive effect of the
preschool child. Finally, the oldest household has a very low
expected travel frequency, reflecting the low trip generation
rates of people over 65

In summary, this example shows that the enhanced tnp
generation model has noticeably more sensitivity to house-
hold charactenstics when the model 1s applied at the house-
hold level. A simular conclusion 1s also likely for homoge-
neous zones For example, the enhanced model would likely
produge lower tnip generation rates for an area dominated by
older households than 1t would for one with younger house-
holds The standard model, on the other hand, may not be
sensitive to such differences.

Example 2—Aggregate Application

In this example, the standard and enhanced models are
applied to areawide averages of the independent variables
The approach parallels that used for the forecast expenments
using the individual-level time-allocation models. Thats, the
sample avearges for the Balumore data set are adjusted to
reflect key demographic changes between now and 1990.
Table 24 presents this information

The specific values for 1990 are primarily illustrative. They
were selected to reflect changes 1n household size and age
composition likely to occur over the peniod. The values re-
flect the research team’s judgment, informed by projections
from census data and other sources.

Both models produce estimates that match the sample
average trip generation (6.39 trips per day) for 1977 (This
outcome results from the property of regression models that
the estimated value of the dependent vanables at the sample
averages of the independent variables equals the sample
average for the dependent variables.) For the forecast
period, the projections are S 65 trips and 5.87 tnps for the
standard and enhanced models, respectively.

It can be seen that although the enhanced model produces
a forecast about 4 percent higher than that of the standard
model, both models forecast a dechne in tnips per household.
This outcome 1s primarily the result of the dechne 1n house-
hold size Total travel, on the other hand, 1s likely to increase
because of the increase in the number of households. For
example, if the national rate of increase in the number of
households of 21 4 percent (see Table 20) 1s applied with the
tnp generation models, the resulting increases in total trips
are 7.3 percent and 11.5 percent for the standard and en-
hanced models, respectively.
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Table 24 Current and projected values for independent van-
ables of tnp generation models (aggregate example)

Variables* Lurrent Values Pry,ected Vatues (1990}

VEH 1.21 1.21
INCOMEM 16,16 17.87

TOTELIG 2.59 2.32
NTEEN .63 53
R20TY34 .71 .60
N35TUS54 J1 .75
NTTTU64 .28 22
N6SPLS .30 .30
SFDU .34 .34
PREDUM A7 .15
GRADEDUM .30 .30
HMMAK DM .39 .39
HHRACE .36 .36
SMALE .05 .U8
SFMALE .08 AU
UNREL1 .03 0%
COUPLE .18 W21
SPHH .10 .12
NUCLR .30 .21
AFHKID .16 .13
RDENP 41.42 41.42
cITY .64 .64
HHRE S6 06 .06
Darly Homebased Trips 6.39 5.65 (Standard
(Dependent variable) Hodel)

5.87 (Enhanced
Mogel )

*Variables are defined 1n Table 13.

In this example, the difference 1n forecasts resulting from
the alternative trip generation models 1s smaller than in the
first example This outcome suggests that the sharp differ-
ences possible for single households (or homogeneous zones)
cancel out to some extent in heterogeneous aggregates.
Therefore, the enhanced models may provide the largest ad-
vantage over the standard models when applied to reason-
ably homogeneous areas Even in the case of heterogeneous
areas, € g , urban areas, the smaller differences between
these models may be of some importance

PRACTICAL APPLICATION OF NEW TRIP GENERATION
MODELS

Using the trip generation models described 1n this report
for practical planning applications would in many ways be
similar to using standard Urban Transportation Planning
System (UTPS) trip generation procedures. The major differ-
ence 15 in the number and types of independent vanables
included 1n the models.

In this section, a step-by-step descrniption of model applica-
tions 1s provided. This discussion should be viewed as pre-
hrunary. As recommended 1in Chapter Four, a practical
demonstration of the trip generation models for particular
metropohitan transportation planming problems would result
in comprehensive guidehnes for future applications.

The following steps would be followed 1n developing and
applying new tnp generation models: (1) prepanng data, (2)
estimating the model; (3) forecasting values of independent
variables, and (4) applying models to forecast tnip frequency.

Step 1—Preparing Data

The trip generation models developed in this study have
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been designed to be compatible with standard transportation
data bases. Therefore the first step 1s to prepare a data file
containing the dependent and independent vanables of the
models from origin-destination survey data.

Dependent Variables

Tnip frequency, defined as either activity-based or home-
based, 1s classified into several trip purpose categories.
Home-based tnp generation models are more likely to be of
immediate practical usefulness because they directly replace
currently used trip generation models.

Preparation of the home-based tnip frequencies is very
simular to the procedure necessary to apply current UTPS
home-based trip generation models. Tnp purpose classifica-
tion, defined by the purpose at the nonhome trip end, would
follow the tnip purpose classification scheme descnbed 1n
Appendix D, Table D-1. (Some judgment by the analyst may
be necessary if trip purpose categones do not perfectly
match the categones used 1n the Baltimore Data Set.)

Activity-based tnp frequencies are defined by the tnp pur-
pose at the destination. With the exception of purpose defini-
tion, data preparation follows the same procedures as does
the preparation of home-based tnp frequency vanables

Independent Variables

As discussed 1in Chapter Two, the independent vanables in
the tnip generation model;s are of five types. (1) vanables used
1n current trip generation models, (2) age structure vanables,
(3) household type; (4) other household charactenstics; and
(5) residence zone descriptors Table 13 provides definitions
of the variables.

With the exception of the third type of variable, data prep-
aration 1s straightforward and quite similar to prepanng the
independent vanables for standard home-based trip genera-
tion models. Of course, particular variables might differ
somewhat from the definitions 1n the Baltimore Data Set,
e.g., different break points might be used 1n defining age
categones. The practical demonstration recommended in the
next chapter would be useful in identifying such differences
and in providing guidelines for dealing with them.

The household typology developed for this study resulted
1n eight types of households. The procedures followed in
assigning households to each class are descnbed in detail in
Appendix D. Again, there may be differences between the
‘Baltimore survey instrument and an origin-destmation sur-
vey instrument that might require modifications in the house-
hold typology definitions and procedure. The practical
demonstration would illuminate the consequences of any
such differences 1n data bases.

Step 2—Estimating the Model

Following the data preparation steps, the analyst would
have a data file in which each record would represent a
household. The variables would include the dependent and
independent variables of the tnip generation models This

data file would be the input to a standard regression analysis
program, which 1s typically well known and readily available
to metropolitan transportation planners.

For each tnp purpose category, as well as for combined
(total) tnip frequency, the regression model would contain the
measure of tnp frequency as the dependent vanable. (As
noted earlier, home-based trip frequencies are more directly
compatible with standard UTPS procedures.) The same set
of independent vanables, prepared in the previous step,
would be used for each trip purpose category.

The total number of independent variables listed in Table
13 1s quute large. Further, not all of the vanables contributed
substantially to the trip generation models 1n this report.
Therefore, in order to facilitate forecasting with the models
it may be desirable to use a smaller number of independent
vanables

A practical demonstration of the new tnp generation pro-
cedures would result 1n guidelines for selection of the subset
of independent variables. In general, vanables that have only
a small impact on estimated trip frequencies over a wide
range of forecasts can be excluded from the model. This
criterion is not necessarily the same as dropping variables
that are statistically insigmficant at the standard 0 05 level.

Step 3—Forecasting Future Values of Independent Variables

The first two steps produce tnp generation models ready
for applications to practical planming problems These appl-
cations require forecasts of the independent vanables of the
models at the level of aggregation for which the model 1s
applied. In many cases, this will be the traffic analysis zone

Earlier 1n this chapter the issue of forecasting the indepen-
dent vanables of the new trip generation models was dis-
cussed. It was concluded that there are promising procedures
for such forecasts, which should be a major focus of the
practical demonstration of the new tnp generation models.

Step 4—Applying Model to Forecast Trip Frequency

This last step 1s the straightforward application of the trip
generation models with the independent vanables forecast in
Step 3 as mnputs The examples in the previous subsection
illustrate how the models can be applied Because the models
would be apphed to each unit of analysis, e.g., traffic analysis
zone, the tnp generation equation would be incorporated into
the UTPS software. This modification to the standard four-
step sequence should require mimmal effort.

Ths four-step procedure for applying the new tnp genera-
tion models assumes that a metropolitan area would develop
its own trip generation equations as typical in applications of
UTPS. If future research produces guidelines for transferring
models from other areas, the first two steps would be by-
passed and the analyst would proceed directly to Step 3 with
the transferred models.

TRANSFERABILITY AND IMPLEMENTATION ISSUES

Transferability

The transferability 1ssue has been discussed by numerous




researchers. One review (20, Ch. 3) has concluded that logit
travel demand models cannot be transferred from city to city
without modification but that there are situations under
which such models may be successfully transferred They
note that bias may be introduced because of different ‘‘utili-
ties’’ between the calibration and prediction samples, be-
cause of vanation in the utility of subgroups of the calibration
sample (termed ‘‘aggregate misspecification’’), and because
of aggregation bias. This latter form of bias affects models
that are nonhinear either in vanables or parameters; it will not
concern us here because the household-level models formu-
lated in this study are linear in both vanables and parameters.
Thus, 1t will not matter whether predictions are made at the
individual or market segment level and averaged, or whether
average values of the independent variables are used 1n the
prediction equations directly.

However, other factors may affect the transferability of a
model. Differing parameter values between applications 1s
one possibility. This may arise because of variations among
subgroups of the calibration sample for which the model does
not control (inadequate segmentation), variations for like
subgroups between cities (interregional variation), vanations
over time, or model specification error.

Segmentation 1s one 1ssue which, given hmited degrees of
freedom and limited theoretical rationale for segmenting,
may always be a problem However, an attempt has been
made to introduce a number of main effects into the models
to capture important relationships, although certain interac-
tion effects may be lost.

Interregional variation may well occur because of different
cultures in different cities, different scales of the city, differ-
ent level of service of transit or auto, a different structure of
opportunities, etc Presumably, all but the first of these
would affect trip generation less than the others, although
recent evidence indicates problems even here 21).

Because household interview surveys are conducted at
different times in different cities, temporal changes in the
parameters might also occur, even if the model were cor-
rectly specified. This is essentially another kind of difference
between the calibration and prediction samples, although 1t
will not always occur in attempts at transferability This fac-
tor can be important if there are secular trends in patterns of
behavior, or if there are sudden shocks, such as oil embar-
goes, which disrupt existing behavior patterns.

Finally, there is the problem of other specification error.
This might arise from omitting variables that may vary differ-
ently in different times, regions or segments, or from incor-
rect choice of functional form If data are not available in a
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new area and a reduced specification is employed, a known
specification error is introduced.

Implementation Problems

There are also possible biases in estimating values for both
the dependent and independent variables in any validation or
application task. Typically, the dependent variables would
be generated from a home interview survey, using the samp-
ling weights developed from the sampling procedure. Except
in the case of a *‘complete enumeration,”” as for certain items
of the U S. Decenmal Census (even here, underenumeration
is a problem), the values of the dependent variables will only
be as good as the sampling procedure allows. In the case of
small samples, or estimates of travel behavior for small
market segments or small areas, where only a few observa-
tions may represent the entire population, estimates of the
dependent variables may be subject to considerable van-
ance. This may be termed ‘‘factoring bias *

There is also the issue of estimating the values of the
exogenous variables. This may arise in two contexts One, a
planner may have estimates from the Census or elsewhere of
aggregate measures such as counts of households by num-
bers of vehicles owned and counts of households by income
class when what is desired is estimates of the joint frequency
of numbers of households by vehicle and income class. A
method of synthesizing such information using disaggregate
data from household interview surveys, the Census Public
Use Sample information, or the National Personal Transpor-
tation Survey data, in conjunction with known distributions
by area, can be used to estimate such joint distributions. This
technique is discussed more fully by CRA (20), Birch (22),
and McFadden (23).

Finally, one may estimate the values of exogenous van-
ables required eisther by extrapolation from a base year or by
the development of a *‘land-use’” model that attempts a more
behaviorally onented explanation of the change that occurs.
The former method 1s a naive one and apphcable only if the
variables’ rates of change are quite stable (and in that case
perhaps not particularly interesting). The development of a
more behavioral land-use model is, of course, a very large
undertaking '

One might note that these transferability issues exist in
pnnciple for all proposed travel models. The approach devel-
oped here has the advantage that it explicitly incorporates a
number of important determinants of travel behavior, poten-
tially reducing errors of specification, which are one source
of bias.
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CHAPTER FOUR

CONCLUSIONS AND RECOMMENDATIONS

This report has presented models of individual and house-
hold time allocation, has examined the impact that such allo-
cations have on travel behavior, and has examined the effect
of household structure and other demographic variables on
behavior The tnp frequency models have been formulated in
a manner that allows them to be interfaced with UTPS

The pnincipal conclusion of the research s that household
structure and life-cycle concepts have an important role to
play n travel demand forecasting This importance stems
from two sources (1) the inclusion of such vanables sigmfi-
cantly increases the explanatory power of the estimating
equations, and (2) broad societal trends are changing the age
structure of the population and the nature of famuly relation-
ships These trends can be expected to have a direct impact
on overall travel behavior in urban areas, to have potentially
greater impacts in specific subareas undergoing change, and
to affect residential location patterns, which will also affect
travel patterns

The examples presented in Chapter Three demonstrate
that the inclusion of household structure and hfe-cycle var-
ables can have a substantial impact on tnp generation fore-
casts, especially at the household and homogeneous zone
level. The examination of structural relationships among the
variables suggests that a knowledge of these relationships
can aid 1n assessing the impacts of changing time allocations
on travel behavior Although all forecasting methods are sub-
ject to bias, the approach developed here has the advantage
that 1t exphicitly incorporates a number of important determi-
nants of travel behavior, potentially reducing errors of spec-
tfication that are one source of bias

The principal recommendations for further work in this
area include both practical and theoretical investigations A
thorough demonstration of the trip generation models devel-
oped 1n this study would be highly useful. Rochester, New
York, 1s a possible site for a demonstration There 1s a fairly
recent ongin-destination data set available and, as descnibed
n Chapter Three, there also 1s a land-use model for project-
ing the household and zonal level input vanables Of course,
other sites may also have the necessary information

A demonstration would serve two major purposes First, a
rephcation of this basic approach to trip generation would be
a test of its usefulness beyond the Baltimore case Animpor-
tant 1ssue would be the extent to which the trip generation
model structures are transferable across urban areas Sec-
ond, a successful demonstration would provide a basis for
the development of practical guidelines for the development
and applhication of the enhanced trip generation models n
urban transportation policy analysis

The practical gmdelines would likely cover a number of
issues. First, recommendations on how to develop new en-
hanced tnp generation models or transfer them from other
areas would be discussed. Second, procedures for forecast-

ing the input vanables at regional and subregional levels
would be described In this regard, the applicability of land-
use models and the procedures developed in NCHRP Project
8-24 would be particularly important Third, a discussion of
the situations in which the enhanced models are especially
powerful would be provided The hypothetical examples 1n
Chapter Three suggest that the enhanced models differ from
the standard models most 1n applications to homogeneous
groups of households. A demonstration would provide much
more defimtive conclusions of this nature In addition to the
1ssue of the level of aggregation, the guidelines would also
discuss the types of policy application, e g , long-range facil-
ities planning, special areas studies, etc , for which the en-
hanced models are most useful

Although this study emphasized improvements n trip gen-
eration models, the fundamental concepts identified and
examined here are applicable to other components of the
traditional four-step UTPS sequence For example, Salomon
and Ben-Akiva (24) found that a hfe-style categonzation,
based on household charactenstics, was very effective in
nonwork trip distnibution and modal choice models More
research on all components of the traditional sequence may
identify promusing areas for enhancing the entire sequence
and, ultzmately, guidehines on how and where to apply the
improved models

In addition to improving practical transportation planning
tools, this study also examined theoretical concepts such as
Iifestyle, hife-cycle, and activity-based approaches to under-
standing travel behavior The pnincipal concepts of the activ-
ity approach are the following. activity patterns of individ-
uals and households, the scheduling of activities in space and
time, corresponding spatial and temporal constraints on ac-
tivity, interactions of decisions over the day and within the
household, a stress on household charactenstics such as hife
cycle, and adaptation and change

The theoretical parts of this project complement the con-
siderable amount of recent research on activity-based ap-
proaches. Damm (25) provides a very useful integrative sum-
mary of this work, including this project While Damm’s
paper clearly 1dentifies the key concepts and findings, there
1s still a need to study interrelationships among the major
concepts Almost all of the previous work has addressed only
one or two of the concepts

The structural equation approach illustrated in Chapter
Two appears to be a promising method for a comprehensive
and integrative examination of the vanous facets of activity
and travel behavior. Only by identifying these structural rela-
tionships among such vanables can one understand the
nature of the adjustments made 1n persons’ and households’
activity and travel as a reaction to changed circumstances
Additional research into hfe-cycle changes and their effect on
travel behavior, explanation of the overall trends producing




these changes, and further research on the prediction of hfe-
cycle changes at the traffic analysis zone level would prove
fruitful.

This report has pursued the mvestigation of activity pat-
terns and household characteristics most intensively. While
the models incorporating these concepts imphcitly deal with
the question of constraints, more work needs to be done 1n
this area, as in the area of scheduling. The models developed
here might serve to predict the constraint set for a mathema-
tical programming model of scheduling or interaction, for
example Such an investigation would also lead into the area
of adaptation and change, an area more amenable to research
with time-series data bases.

Finally, 1t 1s noted that the fundamental concepts empha-
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sized n this study were selected, in part, on the basis of
short-term improvements to existing travel demand models

Thus, approaches amenable to quantifative analysis were
emphasized. As descnibed 1n Appendix A, a wide range of
fundamental social science concepts were considered before
narrowing the focus of this study. These concepts included
psychological approaches such as attitudinal analysis and
applying general personality and motivational measures to
explain behavior. Qualitative and quantitative apphications of
these psychological approaches have the potential of improv-
ing the understanding of travel behavior Potential areas of
application include aspects of trnip making, such as the rea-
sons for particular types of trips, as well as issues related to
automobiles, such as fuel conservation and safety.

REFERENCES AND BIBLIOGRAPHY

1. Friep, M , Havens, J , and TuaLL, M., **Travel Behav-
1or; A Synthesized Theory: Final Report.”” Laboratory
of Psychosocial Studies, Boston College, NCHRP
Project 8-14, Final Report (1977).

2. SossLau, A B., Hassam, A. B, Carter M. M., and
WickstroM, G V., *“Quick-Response Urban Travel Esti-
mation Techniques and Transferable Parameters—
User’s Guide.”” NCHRP Report 187 (1978) 229 pp.

3. CHARLES RivER AsSocIATES, ‘‘Estimating the Effects of
Urban Travel Policy.’’ Prepared for the U.S. Depart-
ment of Transportation, Transportation Systems Center
(1976).

4. CHARLES RIVER AssociaTes, ‘‘Policy Evaluation with
Travel Behavior Models. Methodological Issues and
Case Studies.” Prepared for the U.S Department of
Transportation (1979).

5 JouN HamBURG and AssociATES, *‘Forecasting the Basic
Impacts to Transportation Planning.’’ National Coopera-
tive Highway Research Program, Project 8-24, Interim
Report (1981).

6. HEGGIE, ., **Putting Behavior into Behavioral Models of
Travel Choice °* Working Paper No. 22, Umversity of
Oxford Transport Studies Umt (Jan 1977).

7. HartGen, D. T., ““What Will Happen to Travel in the
Next 20 Years?”’ Transportation Research Record 807
(1981) pp. 21-27.

8. SPIELBERG, F., WEINER, E., and ErnsT, U., *The Shape
of the 1980s: Demographic, Economic, and Travel Char-
acteristics.”” Transportation Research Record 807 (1981)
pp- 27-34

9. U.S. DepaARTMENT oF COMMERCE, BUREAU OF CENSUS,
“‘Projections of the Number of Households and Fami-
lies: 1979-1995.”° Current Population Reports, Popula-
tion Estimates and Projections, Senies A-25, No. 805
(May 1979).

10. Framm, P., and FuLLErRTON, H , JR., *‘Labor Force Pro-

jections to 1990: Three Possible Paths.”” Monthly Labor
Review, Vol. 101, No. 12 (Dec 1978) pp. 25-35.

11. CHArLEs RIVER AssociaTES, ‘‘Behavioral Science Con-
cepts for Transportation Planners > First Interim Re-
port, Volume Two of Two Volumes, NCHRP Project
8-14A, Phase II (1978)

12 HartGeN, D. T., and TANNER, G. H. ‘‘Behavioral Model
of Mode Choice.”” New York Department of Transporta-
tion, Planning and Research Bureau, Basic Research
Unit, Preliminary Research Report No 19 (1970).

13 Heocolg, I. G , and Jones, P. M , ‘‘Defining Domains for
Models of Travel Demand = Transportation, Vol. 7
(1978) pp. 119-125

14. TueiwL, H., Principles of Econometrics. John Wiley &
Sons, Inc. (1971)

15. Wachs, M., and Brancuarp, R. D., *‘Lifestyles and
Transportation Needs of the Elderly in the Future.”
Transportation Research Record 618 (1976) pp. 19-24.

16. Masnick, G., and BaNg, M. J., The Nation’s Families
1960-1990 Joint Center for Urban Studies of MIT and
Harvard (1980).

17. BircH, D L., “The Community Analysis Model: A
Behavioral Model of Neighborhood Change.”” MIT Pro-
gram on Neighborhood and Regional Change (1978).

18. BircH, D. L. ET AL , The Community Analysis Model,
Volumes I-III. Joint Center for Urban Studies of MIT
and Harvard (1977).

19. CeNTER for GOVERNMENTAL RESEARCH, INC., **Feasibility
Studies of Converting CAM Neighborhood Data to Traf-
fic' Analysis Zones.”” Rochester, N Y. (1979).

20. CHARLES RIVER AssociaTEs, *‘Disaggregate Travel De-
mand Models Project 8-13: Phase II Report.”” NCHRP
Project 8-13 (1978).

21. CaLpweLL, L. C , III, and DeMeTsky, M. J., *‘Transfer-
ability of Trnip Generation Models.”” Transportation Re-
search Record 751 (1980) pp. 56-62.



34

22,

23

24.

BircH, D C, ALLamanN, PM, and MZARTIN, E A,
**Data Acquisition and Reduction for a Model of Popula-
tion and Employment Change for Metropohtan and
Rural Areas in the United States *’ Joint Center for Ur-
ban Studies of MIT and Harvard (1977)

McFappenN, D , CrossLert, S, Ducuay, G , and Juna,
W, “*Demographic Data for Policy Analysis ©’* NTIS
PB-270-931 (1977)

SaLoMmoN, I , and BEN-AKiva, M , *‘The Use of the Life

25

Style Concept in Travel Demand Models '* Presented at
Transportation Research Board Annual Meeting, Wash-
ington, D C , at January 1982

DamMm, D, “Theory and Empinical Results A Com-
panson of Recent Activity-Based Research,” 1n
S. Carpenter and P Jones (eds ), Proceedings of the
Conference on Travel Demand Analysis Activity-Based
and Other New Approaches, 1982 (Forthcomung)




35

v

*sawsyds uotjejuawbas 3aysew BbuLsSLA3p pue Jotaeyaq butIdipadad ut

pasn A{3A1333433 3q ued sa|qeLJer ,dtydesbowapoLrns, ey3 uosead auo SL Styl
pue wayy uodn padeid Spuewdp Je|LWLS IABRY 03 Pudl SuoLILsod snie3s JejLwLs
uL 91dodd *JOLARY3Q puR SIPNILIIE ‘Judwbpnl bulduan|jui uy Jamod 3eaub

aAney suoljeldadxa pue suotutdo ,sJayl(r *JOLABYRQ 3JN33NJ3S uUed uollLsod
leL20S ,S|enptAlpul moy uo 3ybL| pays snyl ued pue uosJad e JO JOLARY3G

ajetsdoddde 4oy SuoLIe1dadxd suedw K| [esauab sa(oJ yo 3dajuod ayy

sa|oy
*329foud sLy3 j0 sndoy Jolew
3yl se palda|ds IJ3IM SAIIAD dyttpue ‘53 A3sayL| ‘sa|oJ 40 salsobazed ayl
SulyewuoLsLoap pue sdwweudp A|twey ]
uotiejuauwbas jayJey [
S31242 3317 []
sath3sat [
sa|oy .
suo}idasgad |ejuawuodLAU] .
SJ13StJajdeJeyd [euosJadedjul J4aylQ )
$apnjLlly °
:saLJobajed
Suidde|Jano Buimoy |0y ay3 ojut $31daduod Ayisse|d 93 |ngasn st 1]
*SI|NSIL YOJBISAJ | ISPYJ SO MILAIJ AU YILM UOLIBULDPIOOD UL pead
Kiaso[d> sem *A|juanbasuod ‘pue $3daduU0d 3sayl $3eJodJodul udlyo ‘Aydeds6oab

PuB 43Jeas3J 33xJew AlJe[ndiLjsed ‘SpLaLy JIYIO wOJS 3IUNIBIAIL| ‘JUIAIMOH

*K6ooysAsd pue A60|0170S wWOJj SIUBWAS UO PIIRJIUIOUOD 3dt3dedd BuLiserasoy
l3AeJ43 uL pajedoddodut 3q 03 $3dadU0D 3JUBLIS |BJOLARYIQ 3O MILAIY 3y

*paztJeuns

aJe s3|nsad Jolew 3y} ‘as4ay *(2V) 340dau wiaajut 333Coud ® ul (te3ap

UL paqtJasap aJde *(AJewwns a3yl Joj 9 xipuaddy pue TV aouasayas aas) 32aloud

S1Yyl J0o [ aseyqd woJy sbuipury ay3 uodn 31LRQ YOLYM “MILA3J Sy} JO S3|Nsad

3y] °p31onpuod sem BulyseIadoy (aAed] 403 |njasn £ |eLjuajod s3dasuod

3JUILIS |RJUOLARYIQ JO MILADJ 3ALSU3IXD ue *32alodd sLy3 jo jued sy

M3ITA3Y J¥NLYYILIN

*Apn1s sty3 uiL padoyarap s3d3du0d |eJ3uab ayl yjLM JuaISLSUOD SL

IBY3 Y2JRasSaL JAYJJUNJ 3QLJISAP aM ‘A |eutd -yoeoudde 3yi J0 Judwdo|3Aap 3yl
03 93e13J 3BY3 $21d03 07 SUOLIONPOJIUL J3LJ4Q SP PapLACJd 3Je 13s BIRp 3yl pue
‘ease aJowiy|eg 3yl ‘uoriesauab diay jo sstdol ayy cButuueyd uoijejsodsuedy
32340 | |tM yoLym sabueyd |PI3LI0S JIPROJQ Y3 03 $33IL|3J OS[® INg ‘Siy3l
wody smoly Ki|ednieu :opupmoaeou.u_ozwmzo: 40 3nsst ay| °asay pado|aaap
yoeoudde ay3 j0 3u0IS43UJ0D Juejsodwl ue 3se saydeosdde AILALIDY 38§

ejeQ PUBWAQ [3ARJ) 3JOWL}|RY 3Y3 pue ‘ease aJowiijeg ay3 ‘uoriesauab duua
‘uotiLsodwod proyasnoy butbueyd ‘saydeosdde A3LAL3de  :Buipn|dut ‘ioiaeyaq
3LsueJdy azA(eue 03 Pasn uaaq aAeYy eyl $3dadu0d D131I3dS MALAIL IM ‘IxIN
*JOLARYIQ [dARJY OF 3SN |PL3Ud30d JO $3d3JUOD 3JUBLIS |RJOLARYIQ JO MILAIM
12J43uab B 3qLJISAp 3M ‘3suly °MO{3aq PalJodaJ YdJeasaJ 3yl 03 3IFUPAI|IJ

30 $3d35u0d A3y [BJIAIS SO SMILAIJ 3dLJq SJudsasd xipuadde Sty

GONNOYINIVE
Y XIGN3ddY




36

r=v

Jajeadb pue |aARJ] (PUOLIL[OA-UOU PasRAIIUL ‘uoLSJIAdSLD |PLIUBPLSIJ JB1BALD
sat|dwt Butdeas pLiy) *a3ji| 40 sabe3s JuawWdJL1dJ-3s0d pue JuawdJL3BL-3ud a3yl
uaamlaq se ||am se ‘sabe3s bulueds plLyd> (erjlul ay3 pue bBuidead pLyd-aad
3Ul U2IMIBQ ISLXD I|Qe|LRAR 3WL] 33J) JO JUNOWR BYJ UL SIOUIJISHLP PIIUNOUDJ4
*Aem 3ALsSuayaJdwod pue J13ewd3SAS e ul s3sieue puewap uotjejuodsuedi

0juL patesodsodut 3q pLnoys pue s3LILALIdR S,uossad e Butzhjeue

UL juejJodwt punoy ud3IQ IARY UBJP|LYD JO uOLINQLIASLP abe ayl pue ‘sniels
{ejwsew ‘3be se yons sa(qeLJeA  “SPUBWAP [IARJY 4O SAILPUL A[GEN|BA 3q UED
S32UBISWNIJLI 3)L| pue sabe uLe3J3d 3@ IS1Xd YoLym S |KIS3jL| 40 Sudalled ayy
SNYL "S3LILALIDR |RUOLIAIIBY pUR [BLIOS SNOLJRA uL ajedtdijsed 03 satjL|ige
puUR $1S3J33UL S,3U0 SB | [3M SP BwL) JIAO Ibueyd suoijebl|qo A|lwey pue Jdased

$,3U0 JO Spuewag "3t s,uosJad e noybnosyl IL3e3s 30U 3ue S3{AISIL]

ETRINIETE]

*si1sA|eue puewdp uotrjejdodsuedy

03 pte |njJamod e 3q ued SLYl ‘pILILIUSPL 3Q UBD ILAISIJL| 3O SaLitde|nbad

31 *siinsund |PUOLIRAJIIAJ JO SuoLIeZLURBUO [PWJOy ul uotjedioLjded

073 p3l0A3ap 3{A31S3J1L| © ueyl |JARJY SSI| yonu s$3eJauab sary drysuty paziieroy
3N0Qe SIA[OA3J YJLym 3u0 JO 3|A3S3 L[ patajuadr-awoy agow y “Buryjem

Aluo JL “[aAeJ) JO wioy dwos 3Jtnbas snyl pue 3woy ayj aaea| 03 uosJad

e 1duioud s3|A3sayL| dwOS “Spuewap uOLILIJOdSURJ] 03 ISLJ ALD ued Auea|d
S2LILALIDR “SILILALIIL pue “S30J “3|AISISL| UIIMIIQ SISLXD YoLym abexyut |

3yl sl 243y eaplL juejsodwl 3yl °UOLIPIO| [BLIUIPLSIJ JO 3DLOYD 3yl U0 323443

SIL ybnoJyl JOLARY3Q |BABJ] UO BOUAN|JUL 3DBJLPUL UP PUB 3IL0YD uoL3euLISAp

€=y

pue ‘3pow ‘Aouanbasy |3ABJ] UO ADuIN|JUL IJAJLPp B dAarYy Aew 3 [AIS3L)
*$3|A3S3 1| JUAJI3JILP YILM AueA pue 1A3S3 L[ JO Juduodwod juejsodwut ue
aJe suJdadijed A3LAL3doe asnedaq 0S SL SLY| °*JOLARY3Q |dARJI JOJ SuoLjedtidul
juejJodwt sey *saxa|dwod 3|oJ Buowe 3wiy sazedo||e uossad e Aem ayl

Se swJ3a) A3tAL3de ut Jo ybnoyl g Aew yodtym “31£3s34L| 40 3daduod ay)
akIsay
*ubLsap 3|DLYaA Joy 3dueAa|aJ aAey ued di|gnd ut AjLwixodd 3SO[D 4O 3203U0D
teatsAyd 4oy adueJsd|03 S,uosJyad © 3JuUaN|JUL YILYyM SuOL3R3I3dXa padnpul
AQ|ledn3n)  *AeM ‘pautwJalapun 324 se ‘BwOS uL suotie}dadxa LeL30s 03 paje|ad
3Q os|e Aew 3>L0yd |ePOW UL S$IJUAJI4LP X3S *3|dwexd Joj ‘uoriejsodsued?
40 3pow B SP 3| LqOWOINE JO 3ILOYD AY3 putyaq a3ty Aew 3duapuadapul
pue *|0J3u0d ‘JamMod 03 pale|3J SuoL3IR}dAdX3 |RLIOS “°*SLSA|eue uollejsodsuedy

Joj suoijediidde Jay3zo sey uoLle3dadxa ajod jo 1dsduod ayy
*S$33selep pJepuels
yiim 3dadcuod 3yl 4O 3SN Yl SMO| P SALILALIDE 4O SWJIdF UL S3|0J4 Bululyag
*s3sA|eue S2LILALIIP puP JOLABYAQ uoL3IBIJO0dSURS] JO4 SuoL3edL|dwi juejsodut
sey “A|3J40Yys 33S ||eYS 3am se ‘pue ,3143s3jL|, ButuLjap 40 Aem 3ALIDIYY3
ue St s3LJ06a3ed asoyy Buowe 3wl S$3IeI0| B uOSSAd B MOH *3d3du0d x3|dwod
3|04 3yl AQ paleALIOW 3JIM S3pOW p|OYasnoy 3yl Joy pasn sasodund didjy
9y3 2 Jaidey) u] °saiJobaed A3tArLloe pue saxa|dwod 3|0J UIIMIAQ apeuw aq
Aew Jul| y °uoL3IRaUI3J/3Jns1a| (p “|eLD0S/[euosdadaaut (g ‘Jaaded/ydom (2
‘Alwwey/ployasnoy (1 -pasabbns auam s3140631e3 unoy °] aseyd ul °Soxa [dwod

3[0J JO UOLILULYAP 3yl UL SL S3|0J j0 asn juelsodwi 3sow 3y} sdeydagq



37

9=V

suoLysand csiLsA{eue yons Ag paL|dwl S3aLILALIIR JO AYdJ4RJILY JO IDUBRULWOP Y3}
40 uoLisanb ayl yim speap (g1y) 13jdez|oH *sdiJl 3y3 30 SuOLIeUL3SIP pue
uLbLJo 3yl aJde se sisA|eup uoLjejsodsuedy 404 Jueidodul se aq Aew SaLILALIde
30 Bulwiy pue JapJo ay3 eyy juiod 3y} sayew ((Ty) Sauop ul) uLmpooy
*JOLARYSQ |3ARJY PaIe|3J BY3I PuB S3LILALIOR 3SaY3 30 BulL|npayss ayj jo
uot3sanb ayj ojutL speai A |eJdnieu sudalied AJLAL3de JO UOLIRJIPLSUOD Y
Butnpayss
*suJajjed
A3tAaL1oe pue 3|A3sast| BuluLyap o3 yoeoudde ,oiydesboydsAsd, paysiiqeisa
adow ay1 yitm yoeoudde 3abpnq awLy ay3 s3sedjuod (Z1y) AL13¥ ‘*uoiisanb
SLy3 pauLwexd os|e arey (TTy) SLJJOW pue ueBiM *SIULBJISUOD YINS 404
junodde 03 sidwajle eyl waysks but|dpow e padojarap sey pue s313abpnq |3aed)
Kauow pue 3wy j0 eaptL ay3 pajouwodd sey (QTy) taeyez <((6Y) yyl @3s) sdJeak
U234 UL UIBG SBY XJOM YONW ING ‘JOLARYIQ [3ARJ] pue AILALIIR UdAMIAQ SHUL|
ay3 03 Aurinads 3sold aaLb 03 3sdiy ay3 sdeysad sem (gy) uidey) °sJayjo pue
“(7v) uosuiqoy *(9y) Le|ezs 0 YJ0M 3y} ut panutiuod siskieue siyl ¢,s3abpnq
awLy}, yitMm [eap 07 uebaq (Gy) Jabuag pue ULYOJOS JO BSOY] SB YINS *SHRJOM
Al4e3 *|eJauadb uL sudajjed K3taLyde ut sabueyd wodsy BurLy|nsau sabueyd puewap
13ARJY yitm | e3p jouued yseoudde ue ysns ‘spunodb dLjewbead uo papuajap aq
Aew sSLyl a|LyM <3S J4ad JOLARYIQ |3ARL) JO SLSK|eue ay3 03 A|3234Lp paadoud
pue S3LJILALIIE 4O UOLIPJAPLSUOD 31DL|dx3 3ugoubL saydeoudde Auew , ‘pueudp

PaALJIP, B SL [9ABJT JBY] YILRJ JO 311340 UP 3ISOw(e St 3L ybnoyyyy

SuJaiied A3LA130y

(*saLJobazes selwwys azi|Lan (py) uweq pue (gy) sauop) *aJnjedazr|

40 ApoQ SLY3 UL SWIYJ JuUILJINI3JL due 3A0Qe Y3 eyl ALuUO Ing ‘wayl j0 [(e
sapniout ,yseoudde K3LA13oe, 3y3 ;0 uoirjesijdde yoea jeyl JO S3JINILIJ IAoQe
3yl j0 awos Apn[duL 30U op s3yoeoudde Hul|apow |[euo|ILpRJI BJOW eyl Aes 03
0U SL sty cabueyd pue uoLiezdepe pue 31242 3jL{ SP YINns $I13ISLJ43}IRJRYD
ployasnoy jo asuejJodwl 3y3 plOYasnoy ayl ulyiiM pue Aep ayj JAAO SUOLS}I3P
40 suolldedajul ‘A3LAL3de uo S3ujeJlSu0d |esodudy pue |eirjeds Butpuodsauuod
‘awiy pue 3seds ut mo—wp>_uum 40 BuL|npayss ay3l fsployasnoy pue S(ENPLALPUL
40 sudajied £31AL3de  :6ulmoi|oj 3yl apnidut s3daduod (edidursd 3sayy
*314qQNJ SLY3 JIPUN | B YdJ4RISAJ JO SPOYIdW pue sawdyl (edLdoursd |BJIAIS
‘palaqe| AL3eau aq ued eyl spoyiaw pue $3dasuod O 13S I|qeulyIp-A|LSed
pue 3|6uis e j0u st ,yodeoadde £3tAL3doe, ayl ybnoyl|y °40LARY3Q |dARJT

Butlotpaad 03 uOLIPFUBLIO AILALIOR UR SANR] ULAJIAY PaJS0daJd Yd4easad ayjp

SIHIVOAddY ALIATLIV

*S3sA|euR pueuRp |3ARJ] JOJ SsuoLiedt|dul

91qeydJ4easSaJs INQ JB3|D S$SSI| IARY Sudaljed A3rArde uo 2sayl se yons sidedu]
*snje1s Buidead-p|iyd pue abe £q suolLjeziuebuyo ul uorjedidsizded Auejunjoa

UL S32U3LBJSLPp DLIRWBISAS 3Je 34ay| °3beys 3yL|-pLw 3y ut AILLLQLXD} SSI|
pue S313LALIIR JO AL LQRINILISQNS SSI| SL 343yl °abe yiLm S3uL|J3p [dARJ3
40 Aduanbasy ay} <abeys alppLw Y3 ut 3jeuLWOpPaLd SILILALIIE BIURUBULEW
3WOY pue J3IJRD ALLYM *S3|24D 3yt| 4o sabels 3aje| pue A|J4ea 3yl y3ioq ut

33euLwopasd S3LILALIOR UOLIRIIIAL PUB 3JINSLI]  °*J3APLO MOJD uaup|Lyd se |3red)




of scheduling naturally lead 1nto the spatial patterning of activities,
making the 1ink between activity patterns and their spatial distribution.
Finally, the notion of scheduling encompasses that of chained trips and
complex travel (see Burnett and Hanson (A14)). Although chained trips are
typically only about one fifth of all trips, the issue of trip chaining 1s of
particular policy relevance, as this type of rescheduling has been found to
be one principal mechanism for conserving energy 1n times of shortage while
achieving the goals of a personal activity budget.

Spatial and Temporal Constraints

Spatial and temporal constraints are another 1mportant emphasis of the
activity approach. Lenntorp (Al5) has developed Hagerstrand's concept of
“space-t me prisms" to 11lustrate the constraints on people's movement as
they pass through the daily activity schedule. Authors such as Burnett and
Hanson (Al4), Broeg and Erl (Al16), Jones et al. (A3), Zahavi (Al0), and a
host of others emphasize the role of constraints on movement and
transportation choices (such as mode). This 1s 1n contrast to Chapin and
more traditional disaggregate demand modeling which emphasize choice rather
than constraint. Damm notes, however, that this may be a false distinction,
Constraints may come 1n many forms. social roles may prescribe what certain
persons do (Holzapfel), i1ncome and vehicle ownership may impose constraints
(Broeg), and the spatial distribution of opportunity may impose constraints,
many other physical and temporal constraints, such as the opening and closing
times of shops. may also 11mit choice. Recker et al. (Al7) has proposed the

use of transform analysis to model such constraints and scheduling.
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Interactions

The notion of activities, scheduling, and constraints naturally focuses
attention on various forms of interaction. The most important of these are
perhaps the interaction of decisions over the day (the scheduling of
activities over the day has been dealt with by Damm). Interactions may also
occur within the household and affect household and 1ndividual tripmaking,
this has been dealt with by Jacobson (Al8), Jones et al. (A3), and 1n the
Appendix B modeling presented here, among others. The critical point here 1s
that behavior does not exist 1n 1solation but must be considered within other
contexts to be explained.

Household Characteristics

The stress on household decision making leads to a focus on the
1mportance of household characteristics in explaining travel behavior. While
not 1gnored by other approaches, 1ts 1mportance 1s stressed by those
uti1lizing the activity approach. Of particular importance has been the
"Tife-cycle” concept which attempts to examine the variation of activity and
travel behavior as persons and households move through definable stages of
11fe (young couples without children, families with preschool children,
families with older children, unrelated 1ndividuals, 1ndividuals living
alone, etc.). As there are broad societal trends occurring 1n rates of
family formation, child rearing, and employment patterns, to name only a few
areas, such considerations should not be ignored 1n the analysis of travel
behavior. (In Appendix C we experiment with forecasting changes 1n travel

resulting from such demographic shifts.)
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Adaptation and Change

There are other 1mportant aspects of the activity approach which have
not been developed as fully as some of the above. The question of adaptation
relates both to a person's resistance to change in the face of changing
circumstances as well as to changes that may occur with changed
circumstances. These 1ssues have been dealt with by Fried, Havens, and Thall
(Al) and Jones et al. (A3). The question of change naturally raises the
issue of time series analysis of activity and travel behavior of both
individuals and households. At this point, little has been done due to the
lack of data, although a framework for analysis has been provided by Tardiff

(A19).

HOUSEHOLD COMPOSITION, LIFESTYLE, AND LIFE CYCLE

The question of 11fe cycle was reviewed 1n greater detail in our First
Interim Report (A2). Several of the references noted above treat the
relation to travel behavior 1n some detail, as does the modeling reported
below. While these are all cross-sectional studies, a recent paper by Downes

(A20) reports that trip rates change over time i1n a manner consistent with
cross-sectional results.

Salomon and Ben-Akiva (A21) define 1ifestyle in terms of the types of
longer-term activity patterns (work, leisure, and family structure) available
to the household and they operationalize the concept by using several
socitodemographic variables, e.g., 1ncome, education, and age, to assign

households to 11festyle groups. By using cluster analysis, the authors

A-9

derive five groups, for which separate shopping destination and mode choice
models are estimated. There are differences among the groups 1n the
resulting models. For example, the groups differ in their sensitivity to
travel time. Further, the 11fecycle segmentation performs better than do
segmentations based upon i1ncome and a somewhat simple lifecycle delineation.

There are numerous findings of relevance for travel behavior which are
related to 11fe cycle. Chapin, who defined 11fe cycle 1n terms of age of the
household head and the age distribution of children, found the most
pronounced differences between the prechildrearing and the 1mtial
childrearing stages, and between the preretirement and postretirement stages,
1n terms of amount of free time available (A8, p. 181). Fried, Havens, and
Thall (Al, pp. 85-86) postulate that childrearing 1mplies greater
residential dispersion, i1ncreased nonvolitional travel, and greater travel as
children grow older, that leisure and recreation activities predominate in
both the early and late stages of the 11fe cycle, while career and home
maintenance activities dominate the middle stage; that the frequency of
travel declines with age; that there is less substitutability of activities
and less flexibility 1n ﬁ1dl1fe cycle; that expectations become more precise
with i1ncreasing age, and that attitude structures become more stable with
time. Zwmmerman (A22) examines trip frequencies and distance for 11 Tifecyle
stages based upon ages of adults and children., Houdeholds with older
chiridren have the highest travel demand, which 15 consistent with the trip
generation models of Chapter 2.

Emerging trends 1n household composition also have a relevance for

travel behavior. As pointed out 1n a recent study, nearly two-thirds of the
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households 1n the United States are expected to be childliess by 1990 (A23).
These expectations are based on declining fertility, 1ncreased female labor
force participation, 1ncreased solitary living, and delayed age of marriage.
The authors also foresee a decline 1n average household size, a rise 1n
single-person households, a decline in the proportion of husband/wife
households, a rise 1n the proportion of female-headed households, a decline
1n the age at which children leave home, and a decline n the presence of
"other" household members such as boarders, subfamilies, grandparents, other
relatives, etc. Married couples with one worker only are a declining
proportion of households, while married couples with two workers are an
1ncreasing proportion. Clearly such trends have implications for the use of
time, out-of-home activities and travel, as well as residential location
decisions.

Table 20 1n Chapter 2 1ndicates that the number of children aged
0 through 29 will be rising relatively slowly 1n the next decade as will the
number of young adults (20-34), while the fastest growing group 1s the baby
boom cohort reaching middle age (35-54). Those nearing retirement age
(55-64) w11l show a slight drop, while the ranks of senior citizens (65 and
older) are expected to grow relatively rapidly. While the total population
wi1ll show moderate increase 1n that decade, the number of households 1s
expected to rise at double that rate and the population per household will

fall.
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TRIP FREQUENCY

Trip frequency has been approached from a variety of methodological
perspectives. Cross-classification tables are commonly used. FHWA (A24) has
developed an extensive methodology based primarily on auto ownership and
1ncome, but modified by other variables, such as city size. For another
NCHRP project, John Hamburg and Associates (A25) have looked at the effects
of household si1ze, auto ownership, and income on trip frequency and have
described methods for forecasting these variables. Dobson and McGarvey (A26)
have shown that cross-classification methods are a special case of the
general linear model. Tardiff (A27), CRA (A28) and others have employed
1091t estimation. Jacobson (A18) employed the “tobit" estimator to shopping
trip participation and duration, 1n recognmtion of the truncated form of the
dependent variable.

Papers by both Lerman and Gonzalez (A29) and Ruijgrok and van Essen
(A30) have dealt with estimating trip generation as a Poisson process by
maximum 11kelvhood methods. Charles River Associates (A31) has utilized
structural equations employing two-stage least squares to estimate trip
frequencies. Although there are certain conceptual problems 1n utili2ing
least squares for this purpose, the benefits outweigh the limitations. This

1s the approach taken 1n this report.

THE CITY OF BALTIMORE

The City of Baltimore was specifically chosen as a site representative

of other large cities 1n its urban travel environment for the collection of a
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major disaggregate data set. This 1s now referred to as the Baltimore Travel
Demand Data Set. Despite 1ts representativeness, Baltimore s atypical in at
least one major respect: a large percentage of its households live in row
houses in old, very high-density neighborhoods. With this in mind, a general
description of the city 1s warranted so that the study results can be
interpreted 1n a particular context and extrapolated to other cities with
some knowledge of similarities and differences.

In order to be selected as the data collection site, the City of
Baltimore had to meet a general test of representativeness as well as several
specific criteria as follows: 1) the city had to be representative of the
urban travel environment, 2) transit had to compete with auto 1n at least one
major transportation corridor, 3) no major travel disruptions were to be
scheduled around the time of the survey, and 4) a base of related data had
to be available to assist 1n generating systems performance data.

The Baltimore urbanized area, which 1s comparable to the area
represented by the data set, had a 1970 population of about 1.75 million
people, a land area of about 825 square miles, and median family i1ncome of
about $10,400 (see A32, p. 2). According to the 1970 Census there were
approximately 1.05 autos available per household (this 1s lower than the data
set average of 1.2 autos per household). About 18 percent of work trips were
made by bus and work-trip auto occupancy was about 1.25 persons per car.
These figures compare with Census averages for cities of this size of 1.2
autos per household, 22 percent of work trips made by bus, and work-trip auto

occupancy of 1.2 persons per car (A32, p. 3).
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Other factors which were felt to affect travel behavior and which led to
the choice of Baltimore as a representative city included growth rate,
population density, age and 1ncome distribution, and a balanced employment
profile between different occupational groups. These and other factors
evaluated 1n city selection are described 1n more detail 1n Ref. A33.

As mentioned earlier, however, Baltimore 1s less typical 1n some of 1ts
housing and perhaps ethnic characteristics. In the 1mitial choice of a city,
Baltimore was also found to have more poverty and government employment than
other cities 1t was compared with, For further information on Baltimore,
Olson (A34) gives a closer look at some of the specific features of
Baltimore's housing, city structure, and migration characteristics in a 1976

study.

THE BALTIMORE TRAVEL DEMAND DATA SET

In the spring of 1977, the Baltimore Travel Demand Data Set was
collected under the sponsorship of the Federal Highway Administration, Office
of Planning. Its purpose was to fil1l1 an absence of such data to support the
development of disaggregate behavioral travel demand models. The project
collected 967 usable household 1nterviews and obtained summary records of all
trips taken over a 24-hour period by all household members 12 years old and
over. Besides the trip summaries, socioeconomic data were collected on each
household member as well as on the household as a whole. A detailed record
was obtained on one randomly selected tour made by a randomly selected

primary respondent from each household. These data i1ncluded extensive
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information on alternative modes or destinations for the trip taken. Data
were also collected on each vehicle available for the household's use.

A two-stage sampling plan was carried out. The first stage was an area
probability sample. The second stage used disproportionate sampling in
Census tracts with high transit use. The sample was also stratified on

transit access, race, and 1ncome,

ADDITIONAL KEY MODELING ISSUES CONSISTENT WITH

THE BASIC CONCEPTS

Additional model development can be undertaken with alternative, not
necessarily extant, data bases. Some issues not addressed in the above
discussion of modeling i1ncliude:

1)  Technical improvements 1n probability choice estimation methods;

2) Application of depth interview or 1nteractive game techniques,

3) Application of longitudinal or quasi-experimental data,

4) Interaction of internal, external, and objective variables 1n
determining behavior.

Subjects 1) and 2) have been under 1ntensive study by a number of other

research projects being funded by KCHRP, NSF and DOT University Grants, thus

1t would have been redundant for us to pursue these topics. The use of

longitudinal or quasi-experimental data, the third 1tem above, was beyond the

scope of this project though we feel 1t is a very 1mportant topic., Although

there has been a 1imited amount of research using panel data and other
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longitudinal data bases, extensive research i1n this area may be valuable for
a fuller undersanding of the dynamics of travel behavior.

The interaction of family dynamics, social pressures, personal
attitudes, and objective variables 1s also an important area of further
research. We feel that some breakthroughs in travel behavior forecasting
could potentially be achieved 1f appropriate survey data existed which had
enough 1nformation on each of these concepts.

The following research strategy could have a high payoff 1n this area
1) check whether existing data sources allow forecasting of activity patterns
as a function of external, 1nternal and objective variables, 2) acquire data
sets which appear promising; and 3) employ design and data collection
methodology which would be specific to the modeling task at hand 1f existing
data sets are 1nadequate.

In general, the weaknesses of existing data sets are clear. System
measures abound, such as levels of service, time and monetary costs, as do
externally-observable characteristics of the person such as 1ncome or
demographic descriptors. Measures of attitudes are less common, but gaining
n popularity. Measures of people's perceptions of roles and societal
expectations are scarce, measures of susceptibility to such influences are
nonexistent 1n existing data. Measures of family interaction are not
collected, although, from an analysis of time budget data for a whole
families, 1nferences about the results of the decision making and role

assignment process can be made.
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APPENDIX B
INDIVIDUAL-LEVEL MODELING

-Recent work 1nvestigating travel behavior has been 1ncreasingly
broadening 1n scope as 1t has turned to view travel behavior as part of the
larger allocation of time (and money) to activities across separate
locations. Part of this effort has 1nvolved attempting to capture the social
and physical determinants of behavior outside of immedrate economic forces,
which have been shown to be important i1n mode choice. This part of the study
attempts to contribute to this literature by modeling 1ndividual time
allocation 1n 1ts entirety. By examining time spent 1n the home and time
spent outside the home by purpose and travel time, we attempt to locate the
important social determinants that affect behavior. Special emphasis 1s
placed on household structure and the activity pattern of other household
members. Only activity time 1s treated here. We see this as the proper
place to start, subscribing to the view that travel behavior, including trip
frequency and travel time, 1s for the most part a "derived demand” which
serves the activity schedule of the individual. We defer the question of
trip frequency to a later appendix dealing with household-level behavior.

The work reported here 1s at the level of the 1ndividuval. We begin at
this level for several reasons. First, 1t 1s at this level that tradeoffs
among 1ndividuals may Pe observed, such tradeoffs are crucial to
understanding household role structure. Second, some of the basic
demographic characteristics, either known or thought to influence travel

behavior, are characteristics of individuals. Such characteristics include
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employment and marital status, age, sex, race, and education. The concept of
income is both an individual- and household-level concept -- income fis
ascribed to particular members of a household, but other members utilize
these resources 1n differing degrees depending on their roles. (There are
also problems with the concept of 1ncome as used here which we discuss in the
concluding section.)

The general orientation with which we aﬁproached the research was that
the social circumstances 1n which an tndividual lives should have a
considerable bearing on the opportunities and the constraints that he or she
faces 1n making activity choices. Whether one lives alone or with others
w11l affect the opportunities for coordination and tradeoff and economies of
scale regarding necessary household activities as well as travel instrumental
to other pursuits. A married couple with a young preschool child (or
children) w11l generally find 1tself less mobile than a similar couple
without children or with older children who do not require as much care.
Elderly and retired persons who live with younger adults are likely to be
more active outside the home than elderly persons 11ving with persons roughly
their own age or 1iving alone. A single parent will face both the reduced
opportunities for tradeoff of the adult living alone and the added
constraints on mobility of the presence of children. The number of children
and the number of adults living together 1n a household may also have a
bearing on the broad pattern of time use of the individual members.

One way of introducing such notions into a modeling framework is to

develop a set of household types that captures these distinctions and to add
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this measure to the equations predicting individual behavior. OQur goal 1n
designing a household typology has been to test these hypotheses and to
determine whether the importance of these structures differs by the sex of
the member. We discuss this typology 1n greater detail below. An
alternative approach would be to model household interactions as a set of
simultaneous equations for each household member, or class of household
members. This, however, would result 1n a much more complex model. As will
be seen, a fair level of complexity 15 i1ntroduced even 1n our current

formulation, and we felt that this was the appropriate place to start.

THE MODEL

A complete framework for analyzing household activity patterns should
1nclude household structure and the joint determinants of each member's
behavior, so that interdependencies can be uncovered. The determinants
1nclude wage opportunities, wealth constraints, presence of children and
childcare facilities, auto avairlability and transit facilities, the
opportunities for coord;ﬁat1on between household members, and economies of
scale in performing activities. Even in the absence of a well-developed
theory of household decision making, 1t seems that opportunities and
constraints should be entered into a model for exploratory analysis

Because 1t 1s difficult to model members' interactions explicitly, we
have tested the adequacy of a simple household typology as a proxy for a
large number of these opportunities and constraints. Household relat1oﬁsh1ps

also enter the model in the defimition of marital status and the employment

status of spouse. More traditional socioeconomic variables describing the
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person, such as sex, race, age, income, education, and employment status of
self, index other constraints and opportunities.
Model Structure

The basic form of the system is as depicted in Equation 1 below:

(1) Activity time § - fy (household type, marital status, employment

status [self and spouse], sex, race, age, income, education), where

i 1...12, the set of purposes.

Because the sum of all 12 activity times for each person in the sample
is a constant {in this case 24), because the models are linear in the
parameters, and because we employ the same set of independent variables in
each equation, the following properties hold: 1) the sum of the constant
terms across equations is 24; 2) the sum across equations of the coefficients
of each other exogenous variable is zero, and 3) the sum across equations of
the residuals for each individual is zero. These properties are discussed 1in
greater detail below. It should be noted that ordinary least squares applied
to each equation 1s the appropriate estimator here. This is so because we
employ the same set of exogenous variables for each equation and the
generalized least squares estimator for the system reduces to ordinary least
squares applied to each equation separately (see (Bl, pp. 309-311}).

The above properties are useful in forecasting, since the sum of
activity times will always add up to the time budget regard!ess of the values
of the independent variables. Only the reallocation among activities 1s

affected by changes in the independent variables. The time budget (in this

case, 24 hours) will always equal the sum of the constant terms. (In
forecasting it w111 rarely be the case that constant terms will be changed,
but if they are, the analyst should be aware that their sum should always
equal a predetermined time period that is equivalent to the aggregate time
budget:) In Appendix C we report on forecasting experiments that utilize
these properties.

These properties of the equations do not ensure that individual
forecast time allocations will lie between zero and the time budget, only
their sum is constrained to equal the time budget. Predictions of mean
tendencies, however, are unlikely to be affected by this proglem, because the
means of the exogenous variables employed will typically lie well 1inside the
range of observations 1n the estimation data.

Mathematical Properties

This section demonstrates the mathematical properties of the time
allocation model. Readers notinterested i1n these details can go directly to
the next section without loss of continuity.

This model has several wmportant characteristics which can be exploited
n forecasting. To highlight these attributes, we rewrite the equations

using a more formal notation

K
(1) Yi¢ ® kEO Bkt * Vat
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where:
Yy¢ = tme spent 1n activity 1 by individual t;
Xkt = value of the k-th exogenous variable for individual t,
Bik = estimated regression coefficient for activity time equation 1 and
exogenous variable k;
Vit = residual error term for activaty time equation 1 and

individual t.

Also, by convention we will denote the constant term as 8,9 for the 1th
equation and, consequently, Xg¢ w11l be identically equal to one for all
1ndividuals.

To demonstrate some of the important properties of the model, we use the

following matrix notation conventions-

Y =
1
Yir
Y1 *n %
Xo2
X =
R

B-6

where XOt =1fort=1, 2,...T.

12

B = 15] Bi
12

Y = 121 Y‘

Note that the budget constraint of 24 hours on every individual implies:
24
24
Y=1»5.

24
The transpose of the ordinary least squares estimator for the model

coefficients is as follows:
- . ayy-1
(2) 87 =¥7 x(xX)

Now we note the following equalfty:
12

(3) == ¢

X enT = v x (e
§

1
That is, the sum of the coefficients across activity equations is itself an
ordinary least squares estimate derfved by regressing the sum of activity
time allocations on the independent variables. However, the sum of activity
time allocations is constant across observations and, consequently, the

properties of this regression are such that:

B-7
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N
»

(4) 8 =

PP Y

o

That is, the constant term in this regressfon would be equal to the constant,

24, and the slope coefficients would all equal zero. This in turn means

that: 24
0

12 .

(5) = 8, .

1= ! .

0

Returning to our notation in Equation 1, we can now state the properties of
the model implied by Equation 5.

1. The sun of the constant terms across activities is equal to the time

budget:
12 24
(6) L Byg =
=1 10

2. The forecast sum of activities will equal 24 hours for every individual

for all values of the independent variables:

12 K
(7) I I Bikxkt =24 for all values of th. k=1,2, ..., K
i=1 k=0

This result follows from noting that:

B-8

12 K K 12

151 kio Bikkt = kio (‘_EI Bi) Xep = Xg all t=1, ..., T

3. The sum of the residuals across activities 1s always zero for each

individual regardless of the value of the independent variables:

(%)

n e
-<
u
o

and Equation (7) 1nto the following

12 12 K 12

151 YIt i 151 kEO Bikxkt * 151 V1t
This latter equation 1s simply the sum of activity time regressions depicted
by Equation 1.

An 1mmediate consequence of these results 1s that forecasts such as
those performed 1n Appendix C w1ll always satisfy the total time constraint
even though thi1s was not burlt directly into the estimating equations. This

does not mean, however, that any forecast of time allocation to a specific

activity will of necessity be between zero and the total time budget. 1In

6t



practice, forecasts w11l tend to fall in thrs boundary as demonstrated by the
forecast experiments in Appendix C.

Dependent Variables

The dependent variables are the total time devoted to an activity by an
individual 1n the 24 hours prior to the survey day (see Table B-1). In each
case, the total time is an aggregate of all spells of an activaty 1n the day;
no distinction is made between times of day, nor between interrupted and
continuous use of time. An hour spent shopping between 5 p.m. and 6 p.m. 1s
treated as 1dentical to an hour composed of 30 minutes from 9 a.m, to
9:30 a.m., and two spells of 15 minutes each sometime 1n the evening.

In the Baltimore trip fi1le each trip is described as having a single
purpose, a time of departure and a time of arrival at the destination. The
purpose of a trip was defined by the trip maker in the interview and was
selected from a 11st of 19 alternatives. We aggregated those alternatives
that were very close 1n type or for which there were few observations. The
following purposes were combined: work with work-related business; serving a
child passenger with serving an adult passenger; pleasure riding, driving,
walking with riding to accompany a driver; and personal business, doctor or
dentist with auto-related business. Activity time was calculated as the
elapsed time between consecutive trips. Travel time to an activity was
distinguished from activity time except in the case of serving passengers

(TSERV) and pleasure riding (TPLEAS) where travel time is logically part of

B-10

Table 8-1
THE DEPENDENT VARIABLES

THOME

TWORK
TPERSON

TEAT
TPLEAS

TFOOD
TSERVE

TSHOP
TENTAIN

TVISIT
TOUTDR
TOTTRAV3

Time spent at home in the 24-hour period, obtained as a
residual, the difference between time available and total
time spent outside of the home.

Time spent at work, or work-related business.

Time spent in visiting the doctor or dentist, auto-related
purpose, or personal business not otherwise specified.

Time spent to eat a meal away from home. .

Time spent in pleasure walking, riding or driving or
accompanying someone else on a trip (includes both travel
time and time at destination).

Time spent grocery shopping.

Time spent in serving a child or an adult (includes both
travel time and time spent at the destination).

Time spent in shopping other than food shopping.

Time spent in entertainment, civic, cultural, or religious
activities.

Time spent visiting friends or relatives.
Time spent in outdoor recreation.

Time spent in all travel except that part of TSERVE and
TPLEAS which is also travel.

NOTE: A1l variables are expressed in hours.

0s



actfvity time. An addftfonal category (TOTTRAV3) comprised total time spent
in all other traveling.

Independent Variables

The major explanatory variables are household type, marital status,
employment status of self and of spouse (1f married), age, sex, race, and
household income.

Employment Status. Because employment status has such a large effect on
the overall pattern of weekday time use we have introduced it into the models
in two ways. One 1s by estimating a model on the pooled sample of both
employed and not employed, utilizing the variables EMPLOYED (1 = employed, 0=
not employed) and EMPLSEX {1 = employed male, 0 = other). The second way,
which allows the coefficients for all other variables to vary fr;ely, is to
estimate models for the employed and not employed separately. Both sets of
results are discussed below.

Household Type. In order to test the importance of household structure
in the choice of activity pattern, we developed a typology to reflect the
typical opportunities and constraints that would impinge on time use.
Household types are defined by the age category of the youngest and oldest
members, and one-person households are split off from all others. This is an
extension of the typology developed by lan Heggie (B2), who uses only age of
the youngest member. The age categories correspond roughly to expected

transition points in dependency (or independence), opportunity, and life

style. Tables B-2 and B-3 provide counts of the number of individuals and
households by type, and Table B-4 presents the age distribution of
individuals living alone.

The set of household types used 1n the model (Table B-5) 1s somewhat
smaller than that found 1n Table B-2, We aggregated the smaller cells and
aggregated further when no behavioral difference between household types
could be detected. For example, we found no difference between households
with a preschool child and the oldest adult over 35 and similar households
with a preschool child and the oldest adult under 35. We also examined sex
1nteractions with household type. In the two cases where this interaction
was important the type was redefined to 1nclude the sex of the respondent.

Marital Status and Spouse Employment Status. The interdependencies

between adults modeled are marital status and whether a respondent's spouse
was employed. The marital status variable was defined together with the
spouse employment status variable so that one would be either not married,
married with a working spouse, or married with a not-working spouse (see
Table B-6). As we were particularly interested in measuring the wmpact on
husbands of having working wives, and as 1t might make a difference whether
one 1s a woman with a nonemployed husband rather than a man with a ‘

nonemployed wife, the spouse employment categories were interacted with sex.

Other Demographics. Our definitions of other demographic descriptors

are contained i1n Table B-7.

B-13
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Table B-2
THE DISTRIBUTION OF HOUSEHOLDS BY TYPE
Age Category of Youngest Member

by Age Category of Oldest Member
(Counts of Individuals)

Age of

Youngest

Member Age of Oldest Member Total

T2 to 19 20 to 34 35 to 54 5% to 64 Oyer 8%

Less than 6 0 121 9l 7 20 239
6 to It 0 25 118 19 12 174
12 to 19 | 10 173 39 30 253
20 to 34 (¢} 72 26 48 12 158
35 to 54 (¢} 0 39 33 26 98
85 to 64 0 0 50 31 81
Qver 65 0 0 0 57 57
Total 1 228 447 {36 188 1060

NOTE: The household types defined above include households with only one member, To
obtain the household distributions for household types used in later regression
an?:ysis,]one can subtract individuals who live alone (see Table B-4) from the
cell totals.

SOURCE  Based on data contained in the Baltimore Travel Demand Data Set Table
compiled 1n July 1979

B-14

Table B-3
THE DISTRIBUTION OF HOUSEHOLDS BY TYPE

Age Category of Youngest Member
by Age Category of Oldest lember
(Counts of Households)

Age of

Youngest

Member Age of Oldest Member Total

T2 to 19 20 to 34 35 _to 54 55 t0 64 Over 65

Less than 6 0 76 46 3 1 136
6 to It 0 18 66 7 5. 96
12 to 19 i 8 75 17 14 115
20 to 34 0 50 14 20 5 89
25 to 34 0 0 27 18 17 €2
55 to 64 0 0 0 37 22 g9
Qver 65 0 [¢] 0 52 52
Total H 152 228 162 126 609

NOTE: The household types defined above include households with only one member. To
obtain the household distributions for household types used in later regression
analysis, one can subtract individuals who 1ive alone (see Table B-4) from the
the cell totals.

SOURCE  Based on data contained in the Baltimore Travel Demand Data Set Table
compiled 1n July 1979

B-15
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Table B-4 Table B-5

DISTRIBUTION OF INDIVIDUALS WHO LIVE ALONE BY AGE AND SEX TABLE OF HOUSEHOLD TYPES DEFINED 8Y AGES
OF YOUNGEST AND OLDEST MEMBERS AND SEX OF RESPONDENT

Age Category Total . PRESCHLF - presence of a preschool child and respondent 1s
20 to 34 35 to 54 55 to b4 65 to over female, adults of any age
Males 14 6 6 8 34 PRESCHLM - presence of a preschool child and respondent 1s
male, adults of any age
Females 9 8 9 21 47 YOUTH - presence of children between age 6 and |9, adults
of any age and sex
Total = iz 15 79 T YADULTG - household composed entirely of adults between the
ages of 20 and 34
ADULTMIX ~ youngest member between 20 and 34, and oldest 35 or over
ADLT3555 - youngest member between ages 35 and 54
SOURCE  Based on data contained in the Baltimore Travel Demand Data Set ADLT3565 - youngest member between ages 55 and 64
Table compiled in July 1979
SENIOR - all members age 65 or over, including seniors living
alone
ALONEF - woman under age 65 living alone
ALONEM - man unde~ age 65 living alore
B-16
NOTE: Variable has value of one 1f the individual is in a household type,
zero otherwise,
In the regressions YOUTH is the left-out category and hence does not
appear in the regressfions. In test regressions, men 1iving alone
under age 65, and men with a preschool child in the household were -
Table B-6 not found to behave differently from men from YOUTH household type. :
Accordingly, ALONEM and PRESCHLM were also left out of the equations.
MARITAL STATUS AND SPOUSE EMPLOYMENT STATUS VARIABLES The left-out category s properly the union of YOUTH, ALONEM, and
PRESCHLM groups.
We did not create a single-pa(ent category for this data set as
MARS PW - married, spouse works, respondent male or female there were only 44 such families with weekday travel. The effect
» 5P ’ P r can be picked up by a total adult variable, but this variable was
MARNSPWH - married man, spouse does not work found not to be significant in prior tests.
HUSNTWKW - married man, spouse works, the interaction of

MARSPW and SEX

NMAR - not married B-17

NOTE Variable has value of one if the individual 1s in a marital
status type, zero otherwise.

The underlying logical division is tripartite: not married,
married and spouse works, married and spouse does not work.
These can then be interacted with the sex variable to give a
total of six dummy variables, four of which could appear in
the equations. We chose to have unmarried the left-out cate-
gory; however we also found that men whose spouses do not
work do not differ from unmarried men, and so this group was
also added to the left-out category. The left-out categories
were thus NMAR and MARNSPWH.

B-18
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Table B-7
OTHER DEMOGRAPHICS

SEX
RACE
RACESEX
SENSEX
INCZ
INCZSQ
AGEZ
AGEZSQ
£0UCYZ
EDUCYZSQ

takes the value 1 for males, O for females

takes the Qalue 1 for whites, 0 for blacks

white male, the interaction of RACE and SEX

male age 65 or over, the interaction of SENIOR and SEX
household income midpoint* centered**

square of INCZ

agé centered';

square of AGEZ

years of education midpoint+ centered**

square of EDUCYZ

*Household income estimated as the midpoint of 19 categories.

**Variables were centered at the means of their respective sample
(total sample, employed persons, not employed persons) for the
appropriate set of equations. INCHH, AGEP, and EDUCY, used in the
pooled regressions, differ from INCZ, AGEZ, and EDUCYZ only in that
a different centering adjustment was used.

*Education estimated as the midpoint of 9 categories.

8-19

Sex -- SEX was coded as one for males and zero for females. To allow a
comparison of sex differences among the elderly, we 1nteracted the
senior-citizen household type with sex (SENSEX).

Race -- RACE was coded as one for whites and zero for all others. The
nonwhite group 1s almost entirely black, but includes several Asians and
native Americans. To facilitate our race/sex comparisons, we also interacted
race with sex (RACESEX).

Age, Education, and Income -- Age 1s the only one of these three

variables reported precisely. Education was coded by group grade school,
some high school, high school graduate, some college, college graduate, and
postgraduate. We replaced each category with the midpoint years of school.
A symlar transformation was performed on the household i1ncome category
variable. Each of these three variables was coded as a deviation from the
sample mean for the appropriate subsample, the squares of these three
variables were also added to the equations. We experimented with categorical
variables for the age, i1ncome, and education variables, but the pattern of
coefficients 1n almost all cases was either linear or quadratic. We have
lost nothing i1n terms of fit by imposing this functional form on the
equations estimated, have gained several degrees of freedom, and have a
somewhat more succinct and easily grasped relationship. We discuss these
results 1n greater detail below. Our major loss 1s that the forecasting
properties of the equations are somewhat i1mpaired, 1n that only a change n

mean, but not distribution, of these variables is usable directly.
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Person Types -- The demographic, marital, and spouse employment status Table B-8

variables define 12 person types, as displayed in Table B-8. For example, PERSON TYPES CONSTRUCTED FROM DUMMY VARIABLES

white unmarried females are defined by Person Type 7, RACE+NMAR (since NMAR

is an omitted category, this reduces to RACE). White unmarried males are Dummy Variables*

Marital Excluded
defined by Person Type 10, RACE+RACESEX+SEX+NMAR. The test of the difference Type Race Sex Status Included Categories Categories
between white unmarried males and females 1s then: 1 Black  Female Unmarried (+NMAR)

Type 7 - Type 10 = (RACE + RACESEX + SEX + NMAR) - (RACE + NMAR) 2 Black  Female Married, Spouse HUSNTWKW
Not Working
= RACE + RACESEX -
3 Black Female Married, Spouse MARSPW
Tests of this sort are employed extensively below. Theil (Bl, pp. 143-144) Working
discusses the testing procedure. 4 Black Male Unmarried SEX (+NMAR)
Data Source 5 Black Male Married, Spouse SEX (+MARNSPW)
Not Working

The data source that we employed in fitting this model 1s the Baltimore
6 Black Male Married, Spouse SEX+MARSPW+WORKWIFH

Travel Demand Data Set, described i1n Appendix A, We utilized selected person Working
and household 1nformation from this data set and constructed our activity 7 White Female Unmarried RACE (+NMAR)
summaries as described above. We did not utilize the detailed 1ink 8  White Female :arriegéispouse RACE+HUSNTWKW
ot Working
information nor do we treat mode, frequency, or distance of travel in this
9 White Female Married, Spouse RACE #MARSPW
phase of the work, although we do 1n the household-Tevel modeling described Working
in Appendix F. 10 White Male Unmarried RACE+RACESEX+SEX (+NMAR)
Because the data set contains a complete 24-hour recalled travel diary 11 White Male Married, Spouse RACE +RACE SEX+SEX (+MARNSPWH )
Not Working
for each member over 11 years old for each household, 1t provides a complete
12 White Male Married, Spouse RACE+RACE SEX+SEX
record of household time allocation patterns. As such, it presents an Working +MARSPW+WORKWIFH

excellent data base for studying the joint behavior patterns that reflect the

*See Tables B-6 and B-7 for definitions of these variables,

B-21 B-22
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Table B9

ESTIMATED ACTIVITY EQUATIONS
FOR 1058 EMPLOYED AND NOT-EMPLOYED PERSONS WITH WEEKDAY TRAVEL

57

LeteRd 0ot g0 d

LEFENDLNT VARLABLE

Frep e THOME TWORA 1FERSUN TEAT TFLERS o0
= Iath r-sTAT 1-5TaAl 1-STAT T-5TAl T-€TAT T-S1A7T
INTERCIF 19,0689 1.284288 0.32348 ~0.014562 0.116364 0.229474

43,3040 3,3735 2,43 -0.2854 L.7482 $.6703

FRESFHLY 0.93S154 -0.487936 ~0,102737 -0.00451606 0.070788 -0.026049

2.4590 -1.4825 -0.8927 -0.1024 1.2336 -0.7445

YADUL TG Q. 750204 -0.,067027 -0.014961 0.,03278 0.192156 0.023417
1.44 7 -0.1493 -0.0953 0.5449 2.4480 0.4908

ATULTHLY 0.205268 -0,094845 0.128097 -0.,053135 ~0.034216 -0.034846
D.5181 -0.2749 1.0618 ~1.149 -0.5672 -0.9501

~DL T35S V127029 0.093574 0.039472 0.150259 -0.024193 ~0,048411
-3.307¢ , 259 0.3112 3,0899 -0,3814 -1.2553

ANLTSS0S 0.249265 -0.447307 -0.131152 0.30821 0.22031t -0.05037
0.4836 -1.0025 -0.8406 5.1531 2.8238 -1.,0619

SENIOR -0.232956 0.374013 0.067124 -0.00838785 0.002053143 0.040121
~0.2883 0.5346 0.2744 -0.0895 0.0168 0.5395

ALONLT -0.064015 -0.118574 0.11509 -0,05688 0.049515 0.087979
-0.0674 -0.1849 0.5189 -0.669 0.4465 1.3048

Nk <F U 0.38101% -0.991517 0.061848 0.005104264 -0.091276 0.02912
2.3113 -3.004% 0.536 0.1154 -1.5839 0.8301

HUSNTWHW -0,615293 -0.167619 0.282392 -0.112118 0.076422 -0.045744
-1.3229 -0.4163 2,0056 -2,0772 1.0854 -1.0686

RaCE -0, 18431 0.276348 0.016256 0.030587 0.039152 -0.,041083
-0.5621 0.9735 9.1638 0.8039 0.7888 -1.3614

REY -0.363775 -0.013316 0.180443 -0.124274 -0,01661 -0,126925
-0.6622 -0.028 1.085 -1.9493 ~0,1997 ~2.5104

ENE b ,2000222999 ,00003439565 2.51002E-07 1.11349E-07 ,00000433479 1.87698E-07
-1,8968 3.3792 0.0705 0.0816 2,4357 0.1735

[NCHHSQ ~1.59074E-10 ~5,00666E-10 -1,85074E-10 3.1676SE~11 -2,00236E~11 -2,70107E~-11
-0.3531 -1.2079 -1,2769 0.5701 -0.2763 -0.613

AGEF 0.015734 0.02044 0.0006226861  -0.0010463 -0.00323861 0.002141715
1.7737 2.6615 0.2319 -1.0164 -2,4118 2,6233

AGLE S0 0.001583186 -0.00193542 00004147229 ,00009323421 ,00002190549 -.0000364823
3.1042 -4.4679 0.2738 1.,6057 .2892 -0.7923

EDUCY -5.00654024 -0.031404 0.013854 0.016795 -0.010347 -0.00175141
-0.1714 -0.9505 1.1992 3,7925 -1.7911 -0.,4987

EDUCTSLU  -0.000409109  -0.0034787 -0.00100385 0.001389778 0.00023191? -0.000303129
-0.0842 -0.8741 -0.4821 2.4635 0.3152 -0.4775

WORNWIFH -1.38951 0.876814 0.110589 0.035453 0.087952 -0.05503%
-2.8361 2.0672 -0.7456 0.6236 1,1859 -1.2206

RACESEX 0.352578 -6.530719 0.086797 0.037178 0.040684 _ 0.042928
7779 -1.3525 0.6326 0.7068 0.593 1.0291

SENSEX -0.357958 0.131056 -0.223794 0.03469 -0.027572 -0.063327
~0.3545 0.1499 -0.7321 0.2961 -0.1804 -0.6815

EMPLOYCE ~4.2903 5.60546 -0,222001 0.03526 -0.123757 -0.100097
-13.2524 19.9996 -2,2652 0.9385 ~2.,5253 -3.3596

EMFLSEX -0.921632 1.457295 -0.128931 0.080712 0,008449994 0.052028
-1.7271 3.1544 -0.7981 1.3053 0.1046 1.,0593

SI0 ENR 3.345444 2.896359 1,012774 0.3EE2345 0,5004208 0.3078928
f.- SAUARE 0.4161 0.5754 0.02% 0.0/799 0.0497 0.0555

Table continued on following page.
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Table B~9

(Continued)

ESTIMATED ACTIVITY EQUATIONS
FOR 1058 EMPLOYED AND NOT-EMPLOYED PERSONS WITH WEEKDAY TRAVEL

DLPENDUNT VARIAELE

SNEEUNDE TSERVE TSHOP TENTAIN TVISIT TOUTIR TOTTRAV3
AR LAl | T-5141 T-STAT r-STAT 1-STAT T-STAT 1-STAT
INTERCEF 0.159110 0.42907" 0.418384 . 719206 0.177194 1.089079

1.7139 3.7262 3.8118 3.6961 1.5483 8.704<

F RESCHLF 0.095041 0.127369  -0.162437 -0.332283 -0.014407  -0.098189
1.1841 1.2794 -1.7118 -1.9752 -0.1456 -0.9078

YADUL TS -0.073708  -0.097652 -0.206241 ~0.441275 -0.118708 0.021015
-0.6734 -0.7193 -1.5938 -1.9235 -0.8798 0.1425

ADULTHIX -0.07577 -0.116418 0.104662 -0.14367 0.113323 0,001550947
-0.9006 -1.1156 1.0522 0.8147 1.0927 0.0137

ADLT3SSS -).126792  -0,076604 -0.09196 0.223757 -0,020136 0.00966103
-1.4331 -0.4981 -0.8792 1.2067 -0.1846 0.081

ADLTSE6S -0.09163 -0.0B1606  -0.113793 0.080008 -0,064211 0.124277
-0.8421 -0.6046 -0.8845 0.3508 -0.4936 0.8475

SENIOR —0.065717  -0.042927 -0.253573 -0.00386078 0.016797 0.107313
-0.3852 -0,2029 -1.2572 -0.0108 0.0799 0.4668

ALONEF -9.070517  -0.115863  -0.211704 -0.348865 -0.045582 0.779417
-0.4559 -0.6039 -1.1577 -1,0761 -0.2391 3.7391

AT 3Fl 0.060336 0.044717  -0.087951 0.101884 0.002628171 -0.015908
0.7497 0.448 -0.9244 0.604 0.0265 -0.1467

HUSNTWEW  -0,00695077  -0.130524 0.021073 0.374193 0.212059 0.11211
-0.0708 -1.0716 0.1815 1.8181 1.7518 0,8471

vACE 0.108567 0.133668  -0.109716 -0,120915 0.030414 -0,17897
1.5683 1.5567 -1.3406 -0.8334 0.3564 -1.9183

3% 0.102715 0.018959 -0,403246 .246752 0.406476 0.092803
0.8855 0.1318 -2,9406 1,015 2.8429 0.5937

TNCHH 0000020009 -0.000005219 .00000340245 ~.0000134013 -,0000010255 00000126359
-0.8061 -1.6951 1.1594 -2.5759 -0.3351 0.3777

[NCHHIQ  9.43094E-11 9,018S2E-11 1.13487E-10 3.96134E-10 5.45060E-11 1.19550E-10
0,v33 0.7193 0.9496 1.8697 0.4535 0.8776

AGEF -0.00131329 0,001187083 -0,00348702 -0.018466 -0.0084598 -0.00411519
-0./012 0.511 -1.5748 -4.704 -3.6642 -1.6304

ADEFSD  -0.000132455 -.0000652263 0.0002160919 0.0002486922 -.0000172093 -.0000177919
-1.2538 -0.4978 1,7302 1.1232 -0.1322 -0.125

FLUCY 0.004489694 0.002751764 0.007004038  0,00330273 -0.00640585 0.008450731
0.5572 0.2754 0.7353 0.1956 -0.6651 0.7783

EDUCTSA  -0.00045861 .00008839212 0.002985485 -0.00134653 -0.000190197  0,00271333
-0.4468 0.0694 2.4604 -0.6347 -0.1503 1.9616

WORNWIFH 0.010228  -0.068301 0.173724 0.105362 0.138585 0.195316
9.098% -0.5324 1.4206 0.486 1.0869 1.4011

RACESEY -0.015901 -0.13952 0.143633 0.054279 0.008390853  -0.080328
-0.1662 -1.1755 1.2696 0.2706 0,0711 -0.6229

SENSEX -0.066195 0.489988 0.522385 ~0.136413 -0,199161 -0.103601
-0.3105 1.8527 2,0727 -0.3053 -0.7579 -0.3606

EHFLOYED  -0.091415  ~-0.302786  -0.224457 -0.362195 -0.143496 0.21978
-1.3374 -3.5715 -2.7777 -2.5282 -1,7031 2,386

EMPLSCX -0.106237 0.004377251 0.205722 -0.347872  -0,381992 0.07803
-0.9429 0.0313 1.5444 -1.4731 -2.7503 0.5139

STD ERF 0.7063406  0.8760862  0.8350593 1,480427  0.8706928  0,9518955
K -SQUARE 0.0263 0.0598 0.0453 0.0629 0,046 0.0666

SOURCE: Based on data contained in the Baltimore Travel Demand Data Set.

Table compiled in August 1980.
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Table B=-10

ESTIMATED ACTIVITY EQUATIONS
FOR 737 EMPLOYED PERSONS WITH WEEKDAY TRAVEL

59

DEFUNDENT VAR1AELE

nep s et THORE, TWORN TEERSON TEAT TFLEAS TFoOD
- 1-57a7 1-5TAT T-STAT T-STAT T-STAT T-STAT
INTERCEF 14,3634 7.437253 -0.00633373  -0.023254 0.026664 0.151302
32.0062 16.1773 -0.0495 -0.395 0.4558 4.6195

FRESCHLF 0.868597 -1.11398 0.064849 0.034763 0.029734  -0.023158
1.5458 -1.9359 0.4051 0.4717 044061 -0.5649

rADULTG 0.389979  -0.082793  -0.034363 0.05627 0.263539 0.037191
0.4064 -0.1423 -0.2123 0.7551 3.5596 0.8972

ADULTH1X 0.198808 0.116667  -0.071788  -0.074106  -0.009737 0.004452158
0.43%56 0.2496 -0.5522 -1.2381 -0.1637 0.1357

ADLT3SES  -0.234089 0.336279  -0.014012 9.162077  -0,029549  -0.029111
-0.4735 0.6642 -0.0995 2.4999 -0.4587 -0.3071

AILTSS65  -0.288971  -0.428942 0.048754 0.42561 0.050061  -0.085433
-0.4394 -0.6369 0.2603 4.9347 0.5842 ~1.7806

SENIOR -1.18206 1.593741 0.04271  -0.025116 =-0.00351266  -0.140999
~0.722 0.9506 0.0916 -0.117 +  -0.0165 -1.3478

ALONEF  0.004645342  -0.093694 0.165513  -0.035275 0.021216 0.136244
0.0059 -0.1156 0.7344 -0.324 .2058 2.3604

MARSFU 1.057745 -1.23073 0.129877 0.048658 -0.05626  0.006517612
2.2389 -2.5438 0.9651 0.7853 -0.9139 0.1891

HUSNTWNW  -0.312094  -0,17252 0.18877  -0.117205 0.021915  -0.068958
-0,502 -0.271 1.0658 -1.4373 0.2705 -1.5201

RACE -0.337966 0.372173 0.09522 0.045548 0.,003573248  -0.094118
-0.7974 0.8574 0.7887 0.8194 0.0647 -3.0435

SEX -1.52862 1.500241 0.120085  -0.033486  -0.041272  -0.115807
-3.0029 2.8778 0.8281 -0.5016 -0.4222 -3.1181

INCZ -.0000439576 .00004136876 4.7B291E-07 4.16511E-07 .00000150816 6.804B5E-0/
-3.3557 3.0838 0.1282 0.2424 0.8836 0.712

INCZS@  7.7361SE-10 -0.46398E-10 -1,52943E-10 2.58528E-11 2.35084E-11 -3.61976E-11
1.3802 -1.1261 -0.9579 0.3517 0.3219 -0.8851

AGEZ -0.000155486 0.037281 -0.00403187 -0.00142654 -0.00181612 0.002133124
-0.0139 3.2545 -1.2653 -0.9724 -1.246 2.6138

AGEZSG  0.002572598 -0.00384895 0.000185866 0.0001761964 ,00004695759 0.0000053882
3.4584 -5.0526 0.8771 1.806 0.4845 0.0993

FIUCYZ -0.014793  -0,047837 0.006738836 0.022284 -0.00437806 -0,00264687
-0.3209 -1.0132 0.5131 3.4856 -0.7288 -0.7869

EDUCYZSA 0.008023398  -0.0112868 -0.00106755 0.001404131 -0.000593692 0.0003851161
1.2671 -1.7407 -0.5919 1.0908 -0.7195 0.8336

WORRWIFH -1.34803 0.975554  -0.147722 0.00021£0616 0.066177  -0.028595
-2.3626 1.6696 -0.9089 0.0029 0.8901 -0.0869

RACESEX 0.718227  -0.804448 0.038041 0.057142 0.079363 0.087711
1.2962 -1.4199 0.2414 0.7875 1.1009 2,173

SENSEX 1.584134  -0.596041  -0,242767  -0.168309  -0.039885 0.173746
0.6912 -0.254 -0.3719 -0.56 20,1336 1.0391

STh ERR 3.342631 3.423115 0.952188  0.4383902  0.4355606 0.243875
R-SQUARE 0.1079 0.1209 0.013 0.1011 0.0344 0.0574

Table continued on following page.
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Table B=10 (Continued)

ESTIMATED ACTIVITY EQUATIONS
FOR 737 EMPLOYED PERSONS WITH WEEKDAY TRAVEL

[NUCY ENNENT

DEFPENDENT VARIABLE

Cak L AKLL TSERVE TSHOF TENTAIN TVISIT TOUTDR TOTTRAV3
T~STAT T-STAT T-STAT T-STAT T-STAT T-STAT

INTERCEF 9.,108508 223961 0.09291% 0.,332031 -0.,00855502 1.297113
1.4838 » 247 0.9917 2.0562 -0.,1028 10.198

FRESCHLF 0.052117 0.,121321 0.013448 -0.068665 0.037415 -0.,0164446
0.50%94 1.8381 0.1147 -0,3397 0.,3594 -0.,1033

YADULTO ~-0.047554 -0.037%516 -0.,226138 ~-0.235672 -0.135698 0.052756
-0.5138 -0.5621 -1.907 -1,1531 ~-1.2089 0.3277

ADUL TM12 -0.048783 -0,083052 0,055081 0.,046252 -0.064784 -0.06898
-0,86962 -1.5492 0.9579 0.2818 -0.7661 -0.5335

ALILT3SSS -0,057191 -0,033228 -0,145243 0.,1535182 -0.045667 ~-0.,06545
-0.7102 ~-0.5722 -1.4077 Q.G727 -0.4986 ~-0.4673

ADLTSSeY -0.070327 0.,104294 ~0.,123065 0.115716 02271% 0,229629
-0,6569 1.3496 -0.8966 00,4892 0,1864 1.2324

SENIOR -0.,048335 -0.150088 -0,318941 -0,20587 -0.00640033 0.,464867
-0.1812 ~-0.7804 -0.9334 -0,3496 -0,0211 1.0021

ALONEF -0.036384 -0.,057691 -0,210718 -0.169679 -0.,046674 0.322496
-0.2823 -0.46208 -1.2762 -0,5963 -0,3184 1.4388

MARSFUW 0.013219 -0.016189 -0.034878 0.108682 0.,0646086 -0.,09293
0.1718 -0.2917 -0.3537 0.6407 0.7549 -0.,6943

HUSNTWAW -0,01901 -0,048048 0.183421 0.173433 -0.0158746 0.184181
-0.,1877 -0,6579 1.,4135 0.7844 -0.1378 1,0455

RACE 0.,0414186 -0.046772 0.048912 -0.,153231 0,105992 -0.080754
00,5999 ~0,9394 0.5%529 -1.0051 1.3496 -0,6724

SEX -0.00845197 -0.,055454 -0,04799S -0.110883 0.,079633 0.242012
-0.1019 -0,9274 -0.4%17 -0.6056 0.8443 1.678

INCZ .000001546202 4,70800E-07 8,36273E-07 ~,0000038388 -1,60794E-07 4.55084E~-07
0,732 0.306 0.3059 -0.819 -0.0662 0.1767

INCZSO ~-4,54707E-11 -4,99242E-11 -1,02433E-10 1.51071E~-10 -2.70131E-11 8.63324E-11
-0.498 -0,7%82 -0.87%56 0.7493 -0.2601 0.,5436

AGEZ -0.000969546 -0.0002946798 -0.00129649 -0,01846 -0.00491733 -0.00604309
-0.5321 -0.2259 -0.5553 -4,58081 -2.372% -1.9068

AGEZSU .00002502883 -.0000157094 0.0002064058 0.00035098986 0,0001205722 ,00001574319
0.2066 ~-0,1798 1.3295 1.9057 0.8748 0.0747

EDUCYZ 0.008744885 0.002420207 0.016732 0.0002712661 -0.00893938 0.021402
1.164S5 0.4469 1,739 0.,0164 -1.0465 1.638%5

EDUCYZSA -.00004608292 0.0002480062 0,002372344 -0.,00248076 -0.000213696 0.003271277
-0.059 00,3334 1.,7951 -1.0892 -0.1821 1.8234

WORNWIFH 0.012751 -0.054239 0.113885 0.147678 -0.00508869 0.267415
0,1372 -0.8092 0.9583— 0.7196 -0.0491 1.,6542

RACESEX -0.017922 0.01183 0,023912 0.08219 -0.0383464 -0.237681
-0.1989 0.182 0.2071 0.413 -0.3742 -1.5163

SENSEX -0.060258 0,045501 0,033173 0.123731 -0.089341 -0.,763685
-0.14614 0,169 0.,0694 0.1501 -0.2104 -1.1761

STD ERR 0.5445053 0.392652% 0.6976446 1.,202333 0.6193602 0.9470628
R-SQUARE 0.0107 00,0332 0.0242 0.0436 0.0217 00,0435

SOURCE: Based on data contained in the Baltimore Travel Demand Data Set.

Table compiled in August 1980.
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Table B=11

ESTIMATED ACTIVITY EQUATIONS
FOR 321 NOT-EMPLOYED PERSONS WITH WEEKDAY TRAVEL

I ERNUENT

DEFENDENT VARIABLE

Al LAFLF THOME TWORN TPERSON TEAT TPLEAS TFOOD
T-STAl T-STAT T-STAT T-STA1 T-STAT T-STAT

INTERCEr 20.43161 0 0.496084 0.075651 0.087922 0.243179
31.9211 f 2,250% 1.7709 0.7052 2.9637

PRESCHLI 1.058706 0 -0.14518 =0.048463 0.08797 ~0.062074
1.9761% . -0.7868 -1.3553 0.843 -0.9038

YADULTG 2.750662 0 -0.050137 ~0.062793 -0.063012 -0.030075
24137 . -0.1129 -0.7296 -0.2509 -0.1819

ANULTHIX -0.38949 0 0.624573 -0.018295 -0.053209 -0.195941
-0.4515 . 2,1489 ~-0.3248 -0.3237 -1.8111

ADLT3ISSS -0.442763 0 0.261954 0.08334 -0.00616044 -0.1356
-0.5378 . 0.9239 1.5168 -0.0384 -1.2849

ADLTSS0S 1.100207 0 ~0.368324 0.091467 0.515935 -0,05393
1.248 . -1.2131 1.5545 3.0046 -0.4772

SENIOR 0.290205 0 -0.017051 -0.058057 0.139368 0.017987
0.2748 ' ~0.0469 -0.8237 0.86776 0.1329

ALONEF -2.0173S5 0 -0.00815156 -0.110096 0.,055043 -0,257511
-0.9977 . -0.0117 -0.8159% 0.1398 -0.9935

MARSFW 0.011167 0 -0.11158 -0,074901 -0.168203 0.0466474
0.0167 . -0.4844 -1.6778 -1.2911 0.5443

HUSNTWAW -1.04854 o 0.376439 ~0.115272 0.108565 -0.029954
-1.4507 . 1.5226 -2.406 0.7765 -0.,325%5

FACE -0.24256° 0 -0.089684 0.053546 0.103976 0.022332
-0.4277 . -0.4591 1.4146 0.9412 0.309°

SEY =~0.,193396 0 0.084184 -0.10174%5 -0.0173¢9 -0.082751
-0.2874 f 0.3635 -2.2669 -0.1328 -0.9599

INCZ 00006741977 0 .00000193141 -1,15496E~09 .00001198202 -3,98557E-07
2.,592¢9 . 2157 -0.0007 2.3639 -0.1196

INCZSQ -2.67492E£-09 0 -3,46251E~10 ~-3.,74301E-11 ~1,13325E-10 -3.76717E-11
-2,7009 . -1.0152 -0.5663 -0.587% -0.2967

AGEZ 0.041641 0 0.006965238 -0.,000409226 -0.00583621 0.002075737
2,6819 . 1.3025 -0.3949 -1.9298 1.0428

AGEZSQ 0.0003295957 0 -0,000207318 ,00002630291 -.0000454149 -.0000602065
0.444 . -0.8109 0.5309 -0.3141 -0.6327

ENUCYZ -0.00790704 0 0.034 0.0005650194 -0.022209 -0.0029817
-0.11% . 1.3733 0.1178 -1.5861 -0.3235

EDUCYZSR -0.006460864 0 0.,002900851 .00005219847 -.0000227297 -0.00113483
-0.6622 . 0.8441 0.0784 -0.0117 -0.8871

WORKWIFH -0.881684 [} -0.199866 0.042601 0.051659 -0.068322
-0.7025 . ~0.,4624 0.5086 ! 0.2113 -0.,4247

RACESEX -0.53645 [} 0.136264 -0.065 0.001847155 0.0009294752
-0.5943 . 0.4384 -1.079 0.0105 0.008

SENSEX -0.487305 [} -0.17109 0.113048 -0.00416744 -0,09%8146
-0.,4135 . -0.42146 1.437% -0.0182 -0.6343

STDh ERR 3.2935 0 1.134271 0.219809 0.641492 0,422212
R-SQUARE 0.1018 0 0.0853 0.0582 0.097 0.0508

Table continued on following page.
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Table B~11 (Continued)

ESTIMATED ACTIVITY EQUATIONS
FOR 321 NOT-EMPLOYED PERSONS WITH WEEKDAY TRAVEL

DEFENDENT UARIAHLE

CNUEE T

L) TSERVE TSHOF TENTAIN TVISIT TOUTDR TOTTRAV3

T-STAT T-STAT T-STAT T-STAT T-STAT T-5TA1

INTERCET Q0.130417 0,32273 0.,31669% 0.8244¢8 0,092531 0.978714

V.a782 1.1169 1.9315 2.14 0.3747 5.4841

FRESLHLF V.074469 0.059476 -0,206949 -0.653318 -0.074655 -0,089984

0.46.07 0.2459 -1.1956 -2,0259 ~-0,3611 -0,46024

vahu TC -0,260384 -0.494725 0.011378 -1.40491 -0,0118% -0.389154

-0.6/71 -0.8499 0,0273 -1.81 -0,0238 ~-1.0824

ADULTMLIX -0,227478 ~-0,239496 0.4390195 -0.881119 0.690175 0.25126

0.8972 ~-0,46286 1.,6101 -1.,7345 2,1194 1.06478

ANLTIS5Y -),.4192121 -0.206951 0,214494 0.387379 -0.019815 0.283243

-1.46947 -0.5569 0.8065% 0.7818 -0.0624 +234

ALLTSS54% -0,381739 -0,520348 0.097822 -0,251538 -0.227885 -0.,001446685

-1.4413 -1.3074 0.3427 -0.474 -0.,6699 -0,006

SENIOP -0.160%10 -0,379743 0.0136% -0.321238% 0.20147 0.,27437%5

-0.%072 -0.796% 0.04 -0.5054 0.4944 0.9318

ALONEF -0.278249 -0,18005% -0.215369 -2.,98572 0.129839 3.867813

-0,4581 -0.1973 -0,3297 -0.810t 0.1664 4§.8609

MARSI W 0,148672 0,099791 -0.156254 0.082683 -0.073196 0.195148

+ 7399 00,3305 -0.,7231 0.2054 -N.2836 1.0464

HUSNTUNW -D,01279% -0.3160946 -0.,144874 0.550448 0.490939 0.141122

-0.059% -0.97S4 -0.6247 1.274 1.7724 0.,7051

RACE + 241372 0.479%926 -0.29551¢9 0.,020971 -0,03506 -0.299092

1.4160 1.872¢9 -1.,3945 00,0614 -0.1602 -1.8913

AN 2.092031 0,091119 -0.542294 0.336779 0,347268 -0.013806

0.4555 00,3001 -2.496 0,832 1.3383 -0.0736

INC2Z - V000131191 -.0000246399 .00000155031 -,0000398341 -0.000003722 -~.0000011666

-1.479% -2,0992 00,1844 -2.5453 -0.371 -0,1609

{NCZSH 3.88762E-10 4.05443E-10 1.090S0E-09 7.11990E~10 2.95191E-10 3I.17713E-10

1.3066 0,506% 3.4082 1.1944 0.772% 1.1506

AGEZ -0,0025504% 0.,00258073 -0.00728817 -0.015627 -0.015945 -0.00560907

-0.5468 0.,3682 -1,4525 -1.6721 -2.6614 -1.2956

AGEZ o1 -0,000258997 -.0000664066 0.0002753364 ,00002849905 ,00003205909 -,0000534498

-1.1514 -0.1982 1.1481 0.0638 0.1119 -0.2582

thuycy . -0,011764 -0,0058405 0.008638992 0.022636 0.003303355 -0.018641

~-0.,5447 -0.18 0,372 0.5231 0.1263 ~0,93

EBUCYZ:=Q  ~0.00150872 0.0004310663 0.00246784 0,0024B4212 -0.000196814 0,001135575

-0,5033 ¢.,0957 0.7635S 0.4136 -0.,0511 00,4081

HMORKAWIFH N0.331491 « 224206 + 200715 -0.,627403 0.854404 0.0722

0.8792 0.3957 0,495 -0.8306 1.7644 0.2063

hACESE X 0.181341 -0,326906 0.153772 0.061753 0.041221 0.351228

0.0688 -0.8023 0.5273 00,1137 0.1184 1,3956

SENSEY -0.174972 0.,695631 0.481684 -0.177771% -0.,204219 -0.,175023

-0,4943 1.30727 1.7906 -0.2506 -0.4492 -0.5327

STH EfR 0.97894286 1.486794 1.064037 1.982393 1.,270812 0.9182973

R-SAQUARE 0.0644 0.0475 0.1383 0.0843 0,0917 0.1743
SOURCE: Based on data contained in the Baltimore Travel Demand Data Set.

Table compiled in August 1980.
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Table B-12
LIFECYCLE CONTRASTS IN TIME ALLOCATION

(In Hours)

Transition To: Activity Category!

Employed Persons THOME ___TWORK _ TPERSON _ TEAT _ TRLEAS _ TFOOD _ TSERVE _ TSHOP _ TENTAIN __TVISIT __ TQUIDR _ TOIZRAVJ
Preschool Chitdren (PRESCHLF-YAD?LTG)Z .07 .04 .02 -.07 =.26%** _ 03 .08 L6 .19 -.14 .09 ~-.15
School-Aged Children (-PRESCHLF) -.87 1.1 ~-,06 -.03 -.03 .02 -.05 ~. 2% -.0! .07 -.04 .02
No Chlldren, Younger (ADLT3555) -.23 .34 -.0l L16%% - 03 -.03 -.06 -.03 ~-.15 .16 -.05 -.07
No Children, Older (ADLTS565)°”" . .74 ~1.22%% 04 .47%*% 03 -.04 -.08 .09 -.07 -.05 -.03 2
Preretirement (ADLI5565~ADLT3555) .97  -1.56** 06 T L LI -.0l -.02 .3 .08 -.20 .02 .18
Senior Status (SENIOR-ADLT5565)"*° .39 .47 .05 ~.38% -,05 -.05 .02 ~-.27 -1 -.25 -.02 .18

Not-Employed Persons
Preschool Children (PRESCHLF-YADULTG)?  -1.23 0 .02 .01 .09 0.0 .34 .60 -.35 .55 -.27 .24
School-Aged Children (-PRESCHLF)? -1.06%% 0 .15 .05 -.09 .06 -.07 -.06 .21 .65%* .07 .09
No Children, Younger (ADLT3555)3 -.44 0 .26 .08 -.0! -.14 .42 - 2) .21 .39 .02 .28
No Chiidren, Older (ADLTS565)" 2.06** 0 -.31 L09%  3gn -.04 -.54%%  _ 50 .06 -.55 -.53* _.I4
Preretirement (ADLT5565-ADLT3555)" 2.51** ¢ -.57% .0l 39k .10 -2 -.29 -.15 -.94 ~-.54 ~-.42
Senior Status (SENIOR-ADLTS5565)"’5 -.23 V] .32 ~. 14%% - g6n* .06 .07 .3 -.02 -.21 .29 .19

SOURCE: Based on data contained in Baltimore Travel Demand Data Set.
Table compiled in August 1930.

'See Table B-I for definitions of activity categories.
ZYADULTG is age-corrected with ZI = -12.5%AGEZ + 156,25AGEZSQ as the correction factor in the text.
3YOUTH is the omitted variable.
*ADLTS565 is age-corrected with 22 = 20*AGEZ + 400%AGEZSQ as the correction factor in the text.
SSENIOR 1s age-corrected with Z3 = 30*AGEZ + 90U*AGEZSQ as the correction facior in the text
LEGEND: ¥ - significant at the .10 level.

** - gignificant at the .05 level.

k¥ _ signiticant at the .0l level.
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L1 fecycle and Household Structure

One set of hypotheses that we w{shed to test was whether the major
break points in the life cycle signaled major changes 1n time allocation that
would show up 1n the type of data set we have examined. We take these break
points to be: a) the time when a youth leaves home and either lives alone,
with other young adults, or marries; b) the appearance of preschool children;
c) when the youngest child reaches school age; d) when all a couple's
children have left home and the couple is not yet retired; e) when all
members of a household have reached retirement-age. We can test the last
four of these break points for statistical significance 1n the model we have
estimated by computing the difference between various coefficients of the
variables 1n Table B-5, It 1s 11luminating to compare households at one
stage of this stylized 1ife cycle with households of the i1mmediately-
preceding stage. These comparisons are depicted 1n Figure 8-1. In all cases
the comparison 1s done by subtracting the coefficient of the earlier stage
from that of the subsequent stage, as in the person type comparison outlined
above. .

We begin by comparing households with preschool children with households
of young adults (PRESCHLF-YADULTG), some of whom are no doubt single and
others are probably recently married couples. We then compare persons in
PRESCHLF households with those having older children (YOUTH, the omitted

category), and households with youths with the following: all adults 35-54
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Figure B—1
TYPICAL LIFECYCLE TRANSITIONS YADLTG
NOTE Household types are defined in Table B—5 T

PRESCHLF
¥
YOUTH
¥
ADLT3555
¥
ADLT5565
¥
SENIOR
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(ADLT3555), and those with all adults 55-64 (ADLT5565). We also contrast
persons in households with only adults 35-54 with those only 55-64 (ADLT5565-
ADLT3555), and these with senior citizen households (SENIOR-ADLTS5565),

Table B-12 presents the contrasts computed from the coefficients in
Tables B-10 and B-11. Those that are statistically significant are marked,
and our discussion is based on them. Each row sums to zero (the time budget
remaining constant at 24 hours). Not every entry in each row is significant;
this implies that some combination of qi1fferences for the remainder of
activities is significant, but we cannot detect it with this model and data.

The family types that we have defined are not {ndependent of the age of
the travelers, and 1n the comparison of some family types it is useful to
take wmplied age differences into account before performiny statistical
tests. For example, the mean age of the employed 1s 40 years, yet a
40-year-o01d could not cone from a young adult, a preretirement group of
adults, or a senior citizen type family. Hence, in evaluating the time
allocation of families of these types, we corrected for the mean ages of
these groups. This 1s done by adding or subtracting a factor times the age
and age squared coefficients as noted in Tables B-12 and B-13. Because the
mean age of the sample was approximately 40 years, we subtract 12.5 to arrive
at the midpoint of the 20 to 34 group (YADULTG), add 20 to reach the midpoint

of the ADLT5565 group, and add 30 to correct for those over 65. For example,
B-32

=]
w



Table B-13
OTHER HOUSEHOLD CONTRASTS

(In Hours)
Contrast Activity Category!
Employed Persons JHOME TWORK _ TPERSON _ TJEAT _ TPLEAS _ TFOOD _ TSERVE _ TSHOP _ TENTAIN TVISIT _ TOUTDR _ TOTTRAV3
Young Adults vs. Households
with Children (YADULTG)?-? .79 ~1.,5%* .05 .10 L29%%% 0l -.03 -.04 -.18 -.07 -.06 .13
Older Adults vs, Young
Adults ( ADULTMIX-YADULTG)? -.60 1,271 -, 12 -.18% - 30%%% - 0l -.02 -.05 .23 -.03 -.0l -.20
Not-Employed Persons
Young Adults vs. Households
with Children (YADULTG)?’® 2,.29* 0 - 17 ~.05 0.0 -.07 -.27 -.54 .5 -1.21 19 ~.33
Older Adults vs. Young
Adults (ADULTMIX-YADULIG)® -2.68% 0 .79 .04 -.06 -.13 .04 .30 .29 32 .50 .h8

SOURCE: Based on data contained in Baltimore Travel Demand Data Set.
Table compiled in August 1980.

!See Table B-1 for definltions of activity categories.
2YOUTH 1s 1he omitted variaole.
3YADLTG 1s age-corrected with ZI = -12,5*AGEZ + 156.25%AGEZSQ as the correction factor i1n the text.
LEGFND: * - signlficant at the .10 level.
¥* - significant at the .05 level.

X%~ significant at the .01 level.
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for the employed subsample, the correction to a test involving YADULTG n the

THOME equation would be computed from Table B-10 as follows:

71 = (-12.5) * (-1.5649 * 10-*) + 156,25 * .25725 * 10-2 = .4039.

The test of the di1fference between employed persons in households with
preschoolers versus households of young adults for time at home as computed

from Table B-10 1s thus

PRESCHLF - (YADULTG + Z1) = .8686 - (.3900 + .4039) = .0747

as reported 1n Table B-12. In this case the correctton makes 1t less likely
that a difference will be found and results 1n a more conservative test.
First, we founqh1n test regressions (not reported here) that preschool
children have no effect on the behavior of men. Holding employment status,
age, marital status, and all other variables constant, men without children,
men with preschool-age children, and men with school-age children are
behaviorally i1ndistinguishable in their broad pattern of time use. For ths
reason, we omitted preschool children/male adult category (PRESCHLM), and
only examined preschool children/female adult (PRESCHLF). However, we could
not detect a statistically significant difference between the time use
patterns of not-employed young women with children and similar women without

children, as can be seen in Table B-12,
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For employed women, however, the transition to having a young child does
make a difference Table B-12 shows that a woman with a preschool-age child
1s predicted to spend 0.26 hours less 1n pleasure riding, and 0.16 hours more
1n general shopping than a person from a household of young adults. For
general travel, there s no reason to believe there 1s any 1mpact whatever.
There are no sigmificant differences for the not-employed women with
preschoolers, as noted above.

The change 1n time allocation associrated with the youngest child
reaching school age 1s somewhat stronZer, revealing a lessening of the
demands of caring for young children. For employed women, the transition
results in 0.87 hours less at home, 1.11 additional hours at work, and 0.12
fewer hours spent 1n general shopping. For not-employed women, the
transition results in 1.06 fewer hours at home and an additional 0.65 hours
visiting friends.

There are three household structures defined that have older adults as
their youngest member  ADLT3555, ADLT5565, and SENIOR. The first two are
candidates for the next stage 1n the 11fe cycle (even though we cannot be
sure that these 1ndividuals have ever had children). An employed member of a
household of adults aged 35 through 54 without children present will spend
0.16 hours more eating out than a member of a household with children. A
similar member of a household of 55-through-64-year-olds will spend 1.22

hours less working and .47 hours more eating out.

The not-employed member of the households aged 35 through 54 will spend
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0.42 hours less 1n serving passengers. These tendencies are even more
pronounced for households of adults aged 55 through 64, with less time being
spent 1n serving passengers and outdoor recreation, and more time spent at
home, eating out, and 1n pleasure traveling.

There 1s also a noticeable difference between household members of the
ADLT3555 and the ADLT5565 groups, although 1t 1s not easy to assign thms
transition to any obvious li1fe-cycle change apart from aging. For the
employed, the ADLT5565 group spends even more time eating meals away from
home and less time working. For the not employed, the ADLT5565 household
members spend 2.5 more hours at home, 0.57 fewer hours 1n personal business,
and 0,39 additional hours 1n pleasure traveling.

In measuring the impact of the transition from preretirement to
retirement, the largest effect would come from the change 1n work status,
which we would expect to swamp any famly structure variables. If we hold
employment status constant, we find the SENIOR group spending less time
taking meals away from home than the ADLTS5565 group, whether employed or not
employed. The not employed also spend less time i1n pleasure riding.

It 15 not necessary to restrict ourselves to comparing “adjacent”
household structures along a conventional l1i1fe-cycle profile, and several
1nteresting contrasts emerge when we compare separated household types and
types not obviously fitting into a 1ife-cycle scenario. For example, 1n
comparing the employed young adult group (YADULTG) with the school-age child
group (YOUTH) 1n Table B-13, we find that the employed young adults spend
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less time 1n entertainment (1ncluding cultural, rel1g1oLs, and civic affairs)
than their counterparts having school-age children. They also spend less
time at work (a significant contrasi). The young adults seem to spend their
time 1n pleasure traveling i1nstead. While we might suspect that the
traveling 1s a form of visiting friends, we do not find this borne out among
the not employed. In this subsample, we find the YADULTG group visiting
friends less than those with school-age children, and the extra time 1s
absorbed at home, rather than in pleasure r1di&g.

This apparent "twist" 1n the time-use profile of the young adult toward
pleasure riding and away from entertainment also results 1n significant
differences between the YADULTG group and the ADULTMIX group (YADULTG-
ADULTMIX), again with the employed YADULTG group showing more pleasure
riding, and less entertainment and work than the ADULTMIX group. In
addition, there 1s more eating out among the young adult household members.
Among the not employed, there 1s a significant shifting of time toward
out-of-home activities.

Sex

Since employment status 1s so 1mportant to time allocation, we discuss
the employed and the not employed separately.

Employed Persons. The difference 1n behavior between men and women
varies considerably among demographic subgroups. Among the employed 1t 1s
most marked 1n the group of unmarried blacks, least marked 1n unmarried
whites, and varies by behavior affected depending on the employment status of

the spouse.
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The difference between unmarried male and female blacks 1s picked up 1n
the SEX coefficient (person type 4 minus type 1). For employed persons (see
Table B-14), 1t 1s clearly significant 1n the home, work, and food shopping
equations, with the black men spending more time at work than their female
counterparts and less time at home and food shopping. Black males travel
somewhat greater amounts.

For white unmarrieds, the di1fference 1s picked up by the sum of the SEX
and RACESEX coefficients (person type 10 minus type 7) and 1s quite sharply
moderated. In each case of sigmificance for the SEX coefficient above, the
RACESEX coefficient 1s opposite in sign, and 1n the travel time equation the
point estimate of the net sex difference 1s almost exactly zero. In all but
one of the 12 equations the estimated white sex difference 1s not
statistically different from zero at the .10 level., Females spend 0.81 hours
rmore at home than males, however.

We do find white sex differences among married persons, however. The
most natural case to examine 1s the difference tn time allocation between men
and women when their spouses work. For whites the men are expected to work
about 1.7 more hours, travel about 0.3 additional hours, and spend about 2.2
fewer hours at home. Women spend somewhat less time in pleasure traveliny,
and somewhat more 1n food and other shopping. Other activities receive a
positive but statistically insignificant amount of time. Blacks display a

more extreme pattern for home, work, travel, and food shopping, but do not

have significant differences for pleasure traveling and other shopping.

Among persons whose spouses do not work, the difference between men and women
also vanishes, with the exception that black women work less and spend more
time at home, 1n entertainment, and i1n visiting. White married women whose
spouses do not work spend less time eating out than men.

Not-Employed Persons. Among the not employed, the differences between

the sexes are not as widespread. Unmarried men of both races appear to spend
less time eating away from home than do women. Men appear to spend less time
in formally defined entertainment than women, but these differences are not
significant. For both races, not-employed men with working spouses spend
more time 1n outdoor recreation, and white males spend more time serving
passengers. Sex differences are not significant for the not employed with
non-working sponses. This may 1mply a pattern of increased common
activities,
Race

The effects by race are given 1n the RACE coefficient for females and
the RACE + RACESEX combination for males (see Table B-15). For the employed,
black females spend somewhat more time 1n food shopping than white females.
Employed black males spend somewhat less time 1n eating out and pleasure
traveling, and 0.32 hours more 1n other travel than white males. For the not
employed, black males spend 0.42 hours less serving passengers, while black

females spend more time traveling and less time shopping.
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Table 8-14

SEX CONTRASTS IN TIME ALLOCATION
BY MARITAL STATUS, RACE, AND EMPLOYMENT STATUS

(In Hours)
Activity Category!
Employed Persons THOME TWORK —_ TPERGON _ TEAT _ TPLEAS  TFO0D ISERaE TSROP _ TENTAIN TVISIT _ TOUTDR  JTOTTRAV3
— — -
Unmarried - Black? - 1,53%% | 50%%% {2 -.03 -.04 - 12— 0l -.06 -.05 -.11 .08 .24*
Whited - .8I* .70 .16 .02 .04 -.03 -.03 -.04 -.02 -.03 .04 0.0
Marrled, Spouse W?rklng
- Black’ -2.88%%% 7 Ag¥¥* _ 03 -.03 .02 - 14%%% 0.0 -. 11 .07 .04 .07 LR
white$ =2116%%% ) _p7¥*¥* 0 .02 . lo* -.06* -.0l -. 10" .09 .12 .04 L27%*
Married, Spouse Not Working
- Black® -1.22*% 1.67%* -.07 .08 -.06 -.05 .01 -.01 -.23% .29 .10 .06
White’ - .05 .87 -.03 . 14* .02 .04 -.01! n.o -.21 -.20 .06 -.18
Not-Employed Persons
Unmarried - Black? - .19 0 .08 -.10%* -,02 -.08 .09 .09 ~.54 .34 .35 -.01
white® - .73 0 .22 - 7N 02 -.08 .27 -.24 -.39 .40 .39 .34
Marrled, Spouse Working
- Black® -1.08 0 -.12 -.06 .03 -.15 .42 .32 -.34 -.79 1.20%* .06
White® -1.61 0 .02 -.12 .04 -.15 .60% -.01 -.19 -.23 .24%%% .41
Married, Spouse Not Working
, - Black® .86 0 -.29 .0l - 13 -.05 .10 .41 -.40 -.21 - .14 ~.15
- White’ .32 0 -.16 -.05 -.12 -.05 .29 .08 -.24 -5 - .10 .20

SOURCE: Based on data contained in Baltimore Travel Demand Data Set. Table compiled 1n August 1980.

'See Table B-| for definitions of activity categories.
25EX, person type 4-1.

3SEX + RACESEX, person type 10-7,

“SEX + WORKWHFH, person type 6-3.

SSEX + RACESEX + WORKWIH, person type 12-9.
SSEX - HUSNTWKW, person type 5-2.

TSEX + RACESEX-HUSNTWKW, person type 11-8.
LEGEND- * - significant at the .10 level.

¥* - gignificant at the .05 tevel,
*¥¥ - gignificant at the .01 level.
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Table B-1§

RACE AND MARITAL STATUS CONTRASTS IN TIME ALIOCATION
BY EMPLOYMENT STATUS, SEX, AND EMPLOYMENT STATUS OF SPOUSE

(!n Hours)
RACE (WHITE - BLACK) Activity Category!
Employed Persons THOME  TWORK TPERSON TEAT __TPLEAS _ TFOOD __ TSERVE  TSHOP TENTAIN _TVISIT _ TOUTDR  TOTTRAV3
Females? -.34 .37 .10 .05 .00  -.09** .04 .05 .05 -.15 NT -.08
Males .38 ~.43 .13 10+ .08%  ~,0l .02 ~.03 .07 ~.07 .07 - 3o%en
Hot Employed Persons
Femaleq ~.24 0 -.09 .05 .10 .02 .24 .48% ~.26 .02 ~-.04 -.30%
Males® . - -.78 0 .05 -.01! 1 .02 .42* .15 -.10 .08 .0l .05
HARITAL STATUS
Employed Persons
Males " -.29  -.26 -.02 .05 .01 ~.02 .03 -,07 .08 .26% .06 17*
Females -
Married, spouse working-unmarried® 1.06%* - 23% .13 .05 .06 .0l .0t -.02 ~.03 . .07 -.09
Married, spouse not working-unmarried® | - 3| -.17 .19 -.12 .02 ~.07 -.02 -.05 .18 .18 -.02 .18
Married, spouse working-spouse not working” 1.37%*% -| 06 -.06 L17%% _ .08 ~.08 .03 .03 -.22% -.07 .08 -.28
Not Employed Persons
Males"” ~-.87 o] -.31 -.03% -.12 -.02 .18 .32 .04 -.54 .78* .27
Females:
Marrted, spouse worklng-unmarried$ .0t 0 -1 -.07% -7 .05 .15 -.10 -.16 .08 -.07 .20
Married, spouse not worklng-unmarried® -1,05 0 .38 - 12 o -.03 -.0l ~.32 ~-.14 .55 .49* .14
Married, spouse working-spouse not working? .06 0 -.49*% .04 -.28% .08 .16 .42 _-.01 -.47 -.56%% .05

SOURCE: Based on data contained in Baltimore Travel Demand Data Set, Table compiled in August 1980,

'Sep Table B-| for definitions of activity cateqgories.
RACL, types 7-1, 8-2, or 9-3,
’RACE + RACESEX, +ypes 10-4, 11-5, or 12-6.
“MARSPW + WORKW IFH: marrled spouse working vs. unmarried or married, spouse not working. (Married spouse not working vs. unmarried is a null contrast.)
SMARSFW, types 3-1 or 9-7
6HUSNTWKW types 2-1 or 8 7.
TMARSPW - HUSNTWK, +types 3-2 or 9-8,

LFGEND. ¥ - significant at the .10 level.

¥* - significant at the .05 level.
¥¥* - signtficant at the .01 level.
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Marital Status

Employed Persons. For marital status, exclusive of race, several
contrasts are sigmificant for the employed (see Table B-15). Married males
whose wives also work spend more time traveling and visiting than other
males. Females whose husbands work spend 1.06 hours more at home and 1.23
hours less at work than unmarried females. There are no significant
dirfferences between married employed females whose husbands do not work and
unmarried females. Married working women whose spouses are also working
spend more time at home and eating out, and less time 1n entertainment, than
those whose spouses do not work.

Not-Employed Persons. Not-employed males whose spouses work spend more

time 1n outdoor recreation than other men. Married, not-employed women whose
spouses work spend less time eating out than unmarried women, while those
whose spouses do not work also spend less time eating out but more time 1n
outdoor recreation than unmarried women. Married women whose spouses work
spend less time 1n personal business, pleasure traveling, and outdoor
recreation than do those whose spouses are not working.
Age

Our equations were originally fit with dummy variables for age
categories 20 through 34, 35 through 54, 55 through 64, and over 65, 1n order
to capture any significant departures from linearity. Most of our results
fit a linear or quadratic pattern. We respecified this as a quadratic n
age, giving up very little 1n R for the reduction 1n number parameters

estimated, as well as a reduction of mean square error 1n some equations.

When the quadratic term 1s significantly different from zero, 1t 1mplies
that there 1s a maxymum or minimum age at which the activity 1s engaged 1n,
other things equal. Figure 1 1n Chapter 2 11lustrates the profile of time
spent at home for employed persons, controlling for household composition,
education, i1ncome, sex, race, etc., as estimated from these data. As can be
seen, the age at which the minimum time 1s spent at home for employed persons
occurs at about 39 years, while the maximum time at work 1s spent by those 44
years old. The differentral 1s, of course, spent on other out-of-home
activities.

In Table B-16 we present these calculated maxima and minima for employed
persons., In 8 of the 12 activities we find that 1ndividuals 1nitially devote
less time to the activity as they grow older, but at a certain age the
process 1s reversed and they begin to spend more time i1n the activity with
further 1ncreases in age. The table provides the estimated age at which the
“turnaround" occurs. When 1t comes to time at work, activity i1ncreases with
age unti] 43.6 years of age, and then declines. Where the coefficient of the
squared term 1s very close to zero, the effect 1s linear 1n age and the

computation 1s not meaningful; these cases are marked with dashes.

Income

Employed Persons. The income variables are generally not significant 1n
any of the time allocation equations for employed persons, with the exception
of THOME and TWORK. Indeed, the coefficients on 1ncome and i1ncome squared

are virtually 1dentical but opposite 1n sign across these two equations,
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Table B=16

AGE OF PREDICTED MINIMUM (MAXIMUM) ACTIVITY LEVEL
{Holdwna A1l Other Variables Constant)
(Employed Persons)

Activity Age in Years*
THOME 38.79
TWORK (43.60) **
TPERS 43,60
TEAT 42.80
TPLEAS 58.09
TFOOO memes
TSERVE 58.12
TSHROP  me=e=
TENTAIN 41 .90
TVISIT 56.86
TOUTDR 59.15
TOTTRAVZ  =mmee

NOTE: See Table B-1 for definitions of activity variables.

*Obtained by solving B, + 2B,X = 0, where B, 1s the coefficient of AGEZ,
B, 15 the goefficient of AGEZSQ and X is_the inflection point. This point
1s thus - 7%; + AGE, since AGEZ = AGE - AGE.

**This 15 a maximum; all other entries are minima.

SOURCE  Based on data contained 1n Baltimore Travel Demand Data Set.
Table compiled in August 1980.
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'1nd1cat1ng that the substitution 1s taking place strictly between the two

uses of time (see Table B-10).

The results are partly due to misspecification of the equations; we
ought to enter personal earnings anc other 1ncome as separate variables.
Personal earnings would provide a measure of the shadow value of a person's
time (taking hours of work i1nto account) and other income would provide the
family financial environment 1n which the respondent makes decisions. From a
theoretical point of view, the market wage a person can earn and other family
1ncome may well have opposite effects on behavior, and we should disentangle
then.

When we reestimated the model with household i1ncome separated into
personal 1ncome and all other income, where personal i1ncome 1$ "esE1mated
personal gross 1ncome 1n 1976" as reported by the respondent, we found some
s11ght evidence that the categories should be separated. (The coefficients
for this set of equations are not presented here.) For the work and
home equations, own 1ncome and other income have very similar coefficients,
and hence aggregation appears 1n order 1n these cases. The separate i1ncome
variables perform somewhat better i1n the TPERSON (almost significant negative
tinear effect of own i1ncome), TSERVE (significant positive linear effect of
own 1ncome), TENTAIN (significant other i1ncome variables), and TVISIT
equations (almost significant other income variables) for the employed.
However, a genuine difference between the two types of 1ncome 1s only showing

up 1n the TENTAIN equation, where the positive effect 1s coming strictly from
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other 1ncome. For the remaining six equations, neilther type of income shows
any effect. These results do suggest that a measure of personal earnings as
distinct from personal i1ncome could 1mprove the equations.

Not-Employed Persons. Income plays a slightly larger role 1n the

equations for the not employed (see Table B-11). Here, household 1ncome 15
largely other i1ncome and the variable 1s less a confusion of different
elements. Higher i1ncome here 1mplies more time spent at home, n pleasure
driving, and entertainment, less time spent shopping, visiting friends, and
serving others. Again the 1ncome terms are not significant 1n the travel
equations.

From the model as specified, 1t appears that while i1ncome may 1nfluence
mode of travel and destination, 1t does not have any noticeable effect on the
travel time budget. In the equations 1n which 1ncome has the strongest
si1gnificant effect for the not employed, one standard deviation of income can
result 1n a noticeable behavioral difference. For example, an $11,000 change
1n 1ncome will reduce time spent shopping by 0.22 hours, increase pleasure
riding by 0.12 hours, decrease time serving passengers by 0.10 hours,
decrease time visiting by 0.35 hours, and i1ncrease time at home by 0.42
hours.

Education

While education 1s not sigmificant 1n any of the equations for the not

employed, 1t 1s an 1mportant variable 1n many of the activity equations for

the employed {see Tables B-10 and B-11). This 1s particularly noteworthy
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since the education variable 1s measured by midpoints for categories rather
than an exact number of years, and so the coefficients are estimated with
less precision. The coefficients are significant 1n the work, eat,
entertainment and travel equations., Evaluated at the mean of 12.09 years of
education for the employed, a one standard deviation 1ncrease in education of
3.2 years has the following effects on time reallocation. time at work
decreases by 0.27 hours, eating away from home 1ncreases by 0.09 hours,
entertainment 1ncreases by 0.08 hours, and travel time 1ncreases by 0.10
hours. This result 1s not an artifact of the data set containing working
students. Of the 277 persons with at least some college, 28 were also
students at the time of the survey. When the entire model was restructured
excluding these 1ndividuals, the education coefficients did not change, 1fi
anything, the standard errors declined and the estimates gained 1n precision.
(These results are not presented.)

As age and i1ncome have been controlled for, 1t appears that the educated
employed enjoy a rather distinctive 11festyle. However, 1f i1ncome 15 largely
composed of earnings, the work reduction results may 1n part be reflecting
the fact that more educated persons earn more per hour. Hence, holding
1ncome constant implies reduced work effort.

PROBLEMS AND QUALIFICATIONS

Problems 1n this area of study divide into data-related matters and

1ssues of modeling and analysis.
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Data Problems

1. Some of the difficulties we encountered in the current study stem from
the fact that the Baltimore data set was not designed to study time per se,
but travel behavior. We were able to extract the outside-the-home activity
pattern of each respondent from the chronological record of all trips made
during the day. Since each trip was assigned a single purpose, we were
forced to assign all destination t\me.to a SIng{e category. Future iravel
data collection efforts would do well to add several questions concerning
other activities at the destination to their questionnaires.
2. Although household 1ncome was separated 1nto the personal i1ncomes of
each respondent 1n the household, we do not have 1nformation on earnings
or wages. Hence, we could not measure the wmportance of the price of
time for 1ts use.
3. Several demographic variables were defined 1n ways not 1n agreement with
the usual Census definitions. Marital status was coded as either married or
not married, and employment status was decided by the respondent.
4. The trip purpose categories were very aggregate in some areas and very
disaggregate i1n others. We would have preferred to separate religious,
cultural, civic affairs, and entertainment into i1ndividual components.
These problems increase the 1ikelihood that we find that particular’
subgroups of 1ndividuals do not differ 1n time use, and that certain
determinants of behavior (such as i1ncome) have little effect on the
allocation of time. We think that improved data would sharpen our results,

but would not overturn our positive findings.
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Statistical Issues

The statistical problems that we have not dealt with all revolve around
the nature of the dependent variables 1ndividuals cannot spend negative
amounts of time 1n any activity, and a large number of potential observations
will record zero time 1n an activity. These conditions violate the
assumptions of the standard responsive model. Indeed, our ordinary least
sédares ;;t1m$fe;.d; pred1c£_negét1ve durations 1n certain activities for
certain population subgroups.

In 11ght of these considerations, we found 1t best not to 1nclude
nontravelers in the déta set, as their aci1v1ty twme 1n all categories
outside the home would have been zero. A proper correction for this
"selectivity bras" would have been to estimate the probability of being 1n
the traveling sample and using this 1nformation to correct the estimates.
There 1s extensive econometric literature on such biases, growing out of
Heckman's seminal paper (B3). (For a summary of the 1ssues and bibliography
of related work, see Heckman (B4).) We have not performed this correction,
but this would be a natural extension of the approach.

SUMMARY

In th1s appendix we present a model of 1ndividual time allocation to 12
activity categories, including travel time. The major explanatory variables
employed are household type, marital status, employment status of self and
spouse, and other demographic descriptors such as age, sex, race, and

householid 1ncome. Household type 1s defined by the age of the youngest and

oldest members.
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Three sets of equations were estimated. One set of equations was
estimated for employed persons for 12 activity types; another set was
estimated for not-employed persons for 11 activity types (excluding time at
work), and a final set of 12 equations was estimated for the pooled sample
util1z21ng a dummy variable for employed/not employed and one for employed
males.

One set of hypotheses that we wished to test was whether the major break
points 1n the 11fe cycle signaled major changes 1n time allocation that would
show up 1n the type of data set we have examined.

while presence of preschool children had no impact on the behavior of
men or not-employed women, they did impact the time allocation of employed
women, Having the youngest child reach school age has an mpact on both
employed and not-employed women. Progression through the life cycle prompts
less time working and food shopping and more time eating out. Time eating
out declines again 1n post-retirement years, however.

Employment status has an enormous 1mpact on weekday activity, causing a
constderable shifting of time from most activities to the workplace. Both
men and women draw most of their working time from time that would otherwise
be spent at home, but the substitution 1s not complete. However, the pattern
1s not at all the same between men and women, These differences relate to
the 1n1t1al amounts of time spent by persons of each sex and reflect, 1n
part, existing sex roles.

The difference 1n behavior between men and women varies constiderably

among demographic subgroups. Among the employed 1t 1s most marked in the
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group of unmarried blacks, least marked in unmarried whites, and varies by
behavior affected depending on the employment status of the spouse. Among
the not employed, the differences between the sexes are not as widespread.

We find that a quadratic specification for age fits the data well 1n
most cases, with definable maxima or minima existing for most activity
classes. Income tended not to be a significant predictor 1n most equations
for the employed; 1n part this 1s due to earnings not being separated from
other sources of i1ncome. Household income was more 1mportant for the not
employed, however. Education 1s a significant predictor of activaty for the
employed, but not for the not employed.
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APPENDIX C
IMPACTS OF DEMOGRAPHIC TRENDS UN INDIVIDUAL TIME ALLOCATION

Given the set of models describing the time allocation of 1ndividuals as
presented 1n Appendix B, 1t 15 natural to use them for simulation experiments
to see what changes might be expected given changes 1n the 1ndependent
variables. Because the models are developed tn terms of sociodemographic
variables, these simulations 100k at the i1mpact of shifting age structure,
employment status, etc., on time allocation 1n general, and travel time 1n
particular,

The motivation for this appendix 1s thus to use the model to 1nvestigate
aggregate household activity impacts caused by the major social changes that
have been occurring over the past several decades. The magnitude of trends
such as decreased family size and increased female labor force participation
has been well-established as have some of the root causes which go back
almost two centuries (Cl). It 1s also widely believed that these trends will
have major impacts on aggregate consumer behavior and, consequently, on
consumer products and marketing (C2) as well as planning at all levels of
gbvernment (C3). However, most of the presumed impacts are speculative and
T1ttle, 1f anything, 1s available 1n the way of quantified estimates of
long-run 11festyle changes.

In order to determine the magnitude of impact of these trends on broad
categories of household activities, we have used the model described 1n
Appendix B with published 1990 projections of changes in age and household
structure and changes 1n labor force participation, to predict the effect of

such changes on time allocation to the activities. This assumes, of course,
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that the underlying parameters and constraints remain the same as they were
in 1977, the year 1n which the data used for fitting the model were
collected. This appendix 1s a description of the forecasts, i1ncluding the
assumptions employed i1n forecasting the exogenous variables and a discussion
of the resulting forecasts of time allocations.

FORECASTS OF EXOGENOUS VARIABLES

Forecasts had to be prepared for each exogenous variable of the model.
We typically did this by examining the ratio of growth from 1977 to 1990 for
each publiished series utilized and then multiplying this ratro times the
relevant 1977 number derived from the Baltimore data set to arrive at the
forecast value for the sample 1n 1990. We proceeded 1n this manner since the
fractions 1n the various categories from the sample did not correspond
exactly to the U.S. total figures given in our source of forecasts.

We had at our disposal forecasts of the number of persons 1n various
types of households from the Current Population Report (CPR) of the Census
(C4). Labor force forecasts were available from an article 1n the Monthly
Labor Review (MLR) by Flawm and Fullerton (C5). These were the principal
sources utilized 1n constructing our forecast scenarios.

Various assumptions were used 1n these two publications. The Current
Population Report used the Census Series 2 Population Projections for all of
1ts scenarios, varying primarily the trends 1n marital status and householder
proportions. (The term "householder proportions" 1s now used in place of

"headsh1p rates" by the Census.) We have employed Series C from this report,
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which assumed that the short-term trend in marital status and householder
proportions from 1974 to 1978 would hold unt11 1980; a longer-tern trend
(1966 to 1980) was assumed to hold between 1980 and 1990. The result of
these trends is essentially a very large growth 1n the nunber of nonfamily
households relative to famly households and a large growth i1n female
householders with no husband present. The forecast that we used from the

Monthly Labor Review was an intermediate growth forecast which projected a

slight decline in male labor force participation and a fairly substantial
1ncrease in female labor force participation.

Household Structure

For the family structure variables (PRESCHLF, YADULTG, ADULTMIX,
ADLT3555, ADLT5565, SENIOR) we assumed that the fractions in each category
would change at the same rate that the fractions for the corresponding age
categories of persons in the United States changed. The CPR provided a
breakdown of the population by age groups for 1978 and 1990 for persons 14
years and over (C4, Table 4), this roughly corresponds to the sample universe
of the Baltiwnore data set. We computed the fraction of the population 14
years and over that each relevant age grouping was 1n during the two time
periods, and then we calculated the ratio of the 1990 fraction over the 1978
fraction for each age group. We then extrapolated this back to 1977 using
the same compound rate of change as from 1978 to 1990. We applied these
particular age-specific trends to the fraction 1n each category derived from
the Baltimore data to arrive at 1990 forecasts. These multipliers are

detailed in Table 9.
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For the alone-female variable (ALONEF) we took the number of females not
1n families from the CPR and expressed this as a ratio of the total
population for each year (C4, Table A). Since 90 percent of all nonfamily
households are one-person households, this ratio was deflated by 0.9. The
growth rate of this rati1o was calculated, and the change was extrapolated

back to 1977. This ratio was applied to the Baltimore data as well.

Race and Sex

Proportions by race and sex were derived using the figures from Flaim
and Fullerton (C5, Table 2), which presented 1977 data and 1990 estimates on
the civilian institutional population by age, sex, and race, The fraction
male (SEX), the fraction white (RACE), and the fraction white male (RACESEX)
were established from this source. The fraction of senior males (SENSEX) was
established from the U.S. Department of Commerce (C4, Table 4). The trends
1n these rati10s were established and applied to the Baltimore data set

proportions.

Employment Status

Labor force variables were also derived using the figures from the MLR.
Since we assume a constant unemployment rate (HUSNTWKW), the EMPLOYED
variable was assumed to be proportional to the labor force participation
rate. We thus calculated the trend 1n the labor force participation rate
from 1977 to 1990 from Flaim and Fullerton (C5, Table 3). A symilar trend
could also be established for the employment by sex interaction variable
(EMPLSEX), employed males as a fraction of the total population. These

figures were also taken from Flaim and Fullerton (C5, Table 3).
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The variables dealing with household 1nteraction 1n employment status
were derived using a combination of the CPR and MLR data. The calculation of
the multiplier for the married with spouse working variable (MARSPW) was done
as follows. The number of married persons with spouse present for males and
females from the U.S. Department of Commerce (C4, Table 4) was multiplied by
ihe labor force participation rate by sex from Flaim and Fullerton (C5, Table
3). This gave, for each sex, the number of persons 1n the labor force who
were married with spouse present. The sum of the male and female values was
the total number of persons married with spouse present and working. This
was/expressed as a ratio to the total number of persons 14 years and over,
and the trend 1n this rati1o over time was likewise extrapolated to 1977 and
applied to the Baltimore figures as was done for the household structure
variables. The working wife variable (WORKWIF) was derived by expressing the
number of working women with spouse present, derived from the above
procedure, over the total number of persons 14 years and older. The trend 1n
this ratio was likewise extrapolated to 1977 and applied to the Baltimore
data.

Age, Education, and Income

The change 1n mean age was calculated as follows. From the data given
in the CPR we established the midpoint of each age group, multiplied this
times the population 1n that age group to get "aggregate age" for each class,
summed these numbers, and divided the total number of persons 14 years and
older to arrive at an estimate of average age for 1978 and 1990; the trend
was extrapolated back to 1977. The change 1n average age derived in this way
from the CPR was then applied to mean age from the Baltimore data before the

centering adjustments described above in Appendix B were performed.
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For the growth of 1ncome, we did not utilize published forecasts but
rather extrapolated changes in real family income from the past. This was an
average of short- and long-term change as follows. Mean family income for
1970 and 1977 (C6, Table 748) was converted to constant 1967 dollars by using
the Consumer Price Index for the relevant years (C7, Tabie B-49). The
compound growth rate for this series in constant dollars was found to be
approximately 0.45 percent. We also examined the long-term trend in real
median family 1ncome for all families between 1950 and 1977 (C7, Table 729).
The compound growth rate over this 27-year periol was found to be
approximately 2.44 percent per year. The average of these two growth rates
was 1.44 percent and 1s what we used to extrapolate household 1ncome for the
Baltwnore data set.

We also calculated the average growth rate i1n median school years
completed between 1950 and 1977 and used this growth rate of approximately
1 percent per year to extrapolate our education variable from the Baltimore

data (C6, Table 225).

D1 scussion

The ratios that we derived 1n this manner as well as their effect on
sample Baltimore data are shown 1n Table 9. As can be seen, the changes
that resulted are small in most cases.

These assumptions generally show trends toward the following: older age
groups, more women 11ving alone; more working wives ard married persons with
spouses working; a greater fraction of the population employed, but a smaller

fraction of the employed being male; a slight decline 1n the proportion of



whites; a slight rise 1n the proportion of males, and a substantial increase
1n the proportion of older males. Income and education undergo substantial
change. Unemployment 1s unchanged. Strictly speaking, household 1ncome
should be functionally related to the percentage of married persons with
working spouses, etc., but we have not developed that complete an accounting
system here.
FORECASTS TO 1990

Two sets of forecasts were performed. In one, we simulated the
equations for the pooled sample of employed and not-employed persons. These
showed the overall impact one might expect from changing demographic forces.
In the other, we computed forecasts for the employed and not employed
separately and then computed the weighted average to arrive at the overall
mmpact. This produced some tnteresting 1nsights i1nto the components behind
the overall change.

Pooled Sample Forecasts

When we uti1l1ze the equation fit on all persons (Table B-9) there are
several forces at work to determine the result. One is the i1ncreased labor
force participation of women, which tends to i1ncrease the value of the
EMPLOYED variable and hence to raise the average number of hours worked per
day for the entire sample. The concomitant increase 1n husbands with working
wives (WORKWIFH) also tends to 1ncrease average time at work, but the
increase 1n the fraEt1on married with spouse working (MARSPW) tends to
depress average time at work, as does the slight decline 1n the fraction of

employed males. The effect of i1ncreasing income and age on time at work 1s
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concave downward because of the negative coefficient for the square term 1n
each; since we are centering these variables at their means to begin with,
any 1ncrease past this point will begin to subtract from time at work. The
basic tension here seems to be the effect of the increasing labor force
participation rate of women versus the increasing age and real 1ncome level
of the population.

It can be seen from Table C-1 that the increasing percentage of women 1n
the labor force 1s having a larger 1mpact on time allocation than 1s the
increasing age and 1ncome of the population. Time at home 15 decreasing
while time at work is rising. Except for a slight rise i1n the amount of
travel required and 1n the amount of time eating out, this change adversely
affects all other categories of time allocation to greater or lesser
degrees.

These results are not unreasonable, but there are several
qualifications. First of all, the average effects of these shifts are fairly
small. Time spent at home goes down by about 9 minutes, time spent at work
goes up by about 14 minutes, time spent 1n traveling goes up by about 1
minute, and time spent at other activities goes down by approximately 6.5
minutes. These are, of course, averages over the entire population, and the
effect on individual persons would 1n many cases be greater 1n magnitude.
However, the aggregate effects will be small.

Next, there 1s a slight problem of aggregation bias 1n that the squared

terms for age, income, and education will not aggregate in a Vinear fashion.
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Table C-1

COMPARISON OF 1977 ACTUAL AND 1990 FORECAST OF TIME ALLOCATIONS

POOLED SAMPLE FORECAST

(In Hours)

Activity Actual Forecast Change 1977 to 1990
Category* 1977 1990 Hours Minutes Percent
THOME 16.11 15.97 -0.14 -8.65 -0.89
TWORK 4,86 5.10 0.24 14.32 4.90
TPERSON 0.24 0.23 -0.01 -0.34 -2.39
TEAT 0.08 0.09 0.00 0.25 4.93
TPLEAS 0.08 0.07 -0.901 -0.84 -16.88
TFOOD 0.08 0.08 -0.00 -0.11 -2.40
TSERVE 0.14 0.13 -0.0l -0.77 -9.09
TSHOP 0.2€ 0.24 -0.02 -0.94 -6.12
TENTAIN 0.18 0.18 -0.01 -0.42 ~3.78
TVISIT 0.51 0.47 -0.04 -2.24 ~7.33
TCUTDR 0.17 0.15 -0.02 -1.21 -11.60
TOTTRAV3 1.27 1.29 0.02 0.96 1.25

SOURCE Based on data contained 1n Baltimore Travel Demand Data Set.
Table compiled 1n August 1980.

*See Table B-1 for definitions of activity categories.

Since we are only changing age by a small amount, this may not be a serious
problem. However, a better procedure would be to make predictions within
specified age classes and then compute a weighted sum to arrive at the
aggregate time allocation profiles. We have not taken this step here.

The other problem 1s the use of the equation that includes both employed
and not-employed persons. As we saw 1n Appendix B, the effects of many of
the variables differ between the two segments. Again, a superior procedure
would be to make predictions for the employed and not employed separately and
then perform a weighted average before making comparisons, or simply make the
comparisons within the segments themselves. It 1s to this that we now turn.

Separate Forecasts for Employed vs. Not Employed

It 1s instructive to look beneath these aggregate numbers derived from
the equation that was fit on both employed and not-employed persons
collectively. In Table C-2 we present forecasts to 1990 of time allocation
for the employed and the not employed separately, utilizing the separate
equations that were discussed above. Since the effects of the exogenous
variables were different 1n some cases between employed and not-employed
subsamples, and this difference was not necessarily perfectly captured 1n the
EMPLOYED and EMPLSEX variables of the pooled equation, we would expect the
results to be somewhat different. We have also weighted these separate
forecasts by the proportion of the employed and not employed that are

expected to be 1n the sample 1n 1990, and we have presented these results for
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Table C-2

ACTUAL AND FORECAST VALUES OF TIME ALLOCATION
EMPLOYED, NOT EMPLOYED AND ALL PERSONS
{In Hours)

Employed Persons
Actual Forecast Percent

Not Employed Persons
ctua forecast Percent

A1l Persons - Weighted Average
ctua orecast ercent

EA:_:;;:_;;' 1977 _199%0 Change 1977 1990 ___Change 1977 1990 Change
THOME 14 38 14 40 012 20 08 20 16 038 16 11 15 89 -1 37
TWORK 6.98 6 99 012 0 00 0 00 0 00 4 86 518 6 49
TPERSON 018 017 -3 80 038 oy 348 0 24 023 -4 42
TEAT 010 o1l 339 0 04 003 -3 07 0 08 009 6 50
TPLEAS 0.05 005 -5 90 015 013 -14 4} 0 08 007 -14 48
TFOOD 005 005 10 44 015 015 -0 18 0 08 0 08 -1 25
TSERVE 0l 01l -0 53 020 018 -13 94 014 013 -8 43
TSHOP 014 013 -2 84 053 053 -0 92 026 024 -8 40
TENTAIN 0.14 014 2 38 028 030 488 018 018 -0 23
™ISIT 0 36 035 -4 66 0 84 0 81 -3 98 051 0 47 -8 32
TOUTOR 012 o -8 19 03 028 -1 65 017 0I5 -2 45
TOTTRAY3 | 38 138 027 104 1 05 101 127 1 30 L6l
Proportlion

ot Sample 6966 7409 -- 3034 2591 -- 1 00 } 00 --

SOURCE Based on data contained in Baltimore Travel Demand Data Set

*See Table B-1 for definitions of activity categories,
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Table compiled in August 1980

comparison. Some nonintuitive results produced by the weighting procedure
are discussed below.

To forecast the exogenous variables we proceeded 1n roughly the same
manner as described above, but we prepared separate sets of exogenous
variables for the employed and not employed. That 1s, we calculated the
means 1n 1977 for each subsample separately, applied the growth multipliers
presented 1n Table 9 to each set, and uti1lized these values 1n the separate
equations. A table analogous to Table 9 1s not presented here, but 1t
would reveal the not employed to be concentrated 1n households with
preschoolers or with exclusively older members and to be underrepresented in
households of alone-females, those with a working wife, and among white
males.

Table C-2 contains the results of our forecasts by employed and
not-employed subsamples, as well as the weighted average obtained by
weirghting the vectors for employed and not -employed by their expected
proportion of the total population (the EMPLOYED variable of Table C-1). A
comparison of these series reveals how changes by subsample are reflected 1n
the total sample.

As can be seen from Table C-2, time at home rises slightly for both the
employed and not-employed subsamples; 1ndeed, the percent change 1s almost
zero for both the employed and the not-employed subsamples. If 1ncome and
education are not assumed to grow 1n real terms, however, time at home rises
to a greater degree for both groups. Interestingly enough, the pooled

results show a slight decline i1n time spent at home. This 1s a result of the
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changing proportion of persons employed, which rises from 70 to 74 percent 1n
the 13-year period. Since employed bersons spend approximately 5.5 fewer
hours at home, their 1ncreasing predominance 1n the population will tend to
reduce the average amount of time spent at home, even though both employed
and not-employed persons are spending slightly more time at home 1n 1990 than
they did 1n 1977.

This weighting effect also holds true for the time at work category.
Time at work 1s forecast to i1ncrease only slightly over the time perrod for
employed persons (and remains at zero for not employed, of course). However,
the average amount of time spent at work for the entire sample rises since,
again, a greater proportion of the total sample 1s employed.

This effect shows up again 1n the personal business category. Time
spent 1n this category declines slightly for the employed and rises for the
not employed. The aggregate effect for the entire sample, however, 1s a
slight reduction in average time spent 1n personal business because the
employed spend approximately half as much time at personal business as the
not employed and the former fraction of the population 1s expected to climb.

Time spent eating out 15 forecast to increase for the employed and
decrease for the not employei. This 1s reflected 1n a moderately large
percentage 1ncrease for the pooled sample.

Time spent in traveling for pleasure is forecast to decline for both the
employed ard the not employed. The effect 1n the pooled sample 1n this case

is for a reduction 1n this category.

Time spent 1n grocery shopping 1s forecast to 1ncrease for the employed,
but not to change for the not employed. Again, since the employed spend only
one-third the time i1n grocery shopping compared to the not employed, the
effect 1n the pooled sample 1s for a reduction 1n the average amount of food
shopping for the entire sample.

Time spent 1n serving another person 1s forecast to decline for both the
employed and the not employed subsamples as well as 1n the pooled samples.
The decline 1s greatest 1n percentage terms for the not employed.

Time spent 1n other than food shopping 1s forecast to decline for the
employed and not to change for the not employed. The effect 1n the pooled
sample 1s for an even greater decline on average as the effect 1n the
employed subsample 1s magnified by the increasing importance of this group.

Time spent 1n entertainment, civic, cultural, or religious activities 1s
forecast to 1ncrease for both the employed and for the not-employed
subsamples. The overall effect 1s to show a very slight decline for the
average amount of time spent 1n the pooled sample, again due to the mix
effect.

Time spent visiting friends or relatives, i1n contrast, 1s forecast to
decline for both the employed and the not employed. In this case, however,
there 1s a substantial decline 1n percentage terms for the pooled sample.

Time spent 1n outdoor recreation follows a similar pattern. There 1s a
substantial decrease for both the employed and the not employed. The overall
result 1s for a decrease for the pooled sample.

Finally, there 1s a slight i1ncrease in the amount spent 1n travel time

for the employed, and a more substantial increase, 1n percentage terms, for
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travel time for the not employed. This results 1n an even greater 1ncrease
in travel time for the pooled sample, when measured 1n percentage terms.
SUMMARY

This section is concerned with using our model of time allocation in
hours of individual travelers to in-home activities, 10 classes of travel-
generating activities, and total travel twme to perform forecast experiments
ut1l1zing published forecasts of employment and demographic characteristics
of the population in 1990. Several interesting results emerged concerning
the impacts of demographic trends on time allocation.

First of all, in order to produce the forecasts at all, 1t 1s necessary
to forecast the exogenous variables, and to do this 1t was necessary to pull

together data from various sources. The overall trends are for an aging of

the population and an increase 1n labor force participation, primarily due to

a greatly increased labor force participation among females. Household
composition 1s shifting toward households with older members and toward
single-person households. Income and education levels are rising,

The predicted 1mpacts of these changes are believable but vary by
category of time use as well as employment status. Perhaps the most

significant finding 1s that the increasing percentage of women 1n the labor

force 1s having a larger wmpact on time allocation than 1s the increasing age

and i1ncome of the population. Time at home and work changes very little for

both employed and not-employed groups. There are a variety of other effects

in the other categories. Due to the rising percentage of the employed in the

total population, however, and the differing patterns of time use that the

employed have as compared with the not employed, the effect 1n the overall

sample is for a slight decrease in the amount of time spent at home and an
1ncrease 1n the amount of time spent at work on average. Average travel time
rises, but pleasure traveling and time spent i1n serve-traveler trips declines
for both groups. Time spent 1n food shopping and eating out rises for the
employed and falls for the not employed. Time spent tn personal business
falls for the employed and rises for the not employed. The changes, when
averaged over the entire population, are of fairly small magnitude, however,
with only about one-quarter of an hour being reallocated among activities
overall. Consequently, among admittedly broad categories of measures of
consumer behavior, we perceive relatively small i1mpacts on weékday activities
from the major and persistent social and demographic transitions now taking

place.
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APPENDIX D
HOUSEHOLD-LEVEL VARIABLE CLASSIFICATION AND DEFINITION

After examining individual-level behavior and associated household-level
constraints, the principal focus of the project turned to the explanation of
trip generation at the household level. This has benefited from our
experience with the individual-level modeling, comments from the NCHRP
Advisory Panel, and the final release of the fully-cleaned Baltimore Travel
Demand Data Set. Although focusing on the trip frequency question, we have
maintained the orientation that travel 1s generated 1n response to the desire
for a particular allocation of time to different activities on the part of
1ndividuals and, taken collectively, households.

We have attempted to extend the range of analysis as well, Travel time
and frequency by mode are included, although this 15 not a central focus.
Miles traveled by mode and purpose are considered, as 1s the question of fuel
consumed by household-owned cars. Our trip and activity purpose categories,
as well as our household type categories, have been redefined to reflect
what we learned 1n the individual analysts.

In the sections that follow, we discuss the classifications we have made
of purpose, mode, household structure, and neighborhood type. A brief
description of the data processing that was performed follows. In a
subsequent appendix we present two descriptive analyses: one of
socioeconomic and travel behavior differences by household type, the other an
examination of the trip linkage question. The final appendix describes the
equations that were estimated and tests that were performed. Here we deal

with two competing approaches. One 1s the activity-based approach, which we

D-1

feel 1s most useful for basic 1nvestigations 1nto the relationships between
individuals' and households' 1ifestyle and their travel behavior. Practical
planning methods, utilized 1n the Urban Transportation Planning System
(UTPS), on the other hand, concentrate on home-based trip productions, 1.e.,
trips that etther start or end at home. This eliminates the “home" trip
purpose of the activity-based approach. Instead of resolving the question
analytically, additional models are developed, similar 1n structure to the
activity-based models, for predicting home-based trip productions and
1nterfacing with UTPS.

VARIABLE CLASSIFICATION

As noted above, four sets of classifications were developed. The first
1s for activity and trip purpose, while the second 1s mode. These are
straightforward. The third deals with a revised household structure
classification 1n which we attempt to capture some notion of the
relationships among household members. Finally 1s the question of
neighborhood definition.

Activity and Trip Purpose

We have defined seven activaty trip purpose categories from the trip
file as shown 1n Table D-1. These are home, work or school, shopping,
personal business, entertainment or community activities, visiting and social
activities, and servicing or accompanying a traveler. We decided 1t was
necessary to reduce the number of trip purposes that we were using, 1n part
because of the consideration of mode used (which 1ncreases the dimensionality
of the problem) and 1n part because some of our earlier categories

represented only a small number of trips. It can be seen that the
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Table

TRIP PURPOSE CATEGURIES

D-1

Recoded Baltimore Data Set -
Category Definition Category Definition
1 Home 1 Home
2 Work/School 2 Work
3 Hork Related Business
4 School
3 Shopping 5 Food Shopping
6 Conventence Shopping
7 Other Shopping
4 Personal Business 8 Personal Business
(NEC)
9 Medical Appointment
11 Auto-Related
19 Travel to Terminal
5 Entertainment/Community 10 Eat Meal
12 Entertainment,
Religious, Civic,
Cultural
14 Outdoor Recreation
15 Pleasure Travel
6 Visit/Socral 13 Visit Friends or

Table continued on following page,

D-3

Relatives

Table b-1 (Continued)

TRIP PURPUSE CATEGORIES

Recoded Baltinore Data Set
Category Defimition Category Definition
7 Service/Accompany 16 Serve Children < 16
Traveler
17 Serve Adult
18 Accoripany Driver
20 Accompany Child-
No Auto
21 Accompany Adult-
No Auto
D-4
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categories relate in a rough way to the role complex ideas proposed in Phase
I of the project (D1, p. 52), and further elaborated on 1n Task 1 of (RA's
work on Phase 11 (D2, Appendix B).

These role complexes include work/career, household/family,
1nterpersonal/social, and leisure/recreation. There are problems in mapping
our purposes to these, We cannot tell what persons are doing at home, and
the activity could relate to any one of the four role complexes. Purpose 12
of the original data set -- entertainment, religious, civic,
cultural -- spans the 1nterpersonal/social and leisure/recreation categories.
Travel to terminal or accompanying another could be any of the four.
However, a rough mapping would be the following our home, shopping,
personal business and serve traveler categories are "home/famly"; our
work/school 1s “work/ career"; our entertainment/community 1s largely
"Jeirsure/recreation”; and our visit/social 1s " i1nterpersonal/social." Other
schemes are, of course, possible.

Table D-2 shows the average number of trips per household 1n each
category, the average amount of time spent in each activity, and the average
anmount of travel time associated with each activity. This table treats each
household as a unit of observation and deals with the trip and activity
patterns of all members of the household over 11 years of age, excluding
those who were away on the travel day and guests with residences elsewhere.
These averages are not scaled to account for differing household size. The
sum of travel and activity times 1mplies an average of 2.6 persons age 12 or

greater, and hence eligible for travel records.

0-5

Table -2

AGGREGATE TRIP FREQUENCIES AND TIME ALLOCATIONS
BY TRIP PURPOSE FOR TRAVEL LAY
(Averaged Across 961 Households)

Trip Activaty
Trip Duration LDuration
Trip Purpose frequency (In Minutes)
1. Return Home 3.06 67.9 2,730.0
2. Work/School 1,52 38.4 525.9
3. Shopping .93 13.7 35.0
4, Personal Business .51 10,9 29.9
5. Entertainment/Community .69 15.8 #6.8
6. Visit/Social .62 12.4 86.5
7. Service/Accompany .49 7.6 10.4
Traveler
TOTAL 7.83 166.8 3,504.4

SOURCE* Based on data contained 1n Baltimore Travel Demand Data Set. Table
compiled 1n June 1980,

2-6
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Travel Mode

The travel modes that we have defined are presented 1n Table D-3., These
modes distinguish between the driver and the passenger of a household
vehicle, a passenger on a bus, walking, other nonmotorized modes, and other
motorized modes. The first four categories are of primary interest.
Category 5, Other Nonmotorized Modes, is extremely heterogeneous, as 1s
Category 6, Nther Motorized Modes. These latter two categories were 1snlated
to preserve the integrity of the preceding four. The average amount of time
spent traveling by mode by household 1s presented 1n Table D-4, Again, these
times are not scaled to account for household size,
Household Types

In the 1ndividual-level modeling we employed a definition of
household type based on the age of the youngest and eldest menbers of the
household., In this present typology we do not treat age of any member of the
household explicitly, but i1ntroduce 1t 1n other ways 1n the modeling. The
earlier typology was efficient 1n the sense that 1t represented one aspect of
the age structure of the household, hut it 1s difficult to forecast and does
not relate easily to the more cormon ways 1n which households are described.
In particular, 1t does not (nor was i1t intended to) represent whether the
1ndividuals were related or unrelated, a concept that has heen noted as
important by previous transportation analysts (D3, D4). We thus developed a
typology that relates more closely to Census definitions, 1s 1mplementable
using household survey data, and represents the patterns that we detected 1n

the Baltimore data.

D-7

Table D-3

TRAVEL MODE CATEGOPIES

Recoded Baltimore Lata Set
Catecory Definition Category pefinition
1 Auto Driver, 1 Auto Driver
Household Vehicle (Household Vehicle)
2 Auto Passenger, é Auto Passenger
Household Vehicle (Household Vehicle)
3 Bus 9 Bus
4 Walk 12 Walking
5 Uther Nonmotorized Modes 11 Bicycle
13 Hitchhiking
14 Boat
15 Horse
6 Other Motorized Modes 1 Auto Driver (Non-
household Vehicle)
2 Auto Passenger (Mon-
household Vehicle)
3 Van Pool
4 Commercial Driving
5 Motorcycle Driver
6 tiotorcycle Passenger
7 Tax
8 Railroad
10 School Bus
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Table D-4

AGUREGATE TIME SPENT BY MODE FOR TRAVEL DAY
(Averaged Across 961 Households)

Travel Time

Mode {1n minutes)
1. Auto Driver, Household Vehicle 73.6
2. Auto Passenger, Household Vehicle 17.0
3. Bus 27.8
4. ualk 19.3
5. Uther Nonimotorized Mode 2.0
6. Uther Motorized Mode 27.0
TOTAL 166.8

SOURCE: Based on data contatned 1n Baltimore Travel Demand
Data Set. Table compiled 1n June 1980.

Classification Criteria. The four main criteria employed were as follows
L}

] Relationship among i1ndividuals,

[ Presence or absence of dependents,

[ Age 20 as cut-off for childhood; and

[} Number and type of adults present.

The variables used for creating household types were age, sex, marital
status, and last name of each nonvisitor in the household. The decision
1og1¢ used 1s displayed 1n Figure D-1. :

One major criterion for classification was whether households were made
up of related or unrelated i1ndividuals as best as we could infer 1t. The
time allocation and travel behavior of unrelated i1ndividuals, 1t was felt,
would be relatively autonomous, whereas related i1ndividuals would be more
likely to chain trips, accompany others, or have complementary travel
patterns by purpose, which would be reflected 1n differing trip generation
rates.

The presence or absence of dependents was also a major criterion in
typology development, since 1t was felt that the presence of children would
have a direct bearing on the travel behavior of adults 1n the household. In
looking at the data 1t was also clear that the division between generations
1n a specific household would often have been quite arbitrary, so we did not
attempt to classify three-generation households, etc., explicitly.

Ages 19 and 20 were used as the cut-off between children and adults.
This age was chosen as a likely division between dependence on adult family

members and adult i1ndependence 1tself. The data appear to support this
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ONE ADULT

TWO ADULTS

TWO OR MORE ADULTS

Figure D—~1

FLOWCHART OF HOUSEHOLD TYPOLOGY
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choice, there are very few 18 or 19 year olds living outstde of a family
structure or heading families themselves.

Related to the two previous criteria, a final major criterion for
household classification was the number and type of adults present. The main
distinctions were among households with a single adult, those headed by a
couple, and those with other combinations of two or more adults. Marital
status was also considered.

The Household Types. Twelve household types were first developed,

leaving no unclassified households, and were later combined into eight final
categories as presented 1n Table D-5 and discussed below.

Stngle males and single females make up about 5 percent and 10 percent
of the households, respectively. They are adults 1iving alone; marital
status 1s not meant to be implied.

Unrelated male, female, and mixed sex households together make u, only 4
percent of the households. Individuals 1n a household were judged unrelated
1f all were adults and 1f all last names were unique. As mentioned earlier,
these 1ndividuals were expected to have relatively autonomous life styles and
hence travel behavior.

An exception among unrelated people, we thought, were households of
unmarried couples. Defined as one male and one female adult within 10 years
of age, they were grouped with married couples, whose travel behavior they
were expected to more closely resemble. (Only 12 such households were

1dent1fied.) Married couples were defined as one married male and one
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Table D-§
HOUSEHOLD CLASSIFICATION

Number of Percent of Number of Percent of Values of Varisble

Household T Households Households Individuals Individuals CHHTYPE HHTYP
SINGLE MALES 49 51 49 1.5 1 1
SINGLE FEMALES 95 98 95 30 2 2
UNRELATED INDIVIDUALS 38 39 89 28 3

Male Roommates 9 09 22 07 4

Female Roommates 22 213 47 15 3

Mixed Roommates 7 07 20 06 6
COUPLES 173 179 346 109 4

Married 161 16 6 322 101 3

Unmarried 12 12 24 08 n
SINGLE PARENT HOUSEHOLD 93 96 333 105 H

Male Headed 7 07 17 05 8

female Headed 86 89 Né 100 9
NUCLEAR FAMILY 256 26 5 1102 n7 6 7
ADULT FAMILY WITH CHILDREN 164 7o 874 275 7 12
ABULT FAMILY WITHOUT CHILDREN 99 10 2 285 90 8 13
TOTAL_HOUSEHOLDS 967 100.0 3173 100 0

SOURCE  Based on data contained in Baltimore Travel Demand Data Set Table compiled 1n August 1980

*Figures include households with guests that were later deleted. The final number of households is 929,
of households in the major categories in column 3 vary at most 1 percent from the final data.

D-13

The percent

married female; last name was not considered. Together married and unmarried
couples without children make up about 18 percent of the households.

Less than 10 percent of the households are single parent households, and
92 percent of these are headed by females. They were classified by checking
for the presence of one adult and any number of individuals under 20. Last
name and marital status were not considered.

Over 26 percent of the households are “traditional” nuclear famlies by
our definition. They were 1denti1fied by one male and one female married
adult and children under 20 years of age only. As with married couples,
marital status rather than a common last name was the identifying criterion.
Also, 1n each household type that i1ncludes children, the children's last
names were not considered.

Equally numerous, but more difficult to classify, were other famly
groups that failed to fit into any of the previous household types. The
presence of dependents and additional adults or, 1f adults only, a family
relationship between adults distinguished these households. They ranged from
households of siblings, to mother/son households, to three-generation
households, to nuclear families with children 20 years and older. In many
cases the combination of several last names and nearly continuous age spreads
made 1t 1mpossible to decipher how household members were related. In the
end a simple criterion, the presence of dependents, was used to divide the
households 1nto adult families with chilidren, and adult families without

children.

D-14
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The former household type, 17 percent of the households, was
distinguished from nuclear famlies and single parent households by the
presence of additional adults. That 1s, there.was more than one person over
20 and some combination of adults other than or 1n addition to one married
couple. These extra adults may have been older siblings of the dependent
children, grandparents, a second apparently unrelated parent, or other
adults.

The.final famly type, grown families without children, make up just
over 10 percent of the households. They were households with at least two
related adults based on a common last name. These were often families with
grown children, couples with an older parent present, or households with one
parent and a grown child. Adults with other last names were often present
as well. Although we do not know whether they were related or not, 1t 1s
probable that an adult household with any related i1ndividuals 1s likely to
operate more as a umt rather than as autonomous i1ndividuals.

Although the latter two categories are clearly diverse, 1t was not felt
that any other sizeable household types were 1ndicated by the data or could
be easi1ly and logically separated from the others. Further, these latter two
household types, as well as the previous six, were distinguished by the major
criteria, mentioned above, which we thought important to understanding
households 1n general as well as their travel behavior 1n particular,

As a postscript 1t should be noted that (only) 12 households were
classified "by hand." Eight of them failed the age test. These were as

follows. a single 19-year-old male, a group of four 19-year-old female
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roonmates, two married couples with one member under 20 years old, and four
nuclear families with one or both parents under 20. In each of these cases
the 18- or 19-year-old was 1n an adult role and, although the algorithm
constdered them children, they were recoded 1nto the adult category they
resembled. Finally, there were also four apparenfly married couples with a
missing value for the marital status of one member of the pair. They were
placed 1nitially with unmarried couples and ended up 1n the couples
category.

In many of the household types there were a few missing values, possible
coding errors, or borderline cases subject to different interpretation.
However, th1s classification scheme has the benefit of being straightforward,
relatively easy to implement (in retrospect), and requiring a mimimum of
second guessing the data. Most of all we think that 1t does justice both to
the diversity of the households and to the factors most relevant to travel
behavior,

Comparison with Prior Household Types. In Table D-6 we present a cross

tabulation of the household types used in the 1ndividual analysis with these
present household types, to 1ndicate how they differ. It should be noted
that Table D-6 includes all of the households for which this information was
available, while Tables B-3 and B-4, which are also tabulations at the
household level, only present 1nformation for the reduced set of households
used 1n that analysis. (Tables B-3 and B-4 thus exclude 320 households that

traveled on the weekends, contained anomalous data -- the data set used there



Table D-6

RELATIONSKIP-BASED VS AGE-BASED HOUSFHOLD TYPOLOGIES

{Number of Households)

Relationship- Age-Based Categories*

Based

Categorfes** ALONE®  pRESCHOOL** YOUTH _ YADULTG  ADULTMIX

ADLT3555

ADLT5565

SENIOR

TOTAL

Single Male 36
Single Female 47

Unrelated
Individuals 1 6 3

Couple 2 28 3
Single Parent 29 63
Nuclear Family 103 146

Adult Family,
with Children 46 102

Adult Family,
no Children 3 56

Total 83 178 na 7 62

42

21
74

56

7
68

13
48

4

4
m

49
95

33
172
92
249

148

9N
929

SOURCE Based on data contained in Baltimore Travel Demand Data Set

*See Table B-S and accompanyfng text for definitions.
**See Table D-5 and accompanying text for definitions
*Includes ALONEM and ALONEF

**Includes PRESCKLM and PRESCHLF
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Table compiled in August 1930

was an earlier version of the Travel Demand Data Set -- and households that
were discarded for other reasons.) Large areas of Table D-6 are logically
excluded from having nonzero entries. The single male and female categories
consist of ALONEF and ALONEM and part of the SENIOR category utilized at the
1ndividual level. Unrelated 1ndividuals and couples are spread across the
entire spectrum of adult household categories utilized at the 1ndividual
level (the three entries 1n the youth category are, as mentioned above,
f1lled by households of persons under 20 who were performing adult roles).
The single parent, nuclear family, and adult family with children categories
used here are only represented i1n the PRESCHL and YOUTH catégories at the
individual level, which denoted families with the youngest member being
preschool or of school age, respectively. Finally, the aduit family with no
children category maps 1nto all of the YADULTG and above categories at the
1ndividual level. This table shows that, for those categories that are
defined 1n common, the two categorization schemes break households down 1n
quite different ways. We report 1n a later section on a comparison to test
the relative efficiency of the two different schemes 1n predicting trip

-

frequency.
Ne1ghborhood Type
The final typology that we needed to develop was that for neivghborhoods.
There are two reasons to introduce neighborhood-level i1nformation 1nto
equations that predict at the level of the household. On the one hand, ths
need represents a deficiency in the amount of information that we have about

each household. In particular, typical travel survey type i1nformation only

€6
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reveals 1nformation about externally-observable characteristics of the
household and person, but no information about their preferences. Although
we attempt to infer preferences from this observable information, such
inferences may be biased. For example, people reveal a preference for a
certain li1festyle by their choice of residential location, They then reveal
their preferences by acting 1n various ways. This choice of location also
seems to affect their subsequent behavior, relationships within the famly,
etc. These questions were dealt with at length in our first 1nterim report
(D2, Appendices B and C).

In the case of mode choice, 1t has been argued that the failure to
account for residential choice may lead to an overprediction of the
elasticity of use of transit with respect to level of service (DS, pp. 1-23
to 1-32). This argument essentially 1s that households with 11ttle interest
1n using transit will not locate 1n transit-accesstble areas, such as the
city. By pooling both groups 1n an analysis and not accounting for this
factor, one notes a relationship between transit level of service and use of
the service which may overpredict the responsiveness of households to change
1n level of service 1n suburban areas. Thus, variables that describe the
location of the residents of the household proxy other variables that we are
not measuring (but which need to be measured).

The other reason for introducing neighborhood type variables 1s that
they index, 1n a crude way, the opportunities available to a household 1n a
particular area. One may hypothesize, for example, that households living 1n

“opportunity rich" areas will make shorter, more frequent trips and engage 1n

less trip chaining than those 1n less dense areas, for whom trips involve
greater planning and consolidation. Ideally, one would use measures that
relate the area of residence to other proximate areas with symlar or greater
opportunity to derive a general measure of accessibility, There are several
reasons we did not do this. First, these techniques 1nvolve a great deal of
computation and do not lend themselves readily to the types of applications

that we foresaw for the measures. Second, one must choose a way of

"discounting for space," and this is often an arbitrary procedure. Log-sum
terms from the denominator of a logit function are sometimes used (D6, D7),
but unless these terms arise from the model calibrated to the region of
analysts, another source of bias 1s 1ntroduced. The results of accessibility
measures have been mixed 1n these and other studies (D8). Third, in our
"activity-based" analysis we are not concerned with the origin or destination
of the activity 1n space, rather we are nterested 1n indexing by the

destination activity. In the case of nonhome-based trips, the attributes of

the residential zone or 1ts surrounding zones are irrelevant, except as such

‘properties 1ndex the choice of l1festyle, as discussed above.

In order to isolate relatively independent factors for inclusion 1n the
models, we used factor analysis on several properties of the traffic
analysis zone., We followed a standard procedure,

Variables that the previous literature review suggested as indexing
lifestyle 1ncluded population residential density (persons per residential

acre), household residenti1al density (households per residential acre),



average household size, percentage of the family households, average income,
average number of autos, “other density" (nonretail employment density per
acre), and percent of the land area developed residentially. These variables
by no means exhausted the variables available to us at the zonal level, but
were selected as indices of mobility and 1ifestyle. _
Three factors emerged. The first clearly represented both population
and household residential density. The second was positively correlated with
household size and negatively correlated with other density; income also had
a positive correlation with this factor, although not quite as high as the
other two. The third factor had positive correlations with average number of
autos 1n the zone and percent developed 1n residential acreage. We selected
population residential density, average household size, and percent developed
1n residential acreage as variables representative of these factors, rather
than using the factor scores themnselves. We did this because 1) the loadings
were high, 2) transferability to another area was facilitated, and
3) computational complexity was agan reduced.

VARIABLE DEFINITIONS

A data base at the household level was constructed utilizing various
files from the Baltimore Travel Demand Data Set discussed more fully n
Appendix A. Because we utilized 1n some parts of the analysis a block
recursive structure, where dependent variables at one level were used as
independent variables at a lower level of modeling, 1t is not possible to
separate strictly dependent and i1ndependent variables. However, we adopt

that convention here.

D=21

Dependent Variables

The variables created from the trip file 1nclude activity time by
purpose, and travel time, frequency, and miles traveled by mode and purpose.
The records, which exist trip by trip, were aggregated to the household level
and eventually merged 1nto the household data set, to be used as dependent
variables.

It was necessary to aggregate the individual activity times derived from
the trip file to the household level by trip purpose. Because of the way the
trip file was structured, 1t was necessary to impute the time allocated to
the first activity i1n the morning from 4:00 a.m. to the first trip using 1ts
associated "purpose at origin.” While most people began the travel day at
home, there were a fea 1ndividuals who were engaged 1n out-of-home activities
between 4:00 a.m. and their first trip of the day. The time allocation for
nontraveling members of households (for which there were no trip records in
the trip file) was added to 1n-home time for the entire day. We did not
allocate any time to the household for children 11 years and under, adults
outside of the area on the study day, or visitors to the home on that travel
day. Our accounting is thus for “eligible household members” as defined 1n
the Baltimore data set.

Individual travel times were also determined from the trip file and were
aggregated to the household level by trip mode, trip purpose, and 42
categories of mode-by-purpose.

Combining activity and travel times resulted 1n variables for total time

by purpose, and a sum of total time for every eligible household member for

n=-22
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the entire day. The latter variable was a check that the full day was
accounted for for all eligible members.

Trip frequency and person-miles traveled were treated much the same way.
They were broken down by purpose, mode, and mode-by-purpose, then aggregated
by the household level. Trip frequency was aggregated by purpose 1n two
different ways, however. One was based on the activity at the destination,
and utilized the seven purposes 1n Table E-1. The other tabulated the
frequency of home-based trips, and was accumulated for all nonhome purposes.
These two definitions -- the one that we term "activity-based," the other
home-based -- are discussed 1n greater detail i1n Appendix F.

Miles traveled was computed differently, depending on mode, however,
Highway distance was used for auto driver and auto passenger trips as well as
other motorized and nonmotorized trips. Transit distance was used for bus
trips, and trip time divided by 19 minutes per mile, an estimated walking
speed, was used for walking trips.

Vehicle miles traveled by purpose was retained for all auto driver
trips. At the same time, variables for gallons of gas used by purpose were
created by dividing vehicle-miles traveled by city miles per gallon for all
auto driver trips.

The activity-based dependent variables created from the trip file are
shown 1n Table D-7.

Independent Variables

The 1ndependent variables vary somewhat with the particular models being

developed. Specific variables are defined 1n Table 13 of Chapter 2 and

Table F-11 of Appendix F.
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Table D-7

DEPENDENT VARIABLES

(Activity-Based)

Mode and
Totals Purposel Mode2 Purpose
Activity Times TOTACT APUR)
Activity Times at FPURK3
First Purpose
Travel Times TTRAVIM TTPURy TTMOUEY TMOTPUR)
Total Time“ TOTDAY TAAPUR)
Frequency TRIPFREQ FREQPUR] FREQMO1 FMOI1PUR)
Person-Mles PERSMILE MILEPURyS MILEMU; MMUTPURY
Traveled
Vehicle-Miles TOTVMT VMTPUR}
Traveled®
Gallons of Gas TOTGAS GASPUR)
Used®
ly=1...7
27 =1...6
3% =1,2,4,5,6
“Total Time = Activity Time + Travel Time
5Trans1t distance used for bus. Trip time/19 used for walk. Highway

distance used for other modes.

6Calculated for auto driver, household vehicle only

VMTPUR; = MMULPUR)

TOTVMT = MILEMO1
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APPENDIX E Table E-1

PRELIMINARY ANALYSES AGE COMPOSITION BY HOUSEHOLD TYPE
(Average Numbers of Persons)
Before discussing the modeling which we performed, we will present

certain descriptive findings about the data to put the modeling 1nto Elrgible Age of
Family Children Preschoolers Elementary Children Eldest
perspective. First, we apply analysis of variance procedures to various Size (Age < 20) (Age < 6) (Age 6-11) (Aqe 12-19) Member
basic statistics and assess the implications for modeling. Second, we 1ook Household Type
at the trip l1inkage question 1n some detail. This discussion treats Single Male 1.0 0.0 0.0 0.0 0.0 46.6
- home-Bas;& trave;'éﬁd travel linkages among activities as well as the S\ng1e Female 1.0 0.0 0.0 0.0 0.0 58.3
di1fferences that occur when one 1ntroduces restdential location. A Unrelated
Individuals 2.3 0.1 0.0 0.0 0.1 58.5
subsequent appendix deals with our modeling 1n greater detail.
Couples 2.0 0.0 0.0 0.0 0.0 57.3
DIFFERENCES BY HOUSEHOLD TYPE
Single Parent 3.5 2.6 0.3 1.2 1.1 38.3
As a first look at the data by household type, the means of selected
Nuclear Family 4.2 2.3 0.4 0.9 1.0 39.1

variables are compared and discussed below.
Adult Famly

Table E-1 presents means of number of persons by age and by family type. with Children 5.2 2.2 0.3 0.6 1.3 52.6
The household size for single male, single female, and couples households 1s Adult Famly
established by definition; this 1s also true for the number of children for Z;f?ﬂﬁ:n 2.8 0.0 0.0 0.0 0.0 61.8
these categories, as well as unrelated i1ndividuals and adult families without A1l Types 3.2 1.2 0.2 0.4 0.6 49.8

children (although a few roommates with members under 20 were exceptions).

Single parent households, nuclear families, and adult families with children SOURCE Based on data contained 1n the Baltirore Travel Demand Data Set

Table compited 1n Octob 980.
rank 1n ascending order of famly size (these differences are statistically P ober 1380

significant at the .001 level). Roommates, although averaging slightly
larger than two persons per household, do not have siagnificantly larger

households than couples.
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It is interesting to note that the number of children per household 1s
highest for single-parent households, who have an average of 2.6 children.
Nuclear families, with 2.3 children on average, are not significantly
different from adult families with 2.2 children under 20. Numbers of
children by age follow the following patterns: nuclear families have a
larger number of preschoolers; the number of elementary school children is
highest for single-parent households and lowest for adult families with
children; and more teenagers {(who are eligible for travel records) appear 1in
adult families with children. (These differences are statistically
significant.) The average ages of the eldest members of single parent and
nuclear parent households do not differ from each other, but are
significantly lower than for the other household types.

Mean household 1ncome, displayed 1n Table E-2, shows a systematic
pattern. (Grouped median 1ncome was recorded and averages across households
for these figures.) Averaging approximately $20,00C annually are nuclear
families and adult families with or without children. Couples stand apart at
$17,000. Unrelated individuals’ household income averages $12,000 which 1s
not significantly different from single males at $9,000, which in turn 1s not
statistically different from single parent households at under $8,000, and
single females at $7,000. The overall mean household income was $16,000.

Not surprisingly, households rank the same on vehicles owned as they do
on 1ncome. It 1s notable that single parent households' low rate of auto

ownership, considerably less than one auto per adult, resembles that of
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Table E-2

OTHER CHARACTERISTICS BY HOUSEHOLD TYPE

Household
Income Vehicles Population per
{in dollars) Owned Residential Area
Household Type
Single Male 9,049 0.6 51.1
Single Female 7,079 0.4 41.2
Unrelated
Individuals 12,125 0.6 52.4
Couples 17,067 1.2 35.5
Single Parent 7,729 0.4 62.5
Nuclear Family 19,781 1.6 33.8
Adult Family
with Children 19,736 1.7 44 .5
Adult Famly
without
Children 20,343 1.5 411
A1l Types 16,094 1.2 4.6
R? 0.18 0.23 0.09

SOURCE. Based on data contained i1n the Baltimore Travel Demand Data Set.

Table compiled in October 1980.



single and unrelated households more than 1t does other family groups, since
with children present there 1s more pressure for serve-passenger trips. The
financial pressure of larger numbers of children and lower household 1ncome

1s no doubt reflected 1n these auto ownership figures. In addition, there 1s

the lower propensity of women (who head most of the single parent households)

to own cars, as witnessed by the symilarity of vehicle ownership rates of
S)ngle pargnt households and single women households. Couples fall 1n the
middle with significantly more autos than single women and single parent
households, but fewer autos than the other household groups. Nuclear
families and adult families are statistically i1ndistinguishable 1n their
rates of auto ownership.

Yet another difference between single parent families and nuclear
families 1s the residential density in the zones where they live. The
average population per residential acre 1n the traffic zone 1s significantly
higher for single parent households than for all other household types. In
contrast, the residential density where nuclear families live 1s lower than
for all other households except for couples, Adult families, singles, and
roommates all tend to live 1n areas having residential densities that are
1ntermediate, and statistically indistinguishable from each other.

Across all household types, the mean numnber of trips taken on the date
the data were collected was 7.8 (see Table E-3). Because household types are

1n part defined by household size, a comparison of trip frequency by

household reflects the number of eligible travelers. (This 1s dealt with

Table E-3
TRAVEL STATISTICS BY HOUSEHOLD TYPE

Trips per Total Vehicle
Total Eligible Travel Time Miles
Trips Person™ (in_minutes) Traveled
Household Type
Single Male 3.1 3.1 74.3 6.9
Single Female 2.2 2,2 56.9 4.3
Unrelated
Indwviduals 6.5 2.8 133.6 10.5
Couples 5.4 2.8 118.0 20.3
Single Parent 6.2 3.0 130.8 7.6
Nuclear Family 10.7 3.7 202.8 28.6
Adult Family
with Children 13.0 3.0 300.4 271
Adult Family
without
Children 6.5 2.3 159,7 221
A1l Types 7.8 3.0 1671 19.7
R 0.25 0.05 0.22 0.12

SOURCE Based on data contained in the Baltimore Travel Denand Data Set.

Table compiled 1n October 1980.
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more systematically in Appendix F.) Related adults with children took an
average of 13 trips, while nuclear families took 10.7 trips. Related adults
without children, single parent households, and unrelated individuals all
took 6.5 to 6.2 trips, while couples took 5.4 trips; these means are not
statistically different from one another. Single males and females took 2 to
3 trips on average, again, these means are not distinguishable. One-quarter
of the variance 1n trip frequency 1s explained by household type.

Looking at trip frequency for the seven different trip purposes (defined
on an activity basis) reveals that this pattern generally holds for each
purpose. Although we do not present these means, there are minor shifts of
position and statistical significance. Adult families with children and
nuclear families always took the most trips, while single people always took
the fewest trips. The rearrangements that occur suggest that the number of
eligible travelers does not fully describe travel frequency. Other factors
influencing trip frequency cannot be sufficiently controlled for or explored
by looking solely at means. Though means are useful statistics, they can be
improved upon by methods such as regression analysis which allow one to
control for many variables at once.

An 11lustration of a probable factor disguised by the means procedure 1s
the effect of children on trip generation. While nuclear families average
only one additional member eligible to travel over couples, nuclear families
take twice as many total trips. This can be seen more clearly by looking at
total trip means scaled by the number of eligible travelers. In Table E-3,
nuclear families make significantly more trips than the other household types

{except single males) on a per capita basis.
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Total travel twme averages by household types, as with total trip
averages, closely follow the number of household members eligible for travel.
Hence, grown families with children and nuclear families spend the most time
traveling and at between-trip activities, while single persons spend the
least.

Not surprisingly, average total vehicle miles traveled appears to vary
with the average number of vehicles owned by the household, rather than with
total members eligible to travel. Nuclear families, both types of adult
families, and couples averaged over 20 miles 1n household-owned vehicles,
whtle unrelated, single parent, and single person households averaged 10.5 or
fewer miles. As will be recalled from Table E-2, nuclear families and both
types of adult families average 1.5 household-owned vehicles or more, couples
average 1.2, the other household types averaged .6 vehicles or fewer.

SPATIAL AND TRIP PURPQOSE LINKAGES

The linkages of activities (and the spatial locations of the activities)
can be examined with flow matrices. This technique was described in our
First Interim Report (E1). This section reports on the development of flow
matrices from the Baltimore data set. The basic umit of analysis 1s the
1ndividual trip record, which describes trip origin and destination locations
and purposes.

The full amount of ynformation 1s contained 1n the flow matrix
represented by Figure E-1. This matrix presents the rumber of trips, with
particular combinations of trip origin purpose and location and destination

purpose and location. For example, the number of trips originating in a
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Activity at

Fiqure E-1
FLOW MATRIX

Activity at Origin

Destination Central City Suburban
A1 'AZ' A3- A4..A5 A6 A7 A3. Ay A
Central
City A]
Ay
A3
Ry
Ag
Ag
A7
Sub-
urban A,
Ay
Ay
Ay
Ag
Ag
Ay
E-9

central city home going to a suburban work location 1s reported 1n the

matrix.

Trap purposes were classified 1nto the seven categories discussed above.
Origins and destinations were classified 1nto two location categories:
Baltimore central city and suburban.

The complete flow matrix was prepared, but even with our aggregate
destination types, this results 1n a matrix of 196 cells, and most 1inkages
betwéen trip purposes an& d;§t1natlons Sfe qu1te-shall. In orderhio s1mpf1fy
the interpretation of the tables and to emphasize the more important
linkages, 1t 15 useful to observe the linkages between trip purposes and trip
destinations alone. We also look at the 1inkages between destinations for
particular purposes. Highlights of the analysis are described
(] The three most prominent activity purposes are home, work/school, and

shopping. About 70 percent of all trip origins and destinations 1nvolve

these purposes.

[ A large majority (78 percent) of trips are home-based, 1.e., one trip
end 1s home. The 22 percent of the trips that are not home-based give
some 1ndication of the amount of trip chaining represented 1n the data
set.

] About 36 percent of trips are work- or school-based., This proportion 1s
similar to the proportions typically found in transportation surveys.

(] About three-quarters of all residents live and wcrk within the same
location. There'}re no statistically significant differences between

central city and suburban residents in this regard.
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The total number of home to work trips is larger than the number of
return trips. This fact suggests that more trip chaining occurs on the
way home from work. This finding is consistent with Damm's (E2) finding
from 1970 Twin Cities data.

Suburban residents are significantly more likely to shop within their
own areas, i.e., suburban shopping opportunities appear to attract
central city residents to a greater degree than central city shopping
attracts suburbanites {20.6 percent of the shopping trips of central
¢ity residents are in the suburbs; only 9.6 percent of the shopping
trips of suburban residents are 1n the central city).

For shopping, there are more return trips. This finding, which is
oppposite to the work-trip finding, suggests that more trip chaining
occurs on the way to a shopping locatton.

Central city residents are somewhat more likely to shop within the
central city than they are to confine their work trips to the central
city (79.4 percent of their shopping trips are 1n the central city
versus 76 percent of their work trips). Suburban residents are
substantially more likely to confine their shopping trips within the
suburbs than they are to confine their work travel (90.4 percent of
their shopping trips are 1n the suburbs versus 73.7 percent of their
work trips). The contribution of these two tendencies results 1n about
85 percent of all shopping travel ending within the location of origin
(compared with about 75 percent for work trips).

Considering all home-based trips, central city residents are less likely
to travel within their area than are suburban residents (78.4 percent of
all trips for central city residents vs. 76 percent for suburban

residents).
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The total number of trips from home is almost identical to the number of
return trips. This suggests that, in general, trip chaining 1s equally

1ikely on either trip link. However, as noted in the discussion of work
and shopping travel, trip chaining may be more likely on one or the

other trip ends for specific activity purposes.

E-12
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APPENDIX F
HOUSEHOLD-LEVEL MODELING

This appendix presents the modeling performed at the household level.
Modeling at this level 1s useful both 1n 1nterfacing with existing
transportation planning methods and 1n understanding household decision
processes which affect travel behavior. We begin with a discussion of
"activity-based" versus "home-based" approaches to trip generation. Then we
present an activity-based analysis of, principally, trip frequency by purpose
for weekday travel. However, weekend travel and mode are also dealt with.
This analysis 1s then replicated from a home-based perspective 1n order to be
able to relate to traditional practice. The appendix concludes with the
discussion of a system of equations developed to examine 1nterrelationships
in travel behavior. This system first looks at variables such as vehicles
owned, drivers' licenses, number of persons not traveling, and gas
consumption per mile. Models of activity time are also constructed. Based
partly on activity time and partly on the demographic variables, models of
frequency, travel time, and miles traveled are also 1ntroduced. Certain

interactions are considered utilizing a structural equation methodology.

TECHNICAL ISSUES

Several statistical and algebraic 1ssues which come up 1n the analysis
are worth treating briefly. The first 1s the analysis of variance procedure,
or "Chow test," which 1s utili1zed to evaluate the importance of particutar

groups of variables. Then we note a particular use of this procedure to test
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hypotheses about differing slope and 1ntercept terms for differing
stratifications or segmentations of the sample. Next, the ideas on
constrained equations, treated 1n Appendix B, are 1nformally generalized to
the case analyzed here. Readers not interested 1n this technical discussion
may proceed to the next section without loss of continuity.

Analysis of Variance Procedure

An analysis of variance procedure, commonly known 1n the econometric
literature as a "Chow test,” 1s used to test the significance of sets of
variables 1n regression equations (see Chow (FAl) or Fisher (FA2) for a
formal discussion). The "t-test" of coefficient values 1s commonly used to
test whether the deletion of that variable would sigmificantly reduce the
variance explained, the Chow test performs a similar test for sets of
variables. Indeed, the Chow test and t-test of a coefficient give 1dentical
results for testing the deletion of a single variable (the value of t2 equals
F 1n thys case). When a revised equation 1s fit omitting certain variables,
this 1s equivalent to specifying a prior1 that the coefficients of the
omitted variables equal zero,

The Chow test proceeds by computing the difference between the sum of
squared errors (SSt) of the equation with the reduced set of variables minus
the SSE of the equation with the full set of variables; this 1s divided by
the number of variables deleted; and tn1s 1n turn 1s divided by the mean
square error of the equation with the larger number of variables

(coefficients unconstrained 1n value). This ratio 1s then distributed as the

Fe2 .

F-distribution and can be compared with standard tables. Essentially, this
tests that the reduction 1n variance explained 1s larger than would be
expected by chance.

Although the formula 1s given 1n numerous places, 1t 1s repeated below

for convemience. The test statistic 1s

(nm (SSE2 - SSE1)/(K1 - kK2) , K1 > K2
- K

where
SSE1 = sum of squared residuals of unconstrained equation,
SSE2 = sum of squared residuals of equation with K1 - K2 coefficients
constrained to be zero,
K1 = number of variables (1ncluding constant term) i1n each respective
equation, and
T = number of observations.
This statistic 1s distributed as F, with (K1 - K2) and (T - K1) degrees of

freedom,

Slope and Intercept Adjustments

There are numerous ways of testing for the importance of categorical
variables such as household type. Dobson and McGarvey (FA3) utilized an
approach based on the general linear model to perform an analysis of variance
of trip generation rates utili1zing categorical variables for i1ncome and auto

ownership. Dobson (FA4) suggests the use of covariance analysis for tests of

F-3
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market segmentation. The procedure followed here is an analysis of
covariance of household type in which we test for the difference in slopes as
well as for the difference in intercept terms, Typically the use of "dummy
vartables" in regression equations simply tests whether an intercept
adjustment is significantly different from zero and does not test whether the

slope of the fitted line 1s different depending upon the category employed.

- - -———— This-distinction-may-be-made-clearer with-an-example.,—Suppose - we-are —— - - -

investigating differences in trip frequency between two types of
households -- those of high and low income -- as a function of number of
vehicles owned. One way is to estimate two equations of the form

(2) Fy = ay + 8%+

where
i =1 (Yow income), 2 (high income),
F = trip frequency, and
X = number of vehicles owned.

If By # 8y, 1t implies that the rate of trip making per vehicle 1s different

depending on whether the family 1s of high or low income (a "slope

difference”). If @] # ap, it implies that households of different income

classes differ in trip frequency when no vehicles are owned. -
There are four possible cases.

(a) By = By and @] = a3 .. the behavior does not vary by income class (the
l1ines are the same); ’

(b) By =By and @) ¢ a7 -~ higher-income families take some fixed, ‘d1fferent

nunber of trips, no matter how many vehicles are owned (the lines are
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parallel) --this is the assumption behind including “dummy variables"
only;

(c) By # By and 8 = @y .-trip frequency increases differentially with
number of vehicles if the household 1s of high or low income, but
frequency is the same for households with no vehicles;

(d B8y # By and @} # a3 -~ the same as (3) except household income has a

- ---dvfferential effect- even with--no-vehicles. - - — — - - —-——..- .-

Typically, one first tests the slope (g8) and, 1f different, tests the

intercept (a). N
Rather than estimating two equations, equivalent parameter estimates may

be obtained with a single equation of the formn:

(3) F=bp+by *X+bp*2+by*Z*X+tg

where

F and X are defined as above, and

Z =1, 1f the rncome group is 1, or
Z =0, 1f the 1ncome group is 2.

This yields equivalent parameter estimates to Equation 2 as follows:

(4} By = b + b3 .
(5) B2 =ty

(6) @) =bp + b2

(7) @2 % bo.

A test of By -By = 0 1s equivalent to testing if by = 0. Likewise, a test of
@) -®5 = 0 1s equivalent to testing for bp = 0. It will be noted that this

is similar to the tests by person type performed 1n Appendix B,

F-5
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Constraint Equations

A final concept utilized in this appendix 1s a generalization of the
"constraint equation” idea utilized in Appendix B. It will be recalled that
there we noted that, because the same set of independent variables was used
in each equation, the sum of the intercept terms across all equations that
were estimated would equal the total time budget for the person, or 24 hours,
It was also noted that the sum of the coefficients of all other varfiables
would be zero across equations. This is so because the sum of all the
dependent variables, the allocation of time to activities by purpose, is 24
hours for each individual. If we were to estimate an equatfon for the total
time lived n the day by each individual, the dependent variable for all
observations would be 24, In such a situation, computing a regression
equation with an intercept term and any number of independent variables will
have a result that the coefficient for the i1ntercept term 15 24, and the
coefficients for all of the other variables are zero. When the same set of
independent variables 15 used to predict every component of the 24-hour day,
the coefficients of any particular independent variable, when summed across
the component equations, will equal the coefficient of the equation
predicting the number of hours in the day.

In the activity time equations considered in this Appendix, the
dependent variable 1s not a constant, However, it is a function of the
nunber of persons in the household. In thi1s case, the amount of time

available to a household in the day is equal to 1,440 minutes times the
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number of total eligible persons. Fitting a regression with total time lived
by the household as a dependent variable, and, as dependent variables, a
constant term, number of total eligible persons, and other variables will
result 1n a coefficient of 1,400 for total eligible persons and zeros for all
the other coefficients, including the constant termm. If activity and travel
time equations by purpose are fit using an identical set of independent
variables, the sum of the coefficients across the equations will equal 1,440
for total eligible and zero for all other independent variables, including
the constant term. In this case the "constraint equation” is
K
(13) 1440 * TEy = bgg + bgy * TEy + 352 boy * Xty,
where TEy = total eligible persons 1n household t;

bgg = 0;

bo) = 1,440, and

by = 0 for M1,
Then actavity and trave[ time equations of the fom

K

(14) Ygq = bip + by * TE + 352 big * Xty

for each purpose i, will have identities similar to equations 1n-12 ahove

p
(15) £ Y¢4 = 1,440 * TE¢, for all t;
i=1

"

p
(16) £ byj = 1,440; and
1=1

F-7

L0t



p
(17) by =bjy; =0, for 3 =0,2...K
i=1

In the case of trip frequency, there 1s no exact relationship between
household size and total number of trips taken. The coefficients of any
variable 1n that model w11l be determined by the data and will be free to
take any value. However, if one maintains the same set of 1ndependent
variables and fits a full set of trip frequency equations by purpose, the
coefficients for each 1ndependent variable, i1ncluding the constant term, will
sum to the values of the coefficients for the total trip frequency equation.
In this case, the total trip frequency equation 1s the “"constraint equation,"

and will be of the form

(18) TFy = bgp +

(=)
nm~Mx
—

bOJ XtJ!

where TF¢ = total trip frequency for household t; and
boy = any value, 3 = 1 ... K,
Then trip frequency equations by purpose 1,
X
(19) Yty = bjo + £ byy Xy,
J=1
will have 1dentities

(20) Yeij = TFy; and

neo
—

i

(21)

nM~Mo
—

b1J = bOJ, for each 3.
i
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Again, 1t should be emphasized that these restrictions may not guarantee
that individual predictions will be accurate, as was discussed 1n Appendix B.
It merely constrains the equations (and predictions) to sum to their
respective marginal distributions.

ACTIVITY-BASED VERSUS HOME-BASED DEFINITIONS

As discussed 1n Appendix D, the principal dependent variables that were
constructed consist_of trip frequency. by purpose. (Frequencies by mode, and
by mode and purpose are also considered.) Frequency was constructed 1n two
different ways; each corresponding to a different type of analysis: these
may be best described as "activity-based" and "home-based." Approaching the
trip-frequency question by way of activity analysis, behavior is defined with
respect to the activity at the end of the trip. This approach views the
“1ifestyle" of the household as comprising differing time allocations to
activities; an wmportant component of this is time spent at home. The choice
of an activity schedule then gives rise to demands for travel, including trip
frequency, trip time, and miles traveled. For this style nf analysis, then,
it is necessary to be able to relate trip frequency, time, and distance by
purpose to the associated activity purpose at the destination, nne of which
is "home."

The conventional urban transportation planning process views trip
generation in a fundamentally di1fferent way, and it is necessary to
accommodate this concept in modeling., Trip generation in the urban
transportation planning process 1s well described 1n a reference such as

Stopher and Meyburg (F1, pp. 62-65, 109-123). Fundamental trip categories
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1nclude “home-based trips,” or those for which either the origin or the
destination is home; and "nonhome-based trips," where neither origin nor

destination is home. Trip generation is further subdivided into

“productions" and “"attractions." The zone of production for a home-based Table F-1
trip is always the residential zone and the attraction zone 1s always the STRATIFICATION OF TRIPS BY ORIGIN AND DESTINATION PURPOSES
nonhome zone; this is true whether or not the trip proceeds from home to a Origin
nonhome destination or the reverse. FOF nonhome-based tr1ps the zone of 1 I0KE INORKR/SCHISHOPT ING I FERGONAL IENTERTALIVISIT/SOISERVICE/ S
i 100L 1 | BUSINESINMENT IcCIAL LACCUNTAN] rotaL
production 1s always the zone of origin, and the zone of attraction 1s always ' - * *
HOKE t 21 1045 | sus 1 WA 419 32 ) 262 1 2942
3 ] 0.0% ¢ 13.00 ) 7.72% 1 3.38 1 5.%4 1 5.18 1 3.47 ¢t 39.13
the zone of destination. © 0,07 1 I5.28 1 19.7% 1 RA.64 1 14.15 1 13.23 1 8.88 |
0.07 t 71,08 1 45.29 | S1.082 1 62.82 1 44.99 ) 33,14}
These two concepts are, 'n a sense, competing paradigms. Home-based = = ~ecemcmmcmeooooo- fomemmmna bommmee Yommmmaan PO bommmmeen PP PO M
VORK/SCHOOL P 11421 185 1 271 LN 37 0 1 1 1478
. 15,09 1 2.46 4 0.36 1 0.448 | 0,49 ) 0.15 ) 0.%0 1 19.50
productions are defined in this way because, in general, only the : FIF 1 12.840 1 L0101 .37 1 2.51 4 0.75 1 2.97 1
o 38.61 0 312,440 3.01 ) 7.09 ) S.5% 1| 1.8% 1 7.27 ¢
h rist f the residen n n with certainty for households = =============se=- [EE et fommwmeme $ommmoeee #oemomman $omeomee- doemmmmoe $oooneman +
characteristics of the re ce zone are known with certainty for households snorenD X T1a 1 P Tre 1 o1 P PP R avs
c [] 8.79 0.R% 1 1.00 | 0.92 | 0.57 1§ 0.55 0.36 | 11.04
and can be predicted on a behavioral basis. Nonhome-based trips, by ° 1 57,3271 7.14 0 15,48 1 7,811 4.80 1 4.9 | 3.01 |
: 1 17.38 1 4.35 1 1%.10 % 14,17 4.4% 1 A.92 | .86 )
................. fommcccccporemecanfemcrcemcfomccmcanfeccacccefocanacanfrananann}
contrast, can start and end at arbitrary places and are much less amenahle to £ PERSONAL RUSINES | 272 ) 50 1 30 1 80 1 28 1 311 26 0 49-
: ] 3.359 4 0.86 | 0,40 | 0.79 | 0,34 1 0.41 ¢ 0-;; ] 8.34
rediction by disaggregate or aggregate methods. Typicall home-based Q | S4.95 1 10.10 | 6,06 F 12,12 1  S.25 1 &.24 0 S, \
P Y Jgres gares P ¥ = ] ?.20 | 3.40 ' 1.3% ) 12.1% 0 3.90 | S.311 8 S5.45
------------------------- S S L DT B e e et ]
attractions and nonhome-based tripmaking are based on the employment ENTERTAINHENT : a4 %9 1 1201 13 1 63 0 340 21 862
] 5.47 1 0.78 | 0,42 § 0.20 0 0.84 | 0.74 | 0.28 ) A.73
| 62.54 1 8.71 1 A4.83 01 2,27 1 9.02 1  A.46 1 3.47 ¢
characteristics of the zone. Other parts of the transportation planning y 14,001 4,00 1 .37 1 3.04 1 9.73 1  9.23 : 4,40 1
----------------- S L T e DXL D P LY E et )
process make the 1i1nk between productions and attractions. VISIT/ROCTAL ' 154 4 29 sa 30 s1 L 17 1 602
t A.60 0.37 1 0.7 4 0.52 | 0.87 ¢ ©6.70 ) g-!; I' 7.93
8% . +40 | N.47 ) ?.00 | -0
Table F-1 presents a concrete illustration of these two differing DO b maa) e Jiea 1 w720 3.36 1
................. Sl e e el Sl bald Sttt
R 260 | 391 X2 1 19 1 26 18 1 83 1 a77
approaches using the trips actually utilized in modeling. Of the 7,570 trips SERVICE/ACCONF b o ez 0230 00 0211 1azi a0
| SA.SE 1 8.8 1 471 0 3.90 1 S.45 1 3.3% 1 17,82
in the fi1le, 2,958 originated at home and were destined for other purposes, I 8.79 0 2.45 1 3,571 3.8% 1 3.90 ) 2.60 0 17.82 ¢
J e T e T B e Rl Rl EC Rt
294 467 807 477 7370
while 2,962 returned to home from other purposes. These 5,920 trips are futTaL ,;?;: ,;fz; ,,?:: 4?;: 8.R1 8.02 6.30 100.00

home-based trips, while the remaining 1,650 trips, which proceed from one

nonhome origin to a nonhome destination, are nonhome-based trips. Ry
Note: Numbers i1n each cell are frequency count, percent of total, percent of row, and percent of
column, from top to bottom respectively,

SOURCE: Based on data contained 1n Baltimore Travel Demand Data Set. Table compiled 1n June 1980.
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contrast, the activity-based definition of a trip considers only its
destination and is thus represented by the "total" column at the right margin
of Table F-1. {

Table F-1 reveals that the numbers of trips by purpose originating at
home and those destined for home from the like purpose are very simlar.
Trips from home to work or school, for example, are approximately 9 percent

- higher than those returning-directly to home from work or school. Likewise,
6 percent more trips leave home destined directly for a personal business
stop than return home from personal business. In contrast, 12 percent fewer
trips leave home directly for shopping than return home from shopping.
Approximately 10 percent fewer trips leave home to visit than return home
from visiting. The frequency of leaving home directly for entertainment or a
serve-passenger destination 1s only 1 percent less in each case than that
returning from the same purpose. 0Overall, roughly 80 percent of all trips 1n
the file are home-based trips.

This symmetry of originations and destinations for home-based trips and
the preponderance of home-based trips in the file suggest that the
fundamental determinants identified should be roughly the same regardless of
whether an activity-based or a home-based approach is taken. Some distortion
will occur, however, Activity-based trips by purpose are linked to
home-based and nonhome-based trips by the following identities:

(1) ABj = NHBj + HBj - P1y, for 1 > 1, and

(2) ABy = T Ppq,

2

I
ne~

1
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where:

-
"

trip purpose (here 1 = 1, ..., 7);
AB = activity-based trip frequency;
NHB = nonhome-based trip frequency;

HB = home-based trip frequency; and

P14 trip frequency from purpose 1 td home.

Because the numbers. of home-originating and home-destined home-based trips
seem to be fairly symmetrical, coefficient differences between activity and
home-based frequency equations will arise principally from two Sources.
First, the determinants of nonhome-hased trips may differ from those of
home-based trips at the household level, Since nonhomebound trips are
included 1n activity-based trip frequency, this would affect the
coefficients. Second, the numbers of trips by purpose will differ for home-
versus activity-based definitions because of the exclusion of nonhome-based
trips and the reallocation of trips home to other purposes for the home-based
frequencies. The trip generation models developed for this study 1nclude
nunbers of persons in the household by various categories; to the extent that
home-based and activity-based frequencies differ, the difference in scale
will be reflected in the coefficients.

ACTIVITY-BASEN ANALYSIS OF TRIP FREQUENCY

As noted above, it is important to distinguish between "actiVity-based"
purposes and the more conventional urban transportation "home-based" trip

purposes. Much of the basic analysis was performed from an activity-based
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perspective; this is what is reported on in this section. A subsequent
section replicates a part of that analysis in a form suitable for interfacing
with a conventional system such as UTPS.

This section discusses fssues related to modeling household structure.
Next incremental improvements to a basic model of trip generation for weekday
travel are treated and compared with similar models of weekend travel.
Frequency by mode is also examined.

Specification of Household Structure

Several steps were required to establish the specification for household
structure that is utilized. The steps involve use of analysis of variance
(ANOVA) procedures to compare the efficacy of one specification with another;

these procedures are discussed at the beginning of this appendix.

Relationship-Based Typology. Appendix D presents a relationship-based

household typology. The categories are single male, single female, unrelated
individuals, couples, single-parent famlies, nuclear families, adult
families with children, and adult families without children. A model
ut1lizing only these household types accounts for 25 percent of the variance
in total trip frequency. O0Of course, the types represent different household
sfzes, and 1t may be questioned whether knowledge of household type furnishes
information over and above knowing total (persons) eligible for travel (12
years or older).

This hypothesis is examined utilizing analysis of variance procedures.

The least restrictive mode! allows different slopes and different intercept

F-14

adjustments for five of the eight household types. Single males, single
females, and couples are deleted from the analysis. This 1s done because all
three categories are determined 1n part on the basis of si1ze, and there 1s an
exact linear relationship between their defining dummy variables and that
dummy times total eligible persons.

The analysis 1s performed as follows. For each trip purpose, a
regression equation 1s fit which contains as i1ndependent variables an
intercept, total eligible members 1n the household, five of the eight
vartables for household type, and five corresponding interaction terms of the
dummy variables times total eligible persons. Table F-2 defines the
dependent variables, while Table F-3 defines the independent variabies.

The procedure may be represented as
s s
(3) FREGPUR, = a, + J a *d_ + 8. * TOTELIG + I 8. +d * TOTELIG
J 0 =1 ! 1 0 21 ! 1

where:

FREQPUR)

trip frequency by purpose j;
d = 11f the household 1s of type 1, 0 otherwise, and
TOTELIG = total eligible persons i1n the household.
Reestimating the same equation deleting the slope adjustments (B} ...Bs)
tests for the significance of the contribution of differing rate of trip
production per total eligible members of the household. If this 1s not

significant, a comparison of this mode! to a model deleting both intercept

F=15
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Table F-2
ACTIVITY-BASED DEPENDENT VARIABLE DEFINITIONS

Variable Description
Purpose
TRIPFREQ Total Number of trips for all purposes
FREQPUR1 Trips to home
FREQPUR2 Trips -to work - .
FREQPUR3 Trips to shopping
FREQPURS Trips for personal business purposes
FREQPURS Trips for entertainment/community purposes
FREQPURS Trips for visit/social purposes
FREQPUR? Trips to service/accompany traveler
Mode
FREQMO1 Auto driver trips, household vehicle
FREQMO2 Auto passenger trips, household vehicle
FREQMO3 Bus trips
FREQMO4 Walk trips
FREQMO5 Other nonmotorized mode trips
FREQMO6 Other motorized mode trips

NOTE: A1) variables are expressed i1n numbers of trips per household by
eligible household members (age > 12 years). See Tables D-1 and
D-3 for more extensive purpose and mode definitions.

F=1€

Table F-3

INDEPENDENT VARIABLE DEFINITIONS

Variable

Description

INTERCEP

Basic Model Variables

VEHOWN
INCOMEM
TOTELIG

Age Structure
NTEEN

N20T034
N35T054
N55T064
N65PLUS

Household TypeZ2»3
SMALE
SFMALE
UNRELI
COUPLE

SPHH

Intercept (constant) term

Numbers of vehicles owned by the household
Household income (in $1,000)

Total persons eligible for travel records (> 12
years of age), living at home’

Numbers of persons age 12-19
Numbers of persons age 20-34
Numbers of persons age 35-54
Numbers of persons age 55-64

Numbers of persons age 65 and over

Male living alone
Female 1iving alone
Unrelated individuals (male, female, or mixed roommates)

Married couple or unmarried couple with ages within
10 years apart

Single-parent household (male or female adult with
children)

Table continued on following page.

F=17
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Table F-3 (Continued)

INDEPENDENT VARIABLE DEFINITIONS

Variable

Description

Household Type (Continued)

NUCLR
AFWKID

AFWOKID*

Nuclear famly (married couple with children under 20)

Adult family with children (two or more adults
with children present)

Adult family without children (adults with same last
names, no children)

Other Household Characteristics

SFDU2
PREDUM?2
GRADEDUM?
HMMAKE DH?

HHRACE2

Household 1iving 1n single-famly dwelling unmit
One or more preschool persons (< 5 years old) present
One or more gradeschool persons (age 5-11) present

At least one member of the household has employment
status of "homemaker"

Family members are nonwhite

Residence Zone Descriptors>

RDENP
cITy?
HHRES62

Population per residential acre
In Baltimore City Limits

Longest residing member of household has resided at
that address fewer than 6 months

Notes on following page.

F-13

Table F-3 {Continued)
INDEPENDENT VARIABLE DEFINITIONS

NOTES :
'Households with visitors were excluded from analysis.

2yariable has value of one 1f the household has this characteristic;
zero otherwise.

3See Appendix D for a discussion of household type.
“The omitted household category.

*properties of traffic analysis zone of residence of household,

F-19
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and slope (or rate) adjustments 1s made by deleting the intercept adjustments
as well (27...25),

The variance explained by each of the three models, as well as the
F-tests for comparing the two cases, 15 given 1n Table F-4. As can be seen,
total eligible persons alone explains 42 percent of the variance in total
trip frequency, more for trips home, and considerably less for trips with
other purposes. Adding household structure information raises this explained
variance explained by between 1 to 4 percent. When the models utili1z1ng both
slope and ntercept adjustments are compared with those uti1lizing only
1ntercept adjustments, it can be seen that only the prediction of frequency
of work trips benefits, and this at the .N5 level of significance. This
1mplies that allowing the rate of trip generation per person to vary by
household type does not add significant explanatory power. Although certain
specific g coefficients were significant, considering all as a set does not
help significantly.

The 1ntercept adjustments alone add significant explanatory power over
utilizing only total eligible persons for total trips, returning home, going
to work, shopping, and to serve passengers. This suggests that, while
the lines relating trip frequency to total eligible persons may be parallel,
they are separated by a constant amount for certain household types and
purposes. In other words, although the contribution of each household menber
to trip frequency does not appear to vary with household type, the househo'd
types have different "base" levels of trip frequency. Thus, the inclusion of

"dummy variables" for household type is warranted.

F-20

Tab

le F-4

RELATIONSHIP-3ASCD hOUSEHOLD-TYPE ANOVA
FOR TRIP FREQUENCY BY PURPOSE

SSE
DFE
MSE
RSQUARE

SSE
DFE
MSE
RSQUARE

SSE
DFE
MSE
RSQUARE

SLOFE AND INTERCEFT ADJUSTHENTS!

Table continued on

TRIPFREQG FREQPUR1 FREQPUR2 FREQPUR3 FREOFUR4 FREQFURS FREQPURS FREQPUR?Z
23649.85 2863.49 2496.70 1574.13 1124.12 1318.49 1187.07 1483.84
?17.00 917.00 ?17.00 917.00 ?17.00 917.00 ?17.00 917.00
27.927 3.12 2.72 1.72 1.23 1.44 1.29 1.62
0.45 0.56 0.30 0.08 0.03 0.15 0.14 0.08
INTERCEPT ADJUSTMENT'
TRIPFREQ FREQPURT FREGPUR2 FREGPUhJ FREQPUR4 FREQPURS FREQGPURS FREGPUR?
25768.75 2890.66 2534.98 1584.38 1132.76 1325.06 1188.31 1489.535
922.00 922,00 922.00 922,00 922.00 922.00 $22.00 922.00
27.95 3.14 2.75 1.72 1.23 1.44 1.29 1.62
0.45 0.55 0.29 0.07 0.03 0.14 0.13 0.08
NO ADJUSTMENT!
TRIPFREQ FREQPUR: FREGPUR2 FREQPUR3I FREQPUR4A FREQPURS FREQPURS FREQGPUR?
26904.61 3013.84 2586.71 1604.34 1140.535 1328.7¢ 1199.46 1547.09
927.00 927.00 927.00 927.00 927.00 ?27.00 927.00 927.00
29.02 3.25 2.79 1.73 1.23 1.43 1.29 1.67
0.42 0.53 0.27 0.06 0.02 0.14 0.13 0.04
following page
F=21
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Table F-4 (Continued)

RELATIONSHIP-BASED HOUSEHOLD-TYPE ANOVA
FOR TRIP FREQUENCY BY PURPOSE

ANOVA FOR DELETING SLOFE ADJUSTMENT

TRIPFREG FREQPUR1 FREQPUR2 FREQPUR3 FREOQPUR4A FREGPURS FREGPURS FREQPUR?Z
F-RATIO 0.83 1.73 2.81* 1.19 1.41 0.91 0.19 0.71
o
/ alot EQE BELETENG SLDFE ANE THTERLEFY nDJUSTRENG
TRIPFREG FREQPUR1 FREQPURY FREQFUR3 FREQPUR4 FREQFURS FREQPURS FREQPUR?
F-RATIO 4,499 4,018 3.3 2t 1.76 1.34 0.72 0.98 3,91
Coe9
HOTES: 'See text for explana;xon of model. For variable definitions see Table P-2.

2SSE = sum of squared errors.

'DFE = degrees of freedom.

“MSE = mean squared error (MSE = SSE/DFE).
SRSQUARE = coefficient of determination.

*F-RATIO = "Chow test” for coefficient restriction,
Numbers in parentheses are degrees of freedom for F-ratio,

Notes continued on following page.
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Table P-4 (Continued)

RELATIONSHIP-BASED HOUSEHOLD-TYPE ANOVA
FOR TRIP FREQUENCY BY PURPOSE

LEGEND: *Significant at .05 level.
**Significant at .01 level.
SOURCE Based on data contained in Baltimore Travel Demand Data Set.

compiled in December 1980.

F-73

Table

Comparison with Age-Based Typology. As a check to compare the efficacy

of household types based on relationship versus household types based on the
age of youngest and eldest (as used 1n the 1ndividual modeling 1n Appendix
B), we fit models employing total eligible persons and intercept adjustments
for the age-based household categories (see Table F-5). In terms of variance
explained, when only these dummy variables were used, the relationship-based
typology performed better for serve-passenger trips, the two were simlar for
total frequency, return-home, shopping, and personal business trips; while
the age-based typology was better for shopping, entertainment, and visiting
trips. When dummy variables for the presence or absence of persons of
various ages were introduced 1nto the relationship-based typology, the
variance explained for return-home and visiting trips was raised. These
results 1ndicate that roughly the same amount of i1nformation 1s contained 1n
each household typology, but that the relationship-based typology, when
supplemented with age structure information, may be a superior modeling
approach at the household level.

Representation of Age Structure. As a final step, the efficacy of

disaggregating total eligible persons by age rather than utilizing only total
eligible persons and household type 1s tested. As can be seen from

Table F-5, the variance explained for this latter method 1s greater than or
equal to that obtained by using only total eligible persons and household
type. Thas indicates that introducing the age structure of the household
explicitly into the modeling 1s a desirable specification. Thus, while

household type 1s an important concept, explicitly modeling the age structure

F=24
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Table F-5

VARIANCE EXPLAINED BY DIFFERCNT HOUSEHOLD TYPOLOGIES

TRIPFREG@ FREQPUR1 FREGPUR2 FREOPUR3 FREQPUR4 FREQPURS FREOFURS
ﬁGE-BﬁSE: 0.45 0.53 0.30 0.07 0.03 0.15 0.14
REL-BﬁSE! 0.45 0.55 0.29 0.07 0.03 0.14 0.13
REL-BASD. 0.45 0.56 0.29 0.07 0.03 0.14 0.14
REL-BASN 0.46 0.57 0.31 0.07 0.04 0,15 0.15

FREQPUR?

0.07
0.08
0.08
0.09

NOTES: 'Types used in individual-level analysis of dummy variables and total
eligible persons.

?Relationship-based dummy variables and total eligible persons

‘Relationship-based dummy variables with age dummies and total eligible
persons.

“Relationship-based dummy variables with total eligible persons by age
class.

For variable definitions see Table F-2.

SOURCE: Based on data contained 1n Baltimore Travel Demand Data Set. Table
compiled in December 1980
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of the household produces somewhat superior results in dealing with trip

911

frequency. In addition, 1n a practical forecasting sense, the age
distribution 1s more eas1ly forecast than is household type per se. To the
extent that one is i1nterested in analyzing the impact of changing household
relationships on household behavior, such household-type variables do add
explanatory power. As shown in Chapter 2, there 1s a clear pattern 1nvolving
the coefficients for age groups; t.e., trip generation rates decline with
age.

Incremental Improvements to Basic Model

As concluded above, the most efficient representation of household
structure seems to be disaggregating total eligible persons by age and adding
dummy variables for household relationship type. In Chapter 2, incremental
improvements to an analog to the typical zonal trip generation model are
tested. The analysis proceeds from this basic model to one that adds
properties of the household, and then to a model that introduces properties
of the residence zone of the household. As described 1n Chapter 2, the
enhancement of the basic model resulted 1n a clear improvement 1n many cases.
Further, the examples in Chapter 3 indicated that the enhanced models can
produce markedly different forecasts than the standard models.

Frequency by Mode

The question of frequency by mode has also been 1nvestigated util1zing a

diagnostic methodotogy symilar to that used above, successively entering

household and residence zone variables. Since the analysis 1s 1ntended to



test the explanatory power of household and residential variables 1n modal
frequency models, but not to produce models for planning practice, numerical
results are not presented. Important findings are described.

As in the case of frequency by purpose, i1ntroducing household structure
and residential-type variables to the model by mode 1ncreases the explanatory
power of the equations. Again, the increase attributable to adding household
structure variables is greater than that brought about by adding
residential-type variables. Household type significantly enhances the
explanation of the four principal modes (auto driver, auto passenger, bus,
walk), while residence zone 1nformation enhances prediction of auto and
driver frequency.

It should be noted that level-of-service variables are not i1ncluded 1n
these equations, because the basic i1ntent 15 to examine the wmpact of
demographic and residential location factors on frequency by mode. It may
also be argued that a household chooses level of service with 1ts choice of
location, so that, for a household, “"level of service" 1s a function of the
households' attributes and not an exogenous determinant of choice.

The equation for auto drivers explains approximately 48 percent of the
variance 1n trip frequency. Not surprisingly, most of the explanatory power
comes from number of vehicles owned and net restidential density; numbers of
persons aged 35 to 54 and nuclear family type are also marginally
significant. Income 15 not 1mportant for the auto passenger or bus mode and
is somewhat negatively related to frequency of walk trips. Not surprisingly,

number of vehicles owned was positively related to number of auto passenger
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trips and negatively related to bus and walk trips., Auto passenger trips are
positively related to number of teenagers, the presence of a homemaker, and
adult families with children, 1mplying a chauffeuring role. The coefficient
for number of teenagers for the walk mode 1s also considerably higher than
that for other modes. Senior citizens have lower coefficients than other
groups for auto passenger trips and walk trips. The frequency of walk trips
declines by age group. The presence of a preschooler tends to depress the
number of auto passenger trips, while the presence of a grade schooler 1n the
household tends to increase the number of walk trips marginally. The
presence of a homemaker 1n the household increases the number of auto
passenger trips and decreases the number of bus trips, perhaps i1ndicating the
greater amount of chauffeuring that 1s done by persons occupying such a role.
Single male households take significantly more bus trips than other types,
although the difference between single males, single females, and
single-parent households 1s small., The greater the residential density, the
less either auto mode 1s used, while, not surprisingly, the bus mode 1s more
frequently used within the City of Baltimore. Short-term residence slightly
depresses the frequency of walk trips.

The results for weekend travel, although plagued by an 1nability to
distinguish significant effects because of reduced sample sizes, are for the
most part, however, similar to the weekday results. The approach explains
more of the variance in frequency for the main three notorized modes for
weekend than for weekday travel. On the weekend, the unrelated individual

household type has the largest i1ncrement 1n auto driver trips.

F-28
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HOME-BASED ANALYSIS

Trip Productions by Purpose

Weekday Travel. A similar procedure 1s followed 1n the analysis of
home-based trips as 1n the analysis of activity-based trip-making behavior.
Total home-based trips are, as noted above, approximately four-fifths of all
trips. Due to the essential symmetry of home-based originations versus
dgs;ynat1ons. the purposes "work" through “serve-passenger" will account for
approximately 1.6 t1mes-the number of trips, while, of course, there will be
no "home" activity purpose. Table F-6 defines these dependent variables. As
can be seen from Table F-7, there 1s a similar progression from the variance
explained by the "basic model" utilizing i1ncome, vehicles owned and total
eligible travelers, versus those models that include household structure and
residential location., Here, the improvement 1s on the order of two to six
percent, with household structure accounting for most of the increment. The
improvement due to household structure 1s statistically significant for total
trip frequency, work, entertainment, and serve-passenger trips. Residential
zone 1nformation 1mproves the entertainment and visiting equations.

The variance explained for total home-based trip making 1s considerably
higher than for total trip frequency, although the 1ncrements from adding
household structure and residential location are roughly the same between
home-based and activity-based trips. Likewise, the work-purpose equations
are much higher 1n terms of variance explained and, vndeed, the addition of

household and residence variables i1ncreases the explanatory power to a
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Table F=6
HOME-BASED DEPENDENT VARIABLE DEFINITIONS

Purpose Definition
HTRIPFRQ Total number of home-based trips for all purposes
HFRQPUR2 Home-based work trips
HFRQPUR3 Home-based shopping trips
HFRQPUR4 Home-based personal business trips
HFRQPURS Home-based entertainment/community trips
HFRQPUR6E Home-based visit/social trips
HFRQPUR? Home-based service/accompany traveler trips
Mode
HFRQMO1 Auto Driver Trips, Household Vehicle
HFRQMO2 Auto Passenger Trips, Household Vehicle
HFRQMO3 Bus Trips
HFRQMO4 Walk Trips
HFRQMO5 Other Non-motorized Mode Trips
HFRQMO6 Other Motorized Mode Trips
Notes: 1. A1l variables are expressed in numbers of trips per household by
eligible household members (age > 12 years).
2. See Tables D-1 and D-3 for more extensive mode and purpose

definitions.

F=30

81



Table F-7

ANALYSIS OF VARIANCE FOR HOME-BASED TRIP FREQUENCY BY PURPOSE
(For 629 Weekday Travelers)

Table F-7 (Continued)

ANALYSIS OP VARIANCE FOR HOME-BASED TRIP FREQUENCY BY PURPOSE
(For 629 Weekday Travelers)

BASIC MODEL'®

HTRIPFRG HFROPUR2 HFROPUR3 HFROPURA HFROPURS HFROPURS HFROPUR7

8SE 7673.11 2391.63 1671.13 829.09 1783.30 1134.01 1219.40
DFE 6235.00 625,00 625,00 625.00 625.00 625.00 625,00
MSE 12.28 3.83 2.687 1,33 2.86 1.81 1.95
RSQUARE 0.61 0.4% 0.12 0.04 0.14 0.15 0.09

HOUSEHOLD STRUCTURE INCLUDED!'
HTRIPFRQ HFROPUR2 HFROPUR3 HFROPURA HFROPURS HFROPURS HFRQPUR?

SSE 6862.32 2150.48 1654.36 816,25 1709.91 1096.80 1139.25
DFE 409.00 609.00 609.00 609,00 409,00 609.00 609.00
HSE 11.27 3.53 2,72 1,34 2.81 1.80 1.87
RBQUARE 0.65 0.54 0.13 0.06 0.18 0.18 0.19

RESIDENCE ZONE AND HOUSEHOLD STRUCTURE INCLUDED'

HTRIPFRG HFROPUR2 HFRAPUR3 HFRGPURA HFROPURS HFRGPURS HFRGPUR?

8SE 46801,49 2139.18 1640.51 811.45 1671.50 1081.38 1137.01
DFE 606,00 606,00 404,00 606.00 606.00 404.00 606.00
NSE 11.22 3.53 2.71 1.34 2.76 1.78 1.88
RSQUARE 0.65 0.355 0.14 0.06 0.20 0.19 0.15

Table continued on following page.
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ANOVA FOR DELETING RESIDENCE ZONE INFORMATION
HTRIPFRQ HFROPUR2 HWFROPUR3 HFRGPURA HFRGPURS HFROPURS HFROPUR?

F-RATIO 1.981 1.07 1.71 1.19 4.64nn 2,840 0.40
1316060

ANOVA FOR DELETING HOUSEHOLD STRUCTURE INFORMATION
HTRIPFRG MHFROPUR2 HFROPUR3 HFROPUR4 HFROPURS HFROPURS MHFRGPUR?

1
F-RATIO 4,510 4,272 0.39 0.60 1.6Bes 1.29 2.68%»
tinsA0V)
ANOVA FOR DELETING HOUSEHOLD STRUCTURE AND RESIDENCE ZONE INFORMATION

HTRIPFRG WFROPUR2 HFROPUR3 HFRQPUR4 HFROPURS HFROPURS HFRQOPUR?

F-RATIO 4.10*" 3.76%* 0.60 0.69 2.,18** 1.55 2,31

L R W

NOTES: 1. See text for explanation of model. For variable definitions see Table F-6
2. SSk = sum of squared errors.
3. DFE = degrees of freedom.
4. MSE = mean squared error (MSE = SSE/DFE).

Notes continued on following page.
F=32

Table F-7 (Continued)

ANALYSIS OF VARIANCE FOR HOME-BASED TRIP FREQUENCY BY PURPOSE
(For 629 Weekday Travelers)

S. RSQUARE = coefficient of determination.

6. F-RATIO = "Chow Test" for coefficient restriction (see Attachment FA)
Numbers 1n parentheses are degrees of freedom for F-ratio,

LEGEND: *Significant at .05 level.
**grgnificant at .0l level.

SOURCE: Based on data contained in Baltimore Travel Demand Data Set. Table compiled
in December 1980.

F=33

611



greater extent than 1t does for activity-based purposes. On the other hand,
shopping trips are 1dentical 1n terms of variance explained. Home-based
personal business trips are better explained by the basic model than are
activity-based trips, but the reverse 1s true when household structure and
residential location are i1nciuded. Home-based entertainment trips are
slightly less well explained by the full model than are activity-based trips,
while home-based visiting and serve-passenger trips are better explained.

As described 1n Cﬁapter 2 for weekday activity-based trips versus
home-based trip productions, the overall patterns of significance are fairly
stmlar.

Employment Status

Because employment status 1s i1mportant 1n predicting activity allocation
to other purposes, as shown 1n Appendix B,the number of persons i1n the
household employed part or full time (NEMPLOY) 1s added to the equation.
Clearly, 1ts use w11l be mportant 1n predicting work trips, and an
endogeneity 1S introduced, but the 1ntent here 1s to see 1f other purposes
are affected. The results for weekday travel are displayed i1n Table F-8.

The probability of the employment coefficient being different from zero
1s significant for the total home-based, work, and entertainment equations
and marginal for visiting. Employed persons reduce the number of
entertainment trips and raise slightly the number of visiting trips. The
role of the homemaker variable 1s sharpened for total home-based trips, while
the role of number of vehicles owned 1n predicting work-trip frequency 1s

reduced to zero. By knowing number employed, the i1mportance of the age
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Table F-8

HOME-BASED TRIP FREQUENCY BY PURPOSE INCLUDING NUMBER EMPLOYED
(Por 629 Households with Weekday Travel)

DEPENDINT VARIABLES

INDEPENDENT HTRIPFRQ HFRQPUR2 HFRQPUR3 HFRQPUR4 HFRQPURS HFRQPUR6 HFRQPUR7

VARIABLES PROB-T PROB-T PROB-T PROB-T PROB-T PROB~-T PROB-T
INTERCEF ~1.,419 -0.679 ~-0.434 -0.19¢ 9.229 0.272 -0.6l06
0.186 0,236 0.417 0.612 Q.07 ©.531 Gilos

VEROWN 0.420 0.008 0.101 0.030 -0.937 0.094 0.224
0,024 0.937 0,283 0.648 0,475 0,214 0.004

INCOMENM 0.002 0.006 -0.02° 0.005 0.016 -0.9014 -0.002
2.875 0,463 0.276 0.410 0.040 6.026 9.78%

NTEEN 2.809 1.236 0.309 0,122 0.651 0.418 9.073
0.000 0.000 0.000 0.039 0,000 0,000 0.292

N20TO34 1.9726 0.365 0.4%91 0.282 0.574 0.208 0.056
0.000 ¢.060 0.007 0.028 0.902 ¢.158 ¢.713

N35T0S4 1.63 0.333 9.484 0.183 0.438 2.107 0.041
¢.000 0,067 0.01a C.184 ¢.C20 0.502 9.8¢01

NSSTO64 1.644 D.172 0.590 0.191 0.553 Q.u53 0.080
0.009 0.449 0.006 0.201 0.210 0.759 0.627

N6SFLUS 1,137 Q,222 0.503 0.209 0.215 -0.044 0.031
0.006 0.315 0.015 0.157 G.301 G.79S 0.E55

SFDU 0.41% -2.210 0.069 0.181 ~0.9260 2.089 0.246
0.272 0.298 0.714 440173 0.751 0.563 0.02%

FREDUH -0.965 ~0.,161 0.028 -0.159 ~0.108 -0.108 -0.4%6
¢.02¢ 0.49% 0.900 0.306 0.626 0.547 0.013

GRATEDUA 2.256 ~9.128 -0.172 -0 134 D.422 ~d 072 D.340
NL.49" G.52s 9.3061 0.3511 O 0ls L $4.030
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Table F-8 (Continued)

HOME-BASED TRIP FREQUENCY BY TRIP PURPOSE INCLUDING NUMBER FMPTOYFN
(For 629 Households with Weekday Travel)

DEPENDENT VARIABLES

INDEPENDENT HTRIPFRQ HFRQPUR2 HFRQPUR3 HFRQPUR4 HFRQPURS HFRQPUR6 HFROPUR?
VARIABLES PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T

HMMAKEDH 0.709 0.265 VL2906 0.099 -0.177 LR 9.329
0.030 0.128 ©.20% 0,387 0.279 0.224 0,013

HHRACE -0.145 -0,293 -0.021 -0.026 0.065 -0.029 0.159
0.4686 0.126 0.908 0.837 N.719 0.341 0.7386

SMALE 2.037 0.562 0.565 0.227 2.471 -2.068 0.281
0.029 0,258 0.224 0.487 ©¢.314 G.8%0 0.40%

SFMALE 1.287 0.544 0.425 0.128 ©.178 -0.27¢0 0,282
9,133 0.235 0.321 0.670 0.680 0.43s .49

UNRELI 1.598 0.761 7.483 0.113 0,000 -0.144 0.324
0.067 0.102 0.267 0.711 0.8%0 627 ¢.270

COUFLE 1.101 0.372 ¢.Q073 0.197 9.119 2.181 9,167
¢.067 0.247 0.307 0.352 0.715 {.45° .50

SFHH 1.449 0.579 0.716 0.155 -0.984 -0.,227 9.310
0.112 0.235 0.117 0.4628 0.8%4 0 540 0.412

NUCLK 1.163 0.291 0.492 9.178 -0.327 -0.149 Diol7
. 0.090 0.426 0.151 G.459 D.242 0.5%°2 o.018

AFYKID 0.990 0.000 0.559 0.971 -0.117 0.152 0.325
0,130 1.000 0.088 9.758 0,722 0.567 0,733

RIOENP -0.012 -0.,002 -0.006 -0.9003 -0.,006 0.006 -9.092
2.037 0.478 0.051 0.139 9.060 0.012 0,490

C1TY 0,206 0.269 0,27t Q.14A2 -2.507 -1.3937 0.118
0 T8/ ¢.186 0.159 Q.07 Colug C.04° BEE R

HHRESé -0.309 -9.217 2.094 2.147 -0.334 L2738 0. 139
0.9593 0.481 0.745 0.4348 7.18% w T38 ' DR
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Table F-9 (Continued)

HOME~BASED TRIP FREQUENCY BY PURPOSE INCLUDING NUMBER EMPLOYED
(For 629 Households with Weekday Travel)

structure (for those over 19) 1s reduced for predicting work trips and
1ncreased for predicting entertainment trips. The importance of the
household-type variables 1s reduced slightly for total trips, but this change
1s not readily related to specific trip purposes.

The results for weekend travel by purpose (not shown) reveal a much
smaller overall effect, attributable mostly to work trips. However, there 1S
a slight reduction 1n the frequency of personal business trips on the weekend
attributable to number employed, 1ndicating that such trips may be performed
in conjunction with the work trip during the weekday.

Trip Productions by Mode

DEPENDENT VARIABLES

INDEPENDENT HTRIPFRQ HFRQPUR2 HFROPUR3 HFRQPUR4 HFROPURS HFRQPUR6 HFRQPUR7
VARIABLES PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T PROB-T

NEMFLOY 1.019 1,070 2.016 -0.9233 -0 256 0.129 0.0°3

0,000 0.000 ¢ 882 9,659 .18 0 139 ¢.301
STDh ERR 3,292 1.758 1.647 1.158 1,055 1.335 1.370
R-SQUARE 0.664 0.602 0.136 D.055 0.204 2.195 0.1546

NOTES: 1. Tor variable definitions, see Tables F-3 and F-6.

2. TFor each variable, the coefficient 1s on the first line; the
probability that this coefficient is different from zero 1s on
the second line.

3. "STD ERR"” 1s the standard error of the estimated variables;
"R-SQUARE" 1s the squared multiple correlation coefficient.

SOURCE: Based on data contained in the Baltimore Travel Demand Data Set.
Table compiled in December 1980.
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The pattern by mode between activity and home-based definitions 1s
similar to that by purpose. Four of the six home-based weekday equations are
better fit. Age variables are more important for home-based auto driver
frequency, while selected household-type variables gain 1n significance,
especially for bus and walk modes. Otherwise, the pattern of results 1s very
simlar,

The home-based models for weekend travel are similar to those for
activity-based trips. The three main motorized modes are better predicted.
Unrelated 1ndividuals make the largest incremental number of auto driver
trips. The household age structure 1s somewhat more important for home-based
trips, particularly bus trips.

Trip Productions by Mode and Purpose

Extending ths methodology further, it 1s possible to construct models

that sum one way to frequency by mode and the other way to frequency by
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purpose, gitving, in each cell, the frequency by a particular mode and
purpose. As noted 1n the discussion of statistical 1ssues, if all
independent variables used 1n all the models are the same, the coefficients
of the mode-by-purpose equations, when summed across modes, will equal the
corresponding coefficient of the equation for the particular mode for all
purposes.

L1kew1sg, yhen thg Sogffic1ents for each variable are summed
across modes within a particular purpose, the sum of each such set of
coefficients will equal the corresponding coefficient in that purpose
equation for all modes. When the equations for total trips by mode are
summed across mode, the sum of these coefficients will equal the coefficient
for total trip frequency for that variable; the same 1s true when the
summation 1s carried across the total mode equation by purpose.

This means that, given any specific set of exogenous variables, the
prediction of total trip frequency for all modes and purposes will be the
same whether these exogenous variables are: 1) substituted i1nto the total
trip frequency equation; 2) substituted i1nto the total mode and purpose
equations and summed to total trips; or 3) individually substituted into the
36 mode-by-purpose equations and then summed across mode and purpose. As we
noted i1n Appendix B, however, while the overall totals are constrained, the
values of the components may fluctuate 1n order to achieve this overall
constraint. This means that the standard errors for the mode-by-purpose

equation may be very large for an i1ndividual mode-by-purpose equation.

F=-39

While a complete system of such equations has been estimated, because of
its complexity we present only the coefficients of determination (R2) which
result from this fitting process. As can be seen from Table F-9, while the
variance explained for purposes by all modes or modes by all purposes 1s
fairly high 1n some cases, as one works down 1nto the mode by purpose
equations, the variance explained becomes fairly low 1n some cases.

STRUCTURAL EQUATION MODELING: ACTIVITY BASED

In the previous sections of this report, as s usually the case, the
various facets of travel behavior such as trip frequency and activity time
have been addressed i1ndependently. In this final section of the report,
potential 1nteractions among variables such as activity time allocations,
trip frequencies, and travel times and distances are explored. Our approach
is comprehensive, 1n that a wide range of potential 1nteractions are
explored; however the work should be viewed as primarily 11lustrative, in
that 1t represents only one possible structure.

A set of structural models is developed for this purpose with three
objectives: 1) to 1nvestigate potential interrelationships among
determinants of mobility such number of driver's licenses 1n the household
and number of vehicles owned, 2) to determine the impact of such variables 1n
addition to the standard set of soctodemographic, household structure, and
residential location variables on household time allocation; and 3) to
1nvestigate the 1mpact of such activity time allocations on travel time,

travel frequency, person and vehicle miles traveled.
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Table F-9

VARIANCE CXPLAINED BY MODE AMD PURPOSE -
WEEKDAY HOME-BASED TRIPS

Mode

a Al Auto Auto Other Other
Purpose Modes Driver fassenner Bus Malk Nonmotor Yotorized
A1} Purposes 65 54 17 .30 4 04 23
Work/Schoot §5 43 08 26 33 06 22
Shopping 14 17 07 03 09 03 05
Personal Business 06 07 05 06 05 04 03
Entertainment/
Recreation 20 15 09 06 15 04 08
Visiting 19 10 07 n 20 04 n
Serve/Accompany b b
Traveler 16 16 05 00 07 00 03

NOTES  ?See Table F-6 for mode and purpose definitions
I’No Observations for these mode/purpose combinations

SOURCE Based on data contained in Baltimore Travel Demand Data Set
Table compiled 1n January 1981
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When considering the 1nteractions among the measures of mobility such as
distance, frequency, and travel time, hypotheses and results from previous
work are of interest. For example, the travel time budget notion may mply
that total travel distance i1ncreases with travel time, but the reverse
relationship of travel distance determining travel time would not hold.

Two-stage least squares 1s the estimation technique utilized, a block
recursive structure 15 developed to examine various levels of 1interaction
among the variables. Two-stage least squares 1s utilized 1n an attempt to
remove the potential mutual dependency of one variable on another where each
1s used as a predictor of the other. Faillure to use such a technique can
result 1n brased coefficient estimates, by utilizing this technique 1t 1s
possible to test whether feedback relationships exist among variables or
whether the presumed direction of causality runs 1n only one direction. The
use of this technique 1s described 1n numerous texts such as that by Theil
(F2). Structural equation methods have been used elsewhere to estimate
cross-elasticities among modes (F3), but here the emphasis is on the
allocation of time and the interrelationship of such measures with aggregate
measures of travel by all modes. Clearly, the approach could be extended to
a multimodal context, but the degree of complexity rises by a corresponding
amount .

In order to simplify the analysis, the seven activities were combined
into four. These activities, defined 1n Table F-10, include activity time n

home, activity time at work or school, time spent 1n entertainment or

F=42
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Table F-10
ENDOGENOUS VARIABLES UTILIZED IN THE STRUCTURAL ESTIMATION

Variable Definition

Table F=10 (Continued)
ENDOGENOUS VARIABLES UTILIZED IN THE STRUCTURAL ESTIMATION

Variable Definition

Mobility Precursors

NDRIVLIC Number of drivers licenses in household
STAYHOME Number of eligible persons not traveling
VEHOWN . Humber of household vehicles owned

Fuel Efficiency

GASPVMT Gallons of gas used per vehicle miles traveled
weighted average!

Household Time Allocations?

ATINHOM In-home time

ATWORK Time at work or school

ATEXHOM Time outside home 1n home-serving activities
{shop, personal business, serve/accompany
traveler)

ATENTVI Time in entertainment or visiting outside home

Aggregate Mobylity Measures

TRIPFREQ Total number of trips?

TTRAVTM Total Travel time?’?

PERSMILE Person miles traveled®

TOTVYMT Total vehicle miles traveled by household-

owned vehicles

Mobility Measures by Purpose

TTINHOM2*? Travel time to home

TTWORK?? 3 Trave! time to work or school

TTEXHOM?*? Travel time to home-serving activities
TTENTV]2*? Travel time to entertainment or visiting

Table continued on following page.
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FQINHOM
FQUORK

Trip frequency by purpose?®
FQEXHOHN

FQENTVI

TDINHOM
TCWORK

Person miles traveled by purpose?
TCEXHOM

TOENTVI

VMTINHOM
VMTWORK

Vehicle mles traveled by purpose in household-owned vehicles
VMTE XHOM

VMTENTVI

NOTES: !See Appendix D for definitions.
2Time 1n minutes.

I8y motorized and nonmotorized modes.

Fe84
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visiting, and time spent outside the home 1n home-serving activities such as
shopping, personal business, and service/accompany traveler. Travel by both
motorized and nonmotorized modes 1s dealt with in the total trip time,
frequency, and miles traveled variables. Additional exogenous variables are
defined 1n Table F-11.

The basic orientation 1s as follows and 1s depicted in Figure F-1
(which also summarizes the empirical results). The number of vehicles 1n the
household 1s determined by the household's choice of 1ifestyle as revealed by
location as well as the number of driver's licenses and material constraints
such as 1ncome. The number of driver's licenses ts affected by the age and
education structure of the household. Numbers of persons staying at home 1s
affected by age, opportunity for mobility as revealed by numbers of vehicles
owned, and other locational factors. Numbers of vehicles, in conjunction
with the age and education structure of the household and location variablies
then determine the time devoted to in-home and out-of-home activities. These
time allocations are instrumental 1n predicting travel twme and travel
frequency. Frequency and travel time are modeled as potentially feeding back
on each other. Person and vehicle miles traveled are modeled as a function
of frequency and travel time. The analysis of travel time, frequency, and
distance 1s also carried out by the four trip purposes.

Mobility Precursors

As was seen 1n previous sections, the number of household vehicles owned

was a strong determinant of trip frequency. Table F-12 presents results for

F=45

Table F<11
ADDITIONAL EXOGENOUS VARIABLE DEFINITIONS

Variable Definition

NEDCOLL Number of persons with some college

NEDHS Number of persons with high school

NEDGS Number of persons with grade school
education or less

NEMPLOY Number of persons ;mp1oyed full- or
part-time

NEMPFT Number of persons employed full-time

NMADULT Number of male adults

NFADULT Number of female adults

RDEVELOP Proportion of Land Developed Residentially

NOTE. See Table F-3 for other variable definitions.

F-86
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Table F-12

MUBILITY PRECURSORS

(For 605 households with weekday travel)

Jointly and

Second Stage Equations

Predeterm ned

Variables* NDRIVLIC VEHOWN STAYHUME
Bl. NDRIVLIC** + 461 ¢4 .113
Bl. VEHOWN** + 987784 -.4581 #4
Bl. STAYHUME** + .165 |
Bl. ATINHOM** + -.7x10-44
INTERCEPT -.015 .568#4# .022
NTEEN -.043 086##
N20Tu34 -.298¢### 305:#
N35T054 - 283444 3984k
N55T064 -.20444 L3874¢4
N65PLUS -e308kkn 6634./#
NEDCOLL - 481844
NEDHS .423
NEDGS <3324
INCOMEM -.005 018414
CITY .070 -.187#4% -.055
HHRES6 .037
RDENP .0002 - 004444 L0002
ROEVELOP -.256¢4

Table continued on

following page.

Table F-12 {Continued)

MOBILITY PRECURSORS
(For 605 households with weekday travel)

Jointly and

Second Stage Equations

Predetermined

Variables* NDRIVLIC VEHOWM STAYHOME
NEMPLOY 149584

SMALE .033

SFMALE i -.096

UNREL] -.158

LOUPLE 023

SPHR -.004

NUCLR .18

AFWKID .042

PREDUM 132+
GRADEDUM 019
SFOY -.021

R~ SQUARE .664 632 .201

*Variables are defined in Tables F-3, F-10, and F-11.

**Jointly determmined variables for Block 1 include*
STAYHOME, ATHOME, ATWORK, ATEXHOM, ATENTVI, TTRAUTM, TRIP

TOTuMT,

NURIVLIC, VEHOWK,
FREQ, PERSMILE,

+ldentifying restrictions apply across Tables F-12 to F-14,

Legend:
# Prob (t) < .20

## Prob (t) < .05
### Prob (t) < .ul

F-43
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Figure F—1

STRUCTURAL RELATIONS AMONG VARIABLES?-2

(WEEKDAY TRAVELERS)
EDUCATION INCOME
4
DRIV.ERS' +
DENSITY
| LICENSES hd + -
— + — venicLes +
AGE T STAY HOME OWNED NEMPLOY
- L, ACTIVITY TIME ACTIVITY TIME ACTIVITY TIME
+ EDUCATION AT WORK ENTERTAINMENT HOME SERVING
- - |_+_J 1
ACTIVITY TIME + + +
—s| IN-HOME ROLES
1
+
FAMILY TRIP bl TRAVEL
SIZE FREQUENCY < TIME
+ + o
1 Signs on arrows denote sign of significant regression PERSON
coefficients. INCOME MILES vMT
2 See Table F—12 through F—14 for actual coefficients. _ +‘
VEHICLES
DENSITY RACE OWNED
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models of number of driver's licenses, number of vehicles owned, and number
of persons not traveling on the travel day. These measures, along with
household time allocations and aggregate mobility measures, are fit as one
endogenous system.

Vehicles Owned. As can be seen from Table F-12, number of vehicles
owned has a strong positive relationship to number of driver's licenses and a
weak negative relationship to total time spent 1n the home. Number of
vehicles owned 1s also positively related to number of persons employed full
or part time and to median 1ncome, while 1t 1s negatively related to three
measures of residential density. presence 1n Baltimore, percent of land area
1n the zone developed residentially, and\the population per residential acres
in the zone. Household type does not make a significant contribution to
predicting number of vehicles owned when these relationships are accounted
for.

Driver's Licenses. Likewise, the number of vehicles owned makes a
positive contribution to the prediction of the number of driver's licenses 1n
the household. Numbers of driver's licenses are related in a negative manner
to the age structure of the household, and 1n a positive manner to the
education structure of the household.

Stay-at-Homes. Number of persons staying in the home 1s not related to
the number of driver's 1icenses 1n the home but 1s negatively related to the
number of vehicles owned, 1ndicating the constraining nature of lack of

vehicle ownership. Number of persons staying at home 1s positively related

F-50

to the age structure of the household and marginally related to the presence
of a preschooler.

Household Time Allocation

The twme allocation of households 1s modeled for the four activity
purposes described above. These results are presented i1n Table F-13.

Various 1nterrelationships among time allocations are explored as well as the
relationship to the mobilrty precursors discussed above.

In-Home. Time spent at home 1s negatively related to time spent at
work, as one would expect. It 1s also positively related to the presence of
a preschooler, positively related to the age structure of the household, and
negatively related to the education structure, as was found for a number of
stay-at-homes. The only family structure-type variable that was signmificant
was adult families with children, which bore a strong negative relationship
to twme spent at home,

) At Work, Likewise, time spent at work 1s negatively related to time
spent at home and the number of vehicles owned. It 1s negatively related to
the age structure of the household and positively related to the education
structure.

Home-Serving. Time spent 1n home-serving activities outside the home 1s
positively related to time spent inside the home as well as the number of
vehicles owned, but 1s not constrained by time spent at work. It 1s also
positively related to the homemaker variable and to the percent of land

developed for residential purposes, perhaps indicating a suburban lifestyle.

F-51



Table F-13

HOUSEHOLD TIME ALLOCATION
(For 605 households with weekday travel)

Second Stage Equations

Table F-13 (Continued)

HOUSEHOLD TIME ALLOCATIUN
(For 605 households with weekday travel)

Jointly and
Predetermined

Variables* ATINHOM ATWORK ATEXHOM ATENTVI
Bl. ATINHOM** + -.197### 0.015# 0.068444
Bl. ATWORK** + -0.7264## -0.021 -0.027
Bl. ATEXHOM** +
Bl. ATENTVI** +
Bl. VEHOWN** + -67.089 268.527+##% 59.1744## 81.2764
B1. STAYHOME** + -2.890
INTERCEPT -39.972 -38.931 -63.086# -151.369+
NTEEN 1052.303##% 338.980%4¢
N20T034 993.4687#5 103.930%#4
N35TU54 1032.21244# 102.985#.#

N55TU64 1037.129%a#  93.59144

N65PLUS 1167.90044#

NELCOLL 204,695k#4 141.526###

NEDHS 241.22244% 187.24644%

NEDGS 275.06944F 226.915#4#

PREDUM 170.222#%# -24.939%

HMMAKEDM 45.629 29.1774#4

SMALE -43.737 8.714 158.912¢##
SFMALE 43.574 1.321 55.456

Table continued on following page.
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Second Stage Equations

Jointly and
Predetermined

Variables* AT INHOM ATWORK ATEXHOM ATENTVI
UNRELI -103.219 37.335 31.829
COUPLE -47.363 ~11.940 62.984
SPHH -11.563 23.296 139.895+4#
NUCLR -12.873 -4.212 42.330
AFWKID -200.441 %% 1.128 100.9084#
HHRACE 63.177# 16.580 -13.833
RDEVELLP 70.6994 ##

HHRE S6 3.033

INCOMEN -0.965 -1.367
RDENP U.238
R-SQUARE .902 .548 .87 117

*Variables are defined 1n Tables F-3, F-10, and F-11.

**)ointly determined variables for Block 1 include: NDRIVLIC, VEHUWN,
STAYHOME, ATHOME, ATWORK, ATEXHUM, ATENTVI, TTRAUTM, TRIPFREQ, PERSMILE,
TOTUMT.

+ldent1fying restrictions apply across Tables F-12 to F-14.
Legend sigmificance levels tor cvefficients:
# Prob (t) < .20

## Prob (t) < .05
### Prob (t) < .01
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Visiting/Entertainment. Likewise, time spent in visiting and

entertainment is significantly related to time spent at home, but only
marginally related to a number of vehicles owned. Household types that
allocate greater amounts of time to such activities than the norm 1nclude
single-male households, single-parent households, and adult families with
children. -

Aggregate Mobility Measures

Total travel time 1s modeled as a function of the three out-of-home time
allocations, total trip frequency, and total person miles traveled by all
modes, as well as residential density and median 1ncome. Total travel time
1s simultaneously determined with time spent 1n home serving out-of-home
activities, as well as the total trip frequency. These results are presented
in Table F-14.

Likewise, total trip frequency 1s determined by time spent 1n
home-serving activities, total travel time, and person miles traveled. In
addition, 1t 1s also positively related to the number of teenagers 1n the
household when these other i1nfluences are accounted for.

Total vehicle miles traveled for household-owned vehicles 1s not related
to trip frequency or travel time but 1s most strongly related to the number
of vehicles owned and net residential density. Person miles traveled, on the
other hand, is marginally related to total travel time and positively related
to total trip frequency. The fact that travel time was a determinant of
distance, but not vice versa, appears to be consistent with the notion of a

household travel time budget (which varies by household). Person miles
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Table F-14

AGGREGATE MOBILITY MEASURES
(For 605 nouseholds with weekday travel)

Second Stage Equations

Jointly and

Predetermined

Variables* TTRAVTM TRIPFREQ PERSMILE TUTVMT
Bl. TTRAVTM** + 0.0154 0.067# u.020
Bl. TRIPFREQ** + 13.6614i'# 2.7834#4 -U.326
Bl., PERSMILE** + -0.015 0.0694#4
Bl. TUTVMT** +
Bl. ATWORK** + 0.039 0.001
Bl. ATEXHOM** + 0.301/ 0.012¢
Bl. ATENTVI** + 0.081 ~0.001
Bl. NDRIVLIC** + 2.023
Bl. VEHOUN** + . 15,1644
INTERCEPT -6.204 0.5;£ 7.651:44 1.035
RDENP 0.330# 0.002 -0.118## ~U.076**
HHRE S6 -u.707
INCOMEM -0.211 0.533#4# 0.050
NTEEN 1.378¢#%
N20T034 0.153
N35T054 U.061
N55TU64 -0.286
TOTELIG -3.092¢
HHRACE -5.426¢4#
R-SQUARE 0.502 0.658 0.543 0.406

Notes on following page.
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Tabte F-14 (Continued)
AGGREGATE MUBILITY MEASURES
(For 605 households with weekday travel)
NOTES:
*Variables are defined in Tables F-3, F-10, and F-11.

**Jointly determined variables for Block 1 include: NDRIVLIC, VEHOWN,
STAYHOME, ATHUME, ATWORK, ATEXHOM, ATENTVI, TTRAVTM, TRIPFREQ, PERSMILE,
TUTWMT,

+ldent1fying restrictions apply across Tables F-12 to F-14,
Legend: significance levels for coefficients.
£ Prob (t) < .20

## Prodb {t) < .05
### Prob (t) < .01

traveled 1s positively related to 1ncome, perhaps reflecting the choice of
slower modes by those of lesser incomes. Person miles traveled 1s negatively
related to famly size, net residential density, and household race, perhaps
1ndicating a central city location with constrained mobility.

Mobil1ty Measures by Purpose

The interrelationships among activity time, travel time, frequency, and
distance by purpose traveled are also explored with a similar methodology.
These results are presented 1n Figure F-2 and Tables F-15 through F-18. In
this case, travel time frequency and distance by purpose are simultaneousiy
estimated, while vehicle miles traveled 1s modeled as a function of activity
and trip time and frequency by purpose.

Travel Taime. Travel time by purpose 1s modeled 1n a manner analogous to
that used for total travel time. For each purpose, the determinants are the
activity time at the destination, frequency and travel distance by purpose,
as well as residential density and income. The pattern 1s, for the most
part, the same: frequency and distance both are positively related to travel
time, and activity time bears a weak negative relation to travel time.
Residential density (and residence in Baltimore) 1s positively related, and
income is negatively related to travel time. The latter two relationships
may again reveal the choice of transit by poorer persons i1n denser areas.
The negative relationship between travel time and activity time may i1ndicate
a fixed budget for the activity/trip bundle, with a tradeoff of travel time

for activity time.
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Figure F -2

MOBILITY RELATIONS FOR TRAVEL BY PURPOSE'.2.3

ACTIVITY
TIME
rd N
p/ TRAVEL fo.4} TRAVEL

FREQUENCY

Table F-15

MOBILITY MEASURES BY PURPUSE: IN-HUME
(For 605 households with weekday travel)

el

Second Stage Equations

Jointly and

AGE

DENSITY

DENSITY INCOME + "’//,/’/’ +
fos
+ TRAVEL VEHICLE
DISTANCE DISTANCE
- =N (=
ACTIVITY
RACE TE

1 Purposes are  In-Home, Work/School, Shop/Personsl Business/Serve-Passenger,
Entertainment/Visiting

2 Signs on arrows denote ugn of significant regression coefficients

3 See Tables F—15 through F—18 for actual coefficients
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to,~)

Predeternined

Variables* TTINHUM FQINHON TDINHUM TVINHOM
B2. TTINHOM** + 0.013# 0.144444 -0.101#4
B2. FCINHOM** + 10. 876434 -3.100¢# 4,095444
B2. TDINHOM** + 3.347#4¢ 0.060##
BZ. TVINHOM** +
INTERCEPT -17.898#4# 0.270 3.383#d# 3.5204%
AT INHOM++ -0.001 -0.0002 -0.009+ -0.004#
RDENP 0.181#i# -0.0044#4# -0.071+ -0.052¢:#
HHRE S6 -0.165 0.620
CITY 22.497uik
SFOU 0.679
HHRACE =3.1164##
TOTELIG 13.6294##
INCOMEM -0.7334#4 0.189#4'#
NTEEN 1.1394# U.969
N20TO34 0.718# 84,7724
N35T054 0.583y 5.857¢
NS5TU64 0.600, 5.564;;
N65PLUS 0.569# 3.993
R-SQUARE 0.574 0.692 0.493 0.235
Footnotes on following page.
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Table F-15 (Continued)
MOBILITY MEASURES BY PURPOSE: IN-HOME
(For 605 households with weekday travel)
NOTES:
*Variables are defined tn Tables F-3, F-10, and F-11.

**Jointly determined variables for Block 2 i1nclude the travel time,
frequency, distance, and vehicle distance variables by purpose.

+Ident1fying restrictions apply across Tables F-15 to F-18.
++Activity times are assumed exogenous.
Legend. signmificance levels for coefficients:
# Prob (t) < .20

## Prob (t) < .05
### Prob (t) < .01
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Table F-16

MOBILITY MEASURES BY PURPOSE:

WORK/SCHOOL

(For 605 households with weekday travel)

Second Stage Equations

Jointly and
Predetermined

Variables* TTWORK FUWORK TDWORK TVYWORK
B2. TTWORK** + 0.0104 0.147¢ -0.057
B2. FQWORK** + 29.189: 44 -5.140 4,1214
B2. TDWURK** + 2.385### 0.016
B2. TVWORK** +
INTERCEPT -10.230# U.206# 2.990:#¢ 2.094¢
ATWORK++ -0.044; 0.002#4## 0.017## 0.002
RDENP 0.135¢4 -0.0034% -0.052%# -0.042¢4
HHRE S6 0.074 1,873
CITY 9.2874
SFbu -2.972
HHRACE -1.936#

TOTELIG -0.027
INCOMEM -0.214 0.10847
NTLEN 0.114; -2.339##i
N20T034 -0.010 0.575
N35TU54 -0.012 1.186¢#
N55TU64 -0.034 0.970
N65PLUS 0.015 -0.457
R-SQUARE 0.508 0.746 U.352 0.301
Footnotes on following page.
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Table F-16 (Continued)
MOBILITY MEASURES BY PURPOSE: WORK/SCHUOL
(For 605 households with weekday travel)
NOTES:
*Variables are defined 1n Tables F-3, F-10, and F-11.

**Jointly determined variables for Block 2 include the travel time,
frequency, distance, and vehicle distance variables by purpose.

+Ident1fying restrictions apply across Tables F-15 to F-18.
++Activity tiunes are assuned exogenous.
Legend significance levels for coefficients:
# Prob (t) < .20

## Prob (t) < .05
### Prob (t) < .01
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Table F-17

MOBILITY MEASURES BY PURPUSE:

(For 605 households with weekday travel)

SHOP, PERSONAL, BUSINESS, SERVE

PASSENGER

Jointly and

Secon¢ Stage Equations

Predetermined

Variables* TTEXHUM FUEXHUM TDEXHOM TVEXHOM
B2. TTEXHUM** + 0.010 0.0704## -0.061
B2. FQFXHOM** + 0.165 1.845# 5.776i ##
B2. TOEXHOM** + 7.46146#4 0.0794¢
B2. TVEXHOM** +
INTERCEPT -25.28348#4 0.456# 1.258¢ -0.434
ATEXHOM++ -0.0834# 0.00846¢# U.005 -0.021¢
RDENP 0.084 -0.001 -0.02847 ~0.020
HHRE S6 -0.291 1.143
CITY 28,9024 #
SFOU 2.219
HHRACE -1.2394
TUTELIG -0.074
INCUMEM -0.5884+# 0.072##
NTEEN 0.23844% -1.85444
N20TU34 0.073 -0.466
N35T7054 U.134 -0.203
N55TU64 -0.010 0.161
N65PLUS -0.025 -0.154
R-SQUARE 0.237 0.471 U.455 0.128

Footnotes on following page.
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Table F-17 (Continued)
MUBILITY MEASURES BY PURPUSE: SHOP, PERSUNAL, BUSINESS, SERVE PASSENGER
(For 605 households with weekday travel)
NUTES:
*Variables are aefined i1n Tables F-3, F-10, and F-11.

**Jointly determined variables for Block 2 include the travel time,
frequency, distance, ana vehicle distance variables by purpose.

+Identifying restrictions apply across Tables F-15 to F-18.
++Activity times are assumed exogenous.
Legend: significance levels for coefficients:
# Prob {t) < .20

## Prob (t) < .05
#8# Prob (t) < .01
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Table F-18

MOBILITY MEASURES BY PURPOSE:
(For 605 households with weekday travel)

VISITING/ENTERTAINMENT

Jointly and
Predetermined

Second Stage Equations

Variables* TTENTVI FQENTV] TDENTVI TVENTVI
B2. TTENTVI** + 0.0284#¢# 0.2214# -0.009
B2. FUENTVI** + 19.165¢## -3.509¢ 1.503
B2. TDENTVI** + 2.282##% -0.022
B2, TVENTVI** +
INTERCEPT -9,784¢# 0.053 1.795¢# 2.9584 44
ATENTVI++ -0.028 0.001# 0.0148L% 0.004
RDENP 0.053 -0,001 -0,026% -0.039%5#
HHRE S6 0.116 -0,005
CITY 8.613x¢
SFDU 2.820
HHRACE -1.6874#

TOTELIG -0.091
INCUMEM -0,208# 0.0944#
NTEEN 0.2834#1 -1.342%#
N20T034 0.044 -0.396
N35T054 0.038 0.033
N55T064 -0.004 0.742#
N65PLUS 0.035 -0.577
R-SQUARE 0.520 0.576 0.371 G.210
Tables continued on following page
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Table F-18 (Continued)
MOBILITY MEASURES BY PURPOSE: VISITING/ENTERTAINMENT
(For 605 households with weekday travel)
NOTES:
*Variables are defined 1n Tables F-3, F-10, and F-11.

**Jointly determined variables for Block 2 1nclude the travel tine,
frequency, distance, and vehicle distance variables by purpose.

+ldent1fying restrictions apply across Tables F-15 to F-18.
++Activity tumes are assumed exogenous.
Legend sigmificance levels for coefficients:
# Prob (t) < .20

## Prob (t) < .05
#4## Prob (t) < .01
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Travel Frequency. In contrast to travel time, travel frequency 1s
positively related to activity time for out-of-home purposes. Travel
distance 1s not traded off against frequency for out-of-home activity, and
only for entertainment and visiting 1s travel time associated with frequency.
Numbers of teens are positively related to out-of-home frequency. For
1n-home activity, travel time and distance are marginally but positively
related to frequency, as are numbers of teens; residential density 1s
negatively related.

Person Miles Traveled. For out-of-home activities, the greater the

amount of time spent i1n the activity, the farther the distance traveled to
the activity. Only 1n the case of entertainment 1s there a tradeoff between
frequency and distance traveled. The other relationships are consistent
across purposes: travel time and 1ncome are positively related, while race
and density are negatively related.

Vemcle Miles Traveled. For VMT, the patterns are less regular across

purposes. Net residential density 1s negatively related for trips home and
for visiting/entertainment. Frequency 1s positively related for all but
entertainment/visiting. Travel time tends not to be related. (Frequency and
time are for all modes, so the lack of a strong relationship 1s primarily
indicative of no tradeoffs to the vehicular mode.) Numbers of teenagers are
associated with shorter vehicle travel for out-of-home purposes.

Fuel Efficiency

Gas consumed by household vehicles 1s modeled as an 1dentity of vehicle

miles traveled times gallons consuned per vehicle miles traveled. In order to
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estimate fuel consumption, 1t 1s recessary to model fuel efficiency.
Table F-19 displays this (1t should be noted that gas per vehicle miles
traveled 1s the vnverse of miles per gallon, and the signs will thus be
reversed 1n 1nterpretation). The fuel efficiency variable used here 15 a
weilghted average of each auto owned by the household, utili21ng both the
number of miles driven using that auto and 1ts respective mileage rating. As
can be seen, the more vehicles the household owns, the greater the average
fuel economy of the household fleet; a larger number of young adults with
residence within the Baltimore city lwmits also promotes fuel efficiency.
White households tend to have more fuel efficient vehicles, but households
with greater numbers of male adults tend to have less efficient vehicles.

As total VMT for a household was used 1n calculating fuel efficiency,
two-stage least squares was used to estimate the two simultaneously. The
model four VMT 1s the same as used in Table F-18, although estimated on atll
households with fuel efficiency information, no matter what day of the week
on which travel occurred. VMT makes no contribution to predicting fuel
efficiency 1n ths case. The coefficients for predicting the harmonic mean
of household fuel efficiency are similar to that for weighted fuel
efficiency. ~
Summary

This section delineates the structure of certain household activity and
trip-making behaviors. Given the results presented 1n earlier sections as

well as the work of others, these results are not necessarily surprising,
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Table F-19

ESTIMATED FUEL CONSUMPTION EQUATIONS
(For 429 households with 1information)

Joint and Second Staye tstimates
Predetermined

Variables* GASPVMT ** HHGPMHM* =
INTERCEPT 0.0927## 0.1010#4#
VEHOWN -0.0068### -0.00394#
NTEEN -0.0011 -0.0011
N20T0 34 -0.0068### -0.0068#4#
HHRACE 0.0060# 0.0070###
cIty -0.0062#¢ -0.00564#x
RDENP 0.0001 8
NMADULT 0.0083%## 0.0063#
NFADULT u.0029 0.0020
NEMPFT U.0009 4
SMALE -0.0012 -0.0019
SFMALE 0.0005 -0.0020
UNREL1 -0.0048 -0,0036
COUPLE -0.0028 -0.0024
SPHH 0.0031 0.0020
NUCLR 0.0059¢ 0.0065#
AFWKID 0.0018 0.0030
NEDCOLL -0.0034# -0.0031#
MNEDHS -0.0006 <

Table continued on following page.
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Table F-19 (Continued)

ESTIMATED FUEL CONSUMPTION EQUATIONS
(For 429 households with 1nformation)

Joint and Second Stage Estimates
Predetermined

Variables* GASPVMT** HHGPMHITA®
NEVGS -0,0023 -0.0020
INCOMEM 1 A
NDRIVLIC 0.0026% 0.0016
TOTVMT+ 0.0001 i
R-SQUARE U0.174 0.186

*Variables defined 1n Tables and F-3, F-10, AND F-11.

**Fuel consumption variables are discussed 1n Appendix D.

+TOTVMT 1s jointly estimated with GASPVMT and HHGDMHM, using a
structural model (for dirfterent observations) simlar to Table F-14,

Legend: sigmficance levels for coefficients:

# Prob (t) < .20
## Prob {t) < .05
£#4 Prob (t) < .01
¢ Number 1s less than U.0U0U5

however, 1t 1s necessary to proceed 1n this fashion 1f the i1nterrelationships
among household 11festyle variables and travel variables are to be uncovered.
The trip frequency models presented 1n prior sections may be viewed as
reduced-form equations (although not necessarily the structural equations
presented here).

One striking finding 1s the extent to which vehicle ownership pervades
the prediction of out-of-home time allocation even when other 1nfluences are
controlled for. Vehicle ownership 1s predicted by i1ncome, among other
variables. This structural relation shows clearly why 1ncome 1s not an
effective predictor of trip frequency when the number of vehicles owned 1s
also 1n the equation, as demonstrated 1n earlier sections.

For activity time, time at home and work substitute for each other,
however other out-of-home activities are complementary with time spent at
home. The negative relationship of age to out-of-home activity shows clearly
tn these results, as 1t has in all the prior modeling presented 1n this
report. As time at home and time at work are negatively related to the
educational structure of the household, this would 1mply that higher educated
households tend to spend more time 1n out-of-home nonwork activities. Other
familiar relations such as the confining nature of having a preschooler 1n
the family and the negative relationship of net residential density to
measures of mobil1ty are also found. Increasing amounts of time spent 1n
home-serving activities tend to i1ncrease total travel time and total

frequency, but time spent outside of the home for other purposes dues not.
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There is a positive and reciprocal relationship between travel time and
trip frequency, both 1n the aggregate and for each purpose. Travel time
tends to be related to trip distance but tends not to be related to vehicle
miles traveled by purpose. The positive relationship of trip time to density
and the negative relationship to income indicate constraints of
centrally located areas. The negative relationship between activity time and
trip time by purpose indicates a time budget for the activity as a whole, and
consequent tradeoff of travel time against activity time.

In contrast to travel time, travel frequency 1s positively related to
activity time for out-of-home purposes. Travel distance 1s n6{ traded off
agawnst frequency for out-of-home activity, and only for entertainment and
visiting 1s travel time associated with frequency.

With respect to person miles traveled for out-of-home activities, the

greater the amount of time spent 1n the activity, the farther the distance
traveled to the activity. Only in the case of entertainment 1s there a
tradeoff between frequency and distance traveled. The other relationships
are consistent across purposes: travel time and i1ncome are positively
related, and density 1s negatively related.

Fuel efficiency, measured as gallons per mile, averaged over each
household's fleet of autos, is also estimated. The more vehicles the
household owns the greater the average fuel economy, a larger number of young
adults and residence within the Baltimore city 1imits also are associated
with greater fuel efficiency. Average vehicle fuel efficiency tends to be
lower for nonwhite households, households with large numbers of male adults

and when the total miles traveled for household-owned vehicles is greater.
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AN

APPENDIX G
SUMMARY OF FINDINGS FROM PHASE 1

This Appendix reproduces the summary from the final report from Phase I,
conducted by Fried, et al. (Gl) of Boston College.

The main purpose of this project 1s to develop an approach to

understanding travel behavior. The project was conceived on the assumption

that a behaviorally valid travel théory was necessary for useful research and

for current and future planning objectives. The travel theory developed 15

based on 1ndividual attributes (demographic, psychological, social) that

1nteract with physical and social features of the environment to produce
activity-travel behavior or changes 1n these behavior patterns.

Since the purpose and orientation of this study are different from most
travel studies, 1ts findings are understandably different. Three major types
of product present these findings.

a, Extensive reviews of the l1i1terature and state of the art summaries were
developed for several social science and travel behavior research areas
(these papers are not part of this report but an overall summary 1s
given 1n Appendix A and a 1ist of papers 1s contained 1n*Appendix B).

b. A dynamic, process-oriented theory was formulated which explains travel
behavior as socially, psychologically, and economically constrained
adaptations to discrepancies n person-environment fit. This theory
synthesizes many elements of social science and travel theory but

involves a modification and development of these elements (Chapter 2).
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c. To place this "microtheory” of travel behavior in context, we developed
a synthesi1s of the elements of theories of urban structure and change.
This formulation integrates features of several social sciences and
recent evidence to modify the traditional theory, mainly based on urban
economics and geography, and points 1t toward an understanding of the
impact on activity/travel adaptations.

In basic theoretical research, 1t 1s difficult to outline major findings
but several assumptions and hypotheses from.wh1£h the more detailed theory
derives can be succinctly presented:

1. Travel behavior 1s viewed as 1ntegrally tied to the location of
activities so that the two 1ssues of travel and the activities 1t
subserves are 1nseparable 1n theoretical development.

2. Individuals, alone and as members of households, are the decrsion-making
unmits of activity/travel decisions and the determinants of their
behavior must be considered before these can be meaningfully

aggregated.

3.  Traditional economic frameworks, even when extended to include factors
other than purely economic interests and even when broadened beyond
purely rational decision-making or learning approaches, are 1nsufficient
to account for (a) the diversity of influences operating on
activity/travel behavior, and (b) the changes and adjustments 1n human
behavior to cope with both changing environmental conditions and
changing human needs.

4. A process of adaptation, 1nvolving changes in activity and travel

patterns and ad)ustments over time, provides a useful theoretical
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framework for understanding the travel behavior of i1ndividuals and
populations; the motivating force behind these behaviors and changes 1s
the effort to reduce 1mbalances that exist or develop between personal
needs and environmental structures.

The stable points of reference 1n human social behavior affecting
travel (and associated activities) are the role structures of
individuals, particularly those 1nvolving work and occupation, household
and family, extrafamilial interpersonal 1nteraction, and leisure and
recreation. The major 1nfluences on variations 1n role patterns are
physical structure of the environment (i1ncluding especially the
distribution of transportation and activity options), sociocultural
expectations, 1ndividual socioeconomic status, life cycle stages, and
residential location.

Once 1ndividual and environmental factors are encapsulated within role
patterns, there 1s less latitude for attitudes, orientations, and
perceptions, or for small-scale or short-term changes 1n activity and
travel options to 1nfluence the adaptational process. To the extent
that they do, however, 1t 1s the entire travel-activity sequence that 1s
evaluated and the totality 1s subject to change.

Discrepanctes 1n person-environment fit invoke the adaptational process
consisting of informed trial-and-error sequences of adjustment that
continue until the discrepancies are resolved. The adaptation may be

small in scale (changing attitudes, travel, or activity frequencies or

location) or of a major type (changing total travel-activity patterns,
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residenti1al relocation). Aggregated as population movements these may
affect environmental structures but environmental structures readily
assimilate these 1nfluences with only a modicum of change.

The single most wmportant finding on this project 1s, thus, the

development of a microtheory of adaptational change affecting the travel

behavior of individuals. It serves several 1mmediate functions:

a.

It provides a theoretical framework for modeling travel behavior;

It establishes basic hypotheses for systematic, empirical research;
It provides a basis for behaviorally-informed policy development;

It formulates behavioral criteria relevant for policy assessment, and
It presents the framework within which further and more detailed

analysis of travel 1ssues may be developed.
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THE TRANSPORTATION RESEARCH BOARD is an agency of the National
Research Council, which serves the National Academy of Sciences and the National
Academy of Engineering. The Board’s purpose is to stimulate research concerning the
nature and performance of transportation systems, to disseminate information that the
research produces, and to encourage the application of appropriate research findings. The
Board’s program is carried out by more than 250 committees, task forces, and panels
composed of more than 3,100 administrators, engineers, social scientists, attorneys,
educators, and others concerned with transportation; they serve without compensation.
The program is supported by state transportation and highway departments, the modal
administrations of the U.S. Department of Transportation, the Association of American
Railroads, and other organizations and individuals interested in the development of
transportation.

The Transportation Research Board operates within the The National Research Council.
The National Research Council was established by the National Academy of Sciences in
1916 to associate the broad community of science and technology with the Academy’s
purposes of furthering knowledge and of advising the Federal Government. The Council
operates in accordance with general policies determined by the Academy under the
authority of its congressional charter of 1863, which establishes the Academy as a private,
nonprofit, self-governing membership corporation. The Council has become the principal
operating agency of both the National Academy of Sciences and the National Academy
of Engineering in the conduct of their services to the government, the public, and the
scientific and engineering communities. It is administered jointly by both Academies and
the Institute of Medicine.

The National Academy of Sciences was established in 1863 by Act of Congress as a
private, nonprofit, self-governing membership corporation for the furtherance of science
and technology, required to advise the Federal Government upon request within its fields
of competence. Under its corporate charter the Academy established the National
Research Council in 1916, the National Academy of Engineering in 1964, and the Institute
of Medicine in 1970.
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