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FOREWORD This report is an essential addition to a transportation planner's library. It is 
concerned with methods for projecting data input used to determine future travel 

By Staff demand for highways and transit. Highway and transit planners will gain from this 
Transportation report a better understanding of the sensitivity of travel projection methods to input 

Research Board variables, such as population, households, automobile ownership, income, and em-
ployment. Furthermore, the evaluation of the projection methods for these socioec-
onomic variables will enable such professionals to render better judgments on the 
usefulness of their agency projections. 

Recent changes in transportation planning give increasing importance to the 
accuracy, simplicity of approach, reliability, and acceptability of travel projections. 
Transportation planners project travel demand and resulting transportation impacts 
on the basis of changes of socioeconomic variables such as population, employment, 
vehicle availability, income, and household size. Errors in the projections of these 
variables can be carried forward to cause substantial errors in information provided 
to decision-makers in the evaluation of transportation alternatives. Furthermore, with 
the increase of local involvement in the transportation planning process, local officials 
often are reluctant to accept projections or forecasts of socioeconomic variables, 
especially if declines in population, income, or employment are projected. 

The research results identify socioeconomic variables having the greatest effect 
on travel demand projections and provide an evaluation of methods to project these 
variables. Particular emphasis is given to methods to project population, which was 
found to be the single, most important input variable. Resources required for and 
relative accuracy of each method to project socioeconomic variables are identified to 
assist transportation planners in their selection of projected values or in their selection 
of methods should they be involved in such projection. Guidance is provided on 
methods to disaggregate projections prepared for the rational or state level to smaller 
geographic units, such as multi-county regions, SMSAs, or transportation study areas. 
However, disaggregation of projections to the level of traffic zones (or other subareas) 
was not included in this reseach project. 
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FORECASTING INPUTS TO 
TRANSPORTATION. PLANNING 

SUMMARY 	The research conducted under NCHRP Project 8-24 has produced a concise 
reference for transportation planners concerned with using projected socioeconomic 
and demographic characteristics in transportation planning. Guidance is provided on 
the accuracy and usefulness of various projection techniques for various levels of 
aggregation and periods of time. 

Two general areas of research were pursued: 

The sensitivity of the transportation planning process, particularly trip gen-
eration, to variation in input socioeconomic and demographic variables. 

Review and evaluation of methodology for producing study area level pro-
jections either on the basis of other projections or independently. 

The analysis indicated that trip generation is extremely sensitive to population 
projections, but much less sensitive to projections of numbers of households (or 
household size) if population is controlled. Given population and household size, 
household auto ownership and income substantially enhance the explanation of var-
iation in household trip generation. Auto ownership is more powerful than income, 
and the level of interaction between the two and the marginal improvement offered 
by the use of both, suggest strongly that only one—auto ownership—should be used 
in trip generation. 

Socioeconomic and demographic data also play a strong role in mode-choice 
models. Again, auto ownership (or availability) appears to be the stronger and more 
useful of the two variables. 

Because of significant tradeoffs between complexity and required resources on 
the one hand, and theoretical content on the other, clearly preferred or recommended 

methodologies for projecting population, household size, auto ownership, income, and 
employment were not identified. 

For planners with adequate resources, the widely used and available cohort-
component population projection models are superior. They do require some time and 
effort, as well as computational resources. 

Economic models for projection of income and employment are generally un-
satisfactory unless considerable resources are available, in which case econometric 
models appear preferable. 

For the planner with limited resources (of time, staff, or money) the best procedure 
is to "step-down" from national, state, or multicounty projections prepared using 
complex, sophisticated techniques. Several examples of such projections are cited, as 
well as the techniques used for their preparation. 

Other major conclusions and recommendations include the following: 

Research is needed in disaggregating study area level projections to subareas—
districts or zones—and in examining sensitivity at the subarea level. 

A competent review and presentation of techniques for disaggregation, inter-
polation, and projection of income are needed. The complexities of inflation and the 
use of means, medians, and income categories have caused considerable confusion for 
transportation planners. 



When family size and auto ownership or income are controlled, other variables, 
such as the sex of the household head, explain very little of the variation in trip-
making. However, the influence of labor force participation, unemployment and work 
attendance on work trip-making is not well understood or known. It, too, deserves 

further research. 

CHAPTER ONE 

INTRODUCTION 

STATEMENT OF PROBLEM 

Few urban areas are unchanging for very long. If the popu-
lation is not growing, it is declining. Even if it is indeed nu-
merically static, the structural dynamics of household size, 
family income, car ownership, and household composition en-
sure an ever changing demand for transportation services. 

The task of transportation planning is to evaluate these 
changes in the composition of an urban area and to recommend 
transportation plans and policies that will serve the changing 
transportation needs in a cost-effective way. 

The transportation planner does not work in serene isolation. 
Economists and revenue specialists allocate tax revenues in part, 
if not solely, on the basis of resident population. Education 
planners must base their plans on anticipated change in the 
number of school-age children. Entrepreneurial interests also 
must judge and react to these changes. 

Finally, population changes and shifts are not immutable; to 
some extent a self-fulfilling prophecy principle may operate in 
response to the collective decisions made by many and diverse 
groups. Major investments in a region may reverse a decline in 
employment. Neglect of transport facilities and the provision of 
access may blight a region's prospects. Moreover, it is unlikely 
that a study of recent trends in fertility rates would identify the 
impacts of such decisions. 

The problem addressed in this project, therefore, is not a 
simple one-dimensional question of projecting the correct future 
population for a region. Instead, the problem is best described 
as a series of questions for which the best available answers 
must be sought: 

1. How sensitive are the needs for transportation and, there-
fore, the transportation planning process itself, to changes in 
the population and specific aspects of its composition? 

Changes in average household size. 
Changes in employees per household. 
Changes in the number of women in the labor force. 
Changes in auto ownership. 
Changes in type of employment. 

2. What methods of projecting population are used and pre- 

sumably acceptable to other disciplines which also make use of 
projections of future population for their decision-making proc-
ess? 

Are existing techniques sufficiently reliable and acceptable 
to be used in transportation planning? 

How can they be used? 

OBJECTIVES AND SCOPE OF PROJECT 

The objectives of NCHRP Project 8-24 are to provide answers 
to the foregoing questions within the overall project objective, 
whichwas stated in the original RFP as follows: 

to summarize and evaluate techniques of using previously 
forecasted, independent socioeconomic variables at appropriate 
levels of geography necessary for urban, rural, and statewide 
transportation planning. 

The quest for accurate, comprehensible forecasting tech-
niques, which provide acceptable answers to a broad array of 
local interest groups, antedates today's computer technology, 
although this computational power considerably enhances one's 
forecasting capability. At the outset, it was expected that the 
project would focus on existing techniques and forecasts and 
not attempt to "invent" new methods. Although integration and 
synthesis of existing techniques certainly were contemplated, 
the project has concentrated on maximizing the usability of 
available methods and techniques. 

While the scope of the project was broad in terms of the 
range of methods of forecasting socioeconomic variables, as well 
as in the diversity of disciplines and purposes for which the 
forecasts were made, there was an important geographic re-
straint imposed on the research. Urban transportation planning 
basically is concerned with intraurban travel. The great bulk of 
all urban travel begins and ends within the urban area. The 
fundamental simulation technique used in urban transportation 
planning is the assignment of. travel, which occurs among the 
many subregions (zones) of an urban area, to the network of 
transportation facilities (links) that interconnect the parts of the 
region. The accuracy of the estimation of population, employ-
ment, and other socioeconomic data by zone is absolutely critical 



to this process. The estimates of population of the entire met-
ropolitan area may agree with the actual population exactly, 
but if the estimated arrangement of these people and their at-
tributes, by subarea, is substantially different from the actual 
distribution, urban transportation planning will be severely 
handicapped, if not useless. This aspect of potential research 
clearly was outside the scope of the project simply because of 
the resources that would have been required to investigate it. 
Subarea estimation remains a critical area of research. 

CURRENT PRACTICE 

It appears that there are, perhaps, only three generalities that 
may be made about current practice in forecasting the basic 
inputs to transportation planning. 

First, given the institutionalization of the urban transportation 
planning process that has taken place over the last 15 to 20 
years, the inputs have been narrowed to a fairly well-defined 
small set for almost all agencies. Of course, there are exceptions, 
but the following are typical of most: 

Number of persons, by age and sex. 
Number of households, by size (number of persons), in-

come, auto ownership and number of employed members. 
Employed persons, by major employment sector (i.e., retail, 

service, manufacturing). 

Occasionally, but infrequently, the type of dwelling unit is 
associated with the household, or the number of square feet of 
floor area is associated with nonhome sectors, rather than em-
ployment. 

Second, many transportation agencies rely on other local 
agencies to prepare part or all of the projections of inputs. In 
many instances the transportation agency's problem is trans-
lating another agency's projection into terms specifically needed 
for the transportation planning process. 

Third, the methodology used for preparing the inputs is al-
most as diverse as the locations and titles of the agencies. Cer-
tainly there are commonalities —the use of the cohort-
component population projection technique is an obvious one—
but every agency does something a little differently in response 
to local circumstances, resources, time, data availability and, 
ultimately, agency preference. 

The research that follows, particularly the material describing 
and evaluating the methodology, reflects the diversity of tech-
nique, on the one hand, and circumstance on the other. It does 
not recommend a single best method for forecasting the basic 
inputs to transportation planning. Instead, it presents and de-
scribes a number of techniques, noting their positive and negative 
characteristics. Recommendations are made in some instances, 
but the ultimate choice of technique or methodology is left to 
the user. 

RESEARCH APPROACH 

In addressing the four questions raised earlier, the research 
was divided into two broad areas. The first deals with the sen-
sitivity of the process to changes or variation in the inputs; the 
second addresses methods of projection, the data they require 
and their utility and use. 

The ultimate purpose of transportation planning is providing 
transportation facilities and services that will meet the future 
demand for those facilities and services in a cost-effective or 
efficient way. Estimation of future demand is, perhaps, the key 
element in the process, and that demand, in turn, is a direct 
function of the inputs to the process. People produce travel 
demand, and it is known that some people produce more or 
less demand than others, depending on the characteristics or 
circumstances of their daily lives. 

The first part of the research, then, is addressed to relating 
the sensitivity of demand to the characteristics of the people 
who produce the demand. 

In practical terms, the results of a thoroughly validated and 
documented home interview survey of travel in an urban area 
were used to analyze how much change in several measures of 
demand (number of trips, miles of travel) occurred, given 
changes in the characteristics of the persons (or households) 
producing the travel. 

Parallel to this largely analytical task, current practice in the 
fields of demographic and economic forecasting and projection 
was reviewed, as well as current practice for transportation 
planning. Because the choice of methodology frequently is de-
pendent on the type of base data available, common data sources 
also were reviewed. 

The result is a review of and commentary on various tech-
niques. No best solution to the multifaceted problem is sug-
gested. Instead, following a review and description of 
methodology, accompanied by references for further information 
and guidance, and a similar review and description of potentially 
useful data (again, with references and sources), guidance in the 
selection of methodology and data is provided, within a context 
that attempts to be responsive to the circumstances of the in-
dividual agency or transportation planner. 

This project in part was initiated in response to a proposal 
from the federal government that uniform population and eco-
nomic projections be required for use in programs involving 
federal funds. In effect, that requirement would have made the 
transportation planner's job more like that described in the 
second of the generalities listed earlier regarding current prac-
tice: lie or she would be adapting others' projections to his or 
her own specific needs. That requirement, which was only a 
proposal when this research began, was never implemented. 

However, as suggested by that requirement, transportation 
planning agencies, and transportation planners, can and should 
find help in making projections among the people who are 
responsible for making projections for other, important purposes 
in other local agencies or at the state and national level. Usually 
they have training, experience, time, and resources which the 
transportation agency or planner cannot duplicate. It is impor-
tant, however, that their assumptions, methodology, and pro-
jections be subjected to careful review and analysis. 

When all is said and done, the future is anybody's guess—
but it can be an educated guess. The remainder of this report 
presents in Chapter Two the findings from the research con-
cerning three major topics: 

The sensitivity of the urban transportation planning proc-
ess, and the simulation models that are a part of that process, 
to changes in the input socioeconomic and demographic vari-
ables. 

The broad range of methodology and techniques that are 



available to the transportation planner for preparing projections 
of the inputs to the process. 

3. Data resources—public and private, local, state, and fed-
eral—that are available to serve as the base and basis for pro-
jections. 

Chapters Three and Four provide an appraisal, evaluation, 
and application of the findings. Conclusions and recommen- 

dations regarding the research are noted in Chapter Five. A 
comprehensive bibliography categorized according to Popula-
tion Projections and Estimates, Economic Projections, Projec-
tion in Transportation Planning, Data Resources, UTP Process 
Sensitivity Analysis, OMP Requirements, and Material Re-
ceived from Agencies is contained in Appendix A. Details of 
the sensitivity analysis are given in Appendix B. The final Ap-
pendix C contains data resources. 

CHAPTER TWO 

FINDINGS 

VARIABLES AND SENSITIVITY 

The question of the sensitivity of the urban transportation 
planning process (UTPP) to changes or errors in the input 
variables, in the most abstract context, would treat the process 
as a "black box." That is, given a unit change in an input variable 
such as population, what is the change in output from the entire 
process? 

There are a number of practical problems, however, with an 
approach that treats the entire process as a single "black box." 
Foremost is the inability to understand why or how or even at 
what stage the change in input has affected the output. While 
this may be irrelevant in a purely theoretical sense, it is vitally 
important in a complex chain of models such as that used in 
the UTPP. There are dozens, even hundreds of parameters 
involved in the steps in the UTPP, and an understanding of the 
relationship of intermediate results and parameters to the change 
in both input and output is vital to intelligent use of the models 
in the UTPP chain. 

A second practical problem in treating the entire process as 
a "black box" is specifying the output variable to be used as 
the indicator of change. There are numerous candidates. Some 
of them are indicators of "goodness," such as percent RMS 
error in volume-count relationships. Others, however, are not 
truly "outputs" of the complete model chain. For example, total 
trips—or trips by purpose—is virtually a descriptor of the 
context in which the UTPP is being carried out. Simultaneously, 
it is an early or intermediate product of the process itself. 

There is, then, a strong case to be made for examining the 
components of the UTPP rather than for treating the process 
as an indivisible whole. 

Because the UTPP basically is concerned with estimating the 
demand for travel, the analysis that follows moves directly to 
the estimation of travel and examines its sensitivity to the future 
conditions on which the projection of travel demand is based. 

Although there are a number of variables or characteristics 
of the study area that are used in estimating travel demand, the 
most typical are: 

Population. 
Family size (persons per household). 
Auto ownership (per household). 
Income (per household). 

The measures of demand that capture its total magnitude are 

Trips. 
Person-miles of travel. 
Person-hours of travel. 
Vehicle-miles of travel. 
Vehicle-hours of travel. 

Together these measures express both the basic amount of 
travel (trips) and the characteristics of that travel including trip 
length and speed. Obviously, they may be disaggregated. Typ-
ically, person-trips are subdivided into home-based work trips, 
home-based nonwork trips, and nonhome-based trips. 

MEASURING SENSITIVITY 

The usual measure of sensitivity is the change in the dependent 
variable associated with a unit change in the independent var-
iable. 

For example, if total trips is the dependent variable, assume 
that it is desired to know its sensitivity to an estimate of pop-
ulation. If a linear relationship is presumed to exist between 
total trips and population, a 1.0 percent change in population 
will produce a 1.0 percent change in total trips, and the sen-
sitivity is 1.0. If the relationship between the dependent and 
independent variables is nonlinear, further information must be 
supplied. The sensitivity is x percent at a certain (stated) value 
of the independent variable. As will be seen in subsequent dis-
cussions, there are many forms which may be used to describe 
the relationships between dependent and independent variables. 
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For the moment, these forms are not as important as an ex-
amination of empirical data to determine sensitivity in a real 
context. 

The data to be used in the analysis are from a major urban 
area home interview survey, conducted during the 1960's. The 
data have been thoroughly edited and checked, and a number 
of "secondary" variables (for example, total travel time from 
reported trip start and end times) have been added to trip, 
person, and household records. 

Total Trips 

Total Trips, Population, and Persons per Household 

One of the most frequently used relationships in trip projec-
tion is between trip-making and characteristics of the household. 
Because of their interaction, projections of population, number 
of households, and household size are of particular interest. 

Table 1 gives the distribution of households, population, and 
trips (in this table "Trips" and all others include all trips made 
in a vehicle: automobile, transit, taxi, etc., but do not include 
walking trips) reported by the households, by household size. 
(For the sake of simplicity, households of 5 persons and over 
are treated as having exactly 5 persons, which yields an average 
family size of 3.241.) 

How sensitive is the estimate of total trips to a change in the 
distribution of family size? Table 1 shows a variation from 1.89 
to 10.37 trips per household as persons per household increases. 
The correlation between the means of persons per household 
and trips per household in Table 1 is 0.99 with a slope of 2.1 
and an intercept of 0.336; in other words, each increase in a 
person per household causes an increase of 2.1 trips per house-
hold. In this case, however, it is assumed that the forecast of 
population is a given. Therefore, as different assumptions in 
family size are made, it is not the population that varies, but 
the number of households. If it is assumed that the average 
family size is 2.89, 10 percent less than that shown in Table 1, 
then using the regression equation, trips per household would 
be 6.4, which is 90.5 percent of the average shown in Table 1. 
This suggests a high sensitivity: 9.5/10.0 = 0.95. However, if 
the population remains the same (36,045), the number of dwell-
ing units must increase (from 11,229 to 12,472). Multiplying 
12,472 by 6.4 trips per household yields 79,883 trips. Compared 
to 80,492 trips in Table 1, this is a change of only -0.8 percent 
in trips with a change of -10.0 percent in average family size, 
or a very low sensitivity of -0.08. A 1 percent change in family 
size results in a change in trips of only 0.08 percent, if population 
is held constant. 

Of course, this estimate is based on the linear regression of 
means in Table 1. Actually, there are a variety of distributions 
of family size that would give an average of 2.89. If Table 1 is 
assumed to represent 100 households with 321 people and 717 
person-trips, the hypothetical reduction in family size to 2.89, 
holding population at 321, yields 111 households. Eleven house-
holds must be added to the 100 in Table 1 in such a way as to 
obtain 321 population in 111 households. The change in the  
number of households must sum to 11 and the change in pop-
ulation to zero. Table 2 illustrates the situation. 

There are many values of X, 12,. . . X which would satisfy 
the constraints in Table 2. Two possibilities are shown in Table 

Table 1. Households and total trips by family size, Buffalo (1962). 

Persons Per 
Household 

Households 
Number 	Percent Trips 

Trips/ 
Household 

1 1,198 10.67, 2,259 1.89 

2 2,867 25.57 13,697 4.78 

3 2,144 19.1'!, 15,692 7.32 

4 2,110 18.8'!, 18,616 8.82 

5 and over 2,914 26.07, 30,227 10.37 

Total 11,229 100.07. 80,492 7.17 

3. Using the trips per household in Table 1, for case 1 the trips 
would be 712.3 compared to the original 710.98 or a negligible 
change. For case 2 the trips would be 710.96, again a negligible 
change. From this it seems safe to conclude that, given popu-
lation, the impact of moderate errors in the distribution of family 
size are negligible. 

How sensitive is the estimate of total trips to the distribution 
of households with respect to family size, if number of house-
holds is known? 

Table 4 shows the base distribution of 100 households by 
family size and the two distributions implied by cases 1 and 2° 
in Table 3, but constrained to a total of 100 households each. 

Average household size for the base distribution is 3.21, while 
for cases 1 and 2, it is 2.89, a change of - 10 percent. Total 
trips are almost the same for each case. For the 10 percent 
reduction in average household size, both redistributions yield: 

711 - 640 - 71 - 
- 0.0999 

711 	711 

or a 10 percent reduction in total trips. The sensitivity of total 
trips to average household size is: 

0.0999 	- 0.0999 - 1 

(3.21 - 2.89)/3.21 - 0.0997 - 

On the basis of this analysis of the data, the travel-in total 

Table 2. Hypothetical distributions of population by household size. 

Household 	 Change In 
Size 	Households 	Population 	Households 	Population 

1 11 11 X1  X1  

2 26 52 X2 2X2  

3 19 57 X3  3X3  

4 19 76 X4  4X4  

5 25 125 X5  5X5  

Total 100 321 11 0 
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Table 3. Trial changes in households by household size. 

Trial 1 	 Trial 2 

Changes Changes 	Changes Changes 
House- 	in Changes 	in House- 	in 	 Changes in House- 
hold 	House- in Popu- 	hold 	House- 	in Popu- hold 
Size 	holds lation 	Squared 	holds 	lation Squared 

1 	10 10 	100 	 11 	 11 121 

2 	 5 10 	 25 	 4 	 8 16 

3 	0 0 	 0 	 0 	 0 0 

4 	0 0 	 0 	 -1 	 -4 1 

5 	-4 -20 	16 	 -3 	-15 9 

Total 	11 0 	141 	 11 	 0 147 

Table 4. Hypothetical distribution of 100 households by family size and resulting estimates of total travel. 

Base 	 Case 1 Case 2 
Trips Distribution 	 Distribution Distribution 
per 
House- 	Family house- 	 House- House- 
hold 	Size holds 	Persons 	Trips 	holds 	Persons Trips 	holds 	Persons 	Trips 

1.89 	1 11 	11 	20.79 	18.9 	18.9 35.72 	19.8 	19.8 	37.42 

4.78 	2 26 	52 	124.28 	27.9 	55.8 133.36 	27.0 	54.0 	129.06 

7.32 	3 19 	57 	139.08 	17.1 	51.3 125.17 	17.1 	51.3 	125.17 

8.82 	4 19 	76 	167.58 	17.1 	68.4 150.82 	16.2 	64.8 	142.88 

10.37 	5 25 	125 	369.25 	18.9 	94.5 195.99 	19.8 	99.0 	205.33 

Total 100 	321 	710.98 	99.9 	288.9 641.06 	99.9 	288.9 	639.86 

Table S. Households, person-trips, and person-trips per household by 	trips-estimated from common trip generation procedures is 
cars per household, very sensitive to changes (errors) in population estimation, but 

relatively insensitive to household size distribution estimates, 
Cars Per 	 Person Trips 
Household 	Households 	Person Trips 	Per Household given an estimate of population. However, if the input data to 

trip generation are in terms of households, a household size 
0 2,869 	 6,296 	 2.19 estimate also must be used, and the resulting travel estimate is 

extremely sensitive to this latter estimate. 
1 8,098 	56,742 	 7.25 Furthermore, the analysis suggests that efforts to be expended 

in projection of input data be concentrated on population rather 
2 2305 	26,868 	 11.66 than on households and household size. 

Total 13,272 	91,906 	 6.92 

Total Trips and Autos per Household 

Household auto ownership is known to be highly associated 
with the number of trips per household. In fact, it has consist- 
ently had the highest correlation of any single variable with 
trips per household, including family size and income per dwell- 
ing. The rates of trips per household by autos per household 
from the data are given in Table 5. 

A household with one auto makes 5.06 trips more than a 
household with zero autos and 4.41 trips fewer than a household 
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Table 6. Hypothetical distribution of households by auto ownership with resulting estimates of total travel. 

Base Alternative 
Trips Autos Distribution Distribution 
per per House- House- 
House- house- holds 	Autos Trips holds Autos Trips 
hold hold (7.) (7.) 

2.19 0 21.6 	0 47.3 26.4 0 57.8 

7.25 1 61.0 	61.0 442.3 61.0 61.0 442.3 

11.66 2 17.4 	34.8 202.9 12.6 25.2 146.9 

Total - 100 	95.8 692.5 100 86.2 646.9 

with two or more autos. It it is assumed that two kor more 	Table 7. Households, person-trips, and person-trips per household by 
auto households have two autos (actually, the rate is 2.1), the 	income. 

linear equation for trips is 
Income Per 	 Person Trips 

Y = 2.30 + 4 741 	 Household 	Households 	Person Trips 	Per Household 

where Y = trips per household, and I = autos per household 0 - 3999 	2,760 	9,061 	 3.28 

(if households with three or more autos are treated as a separate 
class, the equation is Y = 2.42 + 4.41 and the sensitivity at 4000 - 5999 	3,187 	21,187 	 6.65 

one auto per household is 0.65). 
6000 - 7999 	2,421 	20,993 	 8.67 

If mean autos per household is 1.0, the equation yields an  
estimate of 7.03 trips per household. A 10 percent change (un- 8000 - over 	2,861 	2.9,251 	 10.22 
derestimate) of autos per household (0.9) would yield 6.56 trips 
per household, or a 6.7 percent reduction. The sensitivity is 0.67 unreported or 

(0.067/0.1 = 0.67). Unknown 	2,043 	11,414 	 5.59 

Sensitivity to auto ownership may be examined in terms of a 
distribution that deviates least from a known (base) distribution,  

Total 	 13,272 	91,906 	 6.92 

but has a different mean auto ownership (as was done with 
family size). Table 6 gives the base percentage distribution of 
households by auto ownership per household and a changed 
distribution that has a mean auto ownership 10 percent less 
than the base. 

Six-hundred forty-seven trips are estimated when autos per 
household is reduced by 10 percent. The underestimate of 10 
percent in autos per household yields an underestimate of 6.5 
percent (692 - 647)1692 in estimated trips, or a sensitivity of 
0.65, which is essentially the same as the prior analysis. 

Total Trips and Household Income 

Table 7 presents households, person-trips, and person-trips 
per household by income. 

The average income of the $8,000-and-over group is impos-
sible to determine because the class is open-ended. However, if 
the midpoint is used for the lower three classes and $10,000 is 
used for the fourth, a regression of person-trips per household 
on income per household yields: 

Trips/household = 1.94 + 0.0008759 (Household income) 

Using the more detailed income codes (see Tables B-2-B-4 
in App. B), two additional regressions of trips per household 
on income class yield: 

Trips/household 
= 2.16 + 0008288 (Household income) (1) 

Equation 1 ignores the open-ended class of $1 2,000-and-over 
for which there were 793 households. The correlation coefficient 
is 0.067. 

Trips/household 
= 2.67 + 0.0007265 (Household income) (2) 

Equation 2 includes the $12,000-and-over class, and sets its mean 
arbitrarily at $13,000. The correction coefficient is 0.960. Both 
of these equations tend to understate the middle income ($5 to 
$7,000) household trip rate, and overstate the low income and 
high income households, because trips per household increases 
with income per household, but at a declining rate. The median 
income is $5,826. The sensitivity from Eq. 1 is 0.69 at the median 
income of 0.61 for Eq. 2. 

Alternatively, if an income of $6,000 is assumed, an estimate 
of trips per household of 7.2 is obtained. At an income of $6,000 
per household, the estimated trips per household would be 7.73 
trips. Thus, at a point close to the average income, a 10 percent 
increase in income would give an increase of 7.3 percent in trips 
per household or a sensitivity of 0.73. 
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Table 8. Total airline person-miles of travel per household by family size, autos owned, and 
income. 

No. Cars 	 Family Size 
Income 	Owned 	1 	2 	3 	4 	5+ 	Total 

Less 
than 
$4000 

0 
1 
2+ 

Subtotal 

4.42 
9.55 
0 

5.58 

5.54 
14.94 
17.52 

10.88 

7.92 
17.70 
41.90 

15.34 

15.95 
23.78 
43.41 

22.47 

8.44 
30.35 
40.06 

21.04 

6.19 
17.23 
34.28 

11.92 

$4000 - 0 7.98 9.73 11.87 11.73 14.22 11.02 
$6000 1 14.87 21.18 21.69 24.72 27.33 23.53 

2+ 13.15 29.43 30.81 58.53 45.69 36.86 

Subtotal 11.74 19.30 21.35 25.10 27.46 22.71 

$6000 - 0 11.11 11.23 11.31 11.54 15.86 12.60 
$6000 1 19.04 23.08 25.73 32.31 35.62 30.0, 

2+ 81.80 33.89 38.72 48.77 52.01 45.54 

Subtotal 17.52 22.71 28.08 34.85 37.18 31.51 

$8000 0 8.37 11.74 32.19 33.50 21.56 16.37 
& over 1 17.13 29.40 33.65 38.54 38.45 34.52 

2+ 19.10 41.20 42.16 48.87 63.14 51.13 

Subtotal 14.49 31.27 37.60 43.01 49.02 40.39 

Nean 7.924 19.505 26.298 32.758 36.431 26.457 

Summary-Sensitivity of Total Trips 

It has been shown that trips per household is relatively in-
sensitive to household size if population is held constant. How-
ever, if both number of households and household size are being 
forecast, the sensitivity of trips per household to household size 
is 1.0. That is, a 10 percent error in the estimate of household 
size will result in a 10 percent error in trips per household. This 
strongly suggests that the forecasting process give first attention 
to population. 

Trips per household displays a sensitivity to autos per house-
hold of about 0.65, and to income of about 0.70. Given these 
sensitivities, several additional questions should be addressed: 

Which variable provides the most explanation of the var-
iation between households and trip-making? 

Which variable is easier to predict? 
Can several variables be used and, if so, which ones? 

The power of the three variables in reducing the unexplained 
variation in trips per household singly and in combination is as 
follows. 

Auto ownership shows the strongest single relationship. 
Family size follows, and, as has been seen, total trip estimation 
is relatively insensitive to household size estimation when pop-
ulation is fixed. Auto ownership and family size combined have 
a higher level of explanation than any other combination of two 
of these variables and only slightly less than all three combined. 
However, the level of accuracy that could be obtained in making 
forecasts of the joint distribution of households by auto owner-
ship class and persons per household is unknown. But, because  

the sensitivity of total trips to family size is low, given popu-
lation, a case can be made for these two variables. 

Use of all three variables (i.e., family size, auto ownership, 
and income) seems unwarranted. The additional variation ex-
plained is quite small, and the difficulties of projection are much 
greater: 3-auto ownership and 5-household size classes require 
15 cells. Addition of income expands this to 60 cells. 

Travel Distance and Travel Time Per Household 
by Family Size, Auto Ownership, and income 

The foregoing discussion was concerned with total trips per 
household since this variable traditionally is a major input to 
travel forecasting. Ultimately, however, the process produces 
total travel mileage on the system and speeds and, therefore, 
travel time. This section briefly examines travel distance and 
travel time to see whether regionwide estimates of these values 
might be useful as checks on the entire process. The sensitivity 
of these estimates to input errors also is examined. 

Travel Distance 

In the following discussion the calculation of travel distance 
is based on the airline distance traveled by the trip-makers of 
a household. The detailed tables are shown in Appendix B. (The 
term VMT is used throughout the appendix tables where in fact 
the term person airline-miles of travel (PALMT) is more pre-
cise.) A summary of airline-miles of travel per household by 
family size, autos owned, and income is given in Table 8. 



Overall, the PALMT per household was about 26 mi. The 
lowest average is 4.4 mi for one-person households with zero 
cars in the lowest income class, while the highest is 63 mi per 
household for 5-plus-person families with two or more cars in 
the highest income class. This is the expected result given an 
assumption of a reasonably constant distance per trip. However, 
the variation of PALMT/household within these classes is 
much greater than was the case for total trips. 

The overall standard deviation of PALMT per household is 
35.61 which, divided by the mean of 26.4, yields a coefficient 
of variation of 1.346. For comparison, the coefficient of variation 
of total trips per household was 0.89 (aiX) = (6.19/6.92). 
The coefficient of variation for PALMT per household is 50 
percent greater than for total trips. This simply says that the 
variation of trip distance within classes of households defmed 
by income, autos owned, and family size is significantly greater 
than is the variation in total trips. Another example is given in 
Table 9, which compares the coefficients of variation of total 
person-trips per household and of PALMT per household by 
income and auto ownership. In every cell, the coefficient of 
variation of PALMT is substantially larger than the coefficient 
of variation in total person-trips. 

This suggests that the reduction in overall variation (ex-
planation of variation) afforded by income and car ownership 
would be substantially less for travel distance than for total 
trips. This indeed is the case. For PALMT, the coefficient of 
determination (explained variation divided by total variation) is 
0.13, which is equivalent to a correlation coefficient of 0.36. The 
comparable coefficients for total trips are 0.27 and 0.52. Thus, 
knowledge of autos owned and income class gives twice the 
explanation of variation in total travel (trips) than it gives for 
person airline-miles of travel. 

Coefficients of determination for autos, income, and family 
size alone are 0.110, 0.087, and 0.065, respectively. 

The sensitivity of person airline-miles of travel was examined 
using a linear fit of the means. The resulting equations and the 
sensitivities are summarized in Table 10. The sensitivities are 
similar, ranging from a low of 0.71 to a high of 0.86. However, 
the proportion of the unexplained variation remaining in person 
airline-miles of travel per household suggests that it may not 
be sufficiently regular at a regional scale to be useful. 

Travel Time 

Travel time per household is based on the sums of the dif-
ferences of time leaving an origin and arriving at a destination 
for all trips reported in the home interview survey. It includes 
access and egress time as well as waiting and transfer times of 

Table 9. Comparison of coefficients of variation of total person-trips 
per household and total person-miles of air line travel by household by 
income, and by autos owned. 

Income 	 Cars Owned 
Class 	 0 	1 	2+ 

Less than 	Trips 	1.40 	.88 	.73 
$4000 

Distance 	3.77 	1.47 	1.20 

$4000 - 	Trips 	.95 	.75 	.65 
$6000 

Distance 	1.53 	1.31 	1.08 

$6000 - 	Trips 	.83 	.68 	.62 
$8000 

Distance 	1.27 	1.27 	.83 

Over 	Trips 	1.07 	.65 	.61 
$8000 

Distance 	1.65 	1.03 	.88 

persons using transit. Detailed tables of travel time per house-
hold by income, autos owned, and family size are presented in 
Appendix B. A summary of travel time per household by in-
come, autos owned, and family size is presented in Table 11. 

The average amount of time spent in travel per household is 
3 hours. The lowest average travel time per household is 0.465 
hours (28 mm) for one-person households with no auto owned 
and an income of less than $4,000, and the highest is 6.836 
hours by households with five or more persons, two or more 
autos and over $8,000 (the highest income category). 

These average travel times follow the pattern of total trips 
and airline-miles of travel-increasing with autos owned, in-
come, and family size. 

The variation of travel time per household within the cells 
formed by these variables exceeds that of both total trips and 
PALMT. Overall, with a standard deviation for travel time per 
household of 6.771, and an average of 3.022 hours, the coefficient 
of variation is 2.24. The variation within the cells formed by 
income and autos owned is given in Table 12, which also presents 
the coefficients of variation for total person-trips per household. 

As was the case for person airline-miles of travel, it appears 
that estimates of regional total travel time per household, using 
the conventional variables of trip generation, would be subject 
to a high degree of error because of the variability inherent in 
travel time which includes variation in (1) number of trips, (2) 
length of trips, and (3) speed of trips. 

The amount of the variation in travel time per household that 
can be explained by knowing the distribution of households by 
income and car ownership is low; only 4.2 percent, which is 

Table 10. Linear equations for person-miles of air line travel per household for income, cars owned, and 
family size and corresponding sensitivities. 

Variable Equation Sensitivity 

Income Air Line Travel/Household = 4.98 + .00361 (Income/Household) .81 

Cars 
Owned Air Line Travel/Household = 7.97 + 	19.33 (Cars/Household) .71 

Family 
Size Air Line Travel/Household = 3.50 + 7.027 	(Family Size) .86 
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Table 11. Person-trip travel time by household, family size, autos owned, and income 
(hours). 

Family Size 

No. Cars 
Income Owned 1 2 3 4 5+ Total 

Less 0 .465 .729 1.137 1.627 1.626 .793 
than 1 .986 1.887 2.083 2.608 3.376 2.023 
$4000 2+ .0 1.865 7.490 8.730 4.140 5.324 

Subtotal .582 1.377 2.087 2.772 2.631 1.482 

$4000 - 0 1.051 1.264 1.503 1.985 2.181 1.555 
$6000 1 1.346 2.347 3.025 2.660 3.237 2.767 

2+ 1.200 2.639 2.888 3.745 4.738 3.607 

Subtotal 1.210 2.136 2.602 2.720 3.251 2.645 

$6000 - 0 .930 1.397 2.063 1.868 2.086 1.669 
$8000 1 1.600 2.358 3.236 3.608 4.397 3.522 

2+ 4.000 2.550 5.173 7.254 6.624 5.929 

Subtotal 1.425 2.256 3.618 4.266 4.632 3.804 

$8000 0 .746 1.363 2.864 7.025 2.892 2.010 
& over 1 1.218 3.047 3.235 3.769 4.667 3.680 

2+ 1.533 3.443 3.374 6.249 6.836 5.322 

Subtotal 1.083 3.031 3.291 4.900 5.592 4.264 

Mean .773 2.084 2.998 3.790 4.325 3.022 

Table 12. Comparison of coefficients of variation, of total person-trips 	additional family member adds 53 min of travel time. Travel 
per household and person travel time per household by income and cars 	time per household is quite sensitive to income, autos owned, 
owned, 	 and family size. However, the magnitude of the variation left 

Cars Owned 	 unexplained by these variables suggests that, at a regional scale, 
Income 	 the utility of estimates of travel time per household will be 
Class 	 0 	1 	2+ 

extremely limited. 

Less than 	Trips 	1.40 	.88 	.73 

$4000 	Time 	2.06 	2.32 	2.66 	 Household Type As An Independent Variable 

$4000 - 	Trips 	.95 	.75 	.65 The use of the household unit as the basis for estimating 
$6000 	Time 	1.12 	2.53 	.92 	 travel is typical. In addition to household income, autos owned, 

and number of persons, household travel patterns may vary 
$6000 - 	Trips 	.83 	.68 	.62 	 according to characteristics of its members, such as their age, 
$8000 	Time 	1.00 	1.87 	2.22 	 sex, and marital and employment status. One such char- 

acteristic, which may be changing through time, is whether the 
Over 	Trips 1.07 	.65 	.61 	 household is traditional, headed by a man with wife, as opposed 
$8000 	Time 	2.09 	1.67 	1.84 	 to a head without a spouse. In order to examine how such a 

major shift in type of household might affect trip generation, 
households were subdivided into three strata: 

1. Male head with spouse. 

equivalent to a correlation coefficient of 0.20. For autos and 	2. Male head no spouse. 
income singly, the amount of explanation is 1.75 percent and 	3. Female head. 
2.50, respectively. At a regional scale, there does not appear to 
be much promise in estimating travel time per household from 	Total trips per household rates were calculated by auto own- 
auto ownership or income. 	 ership status and family size for each of the three types of 

A linear fit to the class means yields the equations and sen- 	households. The resulting rates are given in Table 14. 
sitivities at the mean as presented in Table 13. Every 'S 1,000 of 	The row and column rates are substantially higher for the 
income added to household income adds about 20 miii of travel, 	male head with spouse households than for either of the other 
Each additional auto adds 2 hours of travel per household. Each 	two. The overall rate displays an even greater differential: 7.95 
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Table 13. Linear equations for person travel time per household for income, cars owned, and family 
size and corresponding sensitivities. 
Variable Equation Sensitivity 

Income Travel Time/Household - 	.88 + 	.00036 (Income/Household) .71 

Cars 
Owned Travel Time/Household = 1.06 + 2.05 	(Cars/Household) .66 

Family 
Size Travel Time/Household = 	.151 + 881 	(Family Size) .95 

Table 14. Comparison of total trips per household by type of household by cars owned 
and household size. 

Cars 	Household Household Size 
Owned 	Head Type 	1 2 	3 4 	5+ 	Total 

Male Head 
+ Spouse 	-- 1.74 	3.07 3.38 	4.32 	2.81 

o 	Male Head 
No Spouse 	1.06 1.93 	3.10 1.91 	2.57 	1.43 

Female 
Head 1.18 2.27 2.79 3.70 3:40 1.85 

Male Head 
+ Spouse -- 5.30 7.11 8.26 9.70 7.68 

Male Head No Spouse 3.30 4.83 7.36 7.37 9.26 5.14 

Female 
Head 3.05 5.20 6.78 7.98 8.63 5.08 

Male Head 
+ Spouse -- 7.54 9.72 12.48 14.80 11.83 

2+ 	
Male Head 
No Spouse 4.00 7.56 7.91 9.53 14.50 9.06 

Female 
Head 5.00 8.24 9.33 13.25 14.26 10.66 

Male Head 
+ Spouse .-- 4.84 7.34 8.96 10.34 7.95 

TOTAL 	Male Head No Spouse 2.31 4.41 6.85 7.02 9.40 4.23 

Female 
Head 1.70 3.96 5.35 7.10 6.81 3.51 

for male head with spouse households compared to 4.23 and 
3.52 for male head/no spouse and female head households, 
respectively. However, these differences are largely the result of 
differences in the household size and autos owned distribution. 
(Obviously, male head with spouse households have zero one-
person households.) 

The distribution by autos owned and family size is given in 
Table 15. Almost 60 percent of households with female heads 
have no cars compared to 12 percent for the male head with 
spouse households. The tendency of male head with no spouse 
and female head households to be either one- or two-person 
households is also apparent; 72 percent of both compared to 27 
percent for the male head with spouse households. 

When the rates are standardized for autos owned and family 
size, differences in trips per household are much smaller. Ex-
cluding one-person households, and assuming an equal weight 
for each of the twelve remaining cells, the average trips per 
household for each of the three household types would be: 

Male Head with Spouse 	7.285 
Male Head, no Spouse 	6.486 
Female Head 	 7.194 

It would appear that attempting to keep track of female head 
households, even on the regional level, would not have much 
impact on estimating total trips, because the means are only 
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Table 15. Comparison of percentage distribution of households by type of head, cars 
owned, and family size. 

Cars 	Household 	 Family Size 
Owned 	Head Type 	1 	2 	3 	4 	5+ 	Total 

Male Head 
+ Spouse 	0 	5.4 	2.1 	1.4 	3.0 	11.9 

Male Head 
fl, 	 7, 	7(7 	ii 	 j /• 	 7 ç 

Female 
Head 	33.4 	12.8 	6.5 	2.7 	3.8 	59.2 

Male Head 
+ Spouse 	0 	17.9 	13.8 	15.3 	20.7 	67.8 

1 	No Spouse 22.0 	13.9 	7.7 	3.8 	4.7 	52.2 

Female 
Head 	12.5 	12.0 	5.8 	2.4 	2.0 	34.7 

Male Head 
+ Spouse 0 	3.1 5.0 5.2 6.9 20.3 

2+ 	Hale Head No Spouse .4 	3.9 3.3 1.7 2.0 11.3 

Female 
Head .2 	1.6 2.1 1.1 1.2 6.2 

Male Head 
+ Spouse 0 	26.5 20.9 21.9 30.6 100.0 

Hale Head TOTAL 	.,_ 	.. R 	I inn n 

Female 
Head 	46.1 	26.3 	14.4 	6.2 	7.0 	100.0 

about 1 percent different. The male head with no spouse house- performed for trips by purpose to determine their sensitivity to 
hold has a total production rate about 11 percent lower, but the same independent variables. 
only about 8 percent of all households were of this type. These sensitivities are summarized in Table 16. (Supporting 

tabulations and calculations, similar to those performed for total 
trips, are included in App. B.) For comparison, sensitivities 

Travel by Purpose discussed above for total trips, travel distance, and travel time 
also are included in Table 16. 

Similar analyses (to those performed for total trips) were 

Table 16. Comparison of travel measure sensitivity by trip purpose. 

SENSITIVITY OF TRAVEL MEASURES 

Demographic 	Total 	Home Based 	Home Based 	Non-Home 	Travel 	Travel 
Characteristics 	Trips 	Work Trips 	Other Trips 	Based Trips 	Distance 	Time 

Number of H.II.s, 	 +17.: 	-.14 
Pop Constant 	.016 	-17.: 	+.21 	negligible 	negligible - 	- 

Population, # of 
H.H.s Constant 	.990 	.81-.84 	1.11 	 .82 .86 	.95 

Auto Ownership 
Per H.H. 	 .65 	.56 	 .66 	 .84 .71 	.66 

Income 
Per H.H. 	 .73 	.73 	 .66 	 .92 .81 	.71 
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Several of the distributions are nonlinear with respect to the 
independent variable (as total trips was with respect to income, 
earlier). Values of the independent variable at or near its mean 
have been used in each case to calculate sensitivity. In the case 
of home-based work trips, however, nonlinearity near the mean 
resulted in different sensitivities for a decrease or an increase 
in the independent variable. (Note two values in the table.) 

The work trip is the most important trip type to the trans-
portation planning process. The fact that the bulk of all the 
workers in an area begin their work day in the morning and 
conclude it in late afternoon is the basic reason for morning 
and evening peak traffic flows, and it is the traffic in these flows 
that is the source of traffic problems and that creates a need 
for planning. 

Traditionally, the transportation planning process has used 
separate models for estimating work trips. The typical unit is 
the home-based work trip, usually expressed in terms of a rate 
of home-based work trips per household. 

Typically, these rates are established for a base year and 
simply assumed to be appropriate for a future time period. 
Changes in the labor force, including unemployment, obviously 
need to be considered in this process. 

A direct comparison of work trips, determined in a home 
interview survey, to employment can be clouded by differences 
between attendance and employment (absenteeism, sickness, 
vacation, 4-day work weeks, etc.). 

It should be recognized that the sensitivity of home-based 
work—and other—trips is being measured in a cross-sectional 
context using independent variables from what is essentially a 
"snap-shot" in a temporal sense. There is no information in 
these data which reflects changes that were occurring at the 
time they were collected. Although it is possible, after the fact, 
to examine trends that were affecting the data, it is not clear 
that it is necessary, or even appropriate. 

What is important is to examine inventories and projections 
of labor force participation at a regional level, in comparison 
to current and projected work trips, to see if the two make sense. 
For example, given that the definition of home-based work trips 
is such that a person going to work and coming home, with no 
intervening destination, would "generate" two home-based work 
trips, then there should be two for each employee each day. 
However, given the differences between attendance and em-
ployment, as well as trip interruptions for other purposes, there 
invariably are fewer than two per employed person. 

No source was found which analyzes this difference. But, if 
changes in labor force participation, work schedules, and other 
secular events are to be acknowleged in projections for planning, 
then, at least, current ratios of travel to employment should be 
examined at the regional level and major anticipated changes 
should be considered in reviewing projections of travel. 

In general, trip-making by purpose reflects the same sensi-
tivity to population, family size, auto ownership and income as 
was seen for total trip-making. 

When population is held constant, the sensitivity of home-
based other and nonhome-based trips to a change in number of 
households is negligible. Table 17 illustrates the strong rela-
tionship to persons for home-based other trips. 

Home-based work trips are somewhat less sensitive to a 
change in population and more sensitive to a change in number 
of households than were total trips. This probably illustrates a 
general, and logical connection between employment and house-
hold formation. Measurement of the sensitivity of work trip- 

Table 17. Households and home-based other trips by family size, Buffalo 
(1962). 

Persons Per 	 Households 	 Trips/ 	Trips/ 
Household 	Nuniber 	Percent 	Trips 	Household 	Capita 

1 1,499 11.3 1,324 .883 .883 

2 3,519 26.5 8,170 2,322 1.161 

3 2,543 19.2 9,256 3.640 1.213 

4 2,402 18.1 11,887 4.949 1.237 

5 and over 3,307 24.9 20,589 6.226 1.245 

Total 13,272 100.0 51,229 3.860 1.211 

making to auto ownership and income implies that the latter 
two characteristics have some causal relationship to the former. 
It may well be the case, though, that income and auto ownership 
changes, as well as work trip-making, instead are causally related 
to employment. Clearly a work trip is related to employment; 
that belabors the obvious. But the other variables likely are also, 
although not as directly. 

Sensitivity of Other Steps in the UTPP Model 
Chain 

To this point, analysis and discussion have dealt exclusively 
with the sensitivity of three output variables of the urban trans-
portation planning process—trips, miles of travel, and hours of 
travel—to input socioeconomic and demographic variables. The 
analysis has focused on the trip generation step of the UTPP. 

The three output variables are summary or total measures of 
travel, and the sensitivity has been expressed as the error (or 
change) in one of these single, summary measures of travel as 
a result of a change in one or more of the input variables used 
to make that single estimate. 

In fact, thousands of estimates of travel are made in a typical 
application of the UTPP—for individual traffic zones, for in-
terchanges between zones, for traffic on specific network links 
or transit lines, and so forth. In short, the fine-grained geo-
graphic (and facility service) subdivision typically prepared and 
used in a study area has not been examined. While it is critical 
to understanding the sensitivity of the process, such analysis is 
well beyond the scope and fiscal resources of this project. How-
ever, some general observations may be made. 

In addition to trip generation, there are three further com-
putational steps which typically are undertaken to obtain esti-
mates of use for a transportation link or line: 

Trip distribution. 
Modal split. 
Assignment of trips to networks. 

These steps in the UTPP are even more dependent on geo-
graphic and network subdivision than is trip generation; macro-
techniques of trip distribution, modal split, and assignment not 
only are unsatisfying except in very general sketch planning, 
they break down badly in situations where assumptions (con- 
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Figure 1. The urban transportation planning process. 

tinuous plane, uniform development, or "regular" development) 
are violated. Although a meaningful analysis of sensitivity and 
error propagation in these steps is dependent on a full-scale 
analysis, using a system of small zones and a detailed network, 
there are other points that illustrate sensitivity at a general level. 

Figure 1(a) illustrates the UTPP in terms of a simple "black 
box" system: input, process, output. As mentioned at the be-
ginning of this chapter, the concern is change of the output 
relative to change in the input. In Figure 1(b), the simple input-
process-output system is shown in greater detail, with several 
listed inputs and outputs and their relationships or linkages to 
steps in the process (the model chain). 

The input data are in terms of the finely structured geographic 
partitioning—traffic zones—or network/service segments 
(links and lines): 

The socioeconomic data must be allocated to zones. 
The travel data must be in zone-to-zone detail to calibrate 

trip distribution, mode split and assignment models. 
The network/service data must be in terms of links/lines. 

Although the zone structure is the description of the location 
of trip-makers in the study area and forms the framework for 
simulation, it is feasible to examine the sensitivity of aggregate 
output measures of the amount of travel—trips, miles of travel, 
and hours of travel—to changes in input socioeconomic data. 

But, referring again to Figure 1(b), it may be seen that the 
UTP process also—and primarily—provides detailed output by 
highway link and/or transit link/line. Although it is possible 
to aggregate these detailed data (and that is, in effect, what has 
been done earlier) and to examine their sensitivity to socio-
economic input data changes, it is not possible to examine the 
sensitivity of the detailed outputs without looking at the details 
of the process. 

Notice, however, that socioeconomic data also are direct in- 

puts to the modal split model, which estimates the mode of 
travel that will be used by any given person-trip, previously 
simulated by the trip generation and distribution models. The 
mode split model most often is applied at the level of the zone-
to-zone interchange (the "post-distribution" model) so that the 
output is critically sensitive to the network (service on a zone-
to-zone basis) and the zone structure. 

Two socioeconomic variables that commonly are used in 
modal split models are household income and household auto 
ownership. Auto ownership has an enormous impact on modal 
choice because it conditions the tripmaker's perception of the 
costs and travel times for the highway and transit networks. 
For a zero-auto household, travel time and travel cost by auto, 
measures typically drawn from the network using highway 
speeds, costs on a distance (per mile) basis, and parking costs, 
must be different from that for a household with one or two 
autos. For the zero-auto household, auto options are taxi, rental 
car, borrowing an auto from a friend or relative, or arranging 
for a ride. Each of these adds time, cost, and inconvenience 
even though the values—travel time and cost—taken from the 
network remain the same. 

While the most logical or sensitive place to use auto ownership 
in simulation is at the disaggregate level—zone or household—
it also is possible to relate the split between auto and transit to 
the regional or area level of auto ownership. There are extensive 
descriptive data on this relationship dating back to the first 
home interview surveys in the 1950's. 

Recent survey results in Pittsburgh in 1978 and 1979 show 
the relationship dramatically. Table 18 presents the modal choice 
behavior of 1,260 trip-makers in the Pittsburgh region stratified 
by trip purpose and household auto ownership. 

Two out of three persons from zero-auto households making 
trips to work used transit. However, the rate of transit use was 
only 1 in 9 from households with one or two autos. For nonwork 
travel, 6 of 10 trip-makers used transit when no auto was 
available, but when an auto was available, only about 4 in 100 
used transit. Clearly, while the overall split between auto and 
transit will reflect service levels, fares, parking charges, and 
other measures of service, auto availability has a fundamental 
effect on mode choice. Although location of households with 
varying auto ownership is critical (the allocation or disaggre-
gation to zones), misestimation of regional or study area levels 
of auto ownership would have a significant effect on mode split 
estimates. 

An alternative way to examine the effect of auto ownership 
is to examine the elasticities of the variables in a mode split 
model to see how they are affected by auto ownership. Table 
19 shows the elasticities of service variables, for auto ownership 
groups, from a multinomial logit model calibrated to the 1978-
1979 Pittsburgh data. 

Without exception, the elasticities of the service variables 
(times, costs—by highway and transit) are sharply different for 
the auto ownership groups. For example, a 1 percent increase 
in transit access time will decrease transit use for work trips by 
only 0.179 percent in zero-auto households. In one- and two-
auto households, that same 1 percent change will decrease work-
trip transit use by over 4 percent: a ratio of 23:1 between the 
elasticities for the two groups. These data show a general 
inelasticity of transit use, relative to service levels, for zero-auto 
households, particularly for work trips. The comparatively high 
elasticity of the auto owning households persists for nonwork 
travel, even though elasticities increase for zero-auto households. 



SUMMARY—SENSITIVITY OF OUTPUT VARIABLES 
TO INPUT DATA 

The analysis indicates that trip-making levels are quite sen-
sitive to the traditional major demographic characteristics used 
in trip generation. It also clearly shows that the emphasis on 
household trip generation may lead to serious errors unless total 
population is controlled, because trip-making is so sensitive to 
the product of number of households and persons per household. 

This first conclusion suggests that primary emphasis in pro-
jection efforts be directed to population projection. Secular 
change in household size and the projection of household for-
mation are important for a number of reasons—as a logical 
next step in projecting the effects of other variables such as auto 
ownership, and as an "input" to projections of land consumption 
and the location of emerging households. But people, not house-
holds, make trips. Therefore, the first order of business is making 
as accurate an estimate of population as is possible. 

Next, because other attributes of the population such as in-
come, cars owned, and sex of head of household require (usually) 
a specification in terms of households, estimation of the distri-
bution of population by household size is needed. While this 
specification, given a control on total population, in itself will 
not improve precision very much, it is needed for the further 
specification of other characteristics to which travel estimates 
are sensitive —automobile ownership and/or income. 

Finally, after estimates of population, households, and cars 
owned (or income) have been tightened up, it does not appear 
that an additional variable, requiring further cross classification 
of households, adds significantly to the explanation of variation, 
especially considering the difficulty of adding another variable 
and the potential error inherent in further detailing forecasts of 
the future. 

Second, both distance traveled (VMT) and travel time are 
outputs of the transportation planning process. It was thought 
that estimates of these aggregates, based on the input population 
and related characteristics, might be useful as reasonableness 
checks for the final output, simulated trips over the network. 
While these aggregate measures are very sensitive to autos 
owned, household income, and household size, their variability 
appears to be so large as to preclude their use as checks. How-
ever, given a finer geographic framework on which to base these 
estimates, they might have real utility. This is an area for future 
research at a more detailed geography. 

Third, concern has been expressed that there have been 
changes in life style, household formation rates, and household 
composition which are not included in the standard travel fore-
casting models. it is feared that this omission might seriously 
flaw travel estimates and that the resulting errors would un-
dermine plans based on these estimates. The work undertaken 
in this area was limited but insightful. Travel by households 
headed by women was contrasted to travel by households headed 
by a man with spouse. In terms of raw travel behavior, there 
was a tremendous difference. However, when the comparison 
was standardized by cars owned and persons per household, 
little if any difference was apparent. This is reassuring, but it 
underscores the need for careful forecasts of population, house-
holds, and autos or income. 

Finally, because the UTP process is directed to specifying 
detailed data regarding travel at the highway link or transit line 
level, it is clear that the major improvements in the process 
(including specification of input variables) must come from 

15 

Table 18. Trip behavior in the Pittsburgh Region, 1978-1979. 

HB Work 	 HB Other 

Mode of Travel Zero 1+ Zero 1+ 
Cars Cars Cars Cars 

Transit 19 101 60 54 

Auto 10 813 40 1260 

Total Observations 29 914 100 1314 

Table 19. Elasticities at mean values of variables (transit users). 

HBWork 	 ((BOther 

SERVICE 
VARIABLE 	 0-Auto 1&2-Auto 0-Auto 1&2-Auto 

TIME TRANSIT USE (D) -.0308 -1.13 -.168 -2.19 

TIME TRANSIT ACCS (D) -.179 -4.12 -.780 -6.34 

COST TRANSIT USE (D) -.106 -.407 -.295 -1.63 

TIME AUTO USE (C) .0178 .909 .102 1.33 

TIME AUTO ACCS (C) .213 1.68 1.03 2.37 

COST AUTO USE (C) .208 .589 .284 1.60 

(D), CCC indicate Direct or Cross Elasticities 

analysis at a finer level of geography. Even if the population, 
family size, autos owned, household income, and other variables 
are forecast with no error, travel estimation, and plans based 
on that estimation, will be very sensitive to allocation of pop-
ulation and related data to the traffic analysis zone level. Ex-
amination of the effect of allocation is the logical next step 
beyond this research project. 

DESCRIPTIVE REVIEW OF PROJECTION 
TECHNIQUES 

This section provides a description of the methods available 
for projecting socioeconomic inputs for transportation planning. 
Although the emphasis is on description rather than assessment 
for transportation planning, some strengths and limitations of 
the techniques are noted as part of the description. More sys-
tematic assessment follows in Chapter Three. The techniques 
first are classified to provide a perspective on the range of styles 
of projection. Descriptions of the individual techniques then 
follow. Space precludes full descriptions adequate to completely 
guide the transportation planner who wishes to apply any of 
the techniques, but references to more complete descriptions 
and guides to application are provided. 

Transportation planning—and, indeed, planning in general—
has placed demands on the art (or science) of forecasting or 
projection which is relatively new. In part, these demands are 
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nothing more than arithmetic—precision, small areas, etc. - 
and may be attributed to data needs and, to some extent, ex-
panded computation capabilities (the computer). 

However, planning of all kinds—and the computer's capa-
bilities—has both generated a demand for and made possible 
integration of what were previously largely separate "fields" of 
projection work. Economists projected income or employment 
or industry activity assuming population, and demographers 
projected fertility and mortality rates assuming migration. While 
they might borrow from each other sometimes, integrated 
models rarely, if ever, were used. 

The categories of techniques used below are rooted in that 
history and practice. Not only are the techniques categorized 
by general approach, they also are attributed to the material 
for which they were first developed: population, employment, 
income and so forth. 

Like any taxonomy, however, this one suffers from impre-
cision and duplication in definition. More importantly, in use 
and application, almost no projection or forecast is made without 
the use of some part of each of the techniques which are here 
so arbitrarily categorized. 

Classification of Projection Techniques 

Projection techniques may be organized into several categories 
for purposes of exposition. The most general level distinguishes 
between those techniques that are based on forecasts for larger 
"parent" areas and those that assume that the study area is an 
independent economic, social, and demographic entity. 

Superficially, it would seem that the assumption that any 
entity is completely independent of what goes on around it is 
wrong. Even projection for the nation must account for inter-
national trade and migration effects. But, as will be seen in 
descriptions of those techniques, blind assumptions that ratios 
between the area of interest and a "parent" area will remain 
the same are equally unrealistic. 

In practice, the use of a single technique is rare: most pro-
jections (or forecasts) use a combination. 

Techniques that relate the area of interest to a "parent" 
usually are called "ratio," "share," or "step-down" methods. 
Data for the transportation study area are expressed as ratios 
to analogous data for the parent population or economy, for 
which an adequate forecast already exists. Either ratios are 
assumed to remain the same, or an historical trend is determined 
and projected into the future, usually on the basis of mathe-
matical or graphic extrapolation, and sometimes mediated by 
other mathematical models or by judgment. Then the projected 
ratio(s) is (are) multiplied by the independently obtained pro-
jection for the parent area to obtain a projection for the study 
area. Hence, the term "stép-down"—from the larger to the 
smaller area. 

The rationale for using the technique is based on several 
arguments. First, as has been noted, larger populations and 
economies are inherently easier to project than are smaller ones. 
Second, data for larger areas (say, the nation, economic regions, 
and states) are more readily available and more statistically 
reliable and, therefore, should provide a better basis for projec-
tion. Third, changes in fundamental socioeconomic factors 
(birthrate, labor-force participation, etc.) usually are recognized 
and analyzed more readily in larger areas (due both to statistical 
reliability and data collection). Fourth, transportation study  

areas, such as cities and even metropolitan areas, are presumed 
to share in the effects of economic and demographic change in 
the parent area, as they have in the past. Fifth, local departures 
from the change processes characterizing the parent area are 
presumed to have less impact on the accuracy of the projection 
for the study area than they would have on projections based 
on the assumption that the study area is a relatively independent 
entity. That is, the ratio techniques shift to the parent area 
projection, the burden of accounting for shifts in socioeconomic 
trends. 

These arguments add up to a contention that projecting the 
share of a phenomenon (say, population) in a larger area is, 
under many circumstances, more reasonable than projecting the 
population itself. In addition, ratio techniques are much less 
complex than many other methods of projecting the study area 
population for the intermediate and longer range time period. 
Of course, ratio techniques are especially suitable where the 
study area is judged to be very dependent on its parent region 
and where nothing is seen on the horizon to change that rela-
tionship. Ratio methods also are especially reasonable when an 
analysis of historical data reveals a relatively stable ratio or one 
that has changed in a consistent manner which can be extrap-
olated into the relatively long-range future. 

Techniques in the second category, those which assume that 
the study area is a relatively independent geographic, demo-
graphic and economic entity, exhibit greater variety. They can 
be put into four subcategories: (1) direct extrapolation of past 
trends by use of graphs, judgment, and, most commonly, simple 
mathematical equations; (2) component analysis methods that 
base projection on analysis of the basic components of change 
(e.g., births, deaths and migration for population projection); 
(3) joint economic-population projection techniques, usually 
with economic analysis driving the projection; and (4) carrying 
capacity methods, sometimes called density models or land use 
techniques, which focus on the population and employment 
holding capacity of the study area, given the amount of available 
land, predominant densities, and, sometimes, land use policies 
and availability of other resources. 

The first of these four subcategories, the direct extrapolation 
methods, is not well suited for transportation planning, because 
it is oriented to shorter range projections (10 years or less) 
(Shryock and Siegel (32), p. 443; Greenberg (11), p.  7). It is 
suitable for projections of 5 to 10 years in slower growth areas 
(where it is also the most cost effective), and for areas where 
historic Census counts are the only reliable data available. Direct 
extrapolation also may serve as a baseline projection, and is 
used to project parameter values for other techniques (discussed 
more fully below). 

In general, the techniques in the second broad group of 
strategies are most useful where the study area is "different" 
from its parent area. For example, a university-based community 
in a rural region or an urban area with an economic structure 
very different from that of its parent region might better use a 
nonratio technique. 

The extent to which the third group, the "joint" economic-
population projection techniques, are truly "joint" varies. In 
some instances, estimates of employment demand from "eco-
nomic" models are used to condition "migration" coefficients 
in a separate demographic model. In others (for example, some 
of the econometric models, below) they are integrated. 

Carrying capacity methods are used most frequently as checks 
on the reasonableness of results from other models. They are 



In the multiple step-down approach, a forecast for the largest 
parent area (e.g., the nation) is multiplied by ratios for one or 
more intermediate areas (e.g., Census region and state). The 
study area forecast then is obtained by applying an appropriate 
ratio to the last of the intermediate areas, which itself was 
obtained by the ratio technique. Pittenger (21), for example, 
suggests three possible chains to the county level: 

2. 	 3. 
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Chain one uses all political jurisdictions. Chains two and three 
introduce economic functioning units that are made up of coun-
ties. 

Pickard (24) uses a different hierarchy of areas in his "ratio 
trend projection methodology" to reach projections for metro-
politan area populations. His chain is: 
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not reviewed here, but are described thoroughly in Chapin and 
Kaiser (7). 

Earlier, the traditional or "historic" division among tech-
niques was pointed out: (1) population or demographic, and (2) 
economic. 

Techniques in both fields may be characterized as "parent" 
or "independent" (and only fairly recently have the two fields 
begun to cross over). 

In addition to analogous extrapolation techniques, economic 
projections include the basic/nonbasic ratio that has been ex-
tended to the idea of multipliers, which differ primarily in the 
activities used (i.e., dollars rather than employment) and in 
further disaggregation of activity in some cases. 

The input-output technique carries both formalization and 
disaggregation further, using a matrix of multipliers or coeffi-
cients relating each industry to every other industry and to total 
final demand. 

Data and computation requirements increase sharply in mov-
ing from the simplest, the economic base study, to the most 
complex, input-output analysis. 

A final major economic technique is the construction of an 
econometric model of activity for the area. These models are 
multiequation, multivariate statements of relationships among 
various activities. They have several advantages from a theo-
retical point of view, but are demanding in data, computation, 
and expertise. 

The organization of the material that follows then is (1) ratio 
techniques in population projection, (2) ratio techniques in eco-
nomic projection, (3) independent techniques for population, 
and (4) independent techniques for economic projection. 

Ratio Techniques—Demographic Projections 

Ratio techniques may be applied in a single step-down from 
parent to study area or in a multiple step-down. In the former, 
the ratio is established directly between a single appropriate 
parent area, e.g., the state in which the study area is located. 
The forecast for the study area then is projected directly by 
multiplying the parent area forecast by the appropriate ratio. 

Nation 

Ten Regions 

Free-Standing 	 \rban Region Zones 
Metropolitan 
County Areas 	

/ \ 
Metropolitan 	Urban Region 

Areas 	Fringe Areas 

Obviously, the transportation planner has a number of choices 
within the ratio technique. It may be appropriate to go beyond 
the state level forecasts and to use economic units and other 
functioning areas as parent areas. It is not necessary or even 
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always desirable to rely solely on a one-step, state-to-study area 
ratio. 

In addition to the single versus multiple step variation, step-
down methods either may apply the ratio to the intermediate 
area and/or study area, with reference to the way other subareas 
of the system may be sharing in the parent area total, or the 
ratio technique may be applied to all subareas of the parent area 
of every step-down, balancing the sum of the estimates for all 
subareas with the parent area total, before proceeding to the 
next step-down (or on the last step before settling on the study 
area projection). 

The ratio technique also may be applied to changes in levels 
of population or employment. More specifically, the subarea's 
share of the change in population or employment experienced 
by the larger area is projected. The projection is based on his-
torical shares of the larger area's growth which were attributed 
to the subarea (Pittenger (25), p.  98-101, Pickard (24)). 

Ratio techniques are not limited to total population. They 
can be applied to levels of population components or cohorts 
as well. For example, if parent area projections are available by 
age-sex-race cohorts, the ratio technique can be applied to obtain 
a similar breakdown for the study area without resorting to the 
more complex component projection techniques. (Similarly, par-
ent-area ratios of age- sex- or race-specific participation rates 
may be used to forecast population characteristics.) 

Finally, the ratio technique may be applied to attributes of a 
study area's population, for example, auto ownership or average 
size of household. That is, a trend of ratios of auto ownership 
rate per capita for the parent area to auto ownership rate for a 
subarea may be computed for a historical period, projected into 
the future, and then a projection of such figures for the parent 
area can be used to project future auto ownership rates for the 
subarea. (See material below on "Conversion of Population and 
Employment Projections.") 

The projection of ratios to a future point is the critical task 
in this technique. Extrapolation techniques usable for projecting 
population or employment levels directly, but not recommended 
for longer range transportation planning, also may be applied 
to the projection of ratios. These include graphic (always a good 
idea, to reveal sharp bends and breaks in trends), linear, and 
other mathematical extrapolation models and other special tech-
niques (e.g., Pickard's ratio trend method (24), also cited in 
Pittenger (25), pp.  94-98). Care must be taken, however, to 
avoid projecting ratios declining to unreasonable values. There 
are several ways to handle this problem. One is to assume that 
the ratios will reach stability at a determined future date and 
then systematically to decrease the rate of change in the ratio 
to converge on those assumed stable ratios by that future date. 
Adjusting the complete set of subarea ratios so that they are 
forced to total 1.0 also helps to avoid unreasonable future ratios. 

A second way is to project the ratios using a logistic curve 
(or some other form) which limits the value the ratio may take. 

Ratio Techniques—Economic Projections 

Ratio or step-down techniques frequently are used in em-
ployment projection (or in industrial activity projection from 
which employment is derived as a dependent variable). 

Specific applications vary from situation to situation. The 
precise chain may be different, as was the case in forecasting  

population, or categories of industry or employment may be 
stepped down independently (analogous to age-sex cohorts for 
population). 

Recently, the introduction of sophisticated models of eco-
nomic activity, particularly at the national level (91), has made 
use of a step-down for regional and substate activity more at-
tractive. Primarily because of the availability of data at the 
national level, these models incorporate a larger number of 
variables than is possible at the state or substate level. 

Carefully calculated step-down ratios, with attention to the 
maintenance of totals at each level, permit projection of local 
study area data in considerable detail with the reassurance that 
totals are not diverging wildly from reasonable values. 

Analysis of activity (economic, employment) by ratio or step-
down techniques is analysis of the share of that activity in the 
subarea, relative to the parent area. If the analyst assumes that 
share does not change, his work is simple (assuming his data 
are available), but the trivial case is not the case of interest. 
Instead, change is expected. 

Shift-share analysis is a way of examining change in shares 
in a systematic way. 

Perloff (80) explains the concept of "shifts" using relative 
and absolute values of population change: 

The net shifts by which we measure state and regional growth 
or decline are the relative gains and losses among the states with 
regard to a given variable (such as population growth, as here) 
in comparison to the national figures. These relative changes are 
determined in the following way. In measuring the population 
changes between 1939 and 1954, for example, the percentage 
increase in national population for these years is applied to each 
state's population to give what might be called the expected 
change by 1954 if population had increased uniformly throughout 
the states. This expected population change for each state is then 
compared with the actual population change in each state as 
estimated by the United States Census Bureau for 1954. The fact 
that population did not increase uniformly throughout the states 
means that some states achieved more and others less than the 
expected increase; i.e., some states increased their numbers pro-
portionally more than the ratio over the 15-year period; others 
increased their number proportionally less than the ratio. For 
example, California's actual increase over the period 1939-1954 
was 5,152,000 more than it would have been if population had 
increased in the same proportion as the ratio (its expected 
change), whereas New York's increase in population was 827,000 
less than it should have been to conform with the national in-
crease. Thus, it can be said that California had a "net upward 
shift" of 5,125,000 people and New York a "net downward shift" 
of 827,000 over this period. California's share of the total net 
upward shift (that is, the sum of all state upward shifts) over 
the period was 43.9%, while New York sustained 8.74% of the 
total net downward shift [see Table 20). 

Both the downward and upward shifts can further be classified 
as absolute or relative. An absolute downward shift is one in 
which all or some part of the downward shift was contributed 
by an actual decline in population. A relative downward shift is 
one in which there has been an increase in population, but one 
insufficient relative to the total increase to maintain that state's 
share of the total. An absolute upward shift is one in which all 
or some part of the shift was contributed by an actual increase 
in population. A relative upward shift is one in which there has 
been an actual decrease in the population but one that has been 
insufficient relative to the total decline to reduce that state's 
share of the total. (Perloff (80), p. 33) 

The shift then is disaggregated into two components for anal-
ysis of economic activity (in this case, employment): 

[S]hifts in total employment (or in other important economic 
growth components) observed among the states and regions in 
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relation to the national average are generated by two distinct 
types of phenomena. We call the resultant employment shifts 
"proportionality employment shifts" and "differential employ-
ment shifts." 

The net differential shift in employment arises Out of the fact 
that some regions are expanding in certain employment sectors 
(say, in the steel industry or personal services) more rapidly than 
other regions. The regions that show net upward differential 
shifts, as we shall see, are those in which over-all access to basic 
inputs or to markets has been improved relative to other regions 
engaged in the same activity; they have gained because of their 
greater locational advantages for the operations of given activities 
or industries. 

Proportionality shifts are distinct from differential shifts. They 
arise out of the fact that, nationwide, some of the employment 
sectors or industries expand more rapidly than others. (That is, 
here the "growth industry" effect is recorded.) As a consequence, 
those regions that tend to specialize in the slow-growth sectors 
(e.g., agriculture and mining) show net downward proportion-
ality shifts in total employment, while those that tend to spec-
ialize in the rapid-growth sectors show net upward 
proportionality shifts. 

There are two ways by which the net proportionality shift in 
total employment can be computed. One way would be to use 
a complex weighted average based upon the degree of speciali-
zation in each sector by each state and the rate of employment 
growth for each sector. Obviously this is a very time-consuming 
method. The second way is based on the premise that the net 
differential shift in total employment and the net proportionality 
shift in total employment add up to the net total employment 
shift. 

Thus we can simply subtract the net differential shift in total 
employment from the net total employment shift to obtain the 
net proportionality shift in total employment. (Perloff (80), p. 
70) 

More formally, Perloff defines the two shifts in a footnote 
(80, p.  71) as follows: 

E0  = employment in the i-th industry and i-state in the 
initial time period 

E* = the same in the terminal period 

E,. = national employment in the i-th indusltry = E, 

E. = total state employment = Yi  E 

E.. 	total national employment in all industries = XijEo  

Then, the total shift for a state is: 

S, =E*. - (E*. ./E..) E. 

The differential shift for the state is: 

Sd = I [E - (E*./E.)E 

And, 

S, - Sd = [E. - (E'. ./E. .)E.] - 

- (E./E.)E61 

= j (E/E.)E - (E /E .)IE 

= Z [(E.) - (E. ./E. .)]E0  

But, (3) is simply the proportionality shift, Si,, a weighted 
average of the excess of national industry growth rates over 
that for all industry nationally, where the weights for a given 
state are its total industry employment in the initial period. 

Shift-share analysis offers two significant advantages. First, 
it is intuitive and straightforward; the relative and absolute 
changes, which it identifies, are immediately understandable. 
Second, it is relatively easy to calculate. Its major limitation is 

Table 20. Illustration of population shift.* 

U.S. 	 California 	New York 

1939 130,880,000 6,785,000 13,523,000 

1954 161,191,000 12,508,000 15,828,000 

Actual change +30,311,000 +5,723,000 +2,305,000 

7, Change +23.16 

Expected change +1,571,000 +3,132,000 

Net Shift +4,152,000 -827,000 

Table adapted from Perloff (80), p.  33. 

that it only identifies and quantifies relative and absolute change 
in share; it does nothing to explain the cause (beyond inferential 
attribution to national change rate). Put differently, it supplies 
the initial data for an exploration of causality. 

Independent Techniques—Demographic 
Projections 

In cases where the study area population dynamics are rel-
atively independent of those characterizing the parent geo-
graphic area, ratio techniques will not be appropriate. Trend 
extrapolation techniques and component analysis techniques are 
two types of projection techniques that assume relative inde-
pendence of any area other than the study area. They are based 
primarily on what has happened in the past, what is happening, 
and what is projected to happen to the study area itself, without 
respect to the parent area. This is not to say that component 
analysis techniques do not look to the parent area and other 
places for clues about trends in causal factors and components 
of population change. 

Trend Extrapolation of Total Population Size 

The quickest and simplest means of extrapolating past trends 
in population size is by graph. Past population size data are 
plotted on the vertical scale and time is plotted on the horizontal 
scale at the base of the graph. A line is fitted by judgment to 
the points representing the past association between time and 
population size and the analyst extends that line into the future 
to obtain a projection of populaiton sizes at future times. 

The implicit assumption is that time represents the causal 
variable in the relationship. That is, population size, on the 
vertical scale, is presumed dependent on time, represented on 
the horizontal scale. This is the basic assumption of trend ex-
trapolation techniques, including those that use mathematical 
methods (to be discussed below). Population size, of course, is 
not believed to be literally caused by change in time. Rather, 
time is considered to be a proxy for the combination of true 
causes of population change—births, deaths, and migration. 

Often the analyst will want to use (or at least try) semilog-
arithmic graph paper instead of arithmetic graph paper. On 
semilogarithmic paper, time is still plotted on the horizontal 
scale, which is an ordinary arithmetic scale. Population size is 
again plotted on the vertical scale, but that scale is logarithmic. 

A straight line on an ordinary arithmetic graph associates 
equal increments in absolute population change with equal in- 
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crements of change in time. It indicates a constant amount of 
arithmetic change with respect to change in time. For example, 
a population change of 10,000 people every 10 years would be 
represented by a straight line on the graph. A straight line on 
the semilogarthmic graph indicates a constant rate of change 
with respect to change in time. That is, the change over two 
equal increments of time would be equal proportions of the 
population sizes at the beginning of those two periods of time. 
For example, the growth from 1950 to 1960 might be one-half 
of the population size in 1960. Because proportions ate the same, 
the rates of growth over the two periods are equal. The absolute 
amount of change from 1960 to 1970, however, would not be 
the same as the change in population from 1950 to 1960 because 
the population base on which the proportion is measured in 
1960 is larger than that in 1950. The line connecting points on 
the arithmetic graph would not be straight in such a case, but 
would be straight on the semilogarithmic graph. 

It is a good idea to plot population data, even when one does 
not intend to rely on the graph for making a projection. The 
graph produces an independent picture (literally) of what has 
happened over an historical period. It may suggest insights about 
the form of the relationship between population size and time. 
Is the relationship linear on an arithmetic graph? On a semi-
logarithmic graph? Is population changing monotonically, i.e., 
in one direction, even if not on a straight line? Is the shape of 
the nonlinear change convex or concave? Can shifts in rate or 
direction be associated with other historical occurrences that 
might in turn be related to migration, fertility, or mortality? In 
addition to providing insights about the past, such a graph, 
when extended into the future, provides a literal extension of 
past trends against which other more sophisticated projections 
may be compared. In that way the graph provides a "baseline" 
projection and an easy referent decimal by which to apply a 
"reasonability" criterion to projections from other models. 

Of course, curves (lines) may be fit mathematically as well 
as manually to data, at least if the association of the data with 
time is fairly smooth and regular. There are six common math-
ematical formulas (curves) that have been used to describe his-
torical population growth and to extrapolate past growth trends 
into the future: 

Linear Arithmetic Change Model. 
Geometric—or Exponential— Change Model. 
Gompertz Model of Population Growth. 
Logistic Model of Population Growth. 
The Modified Exponential Model. 
Polynomial Model. 

Like the manually fitted curves, these mathematical forms pro-
ject population as a direction function of time itself. 

The Linear Arithmetic Change Model. While appropriate for 
shorter range population projections, the linear or constant 
arithmetic change model is not appropriate for the longer range 
projections that generally are required for transportation plan-
ning. As one methodologist has stated, "We could not find 
populations that had experienced constant numerical growth for 
several decades. Such population growth behavior is very rare, 
so the reader need not worry about having to use this model of 
growth extensively as a projection tool." (Pittenger (25), p.  47) 

Mathematically, the linear model of population change uses 
the familiar general form: 

ya+bx 	 (3) 

In this form, the model may be appropriate for projecting pop-
ulation statistics other than total level of population. For ex-
ample, birth or death rates or population characteristics of other 
variables that are shown to exhibit linear relationships with time 
for the study area in question may be projected quite validly 
using the linear model. The dependent variable, y, represents 
the population-related variable of interest. The constant, a, rep-
resents the value of that variable at the current or past time 
used as the base year for the projection. The constant, b, rep-
resents the change in the dependent variable per unit of time 
change. Finally, x is the measure of time, say in years or decades. 

When using the linear model to project population size di-
rectly, the form is: 

	

P,=P,+bn 	 (4) 

where: 

P = population size; 

Pr  = population size of the base year, t; 

P, 	= projected population size at a future year, n units of 
time beyond the base year, t; and 

b = average increment of change in population size per 
unit of time 

Simple linear regression may be used to calibrate the model. 

The 	Geometric—or Exponential— ChangeModel. This 
model assumes that growth will be proportionally the same in 
the next period of time as it was in the last period. Such an 
assumption and the resulting model are generally preferable to 
the assumption of constant arithmetic change in the linear 
model. The reason is that populations, in the absence of shifts 
in rates in the basic demographic components of births, deaths, 
and migration, tend to approach a fixed, or intrinsic rate of 
growth. (Pittenger (25) p.  467.) That is, the rate of change, 
rather than the absolute amount of change, is assumed to remain 
constant over time. Population growth compounds like interest 
on money left in a savings account. The result is growth at a 
geometric rate; although the percentage of growth remains the 
same each time, the absolute addition to the population gets 
bigger and bigger with each passing unit of time. In other words, 
this model says that the amount of population growth over a 
unit of time is proportional to the size of the population at the 
beginning of the period, not to the amount of growth over the 
previous unit of time. The assumption is one of constancy in 
proportionality of change. Thus, the geometric model may be 
called a constant rate of change model. 

The form of the geometric model is: 

	

P,+ ,, = P,(l + r) 	 (5) 

where P, ,,, F,, and n are as before, and r is the rate of growth 
per unit time. 
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The constant rate of change model has two forms. In the 
geometric form, stated above, the rate of change is measured 
with respect to discrete intervals of time, say decades or years. 
In a second form, the exponential form, the rate is calculated 
as the instantaneous rate of change in population size with 
respect to time. That form of the model can be represented as: 

F, ± 	P,e ' 	 (6) 

where P ± F,, and n are as before; e is the irrational number 
representing the limiting, instantaneous rate of compound 
growth; approximately 2.7182183, the base of natural loga-
rithms; and r is the instantaneous rate of growth, different in 
value from the r calculated on a discrete time period for the 
geometric model. 

Generally, the geometric form is more convenient to use for 
population projection. Data on which the model is calibrated 
are often available for fairly regular time intervals for small 
areas such as transportation study areas. 

The geometric form in Eq. 5 may be changed to its equivalent 
logarithmic form: 

logP,, = log [P,(1 + 	r)'] 	 (7) 
= log F, + [log (1 + r)]n 

This form can be recognized as linear, identical to the linear 
model in Eqs. 3 and 4, and the least squares method of parameter 
estimation can be used to estimate log (1 + r). (It should be 
recognized that it is the square of the value of the differences 
of the logs which is being minimized, not the square of the value 
of the differences. This dampens the effect of large differences 
for large values.) Equation 7 also represents a curve plotted as 
a straight line on semilogarithmic paper. Population, F, is plotted 
on the vertical, logarithmic axis, while n is plotted along the 
horizontal, arithmetic axis. 

As may be seen from the graphic representation of the ex-
ponential growth curve in Figure 2, demographic conditions 
could seldom, if ever, be maintained to sustain such a curve 
indefinitely. Evenually, the curve would become impossibly 
steep, and the population would exceed any holding capacity 
of the finite geographic area. Carried to its logical extreme, 
population size would become infinite, clearly an unrealistic 
projection. For this reason, where implications of the exponen-
tial model become unreasonable for the study area, other model 
forms, such as the following, become more appropriate. 

The Gompertz Model of Population Growth. Underlying the 
Gompertz curve is the assumption that geometric growth will 
reach, or has already reached, a level beyond which growth will 
slow down. Population size is assumed eventually to approach, 
but not pierce, a ceiling. Graphically, these assumptions trans-
late into an S-shaped curve that begins slowly, gathers momen-
tum until it hits an inflection point, then decelerates more and 
more until it ultimately approaches an upper limit of population 
size (see Fig. 3). 

The formula for the Gompertz curve may be written: 

	

= Ka" 	 (8) 

where 

Time 

Figure 2. The geometric growth curve. 

0 

H 
0 
0 
0 

Time 

Figure 3. A Gompertz curve. 

+ ,,is as before; and K is the upper limit of population size 
for the study area, a value that the curve approaches but never 
quite attains—an asymptote; n equals number of units of time 
beyond the base year; i.e., the year measured as year zero in 
the curve fitting procedure; and a, b equal parameters to be 
estimated by fitting the model to historical data for the study 
area. 

If a study area is growing according to the assumptions in-
corporated in a Gompertz curve, the population increases in 
size by larger and larger arithmetic values during the first part 
of the growth path. Proportional growth is decreasing, however. 
That is, growth is less than geometric. This effect is hidden by 
rapid arithmetic gains for awhile. At some point, the point of 
inflection in the S-shaped curve, the decreasing proportional 
gains become decreasing arithmetic gains as well. Eventually, 
the gains become very small. In a Gompertz growth curve then, 
the increments of population gain start small, increase to a peak 
(corresponding to the point of inflection in the curve), and then 
decrease to very small gains as the population ceiling, K, is 
approached. 

The transportation analyst can apply two empirical tests to 
see whether the "Gompertz curve" growth is occurring and is 
already beyond the point of inflection (Pittenger (25), p. 58). 
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In one test, arithmetic growth increments are plotted on an 
arithmetic graph. Evidence of a Gompertz curve exists if the 
plot of increments describes a regular pattern of slowly increas-
ing increments over time at first, then more rapidly increasing 
increments, then more slowly increasing (but still increasing) 
increments until a peak is reached, after which a regular pattern 
of ever-smaller increments of arithmetic change takes place. 
Such a plot, on an arithmetic graph of increments of population 
change, would be bell-shaped, with the right side stretched out 
over a longer time period than the left side. In the other test, 
the first differences (i.e., the increments of change) in the log-
arithms of population size are examined. If the differences de-
cline by a constant percentage, a Gompertz curve is indicated. 
Curve fitting procedures are described in Croxton and Crowden 
(8), Murphy and Nagnur (22), and Keyfitz (42). 

The Gompertz curve may be written in logarithmic form: 

log P,, = logK + (log a)b' 	(9) 

The term to the right of log K in the expression takes on a 
negative value because log a will be negative. That part of the 
expression represents the distance of the population size from 
the asymptote value, K. As n, time, becomes very large, the 
value of the expression, b, becomes exceedingly small because 
b is less than one. Thus, as n becomes larger, the amount 
subtracted from the population "ceiling" becomes smaller and 
eventually approaches zero. 

The Logistic Curve Model of Population Growth. The math-
ematical form of the logistic curve is: 

(10) 

where P, + , K are as before; e equals the irrational number 
representing the limiting instantaneous rate of compound 
growth, approximately 2.7182183; a, b equal parameters to be 
estimated by fitting the model to historical data for the study 
area; and n equals the number of units of time beyond the base 
year, i.e., that year measured as year zero in the curve fitting 
procedure; and all elements are as in the Gompertz (or expo-
nential) curves. The logistic curve also describes an S-shape on 
an arithmetically scaled graph. In the logistic curve, however, 
the first differences, or increments of growth, are more sym-
metric about the peak of the bell-shaped curve; it is not drawn 
out to the right as it is in the Gompertz curve. Thus the inflection 
point is assumed to be encountered at a population size one-
half of the ceiling. In the case of the Gompertz curve, this point 
of inflection is assumed to be reached at about 37 percent of 
the population ceiling. 

Time 

Figure 4. The modified exponential curve. 

where P, + , F, and K are as before; b equals the constant ratio 
(less than one) of change by which (K - P) is reduced each 
successive time unit from its value in the immediately preceding 
time unit; and n equals the number of time units beyond the 
base year t. Thus, F, + approaches K as n increases; that is, the 
equation projects P, ± in terms of a constantly decreasing dis-
tance from the population ceiling, K 

The Polynomial Model of Population Change. A sixth type 
of model is the most general purpose. It permits fitting to more 
complicated curves than any of those models suggested earlier. 
At the same time, however, it has the least rationale behind it, 
because it results from mechanical curve fitting. The polynomial 
model is of the form: 

= F, + bn + cn2  dn3  + ... +mn 	(12) 

The highest exponent indicates the degree of the polynomial. 
The linear model is a first-degree polynomial. A second-degree 
polynomial would describe a curve with one bend; it could be 
either convex or concave. A second-degree polynomial could 
approximate the exponential or geometric curve, for example. 
A third-degree polynomial would describe a curve that has two 
bends and could be used to approximate the Gompertz and 
logistic curves. A fourth-degree polynomial curve has three 
bends, and so on. 

The polynomial curve is less rigid in its form than any of the 
previously described models. Therefore, it can describe more 
accurately less regular growth patterns, and even patterns that 
include both decline and growth. That is, the polynomial need 
not assume monotonically increasing or decreasing population 
as do the other five model forms. 

The Modified Exponential Curve. If the analyst sees a pat-
tern of declining increments of absolute growth, as in Figure 4, 
the appropriate mathematical form may be the modified ex-
ponential model. It also assumes an upper limit on population 
size for the study area. It may be written as: 

P,,, = K - [(K - F,) b'] 	 (11) 

Summary of Trend Extrapolation. This section has been 
devoted to simple techniques for projecting population sizes into 
the future using only data on past total population size. Pop-
ulation size is always a function of time in these techniques. 
Time is the proxy variable that encompasses the many factors 
that influence change in population size. All the techniques fit 
a model to data describing the historical association between 
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time and population size. They vary, of course, in the presumed 
shape of this association. 

For the graphed models as well as the mathematical models, 
it is assumed that the better the fit of the mathematical function 
of the curve on a graph to historical data (i.e., the better the 
fit to the empirical evidence), the better the model has captured 
the effects of the underlying forces. In the linear, the geometric 
and the modified exponential models, the assumption is that 
the balance of basic demographic forces that held sway in the 
past will continue in the same balance into the future. The 
Gompertz and logistic curve models, on the other hand, assume 
that past growth trends probably cannot hold indefinitely and 
that the shape of the future association will reflect the influence 
of an upper limit on population growth. The graphic models' 
extensions into future time are based on judgment and therefore 
may or may not reflect changes from the past association be-
tween time and population size. 

The basic problem with all trend extrapolation models is that 
in no way are underlying causal forces identified or measured. 
That historical data can be fitted by an extrapolation model 
implies only that the model has been able to summarize the net 
effect of many forces acting on population for the period of time 
for which the model is calibrated. Examination of the model 
reveals nothing about what forces molded the population 
change. What is described is an empirical regularity. The ex-
clusive use of extrapolation models is justified only when there 
is lack of data and time to formulate better population projec-
tions models. 

Other justification for using extrapolation models might occur 
under certain circumstances. If the analyst is interested pri-
marily in the bottom line—total population—and he or she 
lacks time, data, or access to computer programs, such a "quick" 
technique might be justified. If the transportation study area 
shows very steady and slow rates of change in total population 
and only total population projection figures are needed for the 
transportation methodology contemplated, extrapolation tech-
niques will do and the use of more elaborate methods is not 
justified. Another valid use of extrapolation of total population 
size is to provide a baseline projection under the assumption of 
continuation of past trends. Such a projection is useful for com-
parison with the results of more complex techniques. Even here, 
however, caution is advised. The assumptions allowed about the 
underlying forces of demographic change in extrapolation tech-
niques, and the examination of the sensitivity of population size 
to those assumptions, are inferior to the assumptions allowed 
in the more complex techniques. In fact, the implicit assump-
tions may be at variance with the reality that the extrapolation 
model is attempting to reflect. 

Component Analysis Method 

Almost 30 years ago, Jacob S. Siegel, coauthor of today's 
most complete standard reference on demographic analysis 
methods (Shryock, et al. (31, 32), stated in an article on fore-
casting the population of small areas that "future research on 
methodology may most effectively be directed toward attacking 
the problem from a component point of view. . . . " (Siegel 
(34), p.  81.) At that time, he found that about 40 percent of 
the small area projections were prepared using a component 
analytic method. Today, component methods are the most  

widely used techniques for preparing regional population pro-
jections (Shryock, et al. (32), p.  456). 

In population analysis, these techniques are called cohort-
component methods. They are component methods because they 
analyze birth, death, and migration components of population 
change separately, and separately assign them parameters for 
projection. The total population projection is the sum of the 
several separate analyses and projected components. Moreover, 
populations and population change are disaggregated by age and 
sex, and sometimes race, in these methods, hence the cohort 
aspect. 

The advantages of this method include the simplicity and 
directness with which assumptions may be varied and linked to 
demographic consequences. It can reflect the reality that each 
component not only is determined by different factors and may 
move in independent directions, but also has qualitatively dif-
ferent consequences for population change. Furthermore, be-
cause of the cohort aspect, the effects of the fact that rates of 
change of the fundamental demographic components vary by 
age (and even sex and race) also can be accounted for. Subtle, 
but significant, interactions between component change rates 
and the age structure of a population can be captured in this 
method, where they cannot in noncomponent methods. 

The cohort-component method usually is considered to be 
the most complicated and sophisticated approach to projecting 
population. Indeed, there are many subtleties in the estimation 
of parameters and in the arithmetic calculations, but the method 
is relatively simple in concept, and the availability of computer 
programs makes its application less complicated. The compo-
nent concept is shown in the expression: 

P1  = P0  + B - D + NM 

where: 

P0  = population of the study area at the beginning of some 
time period; 

P1  = population at the end of the period; 
B = number of births during the period; 
D = number of deaths during the period; and 

NM = net migration: that is, the number of people who move 
into the study area (in-migrants) minus the number 
of people who move out of the area (out-migrants) 
during the time period. 

In more elaborate, recent versions of the method, in-migrants 
and out-migrants are treated separately to reflect the fact that 
in reality they are separate streams, affected by separate factors. 
The Bureau of the Census has been working on such a "direc-
tional flow model" since 1966 and others have adapted versions 
of it (U.S. Bureau of the Census, 140). (See also Morrison (43). 
for a discussion of the effect of use of net migration.) 

In the simplest versions of the model, the single component 
of net natural increase may be substituted for the two separate 
components of births and deaths. 

Whether the method uses two, three, or four components, 
there are different techniques for projecting each component 
into the future and, of course, assumptions must be specified 
separately for each component. In fact, the techniques of ex-
trapolation and ratios often are applied, based on historical data 
and often modified by judgment. After specification of the as-
sumptions and projection of the rates of change in the com-
ponents, the cohort-component method is simply a logical 
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simulation of the aging, dying, fertility, and residential mobility 
processes. If there are no errors in the assumptions and in the 
basic historical data on which the component rates are cali-
brated, the population should be exactly as projected. The tech-
nique itself is true-to-life and logically correct and produces 
correct projections, providing the assumptions hold true. 

Projecting the three component rates of change is the essential 
task in applying the cohort-component method. In order of 
increased difficulty of projection are mortality, fertility, and 
migration. 

Mortality is the most stable component, assuming no war or 
famine or other local catastrophe. It varies less from study area 
to study area as a ratio of the national or state mortality rate, 
and therefore is the most easily projected. In fact, some cohort-
survival projection programs build the mortality rates into the 
logical structure, so that the analyst is not even expected to 
provide these rates as input. For a detailed discussion of mor-
tality analysis, see Irwin (17), pp.  17-19; Pittenger (25), Ch. 
6; Shryock, et al. (32), pp. 444-445. 

Fertility fluctuates more widely and irregularly over time and 
between geographic areas. It is, therefore, less easy to project. 
Nevertheless, there are projections of fertility at the national 
level, and sometimes at the state level, which can be used. Care 
must be taken, in making projections of fertility for a study 
area, to account for the changing nature of the population over 
the projection period. For example, a suburban or other fringe 
area may be changing from a generally rural population (with 
usually higher fertility rates) to a more urban-suburban popu-
lation (with usually lower fertility rates, depending on the age 
structure of that study area, which may in turn depend on 
whether it is a suburb characterized by higher income and older 
population or a suburb of lower income and younger families). 
Of course, this same danger is true for projection of mortality 
rates but to a lesser degree. Discussions of the task of estimating 
fertility rates can be found in Irwin (17), pp.  16-17; Pittenger 
(25), Ch. 7; Shryock (32), pp.  445-452. 

Migration is the component posing the most difficult projec-
tion task, by far, in small area population projection. The smaller 
the area, the greater the problem. Nationally, over 15 percent 
of the population will change county of residence in a 5-year 
period, the time period on which most cohort-component pro-
jection methods are based. In swiftly growing areas, an even 
greater proportion of the population may be involved. Not only 
is migration likely to involve a substantial proportion of the 
population, it also is more volatile than the other two compo-
nents, and therefore more difficult to project. Furthermore, it 
is likely to differ greatly among various age groups, and fre-
quently is negative for some age groups while positive for others. 
In spite of its critical role in projection for areas the size of 
transportation study areas, migration receives little attention 
from demographers. Methods for estimating migration, espe-
cially net migration, can be found in Irwin (17), pp.  19-23 and 
App. H; Pittenger (25), Ch. 8; and Shryock et al. (32), pp. 
456-459. 

Making the task of projecting components even more difficult 
is the fact that the cohort-component method requires (gener-
ally) that the fertility, mortality, and migration rates be age-
specific and (usually) sex-specific. That is, each rate must be 
projected for each 5-year age group of each sex (0-4 years of 
age, 5-9, 10-14, and so on). Usually there are seventeen such 
cohorts, the last 85 and older. For example, the cohort aged  

10-14 in 1980 is projected to 1985 by applying 10-14 age-
specific survival and migration rates, at which time that cohort 
is 15-19 years of age. The cohort is projected another 5 years 
forward to 1990 by applying 15-19 age-specific rates of survival 
and migration, again aging the cohort so that it is 20-24 years 
of age in 1990. Longer term projections are made in these 5-
year steps (sometimes 10-year steps) until the horizon projection 
date is reached. Births are projected for each 5-year projection 
period by applying age-specific 5-year birth rates to the popu-
lation of women in their child-bearing years, usually assumed 
to be the cohorts between 15 and 44 years of age. These births 
are added together and then divided into males and females. 
With adjustments for mortality and migration for these births, 
the computation produces a cohort aged 0-4 at the end of the 
5-year projection step. 

Variations on the general cohort-component model are found. 
Hamilton and Perry (13) offer a simplified technique. The Bu-
reau of the Census (140) outlines a methodology using in-and-
out migration which permits more detailed analysis of causation. 

The cohort-component method is preferred by most demog-
raphers as the best approach to projection, other factors being 
equal. That is, if the necessary data are available and the analyst 
has confidence in them and enough time (and a computer pro-
gram), the cohort-component method is preferred. For one 
thing, it provides age-sex specific projections. These may be used 
in conjunction with age-specific participation rates to generate 
more sensitive projections of such variables as car ownership. 
Even if the age-sex specific cohorts simply are added to obtain 
total population, the analyst knows that the subtle effects of the 
age-sex distribution through the projection period have been 
accounted for in a way impossible to achieve by other methods. 

Independent TechnIques—EconomIc Projections 

As was the case with population projections, instances may 
occur in which the analyst does not wish to use ratio techniques 
for projection of economic variables. The study area may be 
different from the parent area or ratio techniques may be in-
appropriate. 

There are both differences and parallels between demographic 
and economic techniques (in addition to the obvious difference 
in the variables to which they are applied). 

Trend extrapolation may be applied to economic data just as 
it is to population data. The previous section on trend extrap-
olation for population projection describes linear and a variety 
of nonlinear curves that may be fit using historical data. (Of 
course the alternative, manual graphic fitting, also is parallel.) 

That section points out that extrapolation techniques may be 
applied to total population or to cohorts or special subgroups 
of the total. Similarly, economic variables such as employment, 
income, or labor force participation may be extrapolated in total 
(or average, etc.) or for subgroups. 

Although a parallel to the cohort-components technique out-
lined for population might be drawn for, say, employment (i.e., 
rates analogous to birth and mortality for persons entering or 
leaving the labor force, rates analogous to migration for other 
changes in the labor pool, additional rates for participation, 
etc.), no standard technique is available, even though the logic 
is followed in principle. 

Tri-State Regional Planning Commission (162) is an example 
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of a trend analysis and projection of employment. Southwestern 
Pennsylvania Regional Planning Commission (181) illustrates 
projection (of both absolute values and local shares of state) 
using regression techniques and a variety of models. 

Therefore, keeping in mind that extrapolation techniques are 
equally applicable to economic projection as to demographic, 
this section begins with a review of economic base analysis and 
continues with a discussion of multiplier and input-output tech-
niques. The section concludes with discussion of econometric 
models that are quite complex and data-demanding. If the tax-
onomy were followed strictly, econometric models would fall 
in the subsequent section describing joint models. However, the 
fact that their emphasis is on economic variables and that their 
treatment of population varies widely leads to their inclusion 
here. (They also are not necessarily "independent": parent area-
local area ratios or miltipliers are used extensively.) 

As a final general note, it should be recognized that many of 
the techniques described next do not project employment per 
se. Instead they project economic activity in terms of production, 
roles, value added, or some other monetary measure of activity. 
This leaves to the transportation anlayst the problem of trans-
lating that activity into employment (or income). Perhaps the 
simplest way is to determine a ratio between current values of 
the projected measure and current employment. That ratio then 
may be used "as is" or if there is reason to do so, it may be 
changed to reflect projected or anticipated trends. (See following 
section on "Conversion of Population and Employment Projec-
tions Into Transportation-Related Socioeconomic Characteris-
tics.") 

Economic Base Analysis 

The projection (or forecasting) of local economic activity 
through analysis of the "economic base" of an area—an "eco-
nomic base study"—was perhaps the first true analytical pro-
jection methodology. 

As pointed out earlier, it shares, with other projection meth-
odologies, the concept of two types of economic activity: one 
serving a larger area, outside the boundaries of the study area; 
the other serving the needs of the study area itself. The former 
are "basic" or "primary," and the latter are "nonbasic," "serv-
ice," "local," or "secondary." Growth of local population, em-
ployment, and other characteristics is presumed to be related 
to "basic" growth in either a constant basic/nonbasic ratio or 
in a predictably changing ratio, over time. 

Isard (18), p.  190 if) describes the technique and illustrates 
it briefly. 

The economic base type of analysis distinguishes between basic 
(primary) industry and service (non-basic or residential) industry. 
This distinction is in keeping with a promise that has been 
increasingly taken as a point of departure for regional study. 
This premise states that the reason for the existence and growth 
of a region—whether it is a community or a small resource area 
at one extreme or a huge metropolitan or resource region at the 
other extreme—lies in the goods and services it produces locally 
but sells beyond its borders. These "basic" activities not only 
provide the means of payment for raw materials, food, and man-
ufactured products which the region cannot produce itself but 
also support the "service" activities, which are principally local 
in productive scope and market areas. 

It was not until the late 1930's that attempts were made to 
measure quantitatively the basic and service components of in-
dividual urban or regional economies. Homer Hoyt developed  

the idea of a "basic-service ratio". This ratio purports to describe 
either (1) the proportion between total employment in a city's 
basic or export activities and total employment in its service or 
local activities; or (2) the proportion between the increase in 
employment in a city's basic or export activities and the increase 
in its service or local activities. From the data required to com-
pute this basic-service ratio, a regional multiplier is easily cal-
culated. This multiplier is equal to total (or increase in) 
employment in both basic and service activities divided by total 
(or increase in) basic employment. 

For example, we present in Table [21] a relevant classification 
of the data required for the calculation of basic-service ratios 
and regional multipliers for the city of Wichita, Kansas. The 
unit of measurement is employment. Total employment for years 
1940 and 1950 is listed in the first two columns, by industry. 
For each industry the total figure is broken into two parts. That 
part which produces for and caters to the local market is classified 
as service activity and is noted in the middle two columns of 
Table [21]. That part which produces for (is oriented to) the 
regional, national, and world markets is classified as basic and 
is noted in the last two columns. 

From the materials of Table [21] we may calculate both basic-
service ratios and regional employment multipliers. In Table [21] 
the basic-service ratios are calculated on the basis of total em-
ployment in 1940, total employment in 1950, and change in 
employment in 1940-1950. The corresponding regional employ-
ment mutlipliers are simply the ratio of the total employment 
to basic employment (or change in total employment to change 
in basic employment), that is, unity plus the basic-service ratio. 
It is to be noted that different ratios and multipliers obtain, 
depending on both the selected key year and the method of 
computation. That method based on change in employment is 
generally considered to yield the more relevant results, although 
it is generally recognized that the type of computation employed 
should depend on the nature and purpose of a particular study. 

Some analysts have made extensive use of the employment 
multiplier concept for projection purposes. By evaluating future 
prospects of expansion in the basic activities of the cities and 
regions they study, and then applying the employment multipliers 
derived from the basic-service ratios relating to existing industrial 
composition, they have forecast future expansions in total em-
ployment. By the use of employment-to-population ratios, these 
forecasts are often extended to include the future population that 
could be supported by the total future employment opportunities. 

Other analysts have been more cautious about employing the 
multiplier concept. Many urban and regional economic base 
studies have had the more limited objective of an improved 
understanding of the economic composition of the city or region 
and of its relation with other cities and regions. 

Whether the basic-service ratio (already designated in the lit-
erature by several different terms) and the associated "simple" 
regional multiplier are employed for description alone, or are 
adapted for projection and prediction purposes, numerous lim-
itations are involved in their use. These limitations are both 
technical and conceptual. (Isard (18) pp.  190-193) 

Pfouts (81) collects a number of papers that describe the 
economic base study and its history and address is limitations. 

Andrews (in Pfouts, 81), in a series of eight papers originally 
published in Land Economics, addresses what might be termed 
practical problems of application of economic base analysis. 
These range from terminology, at one extreme, through meas-
urement and classificaton of basic and nonbasic activities to area 
delimitation and the relationship of economic analysis to plan-
ning. 

Other papers address empirical and theoretical limitations. 
Pfouts (81, p. 325 if) concludes that the theoretical content of 
the methodology is insufficient to support its use in projection. 

The material below, evaluating various techniques, addresses 
these limitations more specifically. 
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Table 21(a). 
Regional Cycle and Multiplier Analysis 

Wichita Employment, 1940 and 1950, Classified by 
the Type of Market Served 

Market 'Served 

Regional, 
National, and 

Local 	 World 
Employment 	(Service) 	 (Basic) 

1940 1950 1940 1950 1940 1950 

Total 52,091 88,575 37,148 59,325 14,943 29,250 
Agriculture 4,074 3,276 1,109 1,442 21965 1,834 

Total 
non-agricultural 48,017 85,299 36,039 57,883 11,978 27,416 
Mining 925 971 50 71 875 900 
Construction 2,837 7,297 2,837 7,297 - - 
Manufacturing 8,692 23,931 2,705 4,605 5,987 19,326 
Food and kin- 
dred products 2,624 3,243 1,232 1,193 1,392 2,050 
Textile mill 

products 16 53 16 53 - 
Apparel 146 205 - - 146 205 
Furniture 135 459 135 459 - - 
Printing 1,208 1,714 686 1,200 522 514 
Chemicals 172 242 - - 172 242 
Petroleum 572 548 - - 572 548 
Metals 985 1,973 - - 985 1,973 
Machinery 637 1,857 - - 637 1,857 
Transportation 

equipment 1,561 11,937 - - 1,561 11,937 
Other manufac- 

turing 636 1,700 636 1,700 - - 

Transportation, 
communications, 

public utilities 4,473 6,833 3,752 5,576 721 1,257 
Wholesale trade ' 	3,003 4,616 1,498 2,774 1,505 1,842 
Retail trade 10,216 16,542 8,617 14,509 1,599 2,033 
Finance, insurance, 

and real estate 3,115 4,118 2,729 3,447 386 671 
Service 12,105 16,711 11,200 15,324 905 1,387 
Public admini- 
stration 1,765 3,437 1,765 3,437 - - 

Industry not 
reported 886 843 886 843 - - 

Table 21(b). 
Basic-Service Ratios and Multipliers, 

Wichita 

Regional 
Basic-Service 	Employment 

Ratio 	 Multiplier 

Based on total 	 14,943 
employment: 1940 	 3/,148 	1:2.5 	

3.25 

Based on total 	 29,250 
employment: 1950 	 59,325 	1:2.0 	

3.0 = 
Based on change in 	14,307 - 1:1.6 	2.6 
employment: 1940-1950 	22,11/ - 

* Tables from Isard (15), pp. 191-192. 

Multipliers 

In the middle 1950's the economic base study approach was 
analyzed carefully in a series of articles by Andrews, which were 
mentioned above. Shortly following publication of Andrews's 
series, theoretically critical articles by Blumenfeld, Tiebout, Fer-
guson, and Pfouts (all reprinted in Pfouts, 81) appeared. In 
addition to criticism of the economic base study (which is sum-
marized below in the evaluation of various techniques), Pfouts 
and Tiebout, particularly, pointed the way to the application of  

more traditional economic theory to the analysis of urban eco-
nomic activity. 

The ultimate concept is the income multiplier. 

If we let E designate exports and I designate imports then the 
balance of trade is indicated by 

(1) B = E - 1 

We assume that the quantity of imports into the community 
depends on income within the community; that is 

I = F (Y), 

where Y stands for income. To consider a specific case we assume 

I = e + fY, 

here lower case letters indicate constants. Hence in this case the 
"marginal propensity to import" or the change in imports fol-
lowing a change in income is a constant, i.e., 

di 
(3) 	= f. 

dY 

We also assume that consumption expenditure depends on in-
come. Thus we assume a consumption function for the com- 
munity, 

(4) C = a + bY. 

Then the marginal propensity to consume within the community 
is 
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dC 
dY 

=b. 

It is clear that both f and b are positive fractions, i.e., 

0 < f,b < 1 

We shall now turn our attention to a consideration of what 
happens to the income stream of the community when "new 
money" enters the community because exports are larger than 
imports. As such money represented by B in (1) comes into the 
community it represents income to the members of the com-
munity who receive it. But these members of the community 
will spend part of the money within the community, part they 
will spend for imports and part they will save. The proportion 
of this income that remains within the community is given by 

- f. Hence we must multiply B by 1 - fin this round of 
spending to take into account the effects of importing. (If f is 
the marginal propensity to import, I - f is the marginal pro-
pensity to spend money within the community.) Similarly, to 
take the effects of savings into account we must multiply by b. 
Thus after this round of spending the money left in the com-
munity income stream is B (1 - f)b (I - f)b or B[(l - f)b].' 
For each subsequent round of spending we must multiply by (1 
- f)b. Thus the change in income within the community is 
shown by 

dY = B + B(1 - f) + B[(l - f)b]2  
+ B[(l - f)b]3  +... + B[(l - 

This last equation exhibits a geometric progression and the sum 
is given by 

_____ 
(7)dY = B 	

- 	
=kB 

1—(1— f)b l— 
B  
b+bf 

In equation (7) the expression 1 - + bf is a community in-

come multiplier similar to the multiplier .j—  for a closed 

system. The multiplier will be larger than one if both b and f 
are positive fractions. The multiplier is larger for a larger value 
of b, the marginal propensity to consume, than for a smaller 
value b. The numerical value f, the marginal propensity to import, 
works in the opposite direction. That is, a large marginal pro-
pensity to import causes a lower net addition to the community 
income stream. 

For purposes of illustration suppose b = .8 and f = .3. Then 
k = 2.3. Hence the circulation of money within the community 
increases the original injection of money by a factor of 2.3 or 
by 130%. As a consequence, it seems incorrect to emphasize 
exporting industries to the exclusion of industry that causes the 
circulation of money within the community. If b increases to .9 
while f remains fixed at .3, k becomes 2.7, and the injection of 
income is expanded by a larger amount than formerly due to a 
decrease in savings. If b is .8 and f increases to .4 then k falls 
to 1.92 and due to the increase in imports an injection of income 
is not expanded by as large an amount as in the first example. 
Thus it may be seen that income generation within the com-
munity, imports and consumption (or savings) are important 
"city builders" as well as exports. 

In the model outlined above, exports, the important manifes-
tation of basic industry, are one of three variables taken into 
account. Imports and savings, the chief ways for income to leak 
from the community, are also given a place in the community 
income picture. Hence it can be contended that even this simple 
model gives a better picture of urban income generation than 
does the economic base theory. 

If B is negative, that is if imports exceed exports, the multiplier 
works in reverse. In this case, dY will be a contraction in income, 
and will be larger in absolute amount than B. This observation 
cannot be taken as evidence that the economic base theory is 
sound, because a negative value of B depends on the relative size 
of imports and exports, and the multiplier effect depends on 
savings and imports. (Pfouts (81), pp.  302-305) 

Pfouts' point is that simple models of a local economy, based 
solely on the relationship between exports and imports, or on 
the proportion of exports in total local production, overlook the 
important function of circulation of money within the local 
economy and of savings. He concludes not by offering specific 
alternatives but by suggesting further empirical research to verify 
and extend the framework described above. More recent de-
velopments in modeling of local economies are described in the 
following sections. 

Combined Trend Projection-Economic Base 

The Bureau of Labor Statistics (BLS) has developed and 
maintains a set of employment-occupation projection models 
that rely primarily on trend projection or shift-share techniques. 
The models and data are contained in a software system (Data 
Analysis System for Industry Employment: DASIE) which is 
made available to State Employment Security Agencies (SESA's) 
for use in projecting occupational employment needs to support 
federally sponsored training programs. The first step in the BLS 
process, regardless of the specific technique used, is projection 
of employment. 

A recent research project, sponsored by the Department of 
Labor, has resulted in an improved version of the techniques 
included in the DASIE system (Goldstein, 195). This improved 
version uses a combination of segregation of industry into four 
major groups and the fitting of linear models to historic data 
for employment by SIC category. The independent variables in 
the original model, time and national employment by industry, 
are supplemented and/or replaced by "local" variables. "Local" 
in this instance refers to variables for the geographic area for 
which the projection is being made (a labor market area, for 
example) or for a level between the area of interest and the 
national level (for example, the state level when a labor market 
area is being projected). 

Preliminary results of the use of the technique have been 
encouraging. Equations have been fit with data from time t-2 
to t— 1, then used to project for the period t— 1 to t with high 
correlation coefficients and good statistical reliability. 

From the point of view of the transportation planner, the 
technique offers a simple, understandable and straightforward 
methodology. The use of the methodology is particularly simple 
if one's State Employment Security Agency is willing to offer 
assistance. The simplicity of the technique and the availability 
of data (below) make the technique a good candidate for use 
regardless. (See "Data Sources for Projection," below.) 

It should be noted that the occupation-employment technique 
is oriented to short-term projections and forecasts; nominally, 
approximately 2 years and, at most, 5 years. This is not inherent 
in the implementation of the technique. The calculations may 
be made for any period of time. Rather, it is a recognition of 
the error implicit in trend projection, with confidence declining 
for longer periods, and the short period of time normally used 
in fitting the equations used in the model. 

Input-Output Techniques 

Isard pioneered in the adaptation of the input-output tech-
nique, originated by Leontief, to regional and interregional anal- 
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ysis. Although other earlier publications describe initial 
development, the section of Methods of Regional Analysis, "In-
ter-regional and Regional Input-Output Techniques" (Isard,18) 
is a succinct, thorough reference. (See also Stevens (82) for a 
transportation-related discussion.) 

Tiebout (Pfouts (81), p.  395 if) also describes the basic model: 

The conceptual framework of an open, static input-output model 
is given by Leontief. The accounting balance equation is given 
as: 

	

(1.1) 	Xi 
- 	

X,k = Yi 
k-I  

Here X represents the total output of industry i. x,k gives the 
amount of i products absorbed by industry k. Given the number 
of industries 1,2 ....in; equation (1.1) yields the amount of 
i products going to final demand, that is to Y 1 . 

The structural equations are given by the production coeffi-
cients for each industry, 

(1.2) 	Xik 	alkXk i = 1,2.....m. 
i1,2.....in. 

where a k  is the production coefficient indicating the amount of 
i needed to produce a unit of k. Substituting (1.2) in (1.1) yields: 

(1.3) 	X1 
- 	

akXk = Yi 
k-I  

This system of linear equations may be solved for X1  if a bill of 
final demands, Y 1 , Y.....Y,, is known. 

Regional models have the effect of adding another dimension 
to national models, namely the regions are identified. X1  becomes 
rXj  which represents the total output X, of industry i, in region 
r. Here A.j  represents the flow from industry i in region r to 
industryj in regions. If the number of regions r, s = 1,2, . . . n 
is known, the interregional model takes the form, 

(2.1) 	,Xi Yi 

jl,2.....in. 

In this equation ,y1  represents the final demand for the products 
of industry i in region r. Production coefficients are given as 

(2.2) 	= at  

(2.2) states that the inputs from industry i in region r to industry 
in region s are some proportion of the total production, X, of 

good j in region s. (Note that the production coefficient now has 
a spatial as well as a technical component.) 

Total output for the whole system of regions and industries 
may be determined by substituting (2.2) and (2.1) and solving 
for ,X. This is the same process as used in equations (1.1), (1.2) 
and (1.3). Four further considerations apply to regional models. 

(I) Not all of the sub-boxes come into inter-regional trade, 
i.e., possibly, Xjk = 0. Such industries as barber shops do not 
enter interregional trade. 

Regional models, like their national counterpart, may be 
open or closed. Here, however, a greater variety of alternatives 
exist. Models may be open regionally; for example, households 
within the region may be part of final demand. Models may also 
be closed regionally, eg., households are endogenous. Either of 
these two possibilities may be combined within a national model 
which, in turn, may be either open or closed. 

Another characteristic of regional models is that they may 
or may not assume technological equivalence. That is to say, the  

production coefficients, equation (2.2), may be assumed the same 
throughout the nation or they may vary from region to region. 

The final point concerning regional models is that the 
balance of regional payments equilibrium may be considered. 
Not all models are concerned with this condition. 

Yet the major item to note is that equations (2.1) and (2.2) 
merely add a spatial component to national models. This is 
important. National models have limitations of their own. Any 
limitations placed on national models also apply with equal force 
to regional models. Above and beyond these limitations, regional 
models have limitations of their own. 

The relationship to the economic base and multiplier tech-
niques described earlier should be clear. Here the initial table 
relates each industry sector to each other sector in a ratio of 
input to output and includes too the relationship to final de-
mand, either inside the region or outside (i.e., the export re-
quired). Presumably, the effect of an internal change, say an 
increase in some particular activity, may be estimated through 
a rebalancing of the matrix. Alternatively, the effect of an in-
crease in final demand (either for internal consumption or for 
export) may be reflected as it reverberates through the local 
economy. 

The analogy to the assumptions of economic base and mul-
tiplier techniques remains. The increased detail and sophisti-
cation in computation simply permit a (presumably) more 
accurate and realistic accounting. 

Econometric Models 

Econometric or "full specification" models of the economy 
have developed over the last 15 to 20 years, certainly in part 
because of the availability of large-scale computers which per-
mitted economists to express the complex relationships involved 
and to cope with the large quantities of data. 

It is impossible to review these models adequately here. In-
stead, recent publications, which emerged from conferences on 
regional economic modeling, are suggested as references. Adams 
and Glickman (68); Stevens (83); Bolton (70); Ballard and 
Wendling (69); Harris (75); Milne, Glickman and Adams (78); 
and Treyz (85)). 

Bolton (70) provides a review of multiregional models and 
the current "state of the art." His "model-of-a-model" illustra-
tion, reproduced here as Figure 5, provides a convenient referent 
for a discussion of the components of most current models. 

As a further note before turning to Bolton's description of 
econometric models, it should be recognized that there is con-
siderable variation within the general group. For example, one 
type of multiregional econometric model is called "bottom-up," 
another "top-down," and many are a mixture. Top-down models 
begin with national projections (sometimes produced by the 
model, sometimes from other sources). The model itself then 
allocates or estimates variables to regions while maintaining 
national totals or averages. 

The bottom-up approach does just the opposite: the model is 
operated for regions, and national totals or averages emerge at 
the end. 

Of course, rarely is a given model purely one or the other. 
Turning to Bolton's "model-of-a-model" and using his circled 
numbers to identify particular links, the first element is the 
National Model. (Note that Bolton refers to the other four 
papers cited above: "Harris," "Treyz," and "BW" (Ballard and 
Wendling) and "MGA" (Milne, Glickman and Adams.) 



Figure [5] will help focus discussion on both common features 
and differences. It shows the main elements of the structure of 
all multiregional models, and, for that matter, single-region 
models. The figure applies to each region in a multi-regional 
model. In most models there is extensive interdependence among 
regions; that is true of all four reported here. However, that is 
not shown in the figure. 

Each rectangle represents a "block" or group of equations, 
and the arrows connecting them show causation (sometimes 
simultaneous, sometimes recursive). In the figure we assume a 
top-down approach, so there are no flows from the region back 
up to the exogenous national model; for a bottom-up model, 
there would be arrows going up from regional blocks and the 
national model would be an endogenous part of the whole. 

In the rest of this section I shall discuss some of the most 
important blocks, but I do not attempt to cover all of them or 
all the connecting lines in detail. My goal is to give illustrative 
examples of common features and differences. 
National Models 

A variety of national models can be used to "drive" the re-
gional models in the top-down approach; a builder's choice is 
sometimes affected by institutional affiliation. To be useful, a 
national model must produce fairly detailed values of industry 
outputs or employment. In some cases, aggregate demand com-
ponents are also useful (consumption, investment, defense de-
mand, etc.) because a region's share of some industry's output 
may depend on the composition of demand (e.g., a state's aircraft 
industry may be more oriented to civilian aircraft production 
than to military). BW have their own national model in a bottom-
up approach; their paper gives relatively few details on it, but 
noteworthy is its apparent smaller size compared to the others. 
MGA use the Wharton model and Harris the INFORUM model. 
Treyz's design is consistent with a variety of national models. 

Figure [5] shows three kinds of industries in the region. Export 
industries sell exclusively outside the regional or enough so that 
the region's own market can be ignored; local industries sell 
exclusively or almost so to the region's own market; mixed in-
dustries sell to both markets. In recent models, a very large 
number of industries are mixed, thus departing significantly from 
a now outdated rigid separation into "export" and "local" in-
dustries. In principle, all industries in the Treyz, Harris, and 
BW models are mixed, although naturally the relative importance 
of extraregional demand varies greatly from industry to industry 
and region to region. Only MGA divide all industries into export 
or local (their terminology is "exposed" and "sheltered"). 

In the rest of the discussion, I refer to the linkages between 
blocks by the numbers on the lines in the Figure [5]. 
Link 1 

The usual explanatory variables in this link are national in-
dustry output, relative (to the nation) factor costs, and trans-
portation costs or other measure of "access." Another possibility 
is capacity utilization in the national industry; some older re-
gions' industries are known to be "marginal" capacity from the 
viewpoint of their national counterparts. Utilization of this ca-
pacity varies more over the business cycle than the national rate. 
National utilization rate is not used in the models here, but it 
is a prominent feature of a leading commercial model, that of 
Chase Econometrics. 

Each model has at least one unique feature in this link, which 
is not found in the others and, in many cases, not in the typical 
single-region model either. In addition, there are substantial dif-
ferences among the models in the treatment of transportation 
costs and in the reliance on a priori knowledge of structure. 

Harris is unique in his treatment of transportation costs; he 
uses a linear programming model of an optimal transportation 
system to determine shadow transportation prices. This routine 
is the simultaneous part of the model; in other respects the model 
is recursive. Harris includes the transportation costs along with 
relative labor and land prices in determining "location rent" for 
an industry in a region; he then assumes that a region in which 
an industry earns high location rents will gradually increase its 
share of that industry's output. 

BW, on the other hand, rely on the very traditional gravity 
approach in which an industry's output in a region depends on 
its potential: this is the sum of incomes or outputs in all other 
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Figure 5. Model of a model. (Source: Bolton (70) p. 134) 

regions, weighted by distance with an elasticity of - 1. In many 
cases, outputs in all regions affect output in any one, so all regions 
must be determined simultaneously. MGA have the simplest 
formulation, in which a region's share in an industry depends 
on the relative costs of labor and energy. The novel twist is a 
logit relationship. Treyz's link is actually combined with his link 
2, so I postpone discussion of it. 

Harris and Treyz are notable in having investment as a separate 
variable. Harris's explicit handling of investment makes his ap-
proach very unusual among the current models. Investment in 
an industry is a function of output and changes in output. In 
turn, investment has several effects on other variables. First, 
investment demand for a product is one component of demand 
and thus enters into the linear programming submodel. Second, 
lagged equipment purchases have a positive effect on a region's 
share of an industry's output; high recent investment is a proxy 
for newer capital stock. Third, lagged equipment purchases affect 
the response of employment to output (positively in some indus-
tries, negatively in others). Finally, lagged equipment purchases 
affect wage rates in an industry (again, with varying sign). 

In Treyz's model, investment is determined by an optimal 
capital stock adjustment process just as labor demand is deter-
mined from an optimal adjustment process, with an explicit 
production function, demands for output, and relative factor 
prices (see below). Treyz's present design requires data on capital 
stock in each industry in each state, which will undoubtedly 
prove an obstacle to early implementation of the design. 
Link 2 

This is the labor demand linkage. In all the models, there is 
at least implicitly a production function and optimal labor usage. 
MGA use a CES function, so labor demand depends on output 
and wage rate relative to product price; the lagged dependent 
variable reflects a gradual adjustment process. BW use output 
and a national productivity variable to reflect labor-saving tech-
nology, but not the wage rate. Harris does not use wages either, 
but rather change in output, lagged output, and lagged invest-
ment. 

As mentioned earlier, Treyz combines links 1 and 2. The 
specification is extremely complicated, but is basically as follows. 
A region's share of an industry is determined by its transportation 
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and relative production costs. The production cost is assumed 
to be the cost achieved by firms minimizing costs subject to 
regional factor prices and the parameters of a production function 
which is identical in all regions. Once a region's share of output 
is determined, its employment depends on the national labor 
intensity in that industry, and the region's labor intensity relative 
to the nation. 

The national labor intensity is known from the national model; 
the relative labor intensity in the region is assumed to be deter-
mined by the same cost-minimizing process and uniform pro-
duction function as the total production cost. 

Thus, Treyz's formulation is marked by heavy reliance on a 
priori specification of technology. The only roles for econometric 
estimation of parameters are in the lag structure of firms' ad-
justment to changes in minimum-cost input combinations and 
in the sensitivity of each region's market shares in other regions 
to transportation and relative production costs. 
Link 3 

Except in Treyz, this is relatively routine, in that local income 
is directly or indirectly of major importance. MGA use only 
personal income, another example of how their model is definitely 
the most traditional of the four. Harris again uses relative factor 
costs, but transportation costs are not relevant for some services 
industries. Treyz departs most from tradition, for he makes little 
distinction between local and other industries; he uses the same 
complicated relative cost and relative labor intensity framework 
for all industries. It is true that he does not enter transportation 
costs into the equations for some services. However, a region's 
relative production cost does affect how much of its own market 
it supplies from its own production, as opposed to imports. Thus 
no region has a completely sheltered market. 
Labor Market 

A labor market submodel is crucial in a good econometric 
model. It "balances" supply and demand and thus distinguishes 
an econometric model from both a simpler economic base model 
and an elaborate input-output model. Wage rates or other var-
iables affect regional competitiveness in product markets (link 
4). Employment and wage rates from the submodel also deter-
mine the wage bill, the major part of personal income, which is 
an important variable in itself and also affects final demands for 
local and mixed industries (link 3). 

I have already discussed labor demand. A good model will 
also make labor supply endogenous, through net migration and/ 
or labor force participation. Unfortunately, BW are not as in-
formative on this as we would like, and the other two operational 
models are relatively simple. Treyz, however, introduces many 
important new elements from basic theory. 

In MGA the unemployment rate is a function of change in 
employment, and itself lagged (absolutely and also relative to 
the national rate). It is then relevant for wage rates, which are 
endogenous. However, labor supply does not affect the unem-
ployment rate, because while migration is affected by wage rates 
and unemployment rates, it does not affect them. The same is 
true in Harris; wage rates affect supply, but not vice versa. 

In Treyz, on the other hand, the wage rate and unemployment 
rate help balance the labor market by affecting both demand 
and supply. The formulation is extremely complex and relies on 
a number of concepts, such as labor force surplus or deficit and 
the number of available trained workers, not yet found in other 
models. Treyz makes the migration flow between each state and 
every other state endogenous, a truly substantial departure from 
previous practice. He plans to rely on the Continuous Work 
History Sample of the Social Security Administration. One can 
predict that in time other models will use this important data 
source. 

All four models have a feedback from the labor market to 
regional competitiveness, although in BW and MGA it is not 
relevant in every industry and state. 
Link 5 

This link from regional government policy to competitiveness 
is important in view of debates on how tax and spending policies 
affect industrial location and migration. Only Treyz has a direct 
link. In his model, regional government spending is a function 
of income and demographic variables, employment conditions, 
and Federal aid. Tax rates are then assumed to be high enough 

to raise the required revenue. The tax structure (degree of reliance 
on different kinds of taxes) is an exogenous policy handle. The 
resulting tax rates affect production costs and cost of living in 
a state. 

Public investment in "infrastructure," which is often an ex-
plicit policy, appears to affect regional costs only if it lowers 
transportation costs, and that only in Harris and Treyz. 

Clearly, the group of econometric models, of which this de-
scription is an example, are simultaneously the most sophisti-
cated technically and theoretically and also the most demanding 
in terms of resources. As will be seen in Chapter Four, many 
agencies rely on projections made by others using models similar 
to these, but only rarely attempt to mount their own full econ-
ometric projection technique. 

Conversion of Population and Employment Projections into 
Transportation-Reiated Socioeconomic Characteristics (Ref-
erences used for this section include: Siegel (34); Irwin (17), p. 15; 
Shryock (32), p. 464; Munson (56), pp. 46 if; Bogue (6)) 

The majority of the techniques and models discussed in the 
earlier sections provide: 

Projections of population, generally by age and sex cohorts 
and, in some instances, by race. 

Projections of employment, generally according to some 
level of SIC code (which in most instances is at a level of detail 
greater than that needed for transportation planning). 

Although the earlier discussion of the sensitivity of trip gen-
eration and other models in the simulation process emphasized 
population and employment, it is clear that (1) other, more 
detailed characteristics enter one or more of the models (i.e., 
household size, household auto ownership) and (2) interrela-
tionships between or among the variables are important (i.e., a 
joint distribution of households by size and number of autos 
owned). 

The first requirement, projection of "secondary" variables 
given the basic projections of population and employment, is 
discussed, followed by a review of methods for establishing joint 
distributions. 

Projection of Additional Variables 

Most conversion techniques consist of the application of par-
ticipation rates, ratios and/or proportions in a systematic man-
ner to projected population and/or employment levels. (Some 
demographers seem to make subtle distinctions between rates, 
ratios and proportions, which may or may not be appropriate 
for purposes of transportation planning: (1) The term, rate, 
measures incidence of events among a population, e.g., rates of 
household headship among age-sex specific groups. (2) A ratio 
measures prevalence of some status among the population or 
prevalence of a characteristic related to the population level; 
e.g., a car-to-household ratio. (3) Proportion measures the com-
position of the population, e.g., distribution of the number of 
households into household types.) That is, the projections of 
population or employment levels for a particular future year 
are multiplied by (or divided by) a parameter (rate, ratio, pro- 
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portion) that represents a linear relationship between the pop-
ulation or employment size and the socioeconomic 
characteristics in which the transportation planner is interested. 
The methodology is simple, although the arithmetic computa-
tions may become involved, tedious, and voluminous. 

Sometimes a socioeconomic characteristic is obtained in one 
step by multiplying the population or employment level by the 
appropriate rate, ratio, or proportion. For others, it is more 
appropriate to make the conversion in several steps. For ex-
ample, in the first step, a rate may be used to convert a pop-
ulation level to a number of households, which may then be 
proportioned to households of several types, which in turn would 
be converted to number of autos owned by multiplying the 
number of each type of household by the household type-specific 
car ownership rates. 

The rate-ratio-proportion methodology may be applied either 
to total population levels or to age-sex-race-specific population 
groups as well as to a special population, such as military per-
sonnel or college students. It is desirable to use age-, sex-, race-
or other group-specific populations if the socioeconomic char-
acteristic (e.g., households) to be projected varies greatly by the 
available subgroup projections. 

The method may be represented in equation form as follows: 

s:=P* 1r * 2r 

where: 

S = 	projected value of a socioeconomic characteristic at 
future time, t, for age-sex-race-other-specific group, 
a; 

P = age-sex-race-other-specific population projection for 
year, t; 

= age-sex-race-other-specific rate, ratio or proportion, 
= 1 to n such rates-ratios-proportions. 

The value of the socioeconomic variable for the population as 
a whole is the sum of the values for all age-sex-race-other groups; 
i.e., 

SI = 

From this explanation of the conversion methodology, it be-
comes evident that the quality of the socioeconomic projections 
will depend on two sets of factors: 

The quality of the projection of population or employment 
levels. 

2. The quality of the projected rate-ratio-proportion param-
eters. 

Errors in projection of population and employment levels are 
magnified by any errors in the rate-ratio-proportion parameters. 
They are further magnified if rates-ratios-proportions are used 
in series. That is, the conversion methodology represents a pyr-
amiding of assumptions about the future. The greater the num-
ber of assumptions used in this multiplicative relationship, the 
greater the likely error (see Alonso, 1). 

Given a population or employment projection of reasonable 
quality, the obviously critical task in the conversion method-
ology is projecting the future values of the rate-ratio-proportion  

parameters. The techniques for projectiiig parameters are fa-
miliar ones: (1) extrapolation of past trends for the study area 
(adjusted for assumptions about important factors affecting the 
trend line in the future), (2) study area-to-parent area ratio 
projection based on available projections of the parameters for 
the parent area, (3) an historical analysis of the changes in ratio-
rate-proportion in question relative to other socioeconomic char-
acteristics (e.g., marital status) for which projections are avail-
able, or (4) borrowing rate-ratio-proportion values from an area 
representing the kind of population and economy toward which 
the study area is trending. The procedure may involve, under 
any of these four approaches, setting a terminal value for the 
rate-ratio-proportion parameter and perhaps several interme-
diate values at intermediate dates, and then interpolating values 
for the parameters for all other intervening years. 

Just as it is important to obtain consultation of demographers 
and economists in making assumptions for projecting population 
and employment levels, so also is it important to obtain the 
advice of analysts who specialize in the data of the type being 
projected. Fortunately, as the conversions are for transportation 
planning, the operations get closer and closer to the transpor-
tation planner's own area of expertise. 

There are several specific conversions that apply to trans-
portation studies: conversions to households, to car ownership, 
and so forth. 

Conversion from Population Levels to Households. Several 
approaches are commonly used. From least to most complex, 
they are: 

Step 1. Develop a rate, ratio, or proportion that expresses in 
the base year the incidence, prevalence, or compo-
sition of the function or status in the total population 
or in some subclassification of the population. 

Step 2. Multiply this rate, ratio, or proportion by a projection 
of the population or by an already converted projec-
tion that represents the subclassification to which the 
rates/ ratios/ proportions apply. 

Step 3. Summarize the data by adding the various subgroups 
to arrive at the exact functional classifications de-
sired. 

Step 4. Repeat the above three steps for each interval of the 
projection period, with the following modifications: 

Step 1. Develop a set of rates, ratios, or proportions that 
express, for some specified future year, the incidence, 
prevalence, or composition of the function or status 
in the total population or some subclassification of 
it. 

Step 2. Identify the years for which a projection is desired. 
Interpolate the values of the rates/ ratios/ propor-
tions to that year to get measures of incidence/prev-
alence/composition that refer to the specified year. 

Figure 6 illustrates a worksheet for projecting households by 
age at some future date, t. 

Establishment of Joint Distributions. Many of the techniques 
or methods for preparing projections (both those described in 
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Figure 6. Worksheet for projecting households by age and sex at some future specfled date. 

32 

earlier sections and variations and combinations encountered in 
practice) produce variables of interest such as mean household 
income or number of persons or auto ownership, or they produce 
numbers of households by classes or categories (zero-car, one-
car, two-car households, etc.). 

In either case, even given the best in projection methodology 
and computation, the transportation analyst is confronted with 
the need for joint distributions or cross-tabulations of the house-
holds using the variables of interest. 

Two techniques have been encountered in reviewing agency 
practice: one which assumes the availability of mean values for 
the variables and one which assumes the availability of individ-
ual distributions and an earlier distribution. 

Mean values known. Northeastern Ohio Areawide Coordi-
nating Agency (177) (NOACA) provides an example in which 
typical distributions are established for auto ownership and per-
sons per household, given mean values of each for an area. 

The distributions were prepared by: 

Classifying household (home interview) records according 
to the known mean values for the area in which they were 
located. 

Preparing distributions of household characteristics for 
households associated with mean values (or ranges of mean 
values). 

Dividing the cell values in each resultant distribution by 
the number of households in the distribution, in effect producing 
a probability for each cell. 

Applying these to the total households in an area for which 
mean household size and auto ownership are known. 

It should be noted that this technique in this application was 
used to establish values at the zone level. Its applicability at the 
level of a study area would depend on the availability of typical 
distributions for the mean values for the variables at the study 
area level. In turn, this would require independent data sources. 

Similar methodology is described in North Carolina State 
Highway Commission (115); however, minor differences are 
notable. 

Areas (zones) were categorized according to their attributes: 
mean household size, auto ownership, etc. Cross-tabulations 
(joint distributions) of all households within zones with similar 
attributes were prepared from interview data. In application, 
distributions were prepared first for household size. Each group 
by household size and zonal average income then was distributed 
by income category (yielding a joint distribution by income and 
household size: a 3 x 5 matrix). These 15 groups then were 
disaggregated into auto ownership groups. 

The distributions were "smoothed" at each step, graphically. 
The model is applied in the same sequence: given projections 

of population, households, and household income, appropriate 
tables are entered first to yield a size distribution, then an income 
distribution, and finally an autos-owned distribution. As with 
the NOACA technique, this technique is oriented to zone-level 
estimation. Rather than distributions of zones, distributions of 
larger areas would be required to apply the technique at the 
study area level. 
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Note too that both techniques assume that distributions ob-
served in existing circumstances (i.e., the interview) will continue 
in the future. 

Individual distributions known. The alternative circumstance 
in which individual distributions are known (marginals for the 
cross-tabulation) permits the use of iterative techniques for fill-
ing the cells. In effect, this is analogous to the problem of m 
equations in n unknowns, where n is greater than m. 

For example, suppose a 2 x 2 matrix of auto ownership and 
family size is known for time t. 

Family Size 

1-2 	3+ 

Autos 
	0 	 2 	 3 	 5 

Owned 	
1+ 	7 	10 	 17 

9 	13  

some econometric models) and may be considered as separate 
models for all practical purposes. 

Harris (14, 15) developed a complex model that included 
consideration of population change, household formation, and 
household status and income on a base of age-sex-race cohorts. 

Although the relationships in the model are quite complex, 
in general it performs the following steps: 

Persons, by age, sex, race, and status are "survived" into 
the next 5-year time period using a cohort-component model 
and fertility and mortality rates. 

Using tables of rates, men and women (including newly 
eligible singles who have survived into the late 'teens and been 
separated from households) are associated into households using 
status as a guide to association. 

Income is imputed from the status of the individuals as-
sociated in the households. 

Households are maintained from period to period, but are 
dissolved as mortality rates are applied. 

The last of the reports on the work (Harris, 15) cites a number 
of potential improvements in the model. In correspondence 
(June 1980), Harris described some of the conceptual and prac-
tical difficulties: 

The model operates as if in a matriarchal society. From period 
to period track is kept only of mothers and their children living 
at home. Fathers are provided and families constituted by what 
might be called a computer dating arrangement. Track is kept 
of people by age, sex, and socio-economic status or income. The 
basic problem with this model is probably that it is somewhat 
awkward to deal with changes in income, fertility, and mortality 
status. 

There was a design decision which was made very early 
in the generation of this model which seemed rational at the 
time, but which probably precluded some other alternatives, one 
of which I will discuss below. We considered making use of a 
transition probability matrix, but considering the very large num-
ber of different types of households by age of two parents, size, 
number of children and their ages, it is obvious that this matrix 
can be very large. It is also obvious that for any period longer 
than a quarter or a year, the number of combined possibilities 
such as birth and death and change of status would be very large 
and the problems of computing them to fill all the relevant cells 
of the matrix would be unmanageable. This is why we abandoned 
this method and used the somewhat unsatisfactory method which 
appeared in the final model. 

At the time, given the existing state of computer technology, 
we did not consider a micro-economic simulation of the type 
urged by Orcutt et al. This procedure could work on a large file 
of individual households over short periods of time (anywhere 
from a month to a year). Each type of possible event could have 
a conditional probability dependent on the state of the household 
and the occurrence or non-occurrence of the events could be 
calculated either independently or serially. This elementary form 
of solution does not actually require as much data as might be 
believed and could probably be put up in a few months' time. I 
must caution you that the principal practical difficulty in using 
it would be the necessity for getting adequate disaggregated data 
for a start. Methods exist by which large-scale cross-tabulations 
can be generated from marginal totals as in census tracts, but 
these methods are somewhat tedious and of slightly questionable 
validity. 

There is one more subtle difficulty which applies to all of the 
models described above and which is perhaps best described 
through an example. Fertility rates, divorce rates, and economic 
mobility rates could be derived, perhaps with some difficulty, 
for every disaggregated stratum of the population. Even so, var-
iations within strata would be neglected, and in certain cases, 
this neglect could be serious. If, for example, it is discovered 

For time t + 1, the marginal distributions are projected. 

Family Size 

1-2 	3+ 

Autos 
	0 	 12 

Owned 	
1+ 	 48 

27 	33 	 60 

The problem is to fill the cells. 
The technique is identical to the familiar (to transportation 

planners) Fratar method of trip distribution. (See any of several 
manuals describing the technique.) 

The 2 x 2 case is trivial, but the effort involved in compu-
tation is considerable for larger cases. Available computer pro-
grams may be used, however (for example, FRATAR in the 
FHWA PLANPAC battery (194)). 

Joint Demographic-Economic Projection 
Techniques 

Almost all of the planning agencies contacted in the course 
of this project use some sort of technique for relating demo-
graphic and economic projections. These range from compari-
sons for consistency, to more formal incorporation of 
employment projection as a "driver" for migration models which 
relate to two directly. (See previous section on "Econometric 
Models.") 

Other than the econometric models, however, each of these 
operates on the assumption that population change occurs in 
response to employment demand change. If the economic model 
forecasts increased employment, migration is assumed to occur 
to fill that demand. (In some cases, labor force participation 
rate shifts also are included.) Conversely, if employment is fore-
cast to decline, outmigration is assumed to increase, unemploy-
ment to rise, and labor force participation to decline. 

In the strict sense of the term model (that is, "if this happens, 
then that will occur"), these techniques are "joint" or linked 
models with population and economic submodels. However, 
they are not linked automatically (again, except in the case of 
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that a center city tract contains predominantly middle-income 
childless couples, it might be a mistake to apply universe rates 
to this group. Such a population by self-selection might indeed 
have lower fertility and greater economic mobility than the same 
group located in the suburbs. Questions of this kind might be 
significant for transportation planning, but the methods of these 
models are inadequate to explore them. 

Apparently, no further development of or work on the model 
has been performed at USDOT (the agency for which Harris 
and The Institute for Environmental Studies did the reported 
development). 

Projecting Auto Ownership 

Three general techniques appear, in the literature of research 
and past practice, for projecting levels of household auto own-
ership: 

Extrapolation of observed rates for households, either 
based on cross-sectional data and relationship to other char-
acteristics, such as income, or, in occasional instances, based 
on longitudinal data. 

Extrapolation of total motor vehicle registration data using 
some form of fitted curve. 

Fitting of a multinomial logit model to disaggregate data, 
with the inclusion of auto ownership as a dependent variable 
and independent variables such as household size, income, num-
ber of employees, and measures of transit availability. 

Extrapolation of Observed Rates 

Trip generation analysis (USDOT, 107) recommends the use 
of curves relating household auto ownership to income for pro-
jecting ownership. The presumption is an extrapolation of cur-
rent (or past) empirical evidence that auto ownership is related 
to household income in a regular and continuing way. (See 
earlier sections on extrapolation and curve fitting.) 

In an analysis involving additional variables, Lansing and 
Hendricks (131) found relationships between household auto 
ownership and income, family size, number of employed work-
ers, and area type (central city, suburb, older or younger city). 
They summarize (p.  20): 

The relation between income (in constant dollars) and whether 
a spending unit owns at least one car has been approximately 
stable for the country as a whole for the last decade. It seems 
reasonably safe, therefore, to use this relationship for projections. 
The relation between income and multiple ownership has not 
been stable, but has been shifting at a steady rate. It seems fairly 
safe, therefore, to project the level of multiple ownership for 
several years on the assumption that the shift will continue at 
the same rate. Two factors account for the upward shift in the 
relation of multiple ownership to income: the increasing use of 
automobiles by women, and the increasing proportion of the 
population living in residential areas built since the auto came 
into common use. 

Numerous transportation studies also have used this meth-
odology for projection. 

Extrapolation of Total Motor Vehicle Registration 

A corollary to the task of predicting auto ownership on a 
household basis has been the projection of total motor vehicle 
(automobile) registration, frequently as a check on the numbers 
aggregated from projection of auto ownership at the household 
level and independent projections of households. 

Pearman and Button (134, 135) do a thorough job of reviewing 
the main issues in this methodology. 

Essentially, they revolve around the type of curve to be fit 
to longitudinal data on percent or per capita auto ownership 
and the asymptote to be introduced as a limiting value: the 
saturation level. The curves discussed in their paper are a logistic 
curve and a power growth curve which was introduced by the 
Transport and Road Research Laboratory. Both use similar 
constants, including the prespecification of a saturation level 
(see earlier section on fitting a logistic curve). 

Disaggregate Models 

Recently, work has appeared extending disaggregate behav-
ioral travel models, based on a multinomial logit curve, to de-
cisions regarding choice of auto ownership (Lerman 132; Burns 
124) and location and housing choice (Lerman, 133). 

Lerman (132) defines nine market segments based on four 
stages in the household life cycle and two employment groups, 
plus a ninth with no fulltime workers. For these segments (ac-
tually a subset of the nine due to data limitations), multinomial 
logit models are fit using some or all of six independent variables: 

Transportation level of service to work. 
Car-ownership costs. 
Locational attributes. 
Housing attributes. 
Spatial opportunity variables. 
Socioeconomic variables. 

(The socioeconomic variables included household income, size 
and number of licensed drivers (see Lerman (132), Table 1, p. 
44).) 

Lerman concluded that the models had promise: "[they] pro-
vide a behaviorally sound method of incorporating 

. . linkages (between car ownership and travel patterns) and 
provide a set of reliable, policy-sensitive forecasting tools by 
which car ownership and choice of travel mode to work can be 
predicted" (132, p.  49). 

Burns (124) reports fitting a multinomial logit model of auto 
ownership involving a utility function based on household in-
come, leisure time, travel time, and number of trips made by 
auto or an alternative mode, set of destinations accessible by 
auto or the alternative mode, and the cost of owning and op-
erating an automobile. Separate curves were fit for households 
with 1, 2, or 3 or more trip-makers. Results of empirical tests 
were termed "encouraging." 

Other Models and Variables 

Dunphy (126) and Kingham (130) report models involving 
independent variables representing transit accessibility (Dun- 
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phy) and transit service (Kingham). Both found a significant, 
if small, relationship (in simpler models: cross-tabulations in 
Kingham's case, linear regression in Dunphy's) between transit 
availability and auto ownership, given control for socioeconomic 
characteristics of households. 

DATA SOURCES FOR PROJECTION 

The only data absolutely required to prepare projections are 
those describing the base situation. 

The most commonly required additional data are related to 
the projection technique to be used. For example, if trends are 
to be extrapolated, data for prior points in time are needed to 
establish the trends. If step-down techniques are the choice, 
projections for the parent area are required. In the ideal situ-
ation, the analyst selects the projection technique, then procures 
the data needed. Obviously though, and unfortunately and fre-
quently, the data available (with reasonable effort) dictate the 
projection technique. This section is intended to provide a review 
of data and data sources that may be used with earlier material 
on projection techniques, in deciding what to do, and as a guide 
to how to do it. 

The data of interest to the transportation planner are not 
always available in precisely the form needed for analysis, either 
at the base time point, for past times, or as projections for the 
future. This is a common problem, not limited to transportation 
planning. (A corollary to Murphy's Law says no data are avail-
able in the needed form.) However, the data are available. 

In general, the transportation planner is interested in data 
describing the population and their characteristics, employment, 
income and, if not part of population characteristics, auto own-
ership. 

The material that follows is organized according to the broad 
categories of type of data: population and population charac-
teristics; employment and income; auto ownership. Within these 
broad groups the data are described further in terms of whether 
they are historical (and current) or projections, their sources, 
frequency of collection or updating, area covered and detail, 
method of collection (or projection), and other characteristics 
as relevant. 

Population and Population Characteristics—
Current and Historical Data 

The Decennial Census 

The primary source of data for forecasting the basic inputs 
to transportation planning is the decennial census conducted by 
the U.S. Bureau of the Census. Thought of generally as a pop-
ulation count, it has expanded its coverage and function in recent 
decades so that it is now of considerable use in transportation 
planning and is an indispensable foundation for projection work. 

However, the Census is not a ready-made data source either 
for a "snapshot" of the existing situation or for analysis of trends. 
The following discussion, and the discussion in Chapter Three, 
reviews the characteristics of data available from the Census 
and some of its pitfalls. 

Contents of the Decennial Census 

Recent decennial censuses have obtained generally similar 
information, some of it from all households and persons, some 
of it on a sample basis. Table 22 shows items for population 
and housing obtained in 1980. 

Table 22. Subject items included in the 1980 Census. 

100-Percent items1  

Population 	 Housing 

Household relationship Number of units at address 
Sex Access to unit 
Race Complete plumbing facilities 
Age Number of rooms 
Marital status Tenure 	(whether unit is,  
Spanish/Hispanic origin owned or rented) 

or descent Condominium identification 
Value of home (owner-occupied 

units and condominiums) 
Contract rent (renter-occupied 

units) 
Vacant for rent, for sale, etc 

and duration of vacancy 

Sample Items2  

Population 	 Housing 

School enrollment Type of unit and units in 
Educational attainment structure 
State or foreign country Stories in building and 

of birth presence of elevator 
Citizenship and year Year built 

of immigration Year moved into this house 
Current language and Acreage and crop sales 

English proficiency Source of water 
Ancestry Sewage disposal 
Place of residence 5 Heating equipment 

years ago Fuels used for house heating, 
Activity 5 years ago water heating, and cooking 
Veteran status and period Costs of utilities and fuels 

of service Complete kitchen facilities 
Presence of disability or Number of bedrooms 

handicap Number of bathrooms 
Children ever born Telephone 
Marital history Air conditioning 
Employment status last Number of automobiles 

week Number of light trucks and vans 
Hours worked last week Homeowner shelter costs 
Place of work for mortgage, real estate 
Travel time to work taxes, and hazard insurance 
Means of transportation 

to work 
Number of persons in carpool 
Year last worked 
Industry 
Occupation 
Type of employment 
Number of weeks worked 

in 1979 
Usual hours worked per 

weekin 1979 
Number of weeks looking 

for work in 1979 
Amount of income in 1979 

by source 

Censuses similar in subject content to that of the United States 
were also taken in Puerto Rico, Virgin Islands of the United States, 
American Samoa, Guam, Northern Mariana Islands, and the remaining 
parts of the Trust Territory of the Pacific Islands. Subjects 
were added or deleted as necessary to make the census content appro-
priate to the area. The questionnaire for Puerto Rico had complete-
Count items and sample items, but in the other areas all questions 
were complete-count items. 

2 For most areas of the country in 1980, one out of every six 
housing units or households received the sample form. Areas esti-
matedto contain 2500 or less persons in 1980 had a three-out-of-
every_six sampling rate, which is required to obtain reliable 
statistics needed for participation in certain Federal programs. 

Source: U.S. Department of Commerce, Bureau of the Census, 1982. 

Perhaps the major concern for the transportation planner is 
the level of geographic detail for which the data are available. 
Generally, the published reports will include more widely used 
data at fairly fine geographic levels (i.e., population and dwelling 
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units at the tract level) or more detailed data at grosser levels. 
This is in part a function of the size and specialization of detailed 
data at fine georaphic levels, of the requirement for confiden-
tiality which may be violated by detailed reports for small areas, 
and of the nature of the data: the sample rate does not permit 
reliable estimation of sampled data for very small areas. How-
ever, for purposes of projection at the county or study area level, 
adequate detailed data are usually available in published form. 
But two further difficulties remain. 

The first, handling the large volume of data, is largely resolved 
by the computer tape versions of data made available by the 
Census Bureau. These tapes (summary tape files or "STF's") 
are described in greater detail in Appendix C. They include 
detailed data at the block and enumeration district level (and 
larger areas) for 100 percent items and sample data for enu-
meration districts and larger areas. Several software packages 
were available for processing corresponding data from the 1970 
Census and similar software is available for the 1980 Census 
(145, 150, 151). (A recent USDOT manual provides more de-
tailed information (193), and a forthcoming TRB Record dis-
cusses the availability and relevance of census data for use in 
transportation planning (200).) As might be expected, there were 
a large number of STF's in 1970 and will be a large number 
for 1980. While it is possible to obtain and use the software and 
STF's of interest if the potential user has computer resources, 
public access is established in most states by state agencies and 
from various service organizations. (It should be noted that data 
which would violate confidentiality restrictions are omitted from 
the STF's as well as from printed reports.) 

The second problem is dependent on the user's needs, and 
may or may not be resolved by the STF's: the need for cross-
tabulations of data within geographic areas. For example, the 
transportation planner may wish to examine dwelling units by 
number of occupants by autos available. Aside from the question 
of the specific meaning of the Census' term "dwelling unit" (as 
opposed to "household"), the particular cross-tabulation may 
not be included among those on the STF. If it is not, the user 
must resort to some means of estimating or approximating the 
entries in the cross-tabulation (see the section on "Establishment 
of Joint Distributions," above). Of course, the probability of 
having the desired tabulation available diminishes as the detail 
of the tabulation desired increases: where D.U.'s by number of 
occupants and autos available might be included in the STF, a 
table adding a third variable, such as income or means of trans-
portation to work, might not. Documentation of the content of 
the STF's and related datasets will be available as the STF's 
are released. 

Files related to the STF's are the Master Area Reference File, 
which provides numeric codes and names for geographic areas, 
and the GBF/DIME files, initiated for the 1970 Census, which 
permit address and geographic coding. (See App. C for addi-
tional information.) 

Census Public Use Samples 

Another potentially useful Set of related files are the Public 
Use Samples created from the original individual Census returns 
for persons and households. They permit the user to examine 
data at the individual or household level and to relate the ap-
proximately 50 household characteristics and 55 personal char-
acteristics directly to each other (i.e., the cross-tabulation 
problem mentioned previously can be overcome). 

Obviously, for confidentiality, all personal identifying infor-
mation is removed. Geographic information is preserved at the 
state level and for various subdivisions of states (counties, county 
groups, or SMSA's), depending on the particular sample. 

Three public-use samples have been created using the long-
form return as a basis: a 5 percent sample identifying states, 
various subdivisions, and most counties; a 1 percent sample 
identifying metropolitan territory, most SMSA's and county 
groups; a 1 percent sample identifying regions, divisions, and 
states by type of area (urban/rural). Less bulky 1 in 1,000 
samples corresponding to these three also are available. 

The Current Population Survey 

The CPS, carried out monthly by the Census Bureau, inter-
views a carefully selected sample of almost 70,000 households 
nationally on a wide variety of topics. The CPS has been con-
ducted monthly for about 35 years. Its main purpose is to collect 
information on the current employment situation, and its data 
form the basis for the monthly Bureau of Labor Statistics pub-
lication, Employment and Earnings (see material below and in 
App. Q. Because the sample rate is so low, the data from the 
CPS are usable only at the state level and above and for a few 
large SMSA's. However, they provide important information 
and indicators regarding trends in employment and other de-
mographic data. 

The monthly interviews' core questions are supplemented on 
an annual basis with additional questions that are repeated an-
nually in the same month. The March supplement contains 
questions on family structure, marital status, education, income, 
work experience, and migration. Individual sample records (with 
sufficient geographic and other identifying information removed 
to preserve confidentiality) are available on computer tape for 
analysis. Appendix C contains additional information on the 
CPS extracted from "The Current Population Survey: Design 
and Methodology" (146). 

Special Census Reports 

The Census prepares and publishes a number of special reports 
that are of potential interest. They cover topics including mi-
gration and mobility of the population, estimated from Census 
questionnaire responses, components of change (i.e., births, 
deaths, migration) at various geographic levels and income. 

A number of these publications from the 1970 Census are 
listed in Irwin (17). The Census Bureau (see App. C) should 
be consulted for titles forthcoming from the 1980 Census. 

Population and Population Characteristics—
Projections 

Bureau of the Census 

The Bureau of the Census periodically prepares projections 
of the population for the nation and for the states disaggregated 
by such characteristics as age, race, and sex. A recent (1979) 
set of projections (67) includes not only population numbers 
but also tables of components of change by age, sex, and race 
and tables describing special populations, birth and mortality 
rates, and migration. 
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This particular report includes two "series" of projections, 
each of which reflects different assumptions regarding migration 
patterns (as well as a projection assuming "zero" migration). 
Earlier series have reflected other assumptions regarding, for 
example, fertility rates. 

Each series offers the analyst a beginning set of data and 
assumptions that may be used in a "step-down" projection for 
the local area or may suggest assumptions or provide data for 
his own projections. 

State Agency 

A frequently available alternative source (as it is for current 
and past data) is the agency in the analyst's own state which is 
responsible for projections at the state (and substate) level. North 
Carolina (as an example) regularly prepares estimates and pro-
jections of population at the county level. While the analyst at 
the local level may not agree completely with the methodology 
and assumptions used, he or she will find such state level pro-
jections of great value to provide a "starting point." 

In 1980, partially as a result of the 1979 proposal by the 
Federal Office of Management and Budget to establish a mech-
anism for standardizing local area and state population forecasts 
(See Ch. One), the Federal-State Cooperative Program for Pop-
ulation Projections (FSCPPP) was formed. Originally consisting 
of representatives of 34 states, the Bureau of the Census, the 
Office of Federal Statistical Policy and Standards, and the Bu-
reau of Economic Analysis, the FSCPPP subsequently has added 
representatives of other states. The organization is primarily 
devoted to communication among members and to technological 
and methodological issues. However, contact with the member 
agency in a planner's state will provide a resource of information 
about projections at the national as well as the state level. 
(Appendix C includes a list of state member agencies as of 1983.) 

Other 

Finally, many private companies and organizations regularly 
prepare population projections. Access to these is dependent on 
the policy of the individual organization, but local inquiry and 
contact frequently uncover surprising levels of activity. Public 
utilities frequently prepare population projections to estimate 
future demand (as do transportation planners). 

Further sources of population data include combined em-
ployment/population projections which are discussed below. 

Employment and Income Data—Current and 
Historical 

The Decennial Census 

The Decennial Census also is one of the most important 
sources of employment and income data. Among data collected 
by the Census (on a sample basis) from each household during 
the decennial census are: 

Employment status (previous week). 
Hours worked (previous week). 
Place of work.  

Travel time to work. 
Means of transportation to work. 
Industry. 
Occupation. 
Type of employment. 
Amount of income (previous year). 

These data are (or will be) available at levels of detail pre-
viously described for other population characteristics. 

The 1970 Census included a question to determine address 
of place of work. Published tabulations indicated place of em-
ployment for residents, usually by "in county of residence," 
"outside of county of residence," and similar large geographic 
areas. However, finer geographic detail is available from the 
tapes of Census data. In 1970 the "Fourth Count" tape showed 
detailed coding based on the address of place of work. In 1980, 
similar data will be available in published and computer tape-
form (see App. Q. 

Use of Decennial Census data to determine employment is 
compromised by several problems. From a practical point of 
view, partial responses and errors in coding make the data 
somewhat incomplete. The data also are from the sample ques-
tionnaire rather than the 100 percent form. However, the most 
substantive problem stems from the fact that the data were 
collected and are controlled (and expanded) at the residence 
location. Given commuting patterns, a relatively large number 
of residential areas must be examined to be certain that all (or 
a large percentage of all) workers in an employment location 
are captured. Of course, the larger the geographic area the less 
the concern, and at the level of a "study area" this problem 
and the variability inherent in sample-based data may be less 
critical. 

Economic Censuses 

The Census Bureau also conducts Economic Censuses of 

Retail Trade 
Service Industries 
Wholesale Trades 
Construction Industries 
Manufacturers 
Mineral Industries 
Transportation 

every 5 years. (The most recent were in 1977 and 1982.) 
Although the specifics vary for each of the Economic Cen-

suses, they represent surveys of all, or a sample of all, large 
firms and are supplemented with information from other federal 
administrative sources such as the Internal Revenue Service and 
the Social Security Administration. Generally, they include in-
formation on firms by industrial classification, location, type of 
ownership, dollar volume of business, number of employees, and 
amount of payroll. Depending on the particular Census, more 
specific information also may be included. (The Transportation 
Census is oriented to sampling of commodity flows rather than 
transportation firms.) Data are available at a detailed industry 
level for the nation and, depending again on the particular 
Census, with less detail down to the SMSA, county, and even 
incorporated place level. (Generally, SMSA or county level data 
needed for study area analysis and projection are available.) 
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The list of Censuses (above) seems complete superficially, but 
besides the omission of firms in the transportation, communi-
cation, and utilities SIC categories, Finance, Insurance, and Real 
Estate firms are not included; and Agriculture and Government 
activities are covered by their respective special Censuses (1974 
and 1977 and 1982 in the case of Agriculture). 

Other Federal Sources 

Through various offices and programs, the U.S. Department 
of Commerce and the U.S. Department of Labor produce several 
reports on employment in cooperation with the Social Security 
Administration. These include: 

Employment and Earnings, monthly estimates from a sam-
ple of payroll and administrative records from establishments, 
Department of Labor, Bureau of Labor Statistics. 

Employment and Wages, quarterly, from state employment 
security agency reports, Department of Labor, Bureau of Labor 
Statistics. 

Employment and Earnings, monthly, from a sample of 
about 47,000 households nationally, by the Department of Com-
merce, Bureau of the Census. 

County Business Patterns, annually, employment and pay-
roll information required by FICA, from administrative reports 
and supplementary surveys, Department of Commerce, Bureau 
of the Census and Social and Economic Statistics Administra-
tion. 

Annual Survey of Manufacturers, sample of about 70,000 
manufacturers drawn from the Census of Manufactures (above) 
and Social Security records, Department of Commerce, Bureau 
of the Census. 

The Continuous Work History Sample (CWHS) prepared by 
the Social Security Administration (SSA) is a unique resource 
of information. It is based on a 1 percent sample of workers' 
earnings records from employers' quarterly reports to the SSA 
and, more recently, a 10 percent sample. The CWHS system 
was designed originally in 1940 for SSA use and contains some 
information dating from 1937. Most of the information, how-
ever, is available for the period since 1957. 

Basically, the system contains records showing, for each 
worker: 

Personal characteristics—sex, race, year of birth. 
Wage information—quarterly (or annual) taxable wages 

and estimated total. 
Employer information—state, county, and industry (by 

SIC). 

Because it is drawn from reports of Social Security-covered 
employees, the system includes only about 90 percent of the 
labor force, omitting many government employees at the local, 
state, and, particularly, federal levels as well as other noncovered 
workers. 

Careful confidentiality precautions are taken with the data, 
but because it is possible to trace workers from year-to-year 
(once selected in the sample, a worker remains), longitudinal 
information is available not only to trace structural changes but 
also to establish migration patterns (geographic and, also, from  

one type of employment or industry to another and into and 
out of the work force). 

The 1 percent and 10 percent CWHS files are overwhelming 
in size, and their processing is beyond the resources of most 
potential users. However, as a by-product of its own use of the 
CWHS, the Bureau of Economic Analysis (U.S. Department of 
Commerce) provides tabulating and reporting services at rea-
sonable cost. Other agencies that have acquired CWHS data 
and from which assistance is or may be available include Indiana 
University (Department of Economics), the RAND Corpora-
tion, the Tennessee Valley Authority , and the Oak Ridge 
National Laboratory. 

The smallest geographic level to which data are coded is the 
county. Because the data are from a 1 percent sample, many 
tabulations of interest at the county level are not useful because 
of their variability. This situation will improve as the 10 percent 
sample grows. 

Of particular interest to transportation planners is the recent 
addition of residence location coding to the data. This will permit 
analysis of commuting patterns, but only between counties, and 
of residence migration as well as work place migration. 

The Bureau of Economic Analysis published an excellent 
guide to the CWHS in 1976 (148). (The CHWS has been sus-
pended since 1981 for a variety of reasons. The BEA should be 
consulted for details.) 

State Sources 

At the state level, agencies collectively referred to as State 
Employment Security Administrations (SESA's) (but with in-
dividual names on a state-by-state basis) are an excellent source 
of historical and current employment data. Their data generally 
are derived from unemployment insurance reports (and serve 
as the basis for several of the federal sources referenced earlier), 
but frequently they offer greater detail and the advantage of 
"local knowledge." A listing of reports available for the State 
of North Carolina is included as an example in Appendix C. 

Commercial Sources 

Another important source of household and employment 
data, which is finding increasing use in transportation planning, 
is data furnished from commercial organizations. Perhaps the 
most familiar of these is the R. L. Polk Company, which pub-
lishes city directories in many areas of the country; however, 
other city directory firms, Dun and Bradstreet and International 
Data and Development, also are significant sources of data. 

In general, household, employment, income, and auto own-
ership data are directly available (and work-trip data may be 
developed). However, there are problems of coverage (i.e., whole 
areas may not be included, or only the urbanized or "built-up" 
area may be selected, omitting the "fringe") and of accuracy. 

Stuart (139) provides a thorough review of commercial data 
sources and a comparison of their characteristics to the Census. 

Employment and Income Data—Projections 

Bureau of Economic Analysis 

Perhaps the single best-known employment and income pro- 
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jections are prepared by the Bureau of Economic Analysis 
(BEA) of the U.S. Department of Commerce. Known as the 
"OBERS Projections" they were prepared and published in 1972 
and 1974 (using different Census projection series) and, again, 
in 1981. 

The methodology used in preparing these projections is 
described in Refs. (89, 90, and 91). 

The data which result include: 

Population, personal income, labor, and proprietors' in-
come and employment. 

Population by age and sex. 
Labor and proprietors' income by industry or industry 

group. 
Employment by industry or industry group. 

All data are for 1969— 1978 and projected, at 5-year intervals, 
from 1985 to 2030. The population and associated data are 
presented by place of residence, while the industry associated 
data are presented by place of work. The geographic places 
include: 

The nation, 50 states, and the District of Columbia. 
One-hundred eighty-three BEA economic areas. 
Two-hundred sixty-six SMSA's (as of 1977). 
Five-hundred eighty-five substate areas: 

BEA areas entirely within one state, having no SMSA. 
SMSA and non-SMSA part of BEA's entirely within 
one state. 
State par9 of economic areas or SMSA's where they 
are divided by state boundaries. 

Appendix C includes examples from the 1980 projections 

Other Sources 

The National Planning Association also prepares population 
and economic projections at the national, multistate regional, 
regional, and (for selected areas) substate level (77). NPA pro-
jections include tables showing: 

Population by age, sex, and race. 
Components of population change. 
Employment by industry. 
Personal income by source. 
Earnings by industry. 
Labor force by age, sex, and race. 
Labor force participation by age, sex, and race. 
Personal consumption expenditures by type of product. 
Households, families, and unrelated individuals by type 

and age. 
Consumer units, families, and unrelated individuals by 

Census money income class. 

The 1976 projections included data for the years 1960— 1985 
(or 1990) at each 5-year interval. 

Earlier reference (in the discussion of projection techniques) 
was made to the active employment projection program of the 
Federal Bureau of Labor Statistics. In cooperation with state 
employment security offices, projections of employment by oc-
cupation (and, frequently, industry) are prepared for substate  

areas for "short-term" projection periods, usually 3 to 5 years. 
Although short-term projections such as these frequently do not 
meet the specific needs of transportation planners who are con-
cerned with a 15- to 25-year time horizon, they may provide 
useful starting points or direct information for short-range plan-
ning. Examples of projections for an area in North Carolina are 
included in Appendix C. 

Reference also was made to several other sets of national and 
state or regional level economic projections which include pro-
jections of employment. The availability of these projections for 
reference or as a source of data for "step-down" or ratio analysis 
by local area planners is not known. Some of the clients are 
private organizations which retain proprietary rights to the data. 
Others are oriented particularly to research or academic pur-
poses. Regardless, they are rarely part of an on-going program, 
such as that of BEA, and their availability is much more re-
stricted. However, specific inquiry in local areas through the 
academic or research community may yield additional projec-
tions. 

Auto Ownership 

Data on current and historic auto ownership generally are 
available from two sources: the Decennial Census and special 
Census surveys, and state departments responsible for vehicle 
registration. 

The Census produces data in a form most nearly like that 
needed for transportation planning. But as with other Census 
data, it suffers from its decennial collection timing as well as 
sampling variability problems and confidentiality restrictions. 
(See the earlier discussions of the content of recent Census 
surveys and other questions under sections on current popula-
tion and employment data.) 

In theory, state agencies responsible for motor vehicle reg-
istrátion should be excellent sources of data, primarily because 
they cover all vehicles and their data are current. Given certain 
confidentiality restrictions, they usually are quite willing to make 
their data available. However, several problems intervene. 

First, the location of the vehicle only is known to be the 
address of the owner. While this is not a problem in "normal" 
situations, the frequency of abnormal situations is sufficiently 
large to make the geographic location assumption suspect: com-
pany-owned vehicles operated regularly by employees and ve-
hicles operated away from "home" (by students, for example) 
are two of several categories that cause problems. 

Second, geographic coding usually is limited to county or to 
mailing address (i.e., zip code or street address). This would 
not be a problem if the study area and county were coincident; 
but it could be, in other cases. 

However, the limited geographic coding points up a third and 
major problem: motor vehicle registration data really are useful 
only to establish area total auto-ownership. There is no tie to 
the characteristics of the households or persons who own the 
automobiles, and the totals are useful primarily as a check on 
the results of other projection (or estimation) techniques and to 
establish trends. 

SUMMARY—DATA SOURCES FOR PROJECTION 

The Decennial Census and the "OBERS" projections, pre-
pared by BEA, probably represent the best sources of both 



historic and projected data for input estimation for transpor-
tation planning. They are comprehensive, competently prepared, 
and uniformly available. 

The Census becomes dated because of the decennial collection 
period. The OBERS projections of necessity overlook many local 
considerations because they concentrate on systematic projec-
tions at multiple levels of disaggregation. Variables of interest 
to, and needed by, transportation planners are missing from 
both. Geographic areas may not correspond with study area 
boundaries. 

Data are available from other sources, but with only one or 
two exceptions, they are not ubiquitously available as are Census 
and OBERS. The examples included or suggested here, some 
of which are more specialized by subject and content and others 
by geographic coverage or location, should give the transpor-
tation planner starting points for local or state inquiries and, in 
turn, access to such specialized data. The transportation planner 
may also find much of his work already done, as is the case 
with several of the examples discussed in Chapter Four. 

CHAPTER THREE 

INTERPRETATION AND APPRAISAL 

Chapter Two has described the findings of this project with 
respect to the sensitivity of the transportation planning process 
to socioeconomic input variables, various methodologies avail-
able for forecasting the socioeconomic "input" variables, and 
sources of data for those projections. In this chapter, a set of 
criteria is specified by which to judge the projection methodol-
ogies. Each criterion is discussed in terms of the projection 
methodologies. Each methodology is then evaluated, using the 
criteria. 

CRITERIA FOR EVALUATING METHODOLOGIES 

The criteria that are suggested for use in rating the projection 
methodologies are of three kinds: 

Related to the transportation planning process. 
Related to the projection methodology per se. 
Related to the logistics of use of the methodology 

CrIteria Related to the Transportation Planning 
Process 

Prodution of the Desired "Input" Variables 

Does the projection technique produce projections for vari-
ables that are required for or relevant to the transportation 
process? Chapter Two shows "input" variables: population, dis-
tribution of household size, car ownership and/or income, and, 
by inference, employment (for home-based work). All are sig-
nificant in trip generation in terms of sensitivity and explanation 
of variation. The question then is, which (if any) of these var-
iables does a methodology forecast directly? Are they in the 
required format? (Cross-classification, for example.) 

Inclusion of Other Variables 

While a particular methodology may not include a desired 
variable in its output, it may be possible to include an additional 
variable within the overall projection. For example, the cohort-
component model keeps track of tables of population by age 
and sex as an integral part of its forecasting procedure. If a 
variable can be expressed as a ratio of a specified age/sex group, 
the projection can produce estimates of population, possessing 
the desired characteristic, by applying age-specific ratios. 

Interface with Allocation Models 

It has been noted at several points that the output of the 
transportation planning process is particularly sensitive to errors 
in zonal allocation of input variables, such as total population. 
Ultimately, regional aggregate projections of population, house-
holds, autos owned, employment, etc., must be allocated to the 
traffic analysis zone in order to use the forecast in the planning 
process. Can a projection produced using a cohort-component 
technique at the regional level be disaggregated to the traffic 
analysis zone? Disaggregation clearly is possible, but as the 
geographic area to which the projection must be allocated be-
comes smaller, the allocation of a share of the aggregate forecast 
to a specific zone becomes more difficult and prone to error. 

Sensitivity to Transportation Policy 

Is the technique sensitive to transportation policy? Does the 
technique or methodology produce projections which reflect 
some effect of national, state, or local transportation policy? 
More specifically, transportation policy is reflected in regulation, 
funding, program, and even location decisions at various levels 
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of government: does the projection technique include variables 
(particularly as inputs) which reflect differences in these ele-
ments of policy and is the model itself responsive to these dif-
ferences? 

Criteria Related to the Projection Methodology 
Per Se 

Theoretical Basis or Framework for the Projection 
Methodology 

The projection procedure should be examined to determine 
the extent to which it rests on a meaningful theoretical foun-
dation. A theoretically based approach rates higher than an 
empirical method which extrapolates a past historical curve or 
a ratio. Both methods might assume, in error, a continuation 
or extension of a past trend. However, a procedure with a 
theoretical basis usually will be more explicit in terms of the 
assumptions involved in extension of a trend. Unreasonable 
assumptions, because they are specific, are more likely to be 
revealed in such a projection than they would be in empirical 
extrapolations. Moreover, a methodology with a strong theo-
retical basis often spins off by-products that are useful or permit 
comparison to other forecasts. 

Usefulness for Other Planning Purposes 

If the projection technique produces data useful for other 
planning purposes, two advantages accrue to the method. First, 
because it costs time, manpower, and other resources, the utility 
of the projection technique for other types of planning may 
permit, ultimately, some sharing of costs among parties requir-
ing the output data. Second, the use of a single set of projections 
for different types of planning in a metropolitan area will have 
a unifying effect on the plans resulting from those projections. 

Method's Track Record 

Has the projection methodology been tested? Basically this 
comes down to a question of the method's track record in making 
projections of the independent variables. Have tests been con-
ducted comparing the projections to actual change, and have 
the reasons for differences been analyzed? How does the meth-
odology compare in accuracy to others? Obviously, no meth-
odology is perfect. But while it cannot be expected to anticipate 
some sorts of changes (there is always a disclaimer for war or 
"acts of God"), analysis of the relationship of projections and 
actual occurrences may reveal successful techniques as well as 
understanding of the reasons for success or failure. 

Comprehensibility of the Methodology 

Can a typical planner, interested in using the methodology, 
not only follow the steps, given a reasonable user's guide or set 
of instructions, but can he or she also understand the assump-
tions, limitations, and characteristics of the technique, so that 
he or she can use it effectively and intelligently? (This criterion  

often is observed in reverse: if a method is not comprehensible, 
it gets short shrift.) 

Inherent Biases or Limitations 

Some methodologies are considered more useful for projec-
tions of large areas than for projections of small areas. Although 
the distinction usually turns on data availability rather than the 
model itself, the statistical robustness of a model may be di-
minished when sample data are disaggregated. Occasionally 
models calibrated on a set of data from one period may behave 
unexpectedly when presented with different data. (For example, 
see the description of the difficulties with migration in the Mid-
America Council model in Chapter Four.) 

Criteria Related to the Logistics of Using the 
Projection Methodology 

Cost of Using the Methodology 

Some techniques require detailed and voluminous data, while 
others proceed from readily available, published data (usually 
from the Census). Some techniques also involve either laborious 
calculation or fairly sophisticated computer resources. Of 
course, size of area has an effect as well, but for aggregate 
projection, size is not as critical as detail of data and compu-
tation. Clearly, cost is a substitute for resources in most in-
stances, and resources needed to use a particular methodology 
might include everything from computer programs to outside 
assistance. 

Input Data Availability 

In Chapter Two, it was suggested that the availability of data 
often dictates the ultimate choice of methodology. There are at 
least two aspects to the problem. First, the geographic area for 
which the projection is being prepared may be one that does 
not follow common data collection boundaries (such as political 
jurisdictions). Second, the data simply may not be available: 
some econometric models require employment information that 
is not collected at all. 

Means of Monitoring Projections 

Can the projections be monitored? Is there a way to monitor 
the changes in the projected variables, either input or output? 
If one is available, projections can be modified to reflect new 
information. Actually, almost all variables can be monitored.' 
The problem lies with the frequency (i.e., once every 10 years 
with Census), cost (a special survey), or accuracy (the monthly 
Current Population Survey is inadequate for small areas). 

While there may be other criteria—and combinations or per-
mutations of these—which may be applied in selecting a pro-
jection technique, these capture the major characteristics. They 
are used below as a general framework for discussion of major 
types of techniques, and they should provide the planner with 
a useful checklist when he or she is trying to select a technique 
(or combination of techniques). 
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EVALUATION OF METHODOLOGIES 

Given the 12 criteria described above and the methodologies 
and techniques described in Chapter Two, an obvious and com-
prehensive way to relate each to the other for evaluation is a 
matrix—such as Figure 7. Simply filling in such a matrix, 
however, is both difficult and potentially confusing. In part this 
is true because many of the relationships to be described cannot 
be reduced to a single word or phrase to fit the available space 
and, in part, because there are subtleties and reservations which 
mandate elaboration. Most importantly though, evaluation of a 
given technique is highly dependent on the particular specific 
circumstances of the planner or analyst. 

Instead, the matrix presents a schematic for the discussion 
that follows. As a generality, both the criteria and the techniques 
are discussed in the sequence shown on the matrix. Perhaps the 
reader may wish to keep score in the matrix as he or she reviews 
the material that follows, keeping in mind his or her needs, 
resources, data, and other circumstances. First the 12 criteria 
are discussed relative to the multiple techniques, then each tech-
nique is reviewed in terms of the criteria. 

Production of the Desired "Input" Variables 

Actually there are three questions involved in this single cri-
terion: 

What are the desired variables? 
Does the technique produce these variables? 
Does it produce them in the desired format? 

If the desired variables are not some group such as those 
examined in Chapter Two, which are typical of the urban trans-
portation planning process, they are specific to a particular 
circumstance. In that case they must be specified by the analyst 
or planner who is responsible for the work. This is not a trivial 
point because a number of the techniques can be adapted readily 
to produce desired variables in desired formats (given certain 
qualifications). Others might be modified to produce different, 
desired variables, but there is no evidence that they have been, 
and the effort to do so is considerable. 

As an example, assume that total population is desired by 
age and sex categories, distributed among households in a joint 
distribution (cross-classification) by household (or family) size, 
household auto-ownership, and number of employed members 
per household. (Household income might be substituted for auto 
ownership.) On the economic side, assume that employment in 
some 10 to 15 industry sectors is needed. 

If the analyst has a time series of data in the same form, then 
a trend projection of absolute numbers of each element (i.e., 
cell in the cross-classification table or employment sector) pro-
vides a made-to-order set of projected data. By this criterion, 
trend projection scores 1.0 (or 100 percent). 

Given this criterion alone, the other weaknesses of trend 
projection and the difficulty of the assumption of data availa-
bility are moot: trend projection is the most easily adaptable of 
all the techniques described because it is simple: the only in-
dependent variable is time. There are no implicit or explicit 
relationships to other variables, buried in the technique, which 
restrict the analyst in prescribing the form of the output. 

Perhaps the next most flexible (and by this criterion, highest 
ranked) are the ratio techniques —absolute or change and single 
or multistage. 

As was the case with trend projection, the availability of data 
in the proper form is critical, although in this case, it is data 
for the parent area or areas. 

Both of these circumstances—availability of time series or 
parent-area data of the desired form—rarely occur, however, 
and the abstract advantage of trend and ratio techniques, derived 
from the assumption that they might occur, disappears. 

Unfortunately, none of the techniques provides projections in 
the assumed "ideal" format outlined above. 

Because time series and parent-area data are more readily 
available, individual variables (population by age and sex; em-
ployment, total and by sector; households, total and by size or 
income or auto ownership; and so forth) may be projected using 
trends or ratios. But other techniques then also rank equally 
high on this criterion and, as will be seen, higher on other 
criteria: cohort-component models for population, special cases 
of trend and share models for employment and income, and so 
forth. In most circumstances, the flexibility and adaptability of 
trend and ratio techniques in working with a specific set of 
desired outputs is irrelevant. They become useful, instead, in 
relating desired variables to other variables which may be pro-
jected by another technique. 

inclusion of Other Variables 

Much of the discussion of the "desired variables" criterion 
(above) applies to this criterion. The primary point to "inclusion 
of other variables" is directed to recognizing whether a technique 
which produces some specific subset of the desired variables, 
also can be made to produce ("include") other variables. Ob-
viously, from the discussion above, ratio and trend projection 
techniques can. 

So too can several of the more sophisticated techniques, no-
tably econometric models. However, the fact that this is true is 
more because there is (as yet) no such thing as a "standard" 
econometric model than it is because a given "model" can be 
made to include other variables: the design and fitting of a 
particular application frequently can be tailored to include other 
variables. 

Several techniques that have been standardized to some extent 
do not permit easy modification to "include" other variables. 
Notable among these is cohort-component population projection 
techniques, but economic base and input-output techniques 
share the same characteristic, perhaps to a lesser extent. How-
ever, and importantly, it should be noted that other variables 
can be related to the specific variables projected using these 
techniques through rates, ratios, or proportions. This possibility 
is addressed in a separate section, below. 

In summary, as was the case with the criteria concerning 
"desired" variables, the mechanics of inclusion of additional or 
other variables are trivial for several of the techniques, becoming 
more a matter of availability of data. For others, significant 
modifications are required, but the use of rates, ratios, or pro-
portions to establish relationships between the projected and 
other variables provides a bridge. 
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Interface With Allocation Models 

The ranking of a technique on this criterion is partly a function 
of the variables which it projects and partly a function of the 
allocation model to be used for disaggregation. 

In general, allocation models used in transportation planning 
are "techniques" that are adapted to specific circumstances, 
except in a few instances where they have been implemented or 
made "operational" in computer programs. In the former case, 
the analyst can control the "interface" either through manip-
ulation of the projection technique or through specification of 
the allocation technique. In the latter case, where a technique 
is implemented in an available computer program, the allocation 
program input and output generally fit the needs of the trans-
portation planning process fairly well, primarily because they 
have been designed for that purpose. 

There is no way to rank the projection techniques reviewed 
here on this criterion. Although it is true that one or the other 
may be better in a specific set of circumstances, there are too 
many variations in the application of both the aggregate pro-
jection technique and the methodology chosen for allocation to 
permit general conclusions. 

Sensitivity to Transportation Policy 

As with several of the other criteria there are a number of 
questions inherent in this criterion. 

First, and obviously, is the question, what transportation pol-
icy? At the level of an urban area, possible policy actions usually 
are related to the provision of facilities and services, as opposed 
to policy or program actions that might take place at the state 
or federal level, such as changes in fuel taxes or in regulation 
of common carriers. 

Second, there must be some sort of distinction in the type of 
effect to be anticipated, and there is another obvious question: 
Does a relationship between the variables to be projected and 
the transportation policy even exist? Can it be perceived or 
measured? 

None of these questions have easy or ready answers. But 
examples may provide some assistance with the basic problem: 
Are projection techniques sensitive to transportation policy? 

Literally, only a very few of the economic models include 
independent variables that reflect transportation policies. Input-
output models include transportation costs in some cases, al-
though the typical application has treated economic activities 
as if they were located at a single point (see Isard (18), for 
elaboration). Harris (74, 75), in his econometric model of the 
national economy, included variables and relationships that re-
flected the effect of various levels of highway construction 
through changes in transport cost and the effects of employment 
and capital investment at different levels in different regions of 
the country. Both of these techniques are difficult to apply at 
the urban area or urban region level and, moreover, may not 
be relevant at what amounts to the "micro" scale as opposed 
to the national subregion or nation. 

As a generality, the techniques examined in this project are 
not sensitive to transportation policy variables. Certainly this is 
disappointing, but it should be recognized that it is not at all 
clear whether this results from simple failure to include the 
variables or relationships in the models or is because the rela-
tionships are extremely weak or nonexistent. 

It should be emphasized that these techniques relate to ag-
gregate projections, not to allocation within an urban area. Many 
of the allocation models explicitly include variables that, in turn, 
are dependent on policies concerning differential provision of 
facilities and services within the area. 

Theoretical Basis or Framework for the Projection 
Methodology 

At one level every technique shares the same theoretical basis: 
that the future can be extrapolated from the past. But in this 
case, the more important level is the knowledge about, or un-
derstanding of, the phenomenon about which a future course 
or state is assumed. When total population is projected as a 
trend, in effect using time as the independent variable, the an-
alyst is blind to factors about which much better information 
is available: the effect of birth and mortality rates and of mi-
gration. Similarly, if he projects employment as a trend, he 
ignores additional information about change in individual in-
dustries or occupations and local circumstances. 

At this "second" level the cohort-component population tech-
nique and the economic base, input-output and econometric 
techniques all are clearly superior to simple trend projection. 
In the middle are fitted "trend" techniques involving relation-
ships to variables other than time and, similarly, rate, ratio, or 
proportion techniques. Here the theoretical content is a function 
not of the technique, but of the relationship and the variables. 
Shift-share models fall in the same group. 

Usefulness for Other Planning Purposes 

Usually this is a function of the variables projected by the 
technique. In general, population and employment, as well as 
income and other transportation variables, are used or useful 
in other planning activities: potential demand for housing, water 
and sewer services, occupational training, social service needs, 
and so forth. For many functional areas of planning, the extent 
of public intervention and the reliance on projection (as opposed 
to planned or programmed change) is quite different. In part, 
too, the utility of a given technique is a function of the agency's 
program. 

In general though, the more sophisticated techniques appear 
to have greater utility for other planning purposes, but the 
advantage is not significant given other criteria. In a specific 
context, however, given particular circumstances (such as choice 
of variables to be projected), one technique might emerge as 
clearly advantageous. 

Method's Track Record 

Has the methodology been tested? Very little research or ex 
post analysis of the accuracy of projection methods in trans-
portation applications is reported. The main body of material 
relating to the quality of projections—and of the methodol-
ogy—is related to population projections and methodology. 

Siegel (33) analyzes the accuracy of the cohort-component 
model, used by the Bureau of the Census since the late 1930's, 
and points out that the "sub-projections" of the components of 
change pose a source of error, with fertility and migration as-
sumptions contributing the largest proportion. 
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Isserman (41) compares a number of different curves for 
projection of a small-area population, and concludes that ex-
trapolative methods "may yield sufficiently accurate projections 
for many planning purposes" and that exponential extrapolation 
is most accurate for rapidly changing (growing or declining) 
areas while linear extrapolation was most accurate for moder-
ately growing areas. 

Stevens and Moore (84) discuss the accuracy of the shift-
share technique for projection of population, but their major 
emphasis is on theoretical problems, although they do discuss 
the results of using different curves for projection of changes in 
share. 

Siegel (33, p.  54) notes that "the possibilities of measuring 
the accuracy of a set of projections are limited because current 
estimates or census counts for many years subsequent to the 
base data are needed. . . . This would permit evaluation of pro-
jections only after a long period of time has elapsed; by this 
date the methodology in current use may have changed." 

There are several points in Siegel's comment. First, he implies 
that a number of censuses (hence, decades) are needed to track 
the accuracy of a projection technique. While this may seem to 
imply a long period, it really is related to the number of observed 
"points" in the projection period. That this is true, though, does 
not mean that the situation is much different, in terms of time, 
for transportation variable projections. Checks of their accuracy 
may rely on the census too, with the same time constraints, or 
on special surveys or on estimates. Special surveys are expensive, 
while estimates may have an error as great as the projection 
they are meant to check (if they are undertaken for that reason). 

Second is Siegel's suggestion that the methodology may have 
changed (and, presumably, improved) making the evaluation 
irrelevant. Third, the variables of interest (or the area) may have 
changed so that comparison of projected and real values is not 
possible. 

Goldstein (73) reports fitting of regression models, for pro-
jection of employment, to historic data, then projecting current 
values with good success. This underscores the fundamental 
difficulty of evaluating the accuracy of any projection technique: 
No matter how good the technique is, it must rely on assump-
tions about the future. Unfortunately, there is nothing about a 
good past performance in assuming the future which guarantees 
that new assumptions are correct. 

Comprehensibility of the Methodology 

Superficially, the more sophisticated techniques are likely to 
be less comprehensible or understandable to an average, reason-
ably trained and experienced transportation planner or analyst. 

But there is a paradox here in that uanderstanding or com-
prehension must extend not only to the steps and mechanics of 
the technique, but also to the assumptions inherent in the tech-
nique. Although the number of assumptions may become more 
bewildering in the more complex techniques, they are, in many 
ways, clearer than the implicit assumptions involved in simple 
time-based trend projection or ratio techniques. 

Inherent Biases or Limitations 

Bias may be introduced from several sources. The most easily 
understood, perhaps, is bias inherent in the technique. As a  

simple example, projection of a trend that is based on historical 
data that show a consistent increase never will show a decrease. 
It may be argued that the technique should not have been used 
or that it is misapplied, but the point remains that the technique 
is biased toward continuation of past history. 

Data may introduce a bias. One of the major problems in 
recent decennial censuses had been undercounting of some seg-
ments of the population. Projections using their proportion in 
the population, for example, may unwittingly project a contin-
uation of that underrepresentation. This sort of problem is per-
haps more significant and less easily compensated in 
characteristics of the population, such as birth rates, and mi-
gration and employment data. 

Bias also may be introduced in computation. For example, 
suppose migration is tied to change in employment, and that a 
decrease in employment occurs if the population of a region 
declines. Both of these relationships sound reasonable, but their 
combined effect, in a declining economy, leads to a downward 
spiral of populations, quite out of proportion to the situation 
that is likely to occur in a region which is not a "closed" 
economy. 

Ranking the methodologies or techniques on the criterion of 
bias presents a paradox. The simpler tend projection and ratio 
methods are subject to bias from data and assumptions that are 
masked by the simplicity of the technique. But the more complex 
techniques introduce more numerous opportunities for bias, al-
though they make many of the individual assumptions and 
relationships more apparent. 

All of the techniques, then, include some bias or opportunity 
for biased application. That some, such as the obvious in trend 
projection, are easily recognized underscores the necessity for 
the analyst to understand the relationships and data as well as 
possible and, perhaps most importantly, to review his results 
for reasonableness before blindly accepting the numbers pro-
duced by his computations. 

Cost of Using the Methodology 

This criterion overlaps to some extent with a number of the 
others, because money, in most cases, may be used as an alter-
native resource. Moreover, cost of use and ease of use frequently 
are virtually synonymous. 

Perhaps the most obvious cost of use results from compu-
tational complexity or tediousness. In recent years, however, 
increasing availability of computers has transformed computa-
tional complexity and tediousness into the direct cost of com-
puter use and, in some instances, programming. Those 
projections that are still done manually (or, obviously, with 
calculators) usually are limited to simple time-based trend pro-
jection and to rate-ratio-proportion models. At the other extreme 
are the econometric and input-output models that only are fea-
sible due to the availability of computers. In between are shift-
share and economic-base models and cohort-component de-
mographic techniques. Isserman (41) reports on a comparison 
of several different curve forms using a computer program to 
fit time-series data, and illustrates the application of computers 
in techniques that might be assumed to be manual. 

The detail required of the projection adds another dimension 
to the cost of use. Even the simplest time-series or ratio model 
becomes computationally overwhelming if the detail of the pro-
jections is increased: a two- or three-sector employment projec- 



46 

tion may be suitable for manual calculation, but a twenty- or 
thirty-sector model begins to demand considerable manual re-
sources (and presents much higher probabilities of calculation 
error). 

The second major category of resources that affects the cost 
of using any technique is the availability of data. The topic is 
treated more specifically in the section that follows, and it also 
was discussed indirectly earlier in the sections on the variables 
projected by various techniques and the potential for including 
other variables. As has often been observed, however, specific 
circumstances strongly affect the need for data. If data are easily 
available to support the specific needs for a given projection, 
the costs should be relatively low. Conversely, as modification 
or merging of diverse sources increases, costs go up. (Moreover, 
accuracy may go down, and additional assumptions may be 
introduced.) Perhaps the most expensive circumstance occurs 
when original data collection must be undertaken. 

The definition of areas for data collection frequently causes 
problems that are somewhat unique to transportation planning. 
In many cases "study areas" are defined on the basis of an 
urbanized area boundary which ignores (with some justification 
in most instances) political unit boundaries. Even though the 
Census may provide some data for the "urbanized area," where 
it serves to define the "study area," many other sources of data 
commonly use county (and, hence, SMSA) or town and city 
boundaries as levels of aggregation. Where these do not fit the 
study area, additional costs are introduced. 

In summary, the simpler models cost less to use: trend pro-
jection and rate-ratio-proportion. Of the balance, cohort-com-
ponent population projection techniques also are relatively 
inexpensive because of their widespread use and availability of 
data and of "canned" computer calculation routines. Econo-
metric and input-output models are expensive for at least two 
reasons: they require considerable data and they require con-
siderable sophistication in calibration and use (and, hence, out-
side help in most cases). Incidentally, this is true not so much 
because of the complexity of relationships in these techniques, 
but because of the number and complexity of interrelationships 
and interdependencies. In between are shift-share and economic-
based techniques. For these, and many of the other techniques 
as well, individual circumstances have a significant effect on 
cost of use, particularly desired detail and availability of data. 

Input Data Availability 

Data required for transportation planning projections may be 
divided into four groups when discussing availability (at the 
study area level): 

Demographic: population by age, sex, race, and so forth 

household, by size, income, auto owner-
ship, number of persons employed 

Employment: by residence location, and industry or oc-
cupation 

by employment location and industry or 
occupation 

The first three of these are available from the Census, but the 
last—by employment location—is available only from sources 
that are, at best, incomplete. 

Of equal concern is the timeliness of the data. The full census 
is available only every 10 years. Intercensal updates are taken 
at sample rates that do not make use at the study area level 
easy or reliable, while nondecennial census employment data 
are incomplete or at too low a sample rate for direct use. 

Finally, even the Census does not present data in the specific 
format needed for transportation planning projection-cross-clas-
sification. 

Given this general situation then, how do different techniques 
compare and rate? 

The simpler trend projection and rate-ratio-proportion models 
come out best, but only given reservations about detail and other 
criteria expressed above. 

All of the employment projection techniques which work with 
employment at place of work force real struggles for data. Again, 
the simpler the model and the less detail required the easier the 
data assembly (and the fewer assumptions required). 

Means of Monitoring ProjectIons 

Can the projections be monitored? This criterion, to a large 
extent, is independent of the methodology or technique used in 
making projections. Instead it is related to the variables or data 
that are projected. For example, population might be projected 
by any of the techniques described in Chapter Two, but mon-
itoring of actual population change is limited to decennial or 
special censuses or to monitoring of a symptomatic variable, 
such as the issuance of building or occupancy permits, regardless 
of the projection technique. 

The difficulty of monitoring changes in the variables used in 
transportation planning are similar, in many ways, to problems 
involved in establishing baseline data (or historical data) to be 
used in projection work. The discussion (below) on data for 
economic variables and automobile ownership includes specific 
discussion of the difficulties of obtaining current and usable 
information. 

Methods for estimating intercensal population and income for 
small areas (smaller than states) are described and evaluated in 
a recent report (National Research Council, 192) which was 
prompted by the revenue allocation formulas used for many 
federal programs and the long period between decennial cen-
suses. This report does not address the criterion being discussed 
here. It does offer guidance for methods to prepare estimates 
that are, in effect, monitoring local area change. 

In summary, just as there is no technique which is superior 
on criteria of data availability, there is none which is superior 
for ease of monitoring change. While specific circumsntaces and 
needs play a role in ease of monitoring, as they did in judging 
the utility of a technique according to its data requirements, the 
monitoring of change is largely independent of the projection 
technique. 

Ratio Techniques—Demographic Projections 

The ratio or step-down technique is limited in its applicability 
to projection of transportation-related variables, in a mechanical 
sense only by the availability of needed variables at the level of 
the parent area (or areas). Advantages and disadvantages relative 
to other criteria are discussed below, but if the analyst can define 
the variables or data he or she wishes to project, and their form, 
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then the capability to project them is limited only by the avail-
ability of the same variables in the same form for the parent 
area. (Presumably, the analyst's "ideal" definition of the vari-
ables would satisfy needs for additional or related variables and 
for other uses, such as an interface with an allocation model.) 

Unfortunately, commonly available parent-area projections, 
such as those prepared by the Census or BEA, project variables 
in a form that is not immediately useful for transportation 
planning. Chapter Four describes several examples of agency 
ingenuity in transforming parent-area variables. 

Ratios can be applied not only to total population (or em-
ployment, etc.), but just as well to separate cohorts (e.g., house-
hold types or age groups) and to socioeconomic characteristics 
of the population (e.g., income or car ownership). Thus, the 
approach is applicable to a range of transportation planning 
needs, wherever the basic assumptions apply, not just to pro-
jection of population size. It also can produce cross-tabulations, 
cell by cell, as long as the data necessary for calibration are 
available and the sizes of frequency counts within cells are large 
enough to provide statistical stability. 

The ratio model employs a straightforward logic—as the 
parent area goes, so goes the study area. This logic is not so 
much right or wrong as it is dependent on the assumptions of 
past and future similarity between parent area and study area. 
That is, the presumed validity of the logic depends on (1) how 
similar the study area has been to the parent area in the past, 
and (2) to what extent the future fate of the study area is expected 
to be tied to the parent area in the same way. Similarity in the 
past, or orderly change, is necessary in order to calibrate the 
ratio or ratios between a study area variable or change and the 
parent area variable or change. The assumption of continued 
similarity in the future is necessary to have a reasonable basis 
for projection of the study area's share. In order for the ratio 
approach to be logically valid, therefore, the analyst is under 
an implied obligation to make a reasonable case that the study 
area has been and will continue to be "like" the parent area. 

The model not only requires that a projection for the parent 
area is available but also that it is of "good quality." That 
assumption, in turn, depends on the logic and assumptions used 
in calculating the parent area projection. 

The logic of the ratio method is transparent; but the as-
sumptions may not be. It is easy to see in graphic or tabular 
form how the study area has shared in the parent's area pop-
ulation (or other) history and how it is projected to do the same 
in the future. What may not be transparent are the logic, as-
sumptions, and data on which the parent area projections are 
based, unless the transportation analyst makes them transparent 
through his or her procedures and in presentations or written 
reports. The analyst should do so. 

The independent variables projected for the parent area and 
the relationship of the study area to the parent area are certainly 
logical determinants of the study area variables if the basic 
assumptions of the method are valid. These variables, and the 
assumed relationship, are ill-suited, however, to express policy 
changes in the study area (for example, an economic develop-
ment effort) or changes in assumptions about special factors 
(such as those that might affect the study area's birth rates, 
death rates, or migration rates). Judgment can be applied, of 
course, to adjust the extrapolation of future ratios, but the fuzzy 
linkage between the ratio being adjusted and the assumed event 
or policy affecting change makes such judgments highly uncer-
tain. 

On the other hand, this is not to say that ratios can only 
reflect past trends. A population projection for the parent area 
may be designed to reflect policies and other factors that also 
are expected to influence the study area. To this extent (i.e., by 
way of the parent area projection), the study area projection 
can be made to reflect policies and other assumptions about 
future departures from past trends. What is difficult to account 
for is the departure of study area trends from parent area trends. 

The ratio model, like the others reviewed here, can be tested 
over an historical period for the study area and then compared 
in average accuracy and variation of accuracy to other ap-
proaches. Such comparisons help the analyst and user decide 
which approach or which combination of approaches to use. If 
a combination of approaches seems appropriate, the results of 
such tests might be used to determine the relative weight that 
is given to results of the separate approaches in combining them 
into a single projection of future population. 

There is an inherent bias to ratio projection. The study area's 
future is fully determined by the future of its parent area. This 
bias casts a deterministic or fatalistic complexion on forecasts 
by ratio methods. Use of the ratio approach therefore should 
be limited to situations where such a submission of the study 
area's fate is acceptable. 

With respect to the criterion of resources to support use of 
the model, the ratio method has much to recommend it. Gen-
erally, the required data are relatively few and easily available; 
the computation is easy. A time series of historical data on 
population size (or other characteristics) for both study and 
parent area is necessary to calibrate the value of the ratio or 
ratios. As noted above the only other prerequisite is a good 
quality projection for the parent area or areas. Although some 
transformation may be required, data and good quality projec-
tions frequently are available from Census or BEA or from state 
level agencies. 

Ratio Techniques—Economic Projections 

The advantages and disadvantages cited above, in the dis-
cussion of the use of ratio techniques in projecting population 
variables, are largely applicable in projecting economic variables. 
Obviously, and as is shown in each of the examples described 
in Chapter Four, the ratio technique may be applied to summary 
measures (total population, employment), to components (man-
ufacturing employment), or to multipliers or coefficients (for 
example, in an input-output matrix or an econometric equation). 
The inherent assumption is always the same: that extrapolation 
of the relationship of the study area to the parent can be ra-
tionalized. 

Sh(ft-share analysis is a specific formulation based on ratios 
(or shares). 

Stevens and Moore (84) provide a thorough recent review of 
shift-share analysis, particularly in a forecasting context. Their 
discussion concerns the assumptions and form of the technique. 

The assumptions in the use of shift-share analysis for projec-
tion are basically the same as those in any extrapolative tech-
nique: that projected change in the variables of interest (regional 
share in employment and regional shift) may be based on a 
trend observed in historical data. (Alternatively, regional growth 
in an industry may be based on a parent area rate of change.) 
Regardless, as Stevens and Moore put it (p. 249), "there appears 
to be no solid theoretical basis for assuming constancy of shift, 
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even for a moderate-length five-year forecast." They also raise 
objections to assumptions regarding constant share. 

The other issue which Stevens and Moore address (including 
a review of recent literature) is the basis and assumed relation-
ship for projection. Applications of shift-share analysis have 
been made using historical data as well as projected data for a 
larger parent area. Rates of change (shift) have been projected 
using linear, constant or nonlinear functions, fit both graphically 
and with curve-fitting techniques. No clearly superior method 
appears to have emerged. 

In summary, shift-share is straightforward and understand-
able (although it can be abused). As with simple extrapolation, 
unless some explicit assumption is introduced regarding change 
in share, time is the independent variable. Little empirical testing 
is reported (although Stevens and Moore report some compar-
ison of forms and assumptions, mostly in a research context). 

Shift-share requires comparatively little data, and the majority 
of it is readily available. 

. . . [S]hift-share is a simple technique which relies on easily 
accessible published data, making it fast and reasonably accurate, 
given its cost . . . shift-share has not yet been subjected to the 
kind of critical empirical tests which would raise serious doubts 
in the minds of practitioners about the accuracy of forecasts 
made with this technique. This is because the literature has not 
concentrated on the absolute predictive performance of shift-
share, but has almost exclusively dealt with the relative per-
formance of alternative forecasting forms of this approach. Since 
practitioners have not had any clear indication of serious weak-
nesses in the forecasts made with shift-share, they have continued 
to rely on this technique because of the practical advantages 
mentioned above. (Stevens and Moore (84) 

Shift-share produces estimates (or projections) of employment 
by sector. These are directly usable in transportation planning, 
given some technique for subarea disaggregation. 

Independent Techniques—Demographic 
Projections 

Extrapolation Mode/s 

As a logical model of change, simple extrapolation of a trend 
is of questionable validity. Time, the independent variable, is a 
weak and indirect proxy for the true factors underlying change. 
Whatever its validity, the model's logic is certainly transparent. 
It is easy for the analyst and user to see (literally, on a graph 
if desired) the relationship between time and size. 

In a more important and fundamental sense, however, ex-
trapolation techniques are not transparent at all. The linkages 
between the dependent variable and true underlying causes are 
hidden because the relationship with the independent variable, 
time, is not explicit. The analyst might counter this weakness 
of extrapolation to some extent by noting, for the user, what 
rates (i.e., birth, death, etc.) were prevalent in the historical 
period on which the model is calibrated. He or she might also 
note any historic events related to components of change. In 
this way, the user might better judge whether a similar com-
bination of factors is likely for the projection period. Even then, 
the assumptions involved in extrapolation may or may not be 
reasonable; one cannot assess whether they are. The assumptions 
remain largely hidden behind the proxy variable, time. This is 
the case even when the analyst reveals the stream of rates and  

events that is parallel to the time stream on which the extrap-
olation model is calibrated. 

As with the ratio model, the extrapolation model can be 
subjected to empirical verification by virtue of the calibration 
procedure. 

As a group, extrapolation models have no inherent biases 
except for the complete reliance on past trends, without respect 
to assessment of the effect of the underlying variable composition 
or the rates of change within the components of population 
change. 

Extrapolation is a basic and general forecasting method, ap-
plicable to almost any context, and not limited to forecasting 
population levels or even other demographic variables. It cer-
tainly is not limited to transportation planning. 

Data requirements are even less for extrapolation than for 
ratio methods. Only historic data for the study area are required. 
Analogous historical data for the parent area or areas is un-
necessary, as is an independent projection for the parent area 
(or areas). The computation for calibrating the chosen form of 
extrapolation model (or for calibrating several of them to com-
pare how well they fit the data) is essentially the same as would 
be required to project ratios for the ratio method. Once cali-
brated, the models are easily used for calculating projections. 
It is simply a matter of plugging in the independent variable, 
the projection year, and calculating the value from a single 
equation. 

An extrapolation model can be used to project any variable 
required for the transportation planning process, so long as the 
data are available for calibrating the model for a past period of 
time. Extrapolation can produce data for cells of cross-tabulation 
tables, or at least first cuts of them. They may have to be adjusted 
to sum to column and row totals, which might be projected 
independently. 

Goldstein (74) evaluates a linear multiple regression model 
(and input-output and econometric models) for projection of 
employment in small areas. He concludes that the linear multiple 
regression model produces satisfactory results, given the re-
sources and expertise required for either input-output or econ-
ometric techniques. 

Component Methods 

The component method has more logical validity than the 
ratio or trend projection techniques. It stimulates the underlying 
theoretical construct for demographic change—that population 
change must equal births, minus deaths, plus net migration. 
Even in this approach, however, most of the current techniques 
still conceive of migration as the net movement across study 
area boundaries, not as the combination of outmovers and in-
movers. 

The migration component is calibrated by residual methods 
rather than directly. 

Conceptually, the model is quite clear. In application, how-
ever, it requires close study to trace the causes of population 
change by age-specific cohorts. The linkages to underlying 
causes are there to see, but the computational complexity of the 
model makes them more difficult to understand without careful 
scrutiny. 

The implicit assumptions in the model are more reasonable 
than those embodied in the structure of the ratio and extrap- 
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olation models. It also is easier to represent societal and policy 
assumptions and see how they affect births, deaths, migration, 
and various age cohorts differently. This makes the component 
model a better tool than ratio and extrapolation models for 
testing the sensitivity of population projections to shifts in as-
sumptions about underlying vital rates and migration rates. 

The component model's output, as well as the input assump-
tions about age-specific rates of change in the components, can 
be subjected to empirical verification over an historical period 
(although, as noted above, the relative infrequency of the de-
cennial census causes difficulty in identifying short-term 
changes). 

The component model has no inherent biases. It has definite 
limitations for very small study areas, however; particularly, if 
they are integral parts of a large urban area. In such areas, 
population change may be more a function of housing markets 
than demographic factors of births, deaths, or even true migra-
tion (as opposed to short distance moves). 

Unlike ratio and extrapolation methods, the component 
method is limited to population projection. It is not a general 
forecasting technique. Component techniques, in fact, rely on 
the more general extrapolation or ratio techniques for projecting 
vital rates and migration rates as inputs. Logistically the com-
ponent method makes much tougher demands than ratio and 
extrapolation models. It requires more data and more calcula-
tion. Further, the required data on fertility and mortality often 
are more difficult to obtain than simple population level data 
necessary for the other two methods. The computation for a 
full-scale, long-range cohort-component projection virtually 
mandates a computer program and access to a computer with 
adequate memory. In any case, the input data on population 
levels and vital rates must be sought out and prepared by hand. 
Furthermore, the component method requires separate, supple-
mental projection of special populations whose change is not 
dependent on vital rates and migration in the normal way (e.g., 
institutional populations). 

The cohort-component method projects composition of the 
population as well as its total size. Population composition might 
be a better basis for projections of other socioeconomic char-
acteristics of the population, particularly those that are closely 
related to such transportation demand variables as auto own-
ership and trip-making behavior. 

independent Techniques— Economic Projections 

The application of basic trend extrapolation to economic var-
iables is subject to the same advantages and disadvantages as 
in its application to population. 

Unlike population, however, a number of more elaborate 
methods for preparing independent projections of economic var-
iables are available. 

Economic Base Analysis 

Despite the fact that they were published some years ago, 
articles by Gillis and Grigsby, Blumenfeld, Tiebout, Pfouts, and 
Pfouts and Curtis (all in Pfouts, 82) more than adequately 
describe the theoretical and practical difficulties with economic 
base analysis. 

Perhaps the most fundamental problem is both practical and 
theoretical: the notion that an area grows as the result of export 
activity ends up confounded in the obverse of the difficulty of 
migration estimation; while it may be possible to identify "ex-
port" or "basic" activities in a small, simple community, as the 
analysis area increases in size its very nature makes the pro-
portion of "basic" activities smaller and more difficult to iden- 
tify. 

Simultaneously, the assumption of a constant (or relatively 
constant) positive relationship between service and basic em-
ployment can produce misleading conclusions: 

It is customary to use the number of service employees per one-
hundred basic employees as the base-service ratio. Thus if a city 
had 160 service employees for every 100 basic employees in 1940 
and had 200 service employees for every 100 basic employees in 
1950, it had shown an increase of 40 service employees for every 
100 basic employees during the decade. Then according to the 
economic base theory we would expect a diminution of economic 
activity and population because of the relative shrinkage of the 
economic base, or because of the shrinkage of the growth po-
tential of the city. On the other hand, if the relative number of 
service employees declined during the decade we would expect 
an increase in economic activity and in population, according to 
economic base theory. Consequently our two series should show 
a negative correlation if the economic base theory were valid. 
An advocate of the economic base theory could argue that an 
increase in basic employment would bring about an increase in 
service employment in a subsequent time period. If we took the 
base-service ratio at the beginning of this second time period and 
at the end, we would find an increase in service employment, 
and (assuming no increase in basic employment in the second 
time period) we would find an increase in the base-service ratio. 
There would be an accompanying increase in population and a 
positive instead of negative correlation. This is, however, a short 
period of adjustment. The ability of service-type firms to come 
into and go out of existence is well known. If service employment 
increases relative to basic employment over a ten-year period, 
as population increases surely we have a contradiction of the 
economic base theory. If we do not, the economic base theory 
is so general as to be incapable of contradiction and hence cannot 
be viewed as a scientific hypothesis. (Tiebout, 82) 

Practical problems also have emerged. For example, mea-
surement of employment in basic and service industries has been 
attempted by specifying entire industries as one or the other. 
However, while some are clear (barbershops are service), others 
are not (manufacture of a consumer good). This difficulty has 
been circumvented by estimating the proportion of employment 
in an industry which serves local demand as opposed to that 
which serves external or "export" demand. But this gets both 
difficult and subjective. 

Economic base analysis, like shift-share, relies primarily on 
time as an independent variable, although change in basic in-
dustry may be related to secular growth in a "parent" region. 

Multipliers and Input-Output 

As the description of multipliers in Chapter Two implied, the 
concept or technique first was introduced to overcome some of 
the difficulties with the ratio of basic-to-service employment in 
economic base analysis. Because the income flows used in cal-
culating the multiplier more accurately capture the total eco-
nomic activity of the subarea, they permit calculation of a less 
ambiguous ratio or multiplier than employment. (See Tiebout 
in Pfouts (82), p. 341, for an example case study.) 
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The input-output matrix carries the concept of multipliers to 
a logical extreme in relating the local and "export" or external 
consumption and production of each industry to each other 
industry and to external demand. 

Yet, input-output requires considerable amounts of data, so-
phisticated analytic techniques (and ability on the part of the 
analyst) and, frequently, critical assumptions about the coeffi-
cients ("multipliers") and the final demand vector. 

Input-output (and simple multipliers) have a solid grounding 
in economic theory. Although the full input-output model is 
complex, the basic concept is understandable. Given the ability 
to project (or assume) values for final demand by industry and 
values of the coefficients (multipliers), numerous policies of 
interest to the transportation planner can be evaluated, at least 
in terms of activity by sector, using input-output. 

The major problem with input-output (and with simpler mul-
tipliers, to a lesser degree) is the demand on resources and 
expertise required for their use. 

Econometric Models 

The excerpt (in Chapter Two) describing the general structure 
of econometric models serves to underscore the major difficulty 
with their use in projection work for transportation planning: 
they are complex, sophisticated, resource-consuming, and ex-
traordinarily demanding of data. 

Simultaneously, they are perhaps the most well-grounded in 
theory of all the economic models and, given the number of 
relationships involved, perhaps not overly difficult to grasp, at 
least in general terms. 

The assumptions vary from model to model. It is important 
to note, though, that each of them includes relationships among 
its variables which either are fit using existing data (with an 
implicit or explicit assumption regarding future change) or are 
stated a priori. While not a criticism of econometric models (any 
more' than of any other), it is important to recognize this de-
pendence when it might be overlooked in the complexity and 
sophistication. 

Although there are great differences among the models, in 
general they offer the most satisfactory solution for economic  

forecasting for transportation planning, based on the criteria 
introduced earlier, except for those relating to the difficulties 
of data collection and assembly, resource demands, fitting, com-
putational demand, and required expertise. The isolated ex-
amples of their use in transportation planning have involved 
expert outside assistance and implied considerable resources. 
(See, for example, San Diego Comprehensive Planning Orga-
nization (166, 168, 169, 170, 171, 172) and the discussion in 
Chapter Four.) 

Data for Economic Techniques 

Historical and current demographic data for transportation 
planning are commonly and easily available, at least compared 
to economic data. A person is easy to recognize and count, but 
income and employment are not so simple. 

The difficulties with income range from those of definition 
(salary is easy: what about noncash income? tips? dividends? 
out-of-state?) to those of reporting (tax laws make underre-
porting attractive, and income frequently is regarded as private 
information) or of change and comparability over time, given 
inflation. 

Employment has definitional problems (full-time, part-time, 
primary job, second job), as well as locational problems. More-
over, for transportation planning purposes it usually is desirable 
to know employment at employment location (not residence) 
and transportation planning interview techniques and samples 
simply do not provide adequate employment data. 

Yet, secondary sources are not entirely satisfactory either. 
Usually their data are collected for an entirely different purpose, 
such as social security or unemployment insurance records. Both 
of these examples do not cover the entire labor force and they 
use incompatible classification schemes. Sample surveys of em-
ployment (such as those performed by the Census) do not furnish 
data with sufficient geographic detail for most transportation 
planning. 

Adams and Glickman (68) discuss the difficulties with data 
which occur in econometric modeling. Chapter Four describes 
the compromises and adaptations of data made by several plan-
ning agencies. 

CHAPTER FOUR 

APPLICATION IN PRACTICE 

Chapters Two and Three have reviewed and evaluated meth-
ods or techniques that are available •  for, and commonly used 
in, projecting demographic and socioeconomic variables used in 
transportation planning. Only in the econometric models, such 
as the one employed by the BEA for the OBERS projections, 
are population, employment, and income (and other variables  

in some models) internal or endogenous to a "single model." 
But it should be recognized that the operation or implementation 
in a single computer program sometimes makes the "single 
model" more apparent than real. As was seen in Bolton's de-
scription of the "model-of-a-model" in Chapter Two, there are 
models within models, and the fact that linkages and flows of 
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information take place at high speed, internal to the program 
which contains the "models," does not make the "models" 
greatly different from those in which the analyst uses the output 
from one to enter another. 

This chapter describes seven examples of forecasting and pro-
jecting demographic and socioeconomic variables in metropol-
itan planning organizations which perform transportation 
planning, among several planning activities. They are not in-
tended as good or bad examples of practice. They represent 
solutions to the difficult problem of preparing projections, by 
planning professionals working in individual circumstances of 
resources, time, data, and staff. The MPO personnel provided 
information on their methodology in response to inquiry, which 
in turn was prompted by a general description of their projection 
and disaggregation procedures provided to researchers at the 
University of Florida (101). These seven were selected as ex-
amples for this chapter because they are well documented, il-
lustrate different approaches to the common problem, and use 
a variety of the techniques described earlier. 

As a final note before describing the procedures, the cohort-
component population model (or a minor variation) is common 
to all of the examples. This reflects the fact that it has become 
the method of choice for virtually all demographic projection 
work. Where aggregate projections of population, and popula-
tion characteristics, are used, they usually serve as checks for 
reasonableness, are intended only as "quick" preliminary pro-
jections or are used as "baseline" projections for comparison to 
the results from other methods. What is of interest in reviewing 
the various applications of cohort-component models is the 
source of fertility, mortality, and migration rates. 

COHORT-COMPONENT MODEL AND RATIO 
TECHNIQUE 

The projections prepared for the Indianapolis Regional Trans-
portation and Development Study (IRTADS) involved, pri-
marily, a cohort-component model for population and a ratio 
to, or "step-down" from, a parent area forecast for employment. 
As is frequently the case, the area for which the projection was 
prepared did not coincide with political unit boundaries: it in-
cluded all of one county and small parts of two adjacent counties. 

Population was forecast for 15 age groups by race and sex, 
yielding 60 total cohorts. Initial data (1970) were developed 
from Census data. For the partial county areas, "urban" pop-
ulation was identified by subtracting rural population from the 
total. Each cohort was identified as a percentage of total urban 
population in each county, and these percentages were applied 
to each county's part of the total study area population. 

Fertility rates were taken from an earlier set of projections 
for which a set of rates had been derived from national (Census) 
rates. Although the average rate was slightly higher than recent 
local and state experience, the analysts reasoned that fertility 
was depressed currently by economic expectations and changes 
in lifestyle and that it would rise slightly over the period. 

National (Census, 1972) survival rates were used and were 
assumed to remain constant throughout the projection period. 

Migration was assumed to be net zero. The central county 
had lost a small amount of population during the previous 
decade, while the outlying counties and the SMSA (eight coun-
ties) had gained, as had the portions of the two outlying counties 
which were within the study area. The zero migration assump- 

tion was made because of (1) known movement within the study 
area from the central county and (2) the adequacy of land for 
development within the study area boundary. 

Employment was forecast by a ratio to a parent-area forecast. 
Interestingly, four parent-area forecasts were available, and were 
evaluated for use: (1) OBERS, (2) a locally prepared forecast 
based on least squares equations fit to 1950-1972 historical data; 
(3) a locally prepared forecast based on a modification of the 
export-base multiplier method and an apportionment of state 
projections, and (4) a locally prepared forecast, again based on 
export-base multipliers, but developing multipliers from national 
forecasts by industry. 

The OBERS and least-squares techniques produced, respec-
tively, the highest and lowest projections (OBERS was 117 
percent of the least-squares) with the other two between. Because 
the middle results seemed more reasonable and the staff regarded 
the export-base methodology as preferable, one of the two was 
selected (on a final basis of convenience because their results 
were so similar). 

Total employment figures for the study area for 1964 and 
1970 were used to establish ratios to employment in the area 
used in the parent forecast. These ratios showed a slight increase 
during the period which was extrapolated to 1980, then held 
constant to the end of the projection period (on the assumption 
that the study area share of SMSA employment would continue 
to increase, then level off). 

The distribution of employment within ten industry groups 
was assumed to follow 1964-1970 trends, but at a slower rate 
through the projection period. The percentage change from 1964 
to 1970 was extrapolated to a 10-year period, then divided by 
2 and applied to the five projection points: 1975, 1980, 1985, 
1990, 1995. The effect was to assume that the trend projections 
of proportions of employment by industry for 1980 would be 
reached, instead, in 1995. Special adjustments were made to 
account for 1964 to 1970 trends in two employment groups 
which were felt to be aberrant. 

Results of the procedure were compared to another forecast, 
but no adjustments were felt to be necessary. 

Total employment was forecast to rise from 45 percent to 50 
percent of population by 1995, but no change in the net mi-
gration assumption was made, apparently because the increase 
was thought to be reasonable and in line with current trends in 
labor force participation. 

Households (and housing units) were projected by, first, ex-
trapolating the 1960-1970 ratio of population in households to 
total population, then dividing the household population by an 
assumed household size. The latter was obtained from a separate 
study of the local housing market and showed a slight decline. 
Housing units were projected by applying a historical vacancy 
rate which was assumed to decrease by about 10 percent by 
1985, then hold constant. Housing unit type was forecast using 
1960-1970 trends from the Census (for the central county: study 
area data were not available), and local records of construction 
and demolition since the Census. 

Household automobiles were forecast by apportionment of a 
parent-area forecast which had been made for the SMSA using 
a least squares, linear model fit to 1962-1971 registration data. 
A ratio of household automobiles in the study area (from the 
transportation study area data for 1964 and 1970) to registra-
tions in the three county parent-area was established and ex-
trapolated (linear) to 1995. 
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School enrollment generally was projected by relating 1970 
inventory data to age cohorts and assuming the ratios to hold 
constant. Data limitations prevented analysis of change (as above 
for other characteristics) and an adjustment was made to college-
age attendance based on an anticipated increase and interviews 
with staffs of local higher education institutions. 

COHORT-COMPONENT MODEL AND TREND 
EXTRAPOLATION 

The Tn-State Regional Planning Commission, for the period 
1977-2000, used a cohort-component demographic model, with 
migration dependent on employment projections. The latter, and 
other variables, were forecast by extrapolations (or modified 
extrapolations) of current rates or recent trends. 

Population was projected using age-specific life expectancy 
rates from the Census, and fertility rates which assumed a short-
run drop below replacement level, followed by a return to "re-
placement" rate midway through the period. Migration was 
assumed to respond to employment and natural change in pop-
ulation, conditioned by assumptions regarding labor force par-
ticipation and other factors. 

Employment was forecast independently by analysis of trends 
in regional employment change from 1958 to 1975, with em-
phasis on the period since 1970. 

Labor force participation was assumed to hold constant at 
the 1970 rate, with increased female participation offset by ear-
lier retirements and decreased participation by the 14 to 20 
cohort. (These assumptions were based on Current Population 
Survey information.) A representative unemployment rate of 5.5 
percent, based on early 1970's data, was assumed to decline to 
4.0 percent by 1985-1990, then hold steady, and the dual job-
holding rate was presumed to remain at the current 5.5 percent. 

The nonresident labor force then was estimated for each period 
based on the labor force participation, unemployment, and dual 
job holding rates, adjusted for inmigration. Net  migration then 
was determined by the relationship between the employment 
forecast and the inresident labor force forecast, inflated by the 
relationship of dependents to job-holders: if employment was 
greater, then net inmigration was assumed, and vice-versa if 
labor-force was greater. Historic migration rates were analyzed 
and applied independently to the over-65 group on the as-
sumption that they are not responsive to employment. Alloca-
tion of migration to age-groups was based on a distributive 
system for the Boston SMSA; selected because it is a "slow 
growth" region similar to Tri-State. 

Income was forecast based on trends in employment and 
productivity per employee. Historic data on regional produc-
tivity were related (in a log-linear equation) to national pro-
ductivity in changes and forecast, based on national projections, 
with a short-term rate slightly below the national constant rate 
of + 2.5 percent per year, followed by a return to the nominal 
rate for the region. Time series ratios of personal income to 
gross national product (national, 1959-1975) were extrapolated 
and applied to regional output (from employment and produc-
tivity, above) to obtain regional personal income totals. The rate 
of growth of personal income then was applied to household 
income. 

The number of households was forecast based on extrapolation 
of historic trends in household size and population projections  

(above) with minor adjustments. Allocation of estimated house-
holds to income groups was performed using an interpolation 
technique to relate differential rates of change in income and 
number of households. 

COHORT-COMPONENT MODEL, AND RATIO AND 
TREND EXTRAPOLATION 

The Southwestern Pennsylvania Regional Planning Commis-
sion (SPRPC) initiated their forecasting procedure with em-
ployment for the six-county region around Pittsburgh (181, 182). 

Initially, three forecasts of employment for the region were 
used, one prepared by the State of Pennsylvania, two from 
historic data for the region. 

The two SPRPC forecasts were based on 1960-1974 data for 
(1) regional share of Pennsylvania employment and (2) absolute 
regional employment, both for 12 nonmanufacturing and 18 
manufacturing industries. Trial fits were made to the data with 
five different "curves" (linear, parabolic, hyperbolic, exponen-
tial, and log). Curves were selected for each industry based on 
the standard error and correlation coefficient and all resulting 
curves (and their projections) were inspected for reasonableness 
and compared to the forecasts prepared by the State of Penn-
sylvania. Final forecasts by industry were selected from all three 
sources. Several categories were adjusted on the basis of other 
local evidence, and a special analysis of "government" employ-
ment was made to separate health-related, education, and other 
government. Separate linear models were fit for the latter cat-
egories. 

For input to the population model, primary employment (ag-
riculture, mining, all manufacturing) was related to total em-
ployment as a ratio. The historic data indicated that the ratio 
was increasing slowly but steadily, and examination of the results 
of the employment forecasts showed that they contained a sim-
ilar trend to the year 2000. 

Population was forecast in a four-step procedure. First, natural 
increase was forecast, by age and sex cohort, using Census 
Bureau birth rates and local mortality data. Fulltime primary 
employment rates (i.e., "first" jobs in fulltime equivalents) were 
prepared for each age-sex cohort based on 1970 Census data. 
Projected changes in these rates were prepared using Bureau of 
Labor Statistics data on national labor force participation. The 
supply of fulltime primary workers then was calculated as the 
product of the population and rate, by cohort. 

Employment forecasts by industry were converted to em-
ployment by occupation using 1960 and 1970 Census data to 
create an occupation/industry matrix and calibrate a geometric 
(i.e.: compounded percent annual change) model. Employment 
by occupation was forecast for each 5-year point (1970-2000) 
by summing across industry. Fulltime employment rates for 
both sexes were derived for each occupation from home inter-
view data (i.e., number of fulltime primary workers/number of 
total workers by sex and occupation). These rates then were 
applied to the forecasts of total employment by occupation 
(above) to derive the demand for fulltime primary workers. 

The supply of and demand for fulltime workers were 
"matched" by occupation. The differences (positive or negative) 
with adjustments for changes in unemployment (up if there was 
a surplus; down if a deficiency) then were assumed to represent 
migration. A rate for number of dependents per primary fulltime 
worker was calculated for each age-sex cohort and applied, along 
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with an adjustment for group-quarter population, to the forecast 
of natural increase plus migration. Migration rates for the el-
derly, calculated from historic data, were prepared and applied 
to the 65 and over population, completing a 5-year cycle. 

Household formation rates were derived from Census pro-
jections by age-sex cohort and applied to the population forecast 
to determine number of households. 

Household income was forecast using a variation of the pro-
cedure suggested by the Federal Highway Administration (119). 
Change in regional per capita income was assumed to be linked 
to change in the Gross National Product (GNP), and differential 
rates of growth were assumed to apply to different income 
classes. 

Distributions of households by income classes were prepared 
from historical data (1960 and 1970 Census, 1977 home inter-
view), with classes standardized to constant dollar values (using 
the Consumer Price Index) to account for inflation. Annual 
percent changes in real income then were calculated for each 
of the classes. 

Using historic data for the nation, state, and SMSA, a rela-
tionship was established between SMSA per capita income and 
GNP. This equation was used with national forecasts of GNP 
growth (from OBERS, other BEA, and several other sources, 
combined using local judgment) to forecast SMSA per capita 
income, which then was converted to household income using 
an average household size, predicted as a trend based on regional 
data. Average annual growth rates then were determined for 
each of several "sub-periods" within the overall projection pe-
riod. 

Differential growth adjustment factors were established for 
each income class or group, using the earlier analysis as a guide 
(above). These factors were combined with the average annual 
regional change and were used to adjust the values of the base 
period class boundaries. (For example, the first "class" in 1977 
was households with an income less than $2,200. The overall 
growth rate for the first period, 1977 to 1980, was 0.08 percent 
per year, while the class adjustment factor was 1.2. The class 
annual growth then was 1.2 >< 0.08, or 0.096. For the 3-year 
period, compounded, this is a total factor of 1.0029, and the 
new upper boundary is 1.0029 X 2200, or $2,206.) This pro-
cedure leaves the classes, and households within classes, intact. 

COHORT-COMPONENT AND SHIFT-SHARE 
MODELS 

The Northeastern Ohio Areawide Coordinating Council 
(NOACA) used a cohort-component model to project popula-
tion and a shift-share model, related to national projections, for 
employment in the NOACA (Cleveland) region (179). 

Survival rates for the cohort-component model were obtained 
from Census projection. Fertility rates were based on county-
specific birth data obtained from the State, and were compared 
to historic and projected national rates to establish projected 
values. Both fertility and survival rates were established for age-
sex-race cohorts and for each of the five counties in the NOACA 
region. 

Migration data for the periods 1960 to 1970 by age and sex 
were obtained, (Bowles 196, 197) along with post-1970 data 
from Census Current Population Reports, and projected for each 
county. (Each of the five counties in the NOACA area prepared 
the fertility, mortality, and migration rates for use in the cohort- 

component model. Regional totals were the sum of the county 
projections.) 

The shift-share model used to forecast employment for 1980 
and 1985 required local and national employment data, by in-
dustry and total, from two prior points in time, plus a forecast 
of national employment, by industry and total. Each industry 
then was forecast separately. (See Chapter Two on shift-share 
technique.) 

Local employment data, by county, were obtained from the 
Ohio Bureau of Employment Services, while national data were 
from BLS publications. Four separate projections were made 
for each industry, using different pairs of prior time points. 
These projections then were averaged to minimize the effect of 
short-term fluctuations in the historic local employment data. 

The BLS national employment projections were based on 
several assumptions about continuity of social and economic 
conditions, and, specifically, a 4 percent unemployment rate and 
a 3 percent inflation rate. NOACA added assumptions: 

Census Series E projections of demographic rates. The most 
critical is a fertility rate at replacement level. 

Labor force participation will continue to change in the 
pattern established in 1955-1972, tapering to zero change in 50 
years. 

Average annual paid hours per worker are assumed to 
decline by 0.3 percent per year. 

Productivity will continue to increase at the historic rate 
of 2.7 percent per year. 

All levels of government will expand, but local and state 
will grow faster than federal. Federal, state, and local budgets 
will be approximately balanced by 1980 and 1985. 

Residential construction will remain a constant proportion 
of GNP after 1978. 

International trade will show a slight positive (export) 
surplus by 1980 and 1985. 

A polynomial model, fit with least squares, was used to project 
employment trends by industry to 1990, 1995, 2000 because 
adequate national projections were not available to support the 
shift-share model. 

County-level employment was disaggregated from regional 
totals, by industry, using data from the Ohio employment se-
curity agency for "wage and salary employment" and "covered 
workers." The former included a large proportion of all workers 
while the latter was reported at the county level. Basically, 
percentages from the "covered workers" data were used to dis-
aggregate the former and, presumably, trended for disaggre-
gation of forecast data. 

The number and size of households were calculated from 1960 
and 1970 Census data: for men the 1960-1970 change was 
halved and used for 1970-1975, while for women the 1960-
1970 change in rate was assumed to occur again between 1970 
and 1975. In effect, these assumptions continued the male rates, 
but doubled the female rates. Rates for black households were 
available only for 1970: these were increased 30 percent for 
females and held constant for men. White rates were calculated 
(from total and black rates), then all rates were rounded up and 
assumed constant for 1980 and 1985. Total households (heads) 
were calculated, and population (less group quarters) was used 
with households to calculate household size. 

Regional household income was estimated by inflating 1970 
Census income class boundary values, then assuming that the 
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proportion of households in each income range (by size) remains 
the same, interpolating to find new numbers of households in 
the old ranges. Median income was calculated using households 
within each range and assuming an even distribution of house-
holds by income within each range. 

Automobiles per household were calculated at the zone level, 
based on projections of mean values of auto ownership (and 
household size) for the zone level (119, 177). 

ECONOMETRIC MODELS 

Kansas City (175, 176), San Diego (167 through 174), and 
Puget Sound (Seattle, 190) all used econometric models to fore-
cast population and employment (and income). 

San Diego uses a model, prepared for its use by a private 
consultant, called Demographic and Economic Forecasting 
Model (1979 version) or DEFM79, which evolved from earlier 
versions and from IPEF, which is discussed below. 

DEFM79 involves six sectors or submodels: population, em-
ployment, income, prices, public finance, and construction. 
Their relationships are shown in Figure 8 (from 169, p.  1) and 
are described in the model by a set of simultaneous, nonlinear 
equations. Operation of the model is on an annual basis: that 
is, it is iterated year-by-year, rather than in 5- or 10-year 
increments as is frequently the case. 

The population sector basically is a cohort component model, 
with migration divided into separate estimates for military-
related, retirement-related, and employment-related groups. 
Military-related migration is determined outside the model, re-
tirement- and employment-related migration both are sensitive 
to housing prices, while employment-related migration also is 
sensitive to local and national employment and to changes in 
local employment. Individual equations forecast households, 
group quarters population, labor force participation, and school 
enrollment based on trended values from current data. 

Employment is forecast at the two-digit SIC-code level as a 
linear function of an index (for each industry) which, in turn, 
is based on one or more of several independent variables. For 
the majority of industries, these variables include the final de-
mand coefficients for an input-output matrix for the region. 
Other independent variables used in index construction include 
national and local income level, population, disposable income, 
and local government expenditures. 

Figure & General relationships in demographic and economic 
forecasting model (San Diego GPO). 

Income is a function of employment by industry, industry-
specific payroll-per-employee, and trended wage rates, with spe-
cial treatment for government and military categories. Income 
from sources other than payroll is based on a set of regression 
equations using historic relationships to other variables, some 
endogenous to the model, others externally supplied. Transfer 
income and taxes also are accounted for. 

The price sector primarily is concerned with the housing 
market and construction cost. Forecasts are based on the historic 
relationship to changes in disposable income, construction costs, 
vacancy rates, wages rates, and the consumer price index. 

Construction includes both residential and nonresidential. The 
former is related to national market conditions, local vacancy 
rates, change in the number of households and replacement of 
stock. Type of housing is related to households (by age-sex of 
head) through Census-based housing preference factors. Non-
residential construction is related to square feet per employee. 

Public finance forecasts are based on a number of local tax 
rates, tied to other sectors in the model, and to assumptions 
that reflect constraints recently placed on taxes in the State of 
California. Relationships to variables in other sectors are based 
on assumptions of continuity of current levels or past trends. 

This brief description does little more than outline the general 
relationships within the model: there are hundreds of equations 
and variables involved. However, two points may be made. 

The first and most obvious is the complexity of the model, 
and the extent of the demands for detailed specification of re-
lationships and for data. They, in turn, underscore the extent 
of resources, manpower and knowledge needed both to construct 
and operate such a model. 

Second, and importantly, is the basic simplicity of the rela-
tionships within the model. A brief review of the narrative 
description of the six sectors reveals that the hundreds of sub-
models—the equations within DEFM79—involve the same 
basic models found in every forecasting technique: assumptions 
of continuity or change in relationships to other variables, ex-
pressed in linear or nonlinear equations; ratios/ rates/ propor-
tions; step-downs from projections for larger areas. 

Finally, it should be recognized that the econometric model 
formalizes or depends on several general techniques discussed 
in Chapter Three. The cohort-component model is immediately 
obvious, and an input-output model is behind employment fore-
casts (although it is adapted in a novel way). 

The complex econometric model is distinguished by the fact 
that all of these relationships and "interrelationships" are pre-
specified and must work together. An obvious analogy is a 
complex machine built from individual mechanisms, each of 
which not only must function itself, but must function correctly 
with all of the other component mechanisms if the machine is 
to work correctly. 

The Mid-America Regional Council used the Interactive Pop-
ulation and Employment Forecasting model (IPEF) to develop 
aggregate projections for the Kansas City Metropolitan Region. 

Designed to produce medium-range to long-range demo-
graphic and employment forecasts, the IPEF model integrates 
two fundamental forecasting techniques: first, the cohort-survival 
method of population forecasting and second, an econometric 
approach to employment forecasting. As a result, IPEF is sen-
sitive to the interdependence of demographic and economic 
forces within a particular region. 

In the demographic sector, births are calculated from projec- 
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tions of U.S. fertility rates by age for females (from Census 
Current Population Reports). Deaths are calculated from na-
tional projections of survival rates by age and sex. Aging the 
previous period's population by five years, adding in the births 
and subtracting out the deaths results in the natural population 
by age and sex. The final component of population change, net 
migration, is determined endogenously by the model through 
the interaction between labor supply and demand. 

The region's available labor supply is calculated by multiplying 
age specific labor force participation rates by the natural pop-
ulation by age and sex and summing over all age/sex groups. 
Through the application of an assumed unemployment rate, a 
net commuting rate, and a jobs per employee ratio this figure is 
converted to the maximum number of jobs that can be filled. 
This is the labor supply that is then compared to the labor 
demand defined by the employment forecast. 

The econometric models used to forecast employment are cal-
ibrated on historical data (from "Employment and Earnings", 
BLS, and "County Business Patterns", Census) to find the past 
relationship between the dependent and independent variable. 
The relationships is then applied to exogenous projections of the 
independent variable to calculate projections of the dependent 
variable. In IPEF, the dependent variable is place-of-work em-
ployment for each industrial sector. The independent variable 
depends on whether the industry is classified as basic or local 
serving. 

Basic industries are exporting industries. Since they serve na-
tional markets, employment in a basic industry at the regional 
level is assumed to serve exactly the same market as the em-
ployment in the same industry nationally. Because national pro-
jections of employment already exist (Monthly Labor Review, 
BLS), each KCMR basic industry is therefore forecast as a 
function of the same industry at the national level. 

Local serving industries satisfy local demand for products. 
Since local demand for services can only be expressed through 
the expenditure of local income, service industries are forecast 
as a function of income. However, as income forecasts are not 
available, a proxy variable is used, namely population. Note that 
future year population has not as yet been estimated. Therefore, 
the natural population is used as a first approximation of it. 

Once the industrial employment forecasts have been com-
pleted, they are summed to produce a total employment figure. 
This defines the demand for labor. To ensure a balance between 
the size of the population and labor force requirements, the labor 
supply and demand are compared, and labor supply adjusted to 
labor demand through changes in net migration. Any excess 
labor is assumed to migrate from the region, while any labor 
deficiencies are assumed to be met through in-migration. Labor 
force migrants are then converted to total migrants based on a 
total migrant to labor force migrant ratio derived from national 
data (CPR, Census) which is added to or subtracted from the 
natural population. 

Such changes in the population result in a revised demand for 
the goods and services of the local serving sectors, whose em-
ployment forecast must also be adjusted. This changes the total 
employment and specifies that labor supply adjusts to labor 
demand through a different net migration level. Population 
changes once more and the process is iterated until an equilibrium 
is reached. Upon equilibrium, the whole process is repeated for 
the next five year period. (Turner (175), pp.  9-11) 

An interesting problem related to the slow growth of the 
Kansas City region's economy required modifications to the 
original IPEF model. Each iteration of the model forecast an 
additional increment of net out-migration because of the pro-
jected slow rate of growth in basic employment. Over several 
iterations, this resulted in a "rapid and unrealistic decline in 
population." Analysis revealed an over-sensitivity to labor force 
participation rates, the unemployment and commuting rates, 
and the jobs per employee ratio. These oversensitivities required 
revisions in the equations and independent variables used in 
projection of the dependent variables and, because suitable fore- 

casts of the independent variables were not available for the 
region, ultimate reliance on national level projections. 

As described in the foregoing quotation, the basic models 
are cohort-component and econometric, based on a general 
basic/nonbasic concept. Other techniques and assumptions in- 
cluded: 

An ultimate overall fertility rate of 2.1 births/woman of 
child-bearing age, from the Census. 

Unemployment rates related to projections of national 
unemployment rates. 

Use of the national jobs per employee (multiple job holders) 
ratio. 

Continuation of the average net commuting rate observed 
in the region from 1970 to 1977. 

Projection of employment by industry, for fourteen in-
dustries, based on historic data from the Bureau of Labor 
Statistics, for the SMSA, from 1967 to 1977. 

National employment projections from the BLS to 1990, 
extended to 2000 by assuming continuation in the change in 
the rate of change in national employment by industry pro- 
jected for 1980-1985 and 1985-1990. 

Base year data obtained from BEA tables, the Missouri 
Department of Employment Security and BLS. 

The Puget Sound Council of Government's model, for the 
four-county Seattle area, is based on a state-level model and a 
regional model which uses the output ,of the state model. 

The Washington Projection and Simulation Model (Bourque, 
198; Conway, 199) is an interindustry econometric model of 
the state designed for economic forecasting and analysis. 

Although the structure of the model, with close to 150 
equations, might appear complicated, the view of the regional 
economic behavior underlying it is conceptually simple. WPSM 
essentially follows from economic base principles, which rec-
ognize two Sets of economic demands placed upon the region, 
external (primarily export) demands and internal (nonbasic) 
demands. 

[E]xport production is considered to be the principal 
driving force behind regional economic growth. As a matter of 
convention, exports here refer to foreign exports, exports to the 
rest of the United States, and federal government expenditures. 
The national economic environment largely determines the ex-
ports of regional industries. Specifically, exports are projected 
on the basis of national market demand, as represented by the 
output of the corresponding U.S. industries, and the extent to 
which Washington can satisfy these demands. Projections of U.S. 
industrial requirements, as well as other external economic var-
iables, in turn originate from . . . an interindustry econometric 
model of the nation. 

The local output required for export triggers the first set of 
internal demands, the regional interindustry demands. For ex-
ample, the demand for regionally produced aircraft establishes 
a chain of demands that affects output in the local machinery 
and service industries, among others. The induced output in these 
sectors in turn sets up further intermediate demands, all of which 
are depicted by the equations in the output submodel. These 
input-output relations, which are modified over time by projec-
tions of interindustry coefficients, constitute the core of WPSM. 

Industrial output and independently forecast changes in labor 
productivity combine to predict the number of jobs in each 
industry. This determines the number of persons employed in 
the economy, which, when coupled with predictions of employ-
ment and labor force participation rates, leads to projections of 
the labor force and resident population. 

In the course of population, labor earns income, primarily in 
the form of wages, salaries, and proprietors' income. For each 
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private and public sector, Washington earnings are related to 
U.S. earnings. Separate equations determine property income, 
transfer payments, personal contributions to social insurance, 
and personal tax and nontax payments, which result in a deter-
mination of disposable income. 

Disposable income and population become key factors ex-
plaining the second tier of internal demands, which includes the 
final demands of the consumption, investment, and state and 
local government sectors. Consumer spending is related directly 
to household disposable income and the prices of goods and 
services. Residential construction is linked to population and per 
capita income as well as to the current stock of housing, interest 
rates, and the cost of construction. Other private fixed investment 
and inventory change are essentially tied to industrial output 
levels. Disposable income influences state and local government 
expenditures, but factors such as school-age population and fed-
eral highway funding also enter into the determination. 

At the same time that these feedback loops are operating to 
affect state production, so-called leakages occur in the system. 
These include savings, taxes, and imports, and represent income 
or revenue that is not redirected into the flow of locally oriented 
demands. (Watterson (190), Appendix) 

The kinds of relationships described in WPSM are similar to 
those in DEFM79 and IPEF, although they certainly differ in 
detail and, importantly, are for a state-level economy, rather 
than one at the substate, multicounty level. 

The second model which "steps down" the state forecast to 
the four-county region 

• was developed by PSCOG to make use of the WPSM 
forecasting and simulation capabilities, by translating state-level 
jobs and income forecasts to the four-county regional level. The 
STEP model is also built upon an economic base framework. 
Jobs in each basic industry (i.e., those sectors that primarily 
serve demands external to the regional economy) are projected 
as a trend in the region's past share of state employment for that 
industry. Employment in each nonbasic industry (serving pri-
marily local demands) is projected from the relationship between 
the nonbasic employment-personal income ratio in the region 
and the ratio in the state. Labor force and population are then 
projected from the sum of jobs in all industries and equations 
on unemployment and labor force participation rates. On the 
income side of the model, annual earnings per worker in each 
industry are projected from state average earnings in the same 
industry. Earnings include wages, salaries, other labor income, 
and proprietor's income. This model then sums earnings across 
all industries and projects personal income for the region. The 
STEP model consists of 76 equations (solved simultaneously),  

utilizes WPSM job and income forecasts, and predicts in 29 
industries for 22 years. (Watterson, 190) 

SUMMARY 

These seven examples of forecasting or projection techniques 
illustrate the diversity of methodology employed in different 
agencies. None of them offers a "how-to-do-it" example, but all 
of them illustrate the need to combine technique, data, and 
assumptions to produce a forecast of basically the same variables 
or data, and they offer alternative ways of doing that for con-
sideration. Several observations may be made. 

First, a review of even these general descriptions shows that 
the overall methodology is a combination of simple techniques. 
The earlier observation that econometric models are simply (or 
not so simply) combinations of hundreds of small models, which 
interact with each other, may be generalized to all of these seven 
examples. Nearly all of the techniques or methods reviewed in 
Chapter Two appear in one or more of these examples at some 
point. 

Second, while it should be clear that the more sophisticated 
economic models are the most demanding of expertise and re-
sources, most of the techniques require training, ingenuity, en-
ergy, and experience. Obviously, many of the simpler techniques 
require less of all of these, but in most cases there is less con-
fidence in their results. 

Third, no technique is better than the assumptions that are 
used in applying it. Analysts in most of the examples assumed 
moderate conditions of growth, unemployment, productivity 
change, and inflation for the period from the mid-1970's until 
(and beyond) the 1980's. But these assumptions were sufficiently 
erroneous that the data and the techniques were almost irrel-
evant. 

Finally, regardless of how it is implemented, an implicit model 
similar to that illustrated in Figure 8 for DEFM79 is useful to 
the analyst. It illustrates a view of the interaction of a number 
of the sectors which are relevant to understanding the complex 
relationships in an urban-centered economy, and even if some 
of them are ignored in actual projection work, or assumed to 
be neutral in their effect, that is better than forgetting them 
completely. 

CHAPTER FIVE 

CONCLUSIONS AND RECOMMENDED RESEARCH 

This chapter presents the conclusions which emanate from 
the research project. There were areas in the research which 
yielded answers, but for some of these, as well as others, ad-
ditional research is suggested. The conclusions and recom-
mended research are presented together for each section. The 
chapter addresses (1) the sensitivity of the outputs of the trans- 

portation planning process to the inputs to that process and (2) 
the projection techniques and data which can be used to prepare 
inputs. 
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SENSITIVITY OF THE TRANSPORTATION 
PROCESS TO SOCIOECONOMIC INPUTS 

Conclusions 

The estimate of total population should be the principal 
variable of the socioeconomic variables assembled for the UTP 
Process. The total trips generated in the UTP Process is very 
sensitive to the estimate of population. An error of 10 percent 
in population will generate an error of 10 percent in the total 
trips. If the overall population estimate is correct, errors in 
specification of the number of households will not greatly affect 
total trips because trips per household-is a function of household 
size, and this compensates for errors in estimation of the number 
of households. This does not mean that household estimation 
is not necessary; indeed, characteristics of the household are 
fundamental to many attributes of travel behavior. It simply 
says, give first priority to making the best possible estimate of 
overall population. 

Improvement in estimates of total trips can be made if 
forecasts of households are stratified by auto ownership or income 
and/or family size. Income and auto ownership are highly in-
tercorrelated. If households are stratified by two variables, 
greater explanation of total trip generation will accrue by using 
either auto ownership or income with family size. The use of 
all three is not recommended because (1) the improvement in 
explanation of variation in total trips is marginal, and (2) the 
notion that a zone might be disaggregated into multiple discrete 
cells (for example, 60, given 3 levels of auto ownership, 5 levels 
of family size, and 4 levels of income) is impractical. 

Acceptable estimates of travel time and travel distance, 
based on households stratified by autos owned, income or family 
size, do not appear to be feasible. Total travel distance or total 
travel time are important output variables from the UTP Proc-
ess. It would serve as a useful check on that process if a reliable 
independent check could be made based simply on aggregate 
inputs such as households classified by autos owned, income, 
or family size, or some combination of these attributes. While 
the aggregate measures of travel distance and travel time are 
sensitive to socioeconomic variables, the explanation of variation 
among households is practically negligible. 

Household status —specifically, sex of head of household—
is not a major socioeconomic variable needed for the UTP Process. 
The household trip generation rates for households with a 
woman head were significantly lower than for households with 
a male head (only 44 percent as many trips). However, when 
differences in auto ownership and family size were accounted 
for, the difference in trip-making largely disappeared. (House-
holds with a female head make about 99 percent as many trips 
as households headed by a male.) 

Recommended Research 

1. The sensitivity of the Urban Transportation Process to so-
cioeconomic inputs should be studied at the disaggregate (zonal) 
level. The urban transportation planning process typically is a 
chain of models applied at a highly disaggregate level of ge-
ography and transport network. The output of this process is 
link or line volumes of people, vehicles, and (in some cases) 
goods. These volumes may be aggregated to obtain larger col- 

lective impacts for projects, corridors, communities, and entire 
regions. While there are a few aggregate models used for "sketch 
planning" to obtain preliminary result or to screen feasible plans 
or technologies, the UTPP essentially is a highly disaggregated 
process. No examination of this process at its disaggregate level 
was possible given the resources available for this research. 
Without reservation, the authors recommend that the sensitivity 
of the UTP Process to errors in zonal specification of socio-
economic data be considered for future research. 

The relationship of travel time and travel distance for house-
holds classified by geographic location and network supply to 
socioeconomic variables should be examined. Notwithstanding 
that socioeconomic variables explained very little of the total 
time/distance variation among households, the subject is still 
worthy of further research. Estimates of time/distance for 
households classified by geographic location and/or network 
supply (accessibility) might vary by socioeconomic character-
istics. Research in this area could .lead to further understanding 
of aggregate estimates. 

Research should be undertaken to clarify and define the 
influence of labor force participation, unemployment, and work 
attendance on work trip making. While current practice indicates 
that agencies are aware of the potential role of these variables 
in modifying estimates and projections of work-related travel, 
there has been very little research which analyzes their rela-
tionship to work-trip generation or to information from home 
interview surveys. 

METHODOLOGY AND TECHNIQUE FOR 
PREPARING PROJECTION OF INPUTS TO THE 
TRANSPORTATION PLANNING PROCESS 

Conclusions 

There is no single projection method or technique which is 
best for all situations and circumstances. The variety of possible 
circumstances in which a transportation planner may wish to 
make projections is so great that it is virtually impossible to 
reach general conclusions or to make general recommendations 
about a single "best" technique. A large urban agency, such as 
one of those described in Chapter Four, commands personnel, 
time, expertise, and funding, which simply are not available in 
many agencies, let alone for the individual planning engineer 
who must make—or find—some sort of projection for a small 
urban area. 

National-level projections of population, income, and em-
ployment provide a rich resource for preparing local projections. 
In part, this research project was begun because of the intent, 
expressed by the Federal government, to produce a uniform set 
of national, state, and local projections of population, employ-
ment, and income. The reaction of many local demographers 
and the changing administrative and political climate aborted 
plans for preparation of the joint projections, as well as the 
regulation requiring their use. That this occurred, though, does 
not reduce the utility of national projections and, as will be seen 
in other conclusions and recommendations that follow, their 
use is suggested in several situations. 

The cohort-component method for population projection 
should be used when resources permit. The availability of tested 
and transferable computer programs, manuals, or documenta-
tion for the use of the technique, and tables of mortality and 
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fertility rates, make the use of the cohort-component technique 
feasible for a wide-range of applications. Extrapolation tech-
niques (including regression using time as the independent var-
iable) should be used only as a last resort. 

Projections of employment and income should be made by 
step-down or ratio techniques using OBERS or other national 
projections - as a basis. The OBERS projections are prepared by 
well-trained, competent economists using methodology and data 
normally not available to local or even state agencies. Moreover, 
they are based on state-of-the-art econometric theory and tech-
nique and are internally consistent. They also are published in 
disaggregations to the SMSA and part-SMSA level as well as 
for states and multicounty economic areas. Even if local ex-
pertise and experience indicate departures from OBERS pro-
jections, they provide an excellent basis for analyzing, 
understanding, and quantifying those departures. The only tech-
nically comparable projection method available to local engi-
neers/planners (or their agencies) is the mounting of a full-
scale econometric model. This is time- and resource-consuming 
and should be considered only by the largest agencies. 

State and other local agencies should be consulted prior to 
making project ions ofpopulation, employment, income, auto own-
ership, or any other population characteristics. Nearly every state 
and many local governments make projections of population, 
employment, income, automobile registrations, housing con-
struction and demand, and other characteristics as part of their 
regular operations. While the projections may not provide pre-
cisely the data or format needed for transportation planning, in 
most cases they are very close or may be used easily as a basis 
for projection of closely symptomatic characteristics. 

Recommended Research 

A concise manual outlining methodology for analysis and 
use of income projections in transportation planning (specifically, 
trip generation) should be prepared. Chapter Four illustrates 
several methods of interpolating and estimating income in urban 
areas, in most cases using national projections as a basis for 
ratios. The confusion caused by the use of mean or median, 
family, household and per capita, wages and salaries versus total, 
categories and ranges and other qualifiers of "income" is enor-
mous, and likely would be reinforced with more examples. This 
is not a recommendation to establish a single method for ap-
plying income in trip generation. It is a recommendation for a 
simply written but thorough guide to income analysis and pro-
jection, with a glossary of commonly used terms and illustrations 
of competent, correct methods of the use of income in trans-
portation planning and trip generation. 

Techniques for projection of automobile ownership should 
receive specific attention. The use of auto ownership as an in-
dependent variable in trip generation and mode choice modeling 
has many advantages over income. Methods of projecting auto 
ownership, however, either are directed toward the national level 
(the extrapolative models), are based on income, or are based 
on weak relationships to other variables. (While efforts to in-
troduce multinomial logit models show promise, they are still 
research efforts and are quite complex.) Data to support analysis 
and projection are frequently stale or so aggregated as to be 
only marginally useful. Research specifically to support trip 
generation, based on cross-classification at the local level and 
state or national trends, should be undertaken. 
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APPENDIX B 

DETAILS OF SENSITIVITY ANALYSIS 

As indicated in Chapter Two, following the description of 
the analysis of the sensitivity of total trips to various demo-
graphic and socioeconomic characteristics, similar analyses were 
performed for trips by purpose, travel distance, and travel time. 
(Table 16 in Chapter Two compares the resulting values.) This 
appendix discusses the details of these parallel analyses and 
concludes with the basic tabulations from which the analyses 
are drawn. 

SENSITIVITY OF HOME-BASED WORK TRIPS 

Sensitivity of Home-Based Work Trips to 
Household Size 

In Table B-i home-based work-trip rates per household are 
presented. Recall that if attendance was 100 percent, there was 
one worker per household and the work trip was from home- 
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Table B-i. Households and home-based work trips by family size (Buf-
falo, 1962). 

Persons Per 
Household 

Households 
Number 	Percent Trips 

Trips/ 
Household 

1.499 11.3 816 .544 

2 3,519 26.5 4,708 1.338 

3 2,543 19.2 5,051 1.986 

4 2,402 18.1 5,192 2.162 

5 and over 3,307 24.9 7,004 2.118 

Total 13,272 100.0 22,771 1.716 

Table B-2. Changes in household distribution by household size rep-
resenting ± 10 percent of average household size. 

10% Decline 	 10% Increase 
in Household Size 	in Household Size 

Changes 	 Changes 
House- in 	Changes Total in 	Changes Total 
hold 	House- 	in Popu- House- House- 	in Popu- House- 
Size holds lation holds holds lation holds 

1 10 10 21 -9 -9 2 

2 5 10 31 -3 -6 23 

3 0 0 19 0 0 19 

4 0 0 19 0 0 19 

5 -4 -20 21 +3 +15 28 

Total Il 0 111 -9 0 91 

to-work and work-to-home; the rate would be 2.0. In other 
words, the concept is a round-trip notion, and the rates appear 
about twice one's intuitive expectation. 

Note that while home-based work trips per household in-
creases with increases in household size, the rate of increase 
decreases dramatically (flattens out in fact) beyond three persons 
per household. Clearly, a simple linear regression equation 
would not be suitable as a basis to examine the sensitivity of 
home-based work-trip rates to household size. 

In Table B-2 two distributions of households are presented 
which represent, in effect, a 10 percent decrease in average 
household size (ill households with the same total population) 
and a 10 percent increase in household size (91 households with 
the same total population). Utilizing the rates of home-based 
trips per household by family size from Table B-i, the value 
for the decrease in household size is 176.25, and for the increase, 
170.11, compared to 172.63 home-based work trips with no 
change in family size. The sensitivities therefore are —0.14 for 
increases at the mean and 0.21 for decreases in household size 
at the mean. 

This discussion assumes that population is fixed, but the dis-
tribution of households by size varies. Alternatively it could be 
assumed that the number of households is fixed and family size 
is being estimated. Using the same distributions of households 
as in Table B-i, but setting them equal to 100 percent, an 
estimate can be obtained of the home-based work trip results 
from a 10 percent increase or decrease in household size, 187 
and 159 respectively, compared to a no-change estimate of 173 
(Table B-3). This gives a sensitivity of home-based work trips 
to household size of between 0.81 and 0.84, when number of 
households are fixed. Thus, as was the case with total trips, it 
appears that a better strategy for forecasting work travel is to 
fix population and estimate family size rather than to estimate 
both households and family size. 

Sensitivity of Home-Based Work Trips to Autos 
Owned 

The relationship of autos owned and the number of home-
based work trips per household is shown in Table B-4. Each 
auto added gives an increase of one home-based work trip per 
household. The regression equation is 

Home-based work trips/household = 0.774 
+ 0.992 (autos/household) 

The sensitivity of work trips at a value of autos owned per 
household of one is equal to 0.56. It is possible, however, that 
car ownership may be a function of work trips rather than the 
other way around. 

Sensitivity of Home-Based Work Trips to Income 

A strong relationship between work trips and household in-
come would be expected. The greater the income, the larger the 
number of trips. That is, people work to obtain income. The 
data on home-based work trips and income per household are 
given in Table B-5. The expected relationship is there, although 
it is a slightly nonlinear relationship with the rate of increase 
in home-based work trips declining with increased income per 
household. The linear regression of work trips per household 
by income is 

Home-based work trips/household = 0.475 
+ 0.0002117 (income/household) 

At an average household income of $6,000, the estimated home-
based work trips per household would be 1.7455, while at an 
income of $6,600 the estimated home-based work trips would 
be 1.8725, or 7.28 percent greater, a sensitivity of 0.73. 

Summary of Sensitivity of Home-Based Work 
Trips to Household Size, Cars Owned per 
Household, and Income 

The sensitivity of home-based work trips to household size, 
cars owned, and income was found to be - (0.14-0.21), 0.56, 
and 0.73 respectively. The range for household size is based on 
the assumption of a fixed population, so that a decrease in family 
size leads to an increase in households. When households are 
fixed, the sensitivity for household size is 0.81-0.84. 

In terms of explanatory power, income is superior with a 
coefficient of determination of 0.20, followed by autos at 0.16 
and household size with 0.16. 
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Table B-3. Hypothetical distribution of 100 households by family size 	Table B-4. Households, person-trips, and house-based work trips per 
and resulting estimates of total house-based work trips, 	 household by cars per household (Buffalo, 1962). 

NB Work 	 Decrease of 	Increase of 
Trips 	 Base 	10% in House- 	10% in House- 
Per 	 Distribution hold Size 	hold Size 
House- Family House- 	House- 	 House- 
holds Size holds Trips holds Trips holds Trips 

	

.54 	1 	11 	5.94 	18.9 	10.21 	2.2 	1.19 

	

1.34 	2 	26 	34.84 	21.9 	37.4 	25.3 	33.90 

1.99 	3 	. 19 37.81 17.1 34.03 20.9 41.59 

2.16 	4 19 41.04 17.1 36.94 20.9 45.14 

2.12 	5 25 53.00 18.9 40.07 30.8 65.30 

Total 100 172.63 99.9 158.65 100.1 187.12 

Given the modest explanatory power of the three variables 
with regard to the variation in the rate of home-based work 
trips, as well as the fact that two of them, cars and income, 
would appear (theoretically) to be the result rather than the 
cause of work travel, it would appear obvious that the estimation 
be normalized in terms of direct estimates of employment, 
adjusted to represent home-based work travel. 

SENSITIVITY OF HOME-BASED OTHER TRIPS 

Sensitivity of Home-Based Other Trips per 
Household 

Trips with either one end or the other at home, and with the 
purpose at the nonhome end other than work, constitute the 
largest of the three typical trip strata used in travel forecasting. 
The overall average trips per household for this category was 
3.86 which is 55 percent of the average of all trips per household 
of 6.92. These trips are the shopping, social, recreation, personal 
business, etc., trips of the household and are distributed more 
uniformly throughout the day than are the work trips. Yet, 
because of their bulk, shorter average trip length, and so on, 
they traditionally are treated separately. 

Cars Per 	 HB Work Trips 
Household 	Households 	Person Trips 	Per Household 

0 	 2,869 	 2,245 	 .783 

1 	 8,098 	 14,149 	 1.747 

2 	 2,305 	 6,377 	 2.767 

Total 	 13,272 	 22.771 	 1.716 

Table B-5. Households, home-based work trips, and home-based work 
trips per household by income, 

Income Per 	 Home Based 	NB Work Trips 
Household 	Households 	Work Trips 	Per Household 

0 	- 3999 	2,760 	 2,030 	 .736 

4000 - 5999 	3,187 	 5,505 	 1.727 

6000 - 7999 	2,421 	 5,010 	 2.069 

8000 - over 	2,861 	 7,009 	 2.450 

Unreported - 
UrJcnown 	 2,043 	 3.217 	 1.575 

Total 	 13,272 	 22,771 	 1.716 

Table B-6. Households and home-based other trips by family size (Buf-
falo, 1962). 

Persons Per 	Households 	 Trips! 	Trips! 
Household Number Percent Trips Household Capita 

1 	 1,499 	11.3 	1,324 	.883 	.883 

2 	 3,519 	26.5 	8,170 	2,322 	1.161 

3 	 2,543 	19.2 	9,256 	3.640 	1.213 

4 	 2.402 	18.1 	11,887 	4.949 	1.237 

5 and over 3,307 	24.9 	20,589 	6.226 	1.245 

Total 	13,272 	100.0 	51,229 	3.860 	1.211 

Sensitivity of Home-Based Other Trips to Family 
Size 

Data on home-based other trips is given in Table B-6. Included 
in this table are the per capita rates of home-based other trips. 
From simple observation, it may be seen that the per capita 
rates are so very similar that estimates of total home-based other 
trips would be insensitive to differences in household size so 
long as the population is assumed to be fixed. However, if 
households are assumed to be fixed, the estimate of home-based 
other trips would be very sensitive to household size. A linear 
regression of home-based other trips per household by household 
size yields 

Household other trips/household = - 0.390 
+ 1.331 (household size) 

At a household size of 3.0, the trip estimate. would be 3.604 
and at a household size of 3.3, the trip estimate would be 4.003, 
a sensitivity of 1.11. 

Sensitivity of Home-Based Other Trips to Autos 
Owned 

The data for home-based other trips per household are pre-
sented in Table B-7. From the means it may be seen that the 
first auto adds about three home-based other (HBO) trips to 
1.14 trips made by households with no auto. The addition of 
the second auto only adds two trips so there is a slightly non-
linear relationship. The slope of the linear regression equation 
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Table B-7. Households, house-based other person-trips, and home-based 	Table B-S. Households, home-based other person-trips, home-based 
other person-trips ner household by cars per household (Buffalo. 1962). 	other (HBO) person-trips per household by income. 

Cars Per 
Household Households 

Home Based 
Other Person 

Trips 

Home Based Other 
Person Trips 
Per Household 

0 2,869 3,278 1.143 

1 8,098 33,674 4.158 

2 2,305 14,277 6.194 

Total 13,272 51,229 3.860 

HBO trips/household = 1.306 + 2.526 (autos/household) 

averages these two increments for a value of 2.5. The estimate 
of trips at an auto ownership of one equals 3.83 and at an auto 
ownership of 1.1 equals 4.08, which is a sensitivity of 0.659. 

Sensitivity of Home-Based Other Trips per 
Household to Income 

Data for home-basd other trips per household are given in 
Table B-8. Increases in income per household are associated 
with increases in HBO trips per household. The linear regression 
of HBO trips/household on income is: 

HBO trips/household = 1.358 + 0.0004464 (income/house- 
hold) 

At a household income of $6,000, the estimated HBO trips 
per household would be 4.036. At a household income 10 percent 
higher, $6,660, the HBO trips per household would be 4.304, 
which yields an estimate of sensitivity of 0.66. 

Summary of Sensitivity of Home-Based Other 
Trips per Household to Household Size, Autos 
Owned, and income 

The sensitivity of HBO trips per household to autos owned 
and income was found to be negligible, 0.66 and 0.66, respec-
tively. However, if households are fixed and household size 
estimated, the sensitivity to household size is 1.11. 

In terms of explanatory power the coefficients of determi-
nation for household size, autos owned, and income are 0.18, 
0 14, and 0.09, respectively. 

SENSITIVITY OF NONHOME-BASED TRIPS 

Sensitivity of Nonhome-Based Trips per 
Household 

This category of trips seems to be almost an afterthought in 
the transportation planning process. In other words, these are 
the trips left over after disposing of the home-based round trips. 
They consist of trips between origins and destinations other than 
the home of the trip maker. They can be significant in volume. 
In Buffalo, the average per household is 1.41 or 20 percent of 

	

Home Based 	HBO 
Income Per 	 Other 	 Person Trips 
Household 	 Households 	Person Trips Per Household 

0 	- 3999 	 2,760 	 5,539 	 2.007 

4000 - 5999 	 3,187 	 12,065 	 3.786 

6000 - 7999 	 2,421 	 11,635 	 4.806 

8000 - over 	 2,861 	 15,866 	 5.546 

Unreported or 
Unknown 	 2,043 	 6,124 	 2.998 

Total 	 13,272 	 51,229 	 3.860 

Table B-9. Nonhome-based trips per household by household size. 

Household 	Number of 	Number 	Trips per 	Trips per 
Size 	Households 	of Trips Household 	Capita 

1 	 1,499 	620 	.414 	 .414 

2 	 3,519 	3,485 	.990 	 .495 

3 	 2,543 	3,662 	1.440 	 .480 

4 	 2,402 	4,098 	1.706 	 .427 

5+ 	 3,307 	6,041 	' 1.827 	 .365 

Total 	13,272 	17,906 	1.349 	 .423 

the overall mean of 6.92. Estimating their number as a function 
of the characteristics of the household in which the traveler 
resides gives little or no information on their actual geographic 
location. Others have been concerned about this trip category; 
in fact, about the notion of a trip as simply the connection 
between an origin and a destination. This concern seems outside 
the scope of this effort, however, and an analysis of the sensitivity 
of this category follows. 

Household Size 

Table B-9 presents data on nonhome-based (NHB) trips and 
household size. Nonhome-based trips increase with household 
size but at a decreasing rate after two-person households. The 
previous analysis indicates that if population is held constant, 
the sensitivity of total trips to household size is quite small, and 
it is generally recommended that population be the basic element 
to be forecasted. However, if households are projected, the sen-
sitivity to estimates of household size is relevant. The linear 
regression is 

NHB trips/household = 0.2336 + 0.349 (household size) 

If household size is three, the estimate of NHB trips per house-
hold would be 1.28. With a 10 percent increase in household 
size to 3.3, the estimated NHB trips per household would be 
1.385, which yields a sensitivity of 0.82. 
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Autos Owned 

Data on NHB trips per household and autos are given in 
Table B-b. NHB trips clearly are closely related to autos owned. 
Only a quarter of a trip is generated by nonauto-owning house-
holds. The linear regression is 

NHB trips/household = 0.224 + 1.214 (autos owned) 

Each auto adds 1.2 trips to the household's trip generation. At 
an auto ownership of 1.0, the NHB trips per household would 
be estimated to be 1.437 trips, while at an auto ownership of 
1.1, the NHB trip estimate would be 1.559, or a sensitivity of 
0.84. 

Nonhome-Based Trips and Income 

Nonhome-based trips per household and income per house-
hold are presented in Table B-il. The linear regression equation 
is 

NHB trips/household = 0.117 + 0.000218 (income/house- 
hold) 

The estimate of trips per household when household income 
equals $6,000 is 1.425 and when income equals $6,600, 1.556, 
or a sensitivity of 0.92. 

Table B-b. Nonhome-based (NHB) trips per household by autos per 
household. 

Cars 
owned Households 

NUB 
Trips 

NHB Trips 
per Household 

0 2,869 773 .269 

1 8,098 10,919 1.348 

2 2,305 6,214 2.696 

Total 13,272 17.906 1.349 

Table B-Il. Households, person-trips, and nonhome-based (NHB) per-
son-trips per household by income. 

Income per 
Household Households 

NHB 
Person Trips 

Person Trips 
Per Household 

o - 3999 2,760 1,492 .541 

4000 - 5999 3,187 3,617 1.135 

6000 - 7999 2,421 4,348 1.796 

8000 - over 2,861 6,376 2.229 

Unreported or 
Unknown 2,043 2,073 1.015 

Total 	 13,272 	 17,906 	 1.349 

APPENDIX C 

DATA RESOURCES 

MATERIALS AVAILABLE FROM THE U.S. BUREAU 
OF THE CENSUS 

The Bureau of the Census is, perhaps, the single best source 
of population and socioeconomic data for use in both establish-
ing base conditions and in preparing projections. A number of 
specific products are discussed below. However, items 1 through 
9 are (as of the time this report was printed) basic references. 

For information, and to order most census products: 
Data User Services Division (DUSD) 
Customer Services (CS) 
Bureau of the Census 
Washington, DC 20233 
301/763-4100 

Comprehensive catalog of census products: 
Bureau of the Census Catalog: 1982-8 3; from the Government 

Printing Office. Call/write DUSD/CS for price and stock num-
ber of current catalog. 

Census User's Guide: 
Part A. Text, (S/N 003-024-03625) $5.50 
Supplement 1, (S/N 003-024-05004-8) $6.00 
Part C: Index to Summary Tape Files 1 to 4 

Call/write DUSD/CS, above, for information on Part C. All 
3 parts are available from: 

Superintendent of Documents 
Government Printing Office 
Washington, DC 20402 

Regional offices of the Bureau have many publications, and 
may offer help and guidance: 

Atlanta, GA 30309: Room 625, 1365 Peachtree St., 
N.E., telephone 404/881-2274 

Boston, MA 02116: 10th Floor, 441 Stuart St., tele-
phone 617/223-0226 

Charlotte, NC 28202: Suite 800, 230 South Tryon St., 
telephone 704/371-6144 
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Chicago, IL 60604: Suite 1304, 55 East Jackson Blvd., 
telephone 312/353-0980 
Dallas, TX 75242: Room 3C54, 1100 Commerce Street, 
telephone 214/767-0625 
Denver, CO 80226: P.E. Box 26750, 7655 West Mis-
sissippi Ave., telephone 303/234-5825 

Detroit, MI 48226: Federal Bldg. & U.S. Courthouse, 
Room 565, 231 West Lafayette St., telephone 313/226- 
4675 
Kansas City, KS 66101: One Gateway Center, 4th and 
State Sts., telephone 913/236-3731 
Los Angeles, CA 90049: Room 810, 11777 San Vicente 
Blvd., telephone 213/209-6612 
New York, NY 10278: Federal Office Bldg., Room 37-
130, 26 Federal Plaza, telephone 212/264-4730 
Philadelphia, PA 19106: William J. Green Jr. Federal 
Bldg., Room 9244, 600 Arch St., telephone 215 / 597- 
8313 
Seattle, WA 98109: Lake Union Bldg., 1700 Westlake 
Ave., North, telephone 206/442-7080 

Mon thlyproduct announcement list is available at no charge 

from: 
DUSD/Customer Services 301/763-4100 

Data Users' News makes available a monthly review of 
Census activities, products, and releases: 

Superintendent of Documents 
Government Printing Office 
Washington, DC 20402 
202/783-3238 
$20.00/year (checks payable to Superintendent of Doc-
uments) (Will take VISA or Master Card for telephone 
order) 

Telephone Contact List (names and phone numbers of Cen- 
sus staff familiar with specflc topics) from. 

User Training Branch 
DUSD (above) 
301/763-1510 

State data centers are local sources of data and assistance: 
See Exhibit 1. 

Transportation Planner's Guide to Using the 1980 Census: 
Mr. Dane Ismart 
Urban Planning and Transportation Management Di- 
vision 
Office of Highway Planning 
Planning Procedures Branch (HHP-24) 
Federal Highway Administration 
400 7th Street, S.W. 
Washington, DC 20590 
202 /426-0150 
1980 Census Reports and Summary Tape Files: 

Exhibit 2 lists reports and tape files with anticipated release 
dates as of 1982. Details of release of particular files are reported 
in the Data Users' News and Monthly Product Announcement 
(item 6). 

Public User Microdata Samples from the 1980 Census: 
This rich data source is described in detail in the paper re- 

produced in Exhibit 3. 
Current Population Survey and Employment and Earn- 

ings: 

As is explained in Exhibit 4 from the Census Bureau, the 
"Current Population Survey" is conducted monthly by Census, 
primarily to furnish current information on employment and 
unemployment. The data collected serve as the basis for the 
Bureau of Labor Statistics publication, "Employment and Earn-
ings." 

Beyond the material presented in Exhibit 4, it is not possible 
to describe in detail here the potential of the CPS and infor-
mation in Employment and Earnings. The supplementary sur-
veys, which differ month to month, provide annual benchmarks 
of important socioeconomic and demographic data. Each 
March, for example, the CPS Annual Demographic Supplement 
obtains data on family characteristics, household composition, 
relationship to head, marital status, migration, income, weeks 
worked, time spent looking for work, and the occupation and 
industry of the job held longest during the year. 

Most data are available for states and some are available for 
selected Metropolitan Statistical Areas. Sample records also are 
available on computer tape. 

Perhaps the most important use of the CPS and employment 
data for the transportation planner is in tracing trends since the 
previous Census to (1) update his base data and (2) establish 
simple. trends to be used as the basis for projection. 

A full description of the Current Population Survey is avail-
able in: 

"The Current Population Survey: Design and Method- 
ology" 
S/N 003-024-01490-4 
Superintendent of Documents 
U.S. Government Printing Office 
Washington, DC 20402 

For further information on the CPS contact: 

Census 
DUSD/CS (above) 

"Employment and Earnings" is published monthly by the 
Bureau of Labor Statistics. It may be ordered from the Gov-
ernment Printing Office (202/783-3238 for ordering informa-
tion). 

County Business Patterns: 
This item comprises a yearly set of reports (and tapes) pro-

viding extensive county data on business establishments and their 
employees and payroll for industries down to the four digit SIC 
level. Reports are issued for each State, the District of Columbia, 
Puerto Rico, and the United States as a whole. 

Tapes of data (in greater detail than in the reports) also are 
available. 

More information about CBP can be obtained from 
Economic Surveys Division 
Bureau of the Census 
Washington, DC 20233 
301/763-5430 

or from DUSD/CS (above). 
CBP reports current and prior year employment at the four-

digit SIC code level for states and counties (2-digit SIC for 
selected SMSAs) as of mid-March each year. 

As does the Current Population Survey, it provides an ex-
cellent basis for updating Census data and for determining 
trends. 

Economic and Agricultural Censuses: 
Each 5 years (1977, 1982) the Bureau conducts the Economic 

Censuses: 



71 

Manufacturers 
Mineral Industries 
Construction Industries 
Retail Trade 
Wholesale Trade 
Service Industries 

These Censuses concentrate on establishments and report the 
number, number of employees, and payroll information. In gen-
eral, the level of disaggregation for which the data are available 
does not go below the SMSA, but for a "study area," the in-
formation which may be extracted regarding the status (and 
trends) of local activity by industry, employment, and payroll 
income can be invaluable. 

The Census publication "Preview of the 1982 Economic Cen-
suses" is reproduced in Exhibit 5 and describes them in greater 
detail. It also includes addresses and telephone numbers for 
further information. 

Current population estimates.- 
The 

stimates:
The Census makes annual estimates of current population 

which also provide valuable information for updating Census 
data. 

For 1981 and 1982 they were published in 
"Estimates of the Population of States: 
July 1, 1981 and 1982" 
Current Population Reports, Series P-25, No. 927, 

available from the U.S. G.P.O. (address above) for $1.75 (Cat. 
No. C3.186: P-25/927) Contact Census DUSD/CS for further 
information. 

Population projections: 
The Census Bureau regularly makes projections of population 

for the nation and for states. Although these do not provide 
detail to the county or SMSA level, they offer control totals 
and detail birth and survival rate assumptions that are needed 
for local projections. Examples of tables from two recent sets 
of projections are shown in Exhibit 6. They are: 

Illustrative Projections of State Populations by Age, 
Race, and Sex: 1975 to 2000 
Current Population Reports, Series P.25, No. 796. 
Available from GPO. 
Provisional Projections of the Populations of States by 
Age and Sex, 1980 to 2000 
Current Population Reports, Series P-25, No. 937 
GPO/Cat. No. C3.186: P25/937 

A list of state offices (and representatives) which are members 
of the Federal-State Cooperative Program for Population Pro-
jections is given in Exhibit 7. These offices are excellent sources 
of current information on population projections. 

INFORMATION AVAILABLE FROM THE BUREAU 
OF ECONOMIC ANALYSIS, U.S. DEPARTMENT OF 
COMMERCE 

Perhaps the single best projection of employment is produced 
by the Bureau of Economic Analysis; the "OBERS Projections" 
of which the most recent was completed in 1980 (see Bibliog-
raphy for citation). 

Exhibit 8, reproduced from Volume I, describes the projec-
tion. 

Illustrative state (District of Columbia) and SMSA tables are 
included in Exhibit 9. 

INFORMATION AVAILABLE FROM STATE 
AGENCIES—NORTH CAROLINA AS AN EXAMPLE 

Labor Area Summary: 
The Employment Security Commission of the State of North 

Carolina regularly produces reports on employment and earn-
ings for the state, for its planning regions, and for SMSA's. The 
reports are issued in several formats and quite likely will be 
different in other states. The examples which follow in Exhibit 
10 illustrate the type of report, however. The corresponding 
agency in each state should have similar information. 

Industry and Occupational Projections: 
Again using North Carolina as an example, the Employment 

Security Commission also prepares projections of employment. 
In this case, and probably in most states, they are intended for 
use in manpower and job training planning. The methodology 
used in their preparation is quite different from that used, for 
example, by BEA in preparing the OBERS projections. How-
ever, the manpower-oriented projections do represent the con-
siderable knowledge about and experience with local conditions 
found in similar state agencies. The NCESC only prepares 5-
year projections, so they cannot be used per se for longer plan-
ning horizons. 

An example table and a list of publications from a typical 
NC SMSA projection are shown in Exhibit 11. 

Population Estimates and Projections: 
The N.C. Department of Administration produces detailed 

(county-level) intercensal estimates of population as well as an 
independent projection of population at the county level. In 
N.C.'s case, these represent an independent set of projections 
that may be compared to other projections such as the Census 
Bureau's or OBERS'. Of particular interest are the methodol-
ogies and assumptions used in each. Sample pages from a set 
of N.C. estimates and projections are presented in Exhibit 12. 



EXHIBIT 1 

ALABAMA  

A1.abana State Data Center 
Center for Business and 

Fconcznic Research 
University of Alabana 
P.O. BOX AK  
University, AL 35486 
Dr. Carl Ferguson,• 	Director 

*Mr. Edward Rutledge 
(205) 348-6191 

Office of State Planning 
and Federal Progress 

State Data Center 
P.O. Box 2939 
3465 Norran Bridge Rd. 
Noniganery, AL 3610-0939 
Mr. Gilford Gilder 
(205) 284-8775 

.Alabana Piblic Library Service 
6030 Msnticello Drive 
Montgomery, AL 36130 
Mr. Anthony Miele 
(205) 277-7330 

ALASKA  

Alaska Department of Lahor 
P.O. Box 1149 
Juneau, AK 99802 
David Swanzon 

*, Ba.rbara Baker 
(907) 465-4.513 

Office of the Governor 
Office of Brzlget and 

Managenent 
Division of Strategic Planning 
Potsh AD 
Juneau, AK 9981.1 
Mr. mains (baster 
(901) 465-2203 

Denotes key contact person 

Department of EdLEation 
Division of Libraries and 

museums  
Alaska State Library 
Paixh G 
Juneau, AK 99811 
Mr. Lou Coatney 
(907) 465-2942 

Department of Cunity and 
Regional Affairs 

Division of Local Government 
Assistance 

Juneau, AK 99811 
Mr. Doug Griffin 
(907) 465-4734 

Institute for Social, Econc, 
and Govermnent Research 

University of Alaska 
707 "A" Street, Suite 936 
Anchorage, AK 99501 
Mr. Jack Eruse 
(907) 278-4621 

ARIZOfA 

The Arizona Department of 
Economic Security 

1300 West Washington, ]st Floor 
P.O. Box 6122-045Z 
Phoenix, AZ 85005 

eMS. Linda Strock 
(502) 25$-5984 

Research Specialist 
College of Business Adndn. 
Arizona State University 
Tenpe, AZ 85287 
Mr. Tom Rex 
(002) 965-3961  

College of Business Iin. 
Northern Arizona University 
Box 15066 
Flagstaff, AZ 86011 
Dr. Ron Gunderson 
(603) 523-2358 

Federal Uncunents Section 
Department of Library. Archives, 

and Pitlic Records 
Capitol, Third Floor 
1700 West Washington 
Phoenix, AZ 85007 
Atif a Sawan 
(602) 255-4121 

Dean of the Graduste College 
Administration Building, Di. 501 
University of Arizona 
Tunson, AZ 821 
Dr. Lee B. Jones 
(602) 626-4031 

ARKANSAS 

IRZC-College of Business Adirdn. 
University of Arkansas 
33rd and University Avenue 
Little Rock, AR 72204 
Dr. Barton Westerlund, Director 
Sarah Breshears 

*Dr. Forrest Pallard 
(501) 371-1971 

Arkansas State Library 
1 Capitol Mall 
Little Rock, AR 72201 
Ms. Frances Nix 
(501) 371-2159 

State Censns Data Center 
Department of Finanne 
1025 P Street 
Sacramento, CA 95814 
Ms. Linda Gage 

*Mr. Bill Schooling, Director 
(916) -4651 

Denotes key contact person 

Sacramento Area COG 
800 5 Street 
Suite 300 
Sacramento, CA 95814 
Mr. Bob Faseler 
(916) 441-5930 

A. of Bay Area Governments 
Ditel CLarasnt 
Berkeley, CA 94705 
Ms. Patricia Parry 
(415) 841-9730 

Regional Research Institute 
of Southern California 

600 S. Cnnnonwealth St. 
Los Angeles, CA 90005 
Mr. Tim Douglas 
(213) 385-1000 

Source Paint 
Security Plaza Pacific 
1200 3rd Avenue 
SaniDiego, CA 92101 
Ms. Karen Lamphere 
(714) 236-5353 

State Data Center Program 
University of Calif. -Berkeley 
2538 (banning Way 
Berkeley, CA 94720 
Ilona Einowshi 
(415) 642-6571 

Division of Local Governnnt 
Colorado Dept. of Local Affairs 
1313 Shexn Street, Dii. 520 
Denver, W 80203 

*Mr. Reid Reynolds 
Ms. Rebecca Picaso 
(303) 866-2351 

State Data Center Program 
State 
Coordinating Organizations 
Address List 	 January 1984 
US.DëpaTtrnent of Commerce'Bw'eau of the Census • Washington, DC 20233 
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DISIRICI OF COLUMBIA 

Data Services Division 
Mayors Office of Planning 

and Developnt 
Room 458, Lansburgh Bldg. 
420 7th Street, N.W. 
Washington, DC 20004 

*Mr. Albert M1ndltn 
(209) 727-6533 

Decuients Librarian 
Georgia State University 
University Plaza 
Atlanta, GA 30303 
Mr. Jay McNan&ra 
(404) 658-2185 

Robert W. Woodruff Library 
for Advanced Stirlies 

Emory University 
Atlanta, GA 30322 
Ms. Elizabeth McBride 
(404) 329-6872  

Main Library 
University of Georgia 
Athens, GA 30602 
Ms. Stean C. Fields 
(404) 542-8949 

Georgia Dept. of Community Mt airs 
Office of Research & Infoxtion 
40 Marietta Street, N.W., 8th Floor 
Atlanta, GA 30303 
Mr. Dave Wiltsee 
(404)658-3873 

Unctments Librarian 
State Data Center Program 
Albeny State College 
504 College Drive 
Albeny, GA 31705 
Ms. Golda Jackson 
(912) 439-4065 

ibcuients Librarian 
State Data Center Program 
Georgia Southern College 
Stateshoro, GA 30458 
Ms. Lynn Walshak 
(912) 356-2183 

State Data Center.Program 
Mercer University Law Library 
Mercer University 

608 Macon, GA 31207 
Mr. Reynold  Kosek 
(912) 745-6811 

University Canputer Center 
University of Georgia 
Athens, GA 3002 
Ms. Hortense L. Bates 
(404) 542-3106 

Price Gilbert Memorial Library 
Georgia Institute of Techsology 
Atlanta, GA 30332 
Mr. Richard Leacy 
(404) 894-4519  

HAWAII 

State Department of Planning 
and Ecorasnic De7eloprent 

P.O. Box 2359 
Honolulu, RI 96804 

*Mr. Robert Schmitt 
Ms. Maureen St. Michel 
(808) 548-3082 

Electronic Data Processing Division 
State Departeent of Bxiget 

and Finance 
Ealanisoku Building 
1151 Punchhnwl Street 
Honolulu, HI 96813 
Mr. Ton Yaneshiro 
(808) 548-4160 

Hawaii Cooperative Health Systeum 
University of Hawaii 
Meore Hall, #427 
1890 East-West Rond 
Honolulu, if! 96822  
Mr. Rein Henderson 
(808) 948-6977 

IDAHO 

Division. of Eoonc and 
Conniunity Affairs 

700 W State Street 
State Cepitol Bldg., Re. 108 
Boise, ID 83720 
Mr. Dan Hehnrg, Administrator 
(208) 334-2309 

*Mr. Alan Porter 
(208) 334-3416 

University Research Center 
Boise State University 
1910 University Drive 
Boise, ID 83725 
Dr. Richard Hart, Director 
(208) 385-3576 
Mr. Basil Dahlstron 
(208) 385-1573 

&odness Research Division 
Graduate School of Btm. Pdmin. 
University of Colorado-Boulder 
Boulder • (3) 80309 
Mr. Gerald Allen 
(303) 492-89 

County Inforeation Service 
Deparnt of ECODanICS 
Colorado State University 
Fort Collins, CX) 80523 
Ms. Ste Anderson 
(303) 491-5706 

UnctsentS Departient 
'Lte LibrarIes 
Colorado State University 
Fort Collins, CX) 80523 
Ms. Karen Pachan 
(303) 491-5911 

Ownprehensive Planning Division 
Office of Policy and Managesent 
State of Connecticut 
80 Washington Street 
Hartford, Cr 06106 

*Mr. Theron A. Schnure 
(203) 566-3905 

DaAWABE 

Delaware Developnt Office 
99 Kings Highway 
P.O. Box 1401 
Unver, DE 19905 
Mr. Nathan Hayward, Acting Dir. 

Doug Clendaniel 
(302) 736-4271 

Cceputing Center 
University of Delaware 
192 S (lapel Street 
&nith Hall 
Newark, DE 19711 
Mr. Bob Shaffer 
(302) 738-8441 

GIA 

Georgia Office of Planning 
and Bixiget 

270 Washington St., S.W., Re 
Atlanta, GA 30334 
Mr. Clark Stevens, Director 

Tom Wagner 
(404) 656-2191. 

Matropolitan Washington 
Council of Governments 

1875 I Street, N.W., Suite 200 
Washington, ll 20006 
Mr. John McClain 
Ms. HaSan Kalish 
(202) 223-6800 

FT.J(IDA 

Division of Local Resource 
Managenent 

Florida Departnent of 
Canntmity AU airs 

2571 Reecutive Center Circle, East 
Tallahassee, FL 32301 

*Mr. Matthew Brady 
(904) 488-2356 

*Denotes key onntact person 	 •Denotes key contact person 
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The Idaho State Library 
325 West State Street 
Boise, ID 83702 
Ms. Helen !,tller, State Librarian 
Mr. Gary Bettis 
(208) 334-2150 

Ctmity Research Services 
Departaect of Sociology, Anthro- 

plogy, and Social Work 
Illinois State University 
Notwal, IL 61761 
Dr. Vernon C. Puhlnenn 
(309) 438-2387 

Center for GovernnEntal Studies 
Northern Illinois University 
DeKaib, IL 60115 
Ms. Ruth Anne Tobias 
(815) 753-0322 

Center for Urban and Sovironmental 
Research and Services 

Southern Illinois University at 
Edwardsville 

Box 32 
Edwardsville, IL 62026 
Mr. tharles Kofron 
(618) 692-3032 

thicago Area Geographic 
tafornation Study 

Roan 2102, Building BSB 
P.O. Box 4348 
University of Illinois at 

thicago Circle 
Qilcago, IL 60680 
Mr. Eric Heccxsn 
(312) 996-5274 

INDIANA 

Tnl1m State Library 
Indiana, State Data Center 
140 North Senate Avenus 
Indianapolis, IN 46204 
Mr. Ray Ewick, Director 

*Ms. Carol 0. Rogers 
(317) 232-3733 

School of Business 
Division of Research 
Indiana University 
635 N Jordan 
Bloced.ngton • IN 47405 
Mr. Norton Marcus 
(812) 335-5507 

Division of Econcaic Analysis 
Indiana Depa.rtent of Cerce 
440 North Meridian 
Indianapolis • 28 46204 
Mr. David A. Reed, Director 
(317) 232-8959 

IA 

Officq of the State Deangrapher 
Iowa Office for P1nning  and 

Programning 
523 East 12th Street 
Des Moines, IA 50319 
Dr. Edward Stanek, Director 

*Ms. Mary Ivegia 
(515) 281-3738 

State Library C.ssion 
Historical Building 
Des Moines, IA 50319 
Ms. Linda Mawer 
(515) 281-4103 

Center for Social and Behavioral 
Research 

University of Northern Iowa 
Cedar Falls, Iowa 50614 
Dr. Robert Eraser 
(319) 273-2105  

Census Services 
Iowa State University 
318 East Ball. 
Areas, IA 50011 
Dr. Willis Goz1y 
(515) 294-8370 

Laratory for Political Research 
University of Iowa 
321 Schaeffer Bail 
Iowa City, IA 52242 
Mr. Jim Grifhorst 
(319) 353-3103 

Census Data Center 
Depa.rtant of Public Instrztion 
Grinas State Office Building 
Des Moines, IA 50319 
Mr. Steve Boal 
(515) 281-4730 

Census Data Center 
Iowa Deparnt of Huiun Services 
Hoover State Office Building 
Des Moines, IA 50319 
Mr. Kent Wess 
(515) 281-4694 

Railou Library 
Buena Vista College 
Stroa Lake, IA 50588 
Dr. Barbara Palling 
(712) 749-2127 

KANSAS 

State Library 
State Capitol Building, Bai. 343 
Topeka, KS 66612 

*Mr. Marc Galbraith 
(913) 296-3296 

*Denotes key contact person 

Division of the Budget 
State Capitol Building, Ba. 152-E 
Topeka, KS 66612 
Mr. Daina Farrell 
(913) 296-2436 

Institute for Econanic and 
Business Research 

325 Nichols Ball 
The University of Kansas 
Lawrence, KS 66044 
Mr. Robert Glass 
(913) 864-3123 

Center for Urban Studies 
Box 61 
Wichita State University 
Wichita, KS 67208 
Mr. Mark Glaser 
(316) 689-3737 

Population Research Laboratory 
Deparnt of Sociology 
Kansas State University 
Manhattan, ES 66506 
Mr. Unnald AdaSEhak 
(913) 532-5984 

Urban Studies Center 
Departeant 51X 
University of Louisville 
Gardencourt Campus 
Alta Vista Road 
Louisville, KY 40292 

*Mr, Vernon &nith 
(502) 588-6626 

flL15015 

Division of Planning and 
Financial Analysis 

Illinois Bweau of the Budget 
William Stratton Bldg., Ra. 605 
Springfield, IL 62706 

*Ms. Kathy Roberts 
(217) 782-3500 

* Denotes key contact person 
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Office for Policy & Manageint 
State of Kentucky 
Capitol Annex 
Frankfort, KY 40601 
Mr. William Mintae 
(502) 564-7300 

State Dept. of Librdy' & Archives 
State Library Division 
300 Cof,feetree Road, P.O. Box 537 
Frankfort, KY 40602 
Mr. Janes Nelson, Director 
(502) 875-7000 

LLUISIANA 

Louisiana State Planning Office 
P.O. Bbx 44426 
Baton Roe, LA 70804 
Mr. Wallace L. WaBer, Director 

*Mr. Thornton Cofield 
(504) 342-7410 

Division of Business and 
Ecoiiosic Research 

University of New Orleans 
Lake Front 
New Orleans, LA 70122 
Ms. Jackie Hyrel 
(504) 286-6248 

'Division of Business Research 
Louisiana Tech University 
P.O. Box 5796 
Rtmton, LA 71270 
Dr. Edward O'Boyle 
(318) 257-3701 

Reference Departirent 
Louisiana State Library 
P.O. Box 131 
Baton Roie, LA 70821 
Mrs. Blanche Cretini 
(504) 342-4918  

Experimental Statistics Depariment 
1.73 Agriculture Adam. Building 
Louisiana State University 
Baton Rouge, LA 70803 
Dr. Nancy Keith 
(504) 388-8303 

MAINE 

Division of Fconc Analysis 
and Research 

Maine Departirent of I.AXr 
20 Union Street 
Augusta, ME 04330 

*Mr. Raynol.d Fongenie 
(207) 289-71 

MARYLAND 

'Maryland Dept. of State Planning 
301 West Preston Street 
Biltmore, MD 21201 
Ms. Constance Li.eder, Secretary 

of the Md. Dept. of State Ping. 
*Mr. Arthur Benjamin 
(301) 383-5664 

Caiuter Science Center 
University of Maryland 
College Park, MD 20742 
Mr. Eli Schtssn 

.Mr. Jthn McNary 
(301) 454-4323 

State Library Resource Center 
- Sooth Pratt Free Library 

400 Cathedral Street 
Baltimore, MD 21201 
Ms. Anne Shaw Bergen 
(301) 396-5328 

IiufnwJ 

Center for Ma,eea.-jlusetts Data 
Baecutive Office of Conmunitjes 

and DeveloFnt 
100 (inbridge Street, Thn. 904 
Boston, MA 02202 

*Mr. tharles McSveeney, Coordinator 
of Center for Massachusetts Data 

(617) 727-3283 

University Office of Center for 
Massechueetts Data 

University of Maeem-iausetts 
117 Draper Ball 
Amherst, MA 01003 
Dr. George B. McSowell, Director 

of Center for Ma'hueetts Data 
(413) 545-0176 

MICHIGAN 

Michigan Infortion Center 
Depa.rtnent of Managenent 

and Budget 
Office of the Bget/LLPD 
P.O. Box 30026 
T,nsing.MI 48909 

*Dr. Laurence Rosen 
(517) 373-7910 

MIMIC/JS 
Wayne State University 
5229 Cass Avenue 
Detroit, MI 48202 
Mr. William Simmons 
(313) 577-2180 

The Library of Michigan 
Goverotent Unczssits Division 
P.O. Box 30007 
Lansing, MI 48909 
Ms. F. Anne Diasond 
(517) 37340640  

MflFA 

State Dencgrapbic Unit 
Minnesota State Planning Agency 
101 Capitol Sqtare Building 
550 Cedar Street 
St. Paul, MN 56101 
Mr. Ths Gillaspy 

*Ms. Eileen Bin 
(612) 296-4886 

Minnesota Analysis and 
Planning Systen 
University of Minnesota.-St-Paul 
475 Coffey Nail 
1420 Eckles Avenue 
St. Paul, MN 55108 
Ms. Patricia Kovel-Jarboe 
(612) 376-7003 

Office of Public Libraries and 
Interlibrary Cooperation 
Minnesota Departaent of Edtaation 
301 Hanover Building 
480 Cedar Street 
St. Paul, MN 55101 
Mr. Bill Asp 
(612)296-2821 

MISSISSIPPI 

Center for  Population Sttxlies 
The University of Mississippi 
Bondurant Building, Roan 3W 
University, MS 38677 
Dr. Max Williame, Director 

*Ms. Michelle Ratliff 
(601) 232-7288 

Governor's Office of Federal- 
State Programs 

Departmsnt of Planning and Policy 
Walter Sillers Building 
Jackson, MS 39202 
Mr. George Parsons, Director 
Ms. Jeanie H. &nith 
(601) 354-7018 

*Denctea key contact person 	 •DenOtes key contact person 
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MXSJRI NEASKA 

Missouri State Library Bureau of Business Research 
308 High Street 200 CRA 
P.O. Box 387 The University of Nebraska-Lincoln 
Jefferson City, MD 	65102 Lincoln, NE 	68588 
Mr. (lanes O'Halloran Dr. Donald Pursell, Director 

'Mr. J00 Harrison 'Ak. Jerry Deichert 
(314) 751-4552 (402) 472-2334 

Office of Administration Policy Research Office 
124 Capitol Building P.O. Box 94601 
Jefferson City, MD 	65101 State Capitol, Re. 1321 
Mr. Ryan &nson Lincoln, NE 	68509 
(314) 751-2348 Mr. Anthew Cunningham 

(402) 471-2414 
B and PA Research Center 
University of Missouri Nebraska Library Cciunission 
10 Professional Building 1420 P Street 
Cnlunbia, MD 	65211 Lincoln, NE 	68508 
Dr. Ed Robb Mr. John L. Kopischke, Director 
(314) 882-4805 Ms. Patricia Sloan, Fed. Doc. 

(402) 471-2048 
MDN7ANA 

The Central Data Processing Division 
Census and Economic Information Nebraska Deperonent of Iidminis- 

Center trative Services 
Montana Dept. of Ccmnerpe 1306 State Capitol 
1429 9th Street Lincoln, NE 	68509 
Capitol Station Mr • Robert S. Wright • Administrator 
Helena, MT 	59620-0401 Mr. Skip Miller 

'Ms 	Patricia Roberts (402) 471-2065 
(406) 444-2896 

NEVADA 
Montana State Library 
Capitol Station Nevada State Library 
Helena, Mr 	59620 Capitol Complex 
Mr. Harold Clambers 401 North Carson 
(406) 449-3115 Carson City • NV 	89710 

Ms. Joan 	Kerschner 
Bureau of Business and 'Ms. Valerie Andersen 

Economic Research (702) 885-8160 
University of Montana 
Missoula, MT 	59812 Deparot of DELta Processing 
Ms • Msxine Johnson Capitol QDqlex 
(406) 243-5113 Blasdell Building, Re. 304 

Carson City, NV 	89710 
Center for Data Systesm Mr. Bob Rigsby 

and Analysis (702) 885-4091. 
Office of the Vice President 

for Research 
Montana State University 

emn, MT 59717 
Ms. Lee Faulinier 
(406) 994-4481 

NEW HAMPSHIRE NEW MEXI) 

Office of State Planning Economic Developnent and 
State of New Hampshire Touriss Departoent 
2 1/2 Beacon Street Bataan Mesrrial Building 
Concord, NE 	03301 Santa Fe, NM 	87503 

'Mr. Jim MoLatlin 'lfr. John Velasco 
(603) 271-2155 (505) 827-6200 

New Hampshire State Library New Mexico State Library 
Park Street P.O. Box 1629 
Concord, NH 	05301 Santa Fe, NM 	88003 
Mrs. Shirley Gray Adanovich Ms. Sandra Faull 
(603) 271-2392 (505) 827-2033 

Institute of Natural and Bureau of Business and 
Savironsental Resources Economic Research 

University of New Hampshire University of New Mexico 
Jases Hall, 2id Floor A1busrqus, NM 	87131 
Durham, NH 	03824 Dr. Lee Brown, Director 
Mr. Owen Durgin (505) 277-2626 
(603) 862-1020 

Center for Business Research 
NEW JSEY and Services 

Box 3CR 
New aiersey Dept. of Labor New Mexico State University 
Division of Planning & Research Las Cruces, NM 88003 
CR 388 - John Fitch Plaza Dr. Ken Nowotny 
Trenton, NJ 08625-0388 (505) 646-2035 

'Ms. Connie 0. Hughes 
(609) 984-2593 NEW YK 

New Jersey State Library Division of Economic Research 
185 West State Street and Statistics 
Trenton • NJ 	08625 New York Departeent of Camerce 
Ms. Beverly Railsbeck Twin 'Bowers, Room 1005 
(609) 292-4282 99 Washington Avenus 

Albany, NY 	12245 
Princeton-Rutgers Census Data Project Mr. Peter Anáell, Assistant 
Princeton University Computer Center Deputy Coomissioner 

87 Prospect Avenus 'Mr. MLke Retutis 
Princeton, NJ 	08544 (518) 474-6115 
Ms. Jtith S. Rowe 
(609) 452-6052 Law and Social Sciences Unit 

New York State Library 
Princeton-Rutgers Census Data Project Cultural Education Center 
Center for Computer & Info. Services th,pire State Plaza 
Rutgers University Albeny, NY 	12230 
XIS-Hill Center, Busch Campus Ms. Elaine Clark 
P.O. Box 879 (518) 474-5128 
Piscataway • NJ 	08854 
Ms. .Gertrsde Lewis 
(201) 932-2483 

'Denotes key contact person 	 'Denotes key contact person 
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NDRTH CAILflA 

North Carolina Office of State 
Btalget and Management 

116 West Jones Street 
Raleigh, NC 27611 

*Ms. Francine Ewing, Director 
of State Data Center 

(919) 733-7061 

State Library 
North Carolina Dept. of 

Cultural Resources 
109 East Jones Street 
Raleigh, NC 27611 
Ms. Earlean Strickland 
(919) 733-3343 

Institute for Research in 
Social Science 

University of North Carolina 
Manning Hall 026A 
thapel Hill, NC 27514 
Ms. Jty Moses 
(919) 966-3346 

NOWIH DAKOTA 

Dept. of Agricultural Economics 
North Dakota Sta'ce University 
Agricultural Experisent Station 
Morrill Hall, Roan 207 
P.O. Box 5636 
Fargo, ND 58105 
Dr. Jerure Johnson 

-Dr. Richard Rathge 
(701) 237-8621 

North Dakota State Planning Div. 
State Capitol, 17th Floor - 
Bi.rck, ND 58505 
Mr. Ronald Bostick, Director 
(701) 224-2818 
Ms. Kathy Lindquist 
(701) 224-2094 

Department of Geography 
University of North Dakota 
Grand Forks, ND 58202 
Mr. Floyd Hickok 
(701) 777-4593  

North Dakota State Library,  
Randall BirljWng 
Highway 8i 
Bimrarck, ND 58505 
Ms. Ruth Mahan 
(701) 224-2490 

0610 

(bio Data Users Center 
bio Department of Econanic and 

Camitmity Develont 
P.O. Box 1001 
ColurI,m, OH 43216 

'Mr. Jack Brown 
(614) 466-7772 

OKLABCMA 

Cklahoma State Data Center 
Department of Economic and 

Caiamnity Affairs 
Lincoln Plaza Building, Suite 285 
4545 North Lincoln Boulevard 
Oclahoaa City, CK 73105 
Ms. Cindy Rambo, Director 

41r. Harley Lingerfelt 
(405) 528-8200 

Qclaham Department of Libraries 
200 N.E. 18th Street 
Cklpoma City, OK 73105 
Ms. Virginia  Collier 
(405) 521-2502 

Intergovernirenta.1 Relations Div. 
Executive Building 
155 Cottage Street, N.E. 
Sales, at 97310 
Mr. Jack Carter 

'Mr. Jon Roberts 
(503) 373-1996 

Bureau of Governmental Research 
and Service 

School of Camni.mity Service and 
Public Affairs 

University of Oregon 
Hendricks Hall, Roan 340 
P.O. Box 3177 
Eene, (B 97403 
Ms. Karen Seidel 
(503) 686-5232  

Center for Population Research 
and Ceamue 

Portland State University 
P.O. Box 751 

rtland, 06 97207 
Mr. Ed Shafer 
(503) 229-3922 

Oregon State Library 
State Library Building 
Sales, 06 97310 
Mr. Oraig Saith 
(503) 378-4502 

PENNSYLVANIA 

Institute of State and 
Regional. Affairs 

Pennsylvania State University,  
Capitol Campue 
Miletoen, PA 17057 

'Mr. Bob Surridge 
(717) 948-6336 

Department of Edtation 
State Library of Pennsylvania 
Forun Building 
Harrisburg, PA 17120 
Mr. John Gerswindt 
(717) 787-2327 

Governor's Office of Bndget 
and Administration 

Bureau of Managerent Services 
903 Health and Welfare Building 
Harrisburg, PA 17120 
Mr. Ray Kaspar 
(717) 787-1764 

iSs] 

Puerto Rico Planning Board 
Minillas Government Center 
North Bldg., Avenida De Diego 
P.O. Box 41119 
San Juan, PR 00940 

'Mr. Suriel Sanchez 
(809) 726-5020 

General Library 
University of Puerto Rico 
Road #2 
Mayagz, PR 00708 
Dra. Luisa Viga-Cepeda, Director 
(809)832-4040  

12 

Department of Edation 
Carnegie Library 
P.O. Box 759 
Eato Ray, PR 00619 
Ms. Cazn Martinez 
(809) 724-1046 

RHE ISLAND 

Rhode Island Statewide 
Planning Program 

265 Melrose Street, Ha. 203 
Providence, RI 02907 
Mr. Daniel Varin, thief 

'Mr. (lester Syeanski. 
(401) 277-265.6 

Rhode Island Department of 
State Library Services 

95 Davis Street 
Providence, RI 02908 
Mr. Frank lacono 
(401) 277-2726 

Social Science Data Center 
Department of Sociology 
Brown University 
Maxcy Hall, Angel Street 
P.O. Box 1916 
Providence, RI 02912 
Dr. James Sakoda 
(401) 863-2550 

Rhode Island Health Services 
Research, Inc. 

56 Pine Street 
Providence, RI 02903 
Mr. Lawrence Macire 
(401) 331-6105 

Rhode Island Department of 
Cunity Affairs 

Division of Bouning and 
Goerninent Services 

150 Washington Street 
Providence, RI 02903 
Mr. Joseph G. Simeone 
(401) 277-2892 

Denotes key contact person 
	 4Dwetes key contact person 
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TENNESSEE 

Tennessee State Planning Office 
Jasas K. Polk State Office Bldg. 
505 Deadrick Street, Suite 1800 
Naahville, TN 37219 
Mr. Lewis Lavice, Executive Director 

*Mr. tharles Brown 
(615) 741-1676 

SXJTH CAPflINA 

Division of Research and 
Statistical Services 

Bixfget and Control Board 
State of South Carolina 
Resbert C. Dennis Bldg., 
1000 Assenbly .Street 
Colunbia, SC 29201 
Mr. Bobby Bowers, thief, 

Deacgrapliic Statistics 
*Mr. Mike Macfarlane 

(803) 758-3986 

South Carolina State Library 
P.O. Box 11469 
C.oltznbia, SC 29211 
Meiy Toll, Uncuisnts Librarian 
(803) 758-3138 

SOUTH DAKOTA 

Business Research Bureau 
School of Business 
Patterson Hall 
University of South Cakota 
Vermillion, SD 57080 

*Ms. Karen Bih1nyer 
(605) 677-5287 

The State Planning Bureau 
South Bokota Department of 

Executive Managnt 
State Capitol Building 
Pierre, SD. 57501 
Mr. Tony Merry, Ccennianioner 
(605) 773-3661 

Dectrnents Department 
The South Dakota State Library 
Department of Ethamtion and 

Cultural Affairs 
800 N. Illinois Avenus 
Pierre, SD 57501 
Ms. Rose Oniewaki 
(605) 773-3131 

Research and Statistics Unit 
South Cakota Dept. of Iar 
607 North 4th Street 
Aherdeen, SD 57401 
Ms. Mary Susan Vickers 
(605) 629-2314 

aDenotea key contact person  

Rural Sociology Department 
South Cakota State University 
Scobey Hall, 226 
Brookings, SD  57006 
Dr. Marvin P. Riley 
Dr. Jim Satterlee 
(605) 688-4132 

Center for Business and 
Econanic Research 

University of Tennessee 
Roan 100, Glocker Hall 
Knoxville, TN 37916 
Ms. Betty Vickers 
(615) 974-5441 

TAS 

Data Managent Program 
Governor's Office of Plwnrdng 

and Intergovermtal Relations 
P.O. Box 13561 
Sam Nouston Building • Re. 411 
Austin, TX 78711 

*Ms. Bonnie Young 
(512) 475-8386 

Department of Rural Sociology 
Texas A and M University Systes 
Spacial Services Building 
College Station • 'IX 77843 
Dr. Steve Murdock 
(409) 845-5115  

Texas Natural Resources 
Information Systes 

P.O. Box 13087 
Austin, TX 78711 
Mr. John Wilson 
(512) 475-3321 

Texas State Library and 
Archive Camnission 

P.O. Box 12827 
Capitol Station 
Austin, TX 78711 
Mr. Allen Quinn 
(512) 475-2996 

UTAH 

Office of Planning and 
Bixiget 

State Capitol, Roan 116 
Salt Lake City, UT 84114 
Mr. Kent Briggs, Director 
.Mr. Brad Barker 
*Mr. Jin Robson 
(801) 33-6082 

Bureau of Econanic and 
Busiiiess Research 

Business Building 
University of Utah 
Salt Lake City, UT 84112 
Ronda Brinkertioff 
(801) 581-6333 

Population Research Laboratory 
Utah State University 
thgan, UT 84322 
Mr. William Stinner 
(801) 750-1242 

Department of Exployment Security 
174 Social Hall Avenus 
P.O. Box 11249 
Salt Lake City, UT 84147 
Mr. Ken Jensen 
(801) 533-2436 

* Denotes key contact person  

Vemsont State Planning Office 
Pavilion Office Building 
109 State Street 
Msntpelier, VT 05802 

. Bernard Johnson 
*Mr. David Healy 

(802) 828-3326 

Center for Rural Stuiles 
University of Vemnont 
25 Colchester Avenus 
Burlington, VT 06401 
Mr. Fred Schmidt, Director 
Mr. Sam McReynolds 
(802) 656-3021 

Vernont Department of Libraries 
ill State Street 
Montpelier, VT 05602 
Ms. Patricia Klinck, State Librarian 
(802) 828-3265 

Vexnt Agency of Development 
and Oxinunity Affairs 

Pavilion Office Building 
109 State Street 
Montpelier, VT 05602 
Mr. Barry Driscoll 
(802) 828-3211 

VflHNTA 

Department of Planning & Buiget 
445 Ninth Street Office Bldg. 
P.O. Box 1422 
Richnond, VA 23211 
Mr. Stuart W. Coonock, Director 

*Ms. Julie Henderson 
(804) 786-7543 

Tayloe Murphy Institute 
University of Virginia 
Dynamics Building, 4th Floor 
2015 Ivy Road 
thariottesvifle, VA 29903 
Dr. tharles Meiburg, Director 
Dr. Julie Martin 
Dr. Michael Spar 
(804) 971-2661 

Virginia State Library 
12th and Capitol Streets 
Richnond • VA 23219 
Me. Linda Morrissett 
(804) 786-2175 

Vital Records Pram 
South Cakota Dept. of Health 
Foss Building 
Pierre, H) 57501 

B/341 	 Mr. William D. Johnson 
(605) 773-3355 
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VIIN ISLANDS 

Departzrent of Cc*mnerce of the 
Virgin Islands 

P.O. Rox 6400 
Qiarlotte Mmlie 
St. Th.s, VI 00801 

*Mr. Richard Moore 
(809) 774-8784 x214 

WAS}UNDTc* 

Forecasting & Esttion Division 
Office of Financial Manageaot 
400 East Union 
Mail Stop ER-13 
Olympia, WA 98504 

*?,. Lawrence Weisser 
(206) 754-2808 

Washington State Library 
State Library Building 
Olympia, Washington 98504 
Mr. Roderick G. Swartu 
Mr. Rushton Brandis 
(206) 753-5424 

Urban Data Center 
University of Washington 
Seattle, WA 98195 
Mr. Edgar Horwood, Director 
Mr. Bob Shawcroft 
(206) 543-7625 

Social Research Center! 
Departirent of Rural Sociology 

Room 133, Wilson Hall 
Washington State University 
Pulian, WA 99164 
Dr. Annabel Cook 
(509) 335-1511 

* 
Deparnt of Sociology! 

DegrajEic Research 1.atoratory 
Western Washington University 
Bellingbain, WA 98225 
Mr. Lucky Tedrve. Director 
(206) 676-3617  

technical Information Services/ 
University Library 

Eastern Washington University 
theney, WA 99004 
Mr. Jay Rea 
(509) 205-2475 

Office of Institutional Studies 
Central Washington University 
Ellensburg • WA 98926 
Dr. John Purcell, Director 
Mr. John R. Digan 
(509) 963-1856 

Wr VI1KINIA 

Cmity Developrent Division 
Goveroor 's Office of Fcooanic 

and Ctmity Deve1orent 
Capitol Complex 
BuU.ding 6, Room 553 
Qiarleston, WV 25305 
Mr. Miles Dean, Director, 
Gov.'s Office of Econ & Comm Dev. 
Mr. Fred CutUp, Director, 
Cunity Develoçnmnt Division 

*• Katherine Shif let 
(304) 348-4010 

Reference Library 
West Virginia State Library Camnission 
Science and Cultural Center 
Capitol Calex 
Qiarleston, WV 25305 
Ms. Karen Goff 
(304) 348-2045 

Office of Health Services Research 
Deparoneot of Camunity Health 
West Virginia University 
900 (3iestnut Ridge Road 
Morgantown, WV 26505 
Ms. Virginia Petersen 
(304) 203-2601 

WISQ(SIN 

Dso,ephic Services Center 
Depa.rnt of Administration 
101 South Webeter St. • 7th Floor 
P.O. Box 7864 
Madison, WI 53707 
Mr. Don Hell 
(608) 266-1067 

*Mr. Robert Nayinr 
(608) 266-1927 

Applied Pepulation Laratory 
Departhnt of Ral Sociology 
University of Wisconsin 
1450 Linden Drive 
Madison, WI 53706 
Ms. Doris Slesinger 
Mr. Stephen Tordella 
(608) 262-1515 

*Denotes key contact person 	 *Denotes key contact person 
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.1 7LA.1 Census of 
/Population and Housing 

Revised February 1982 

Tentative Publication and Computer Tape Program 

The results of the 1980 census will be released as soon as they are 
tabulated and assembled. In this data dissemination program 
three major media will be utilized: printed reports, computer 
tapes, and microfiche. 

The publications of the 1980 census are released under three 

subject titles, 1980 Census of Population and Housing, 1980 

Census of Population, and 1980 Census of Housing. The descrip' 

tion of the publication program below is organized in sections, 
by census title, followed by the reports under each title. It should 
be noted that a number of the population census reports contain 
some housing data and a number of the housing census reports 
contain some population data. 

Following the description of the publication program are sections 
on computer tapes, maps, and microfiche, and a section listing 
the subject items included in the 1980 census. 

The data product descriptions include listings of geographic areas 
for which data are summarized in that product. Note that the 
term "place" refers to incorporated places and census designated 
(or unincorporated) places, as well as towns and townships in 11 
States (the 6 New England States, the 3 mid.Atlantic States. 

Michigan. and Wisconsin). 

Order forms for these materials are available in most cases, 
subject to availability of the data product, from Data User 
Services Division, Customer Services, Bureau of the Census, 
Washington, D.C. 20233; Census Bureau Regional Offices; U.S. 
Department of Commerce District Offices; and State Data 
Centers. Inquiries concerning any phase of the data dissemination 
program may be addressed to Data User Services Division, 
Customer Services, Bumusi of the Census, Washington, D.C. 
20233. After publication, census reports are on file in many 
libraries and are available for examination at any Department of 
Commerce District Office or Census Bureau Regional Office. 

The Bureau is continually reviewing its 1980 census publication and computer tape program. Changes may occur 
to content, schedules, and media as described in this leaflet. When dates are not shown below, schedules are in 

review. Revisions showing more complete scheduling will be issued as necessary. 

REPORTS 

1980 Census of Population and Housing 

Preliminary Reports 

Series PHC8O-P Preliminary Population and Housing Unit Counts 

Issard: These reports present preliminary population and housing unit counts as compiled in the census 
10/80-2/81 district offices. Counts are shown for the following areas or their equivalents: States, counties, 

county subdivisions, incorporated places, standard metropolitan statistical areas (SMSA's) as 
designated prior to the census, and congressional districts as delineated for the 96th Congress. 
There is one report for each State. the District of Columbia, Puerto Rico, Guam, Virgin Islands 
of the United States, and American Samoa. and a U.S. Summary report showing counts for the 

United States, regions, divisions, and States. 

Advance Reports 

Series PHC80-V Final Population and Housing Unit Counts 

To be issued: These reports present provisional population counts classified by race and Spanish origin and also 
2/81 - early final housing unit counts prior to their publication in the final reports. These figures supersede the 

1982 prnliminary counts published in the PHC8O.P series. Final counts are shown for the following areas 
or their equivalents: States, counties, county subdinisions, incorporated places, and congressional 

districts as delineated for the 96th Congress. There is one report for each State, the District of 
Columbia, Puerto Rico, Guam, Virgin Islands of the United States, and American Samoa, and a 
U.S. Summary report showing counts for the United States, regions, divisions, States, and con-

gressional districts. 

EXHIBIT 2 

Final Reports 

Series PHC80.1 BLOCK STATISTICS 

To be issued: These reports present population and housing unit totals and statistics on selected characteristics 
early 1982— which are based on complete'coant data. Statistics are shown for individual blocks in ar. 

'mid-1982 banized areas, for selected blocks adtacent to urbanized areas, for blocks in places of 10,000 or 
more inhabitants, and for blocks in areas which contracted with the Census Bureau to provide 
block statistics. The set of reports consists of 375 sets of microfiche (no printed reports), and 
includes a report for each SMSA, showing blocked areas within the SMSA, and a report for each 
State and for Puerto Rico, showing blocked areas outside SMSA's, and a U.S. Summary which is 
an index to the set. In eddition to microfiche, printed detailed maps showing the blocks covered 

by the particular report are available. 

Series PHI20O-2 CENSUS TRACTS 

To be issued: Statistics for most of the population and housing subjects included in the 1980 census are pro. 
late 1982— rented for census tracts in SMSA's and in other tracted areas. Some tables show completecount 

mid-1983 data and others, sample-estimate data. Most statistics are prewnted by race and Spanish origin for 
areas with at least a specified number of persons in the relevant population groups. There is one 

report for each SMSA, as well as one for most States and Puerto Rico covering the tracted areas 

outside SMSA's (designated selected areas). 

Copies of tables containing complete'count data may be purchased at the cost of reproduction 
as each set of tables is completed. Completion dates range from early 7982 through mid' 7982. 

Series PHC80-3 SUWIIARY CHARACTERISTICS FOR GOVERNMENTAL UNITS AND STANDARD METRO. 
POLITAN STATISTICAL AREAS 

To be issued: Statistics are presented on total population and on complete-count and sample population char-
Spring 1982— acteristics such as age, race, education, disability, ability to speak English, labor force, and 

	

Fall 1982 	income, and on total housing units and housing characteristics such as value, ape of structure, and 
rent. These are shown for the following areas or their equivalents: States, SMSA's, counties, 
county subdivisions (those which are functIoning peneralpurpose local govvrnmnnts), and incorpo-
rated places. There is one report for each State. the District of Columbia, and Puerto Rico. This 
series does not include a U.S. Summary. 

Copies of tables containing complete-count data may be purchased at the cent of reproduction 

as each set of tables  is completed. Completion dates range from September 7987 through early 

7982. 

Series PHC804 CONGRESSIONAL DISTRICTS OF THE 98th CONGRESS 

	

To be issued: 	This report presents con,pinte.count and sample data for congressional districts of the 98th Con' 

	

Spring 1982— 	gress. The report reflects redistricting now underway in anticipation of the 1982 elections and the 

	

late 1982 	special needs of the congressional audience. One report will be issued for each of the 50 States 
and the District of Columbia. 

Copies of tables containing complete-count dare may be purchased at the cost of reproduction 

as each set  of tables is completed. Completion dates range from early 1982 through mid- 7982. 

Series PHC8O.Sl-1 PROVISIONAL ESTIMATES OF SOCIAL. ECONOMIC, AND HOUSING CHARACTERISTICS 

	

To be issued: 	This report presents provisional estimates based on sample data collected in the 1980 census. 

	

early 1982 	Data on social, economic, and housing characteristics are shown for the United States as a whole. 
each State, the District of Columbia, and SMSA's of 1.000,000 or more inhabitants. These data are 
based on a special subsample of the full census sample. The sample, which represents about 1.6 
percent of the total population, was developed to provide users with early data on characteristics 
of the population and housing units. 

U.S. Department of Commerce 

BUREAU OF THE CENSUS 
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1980 Census of Population 

Volume 1. 	
Final Reports 

CHARACTERISTICS OF THE POPULATION 

This volume presents final population counts and statistics on population characteristics. Itconsists 
of reports for the following 57 areas: the United States, each of the 50 States, the District of 
Columbia, Puerto Rico, and the outlying areas of Guam, Virgin Islands of the United States, 
American Samoa, and the Trust Territory of the Pacific Islands. The volume consists of four 
chapters for each area, chapters A, B, C, and D. Chapters A and B present data collected on a com-
plete count basis, and chapters C and D present estimates based on sample information, except for 
outlying areas where all data are collected on a complete-count basis. In the complete-count data 
presented there are some differences from the counts presented earlier in the PHC80-V reports 
because corrections were made for errors found after the PHC80-V reports were issued. Chapters 

C, and 0 present most statistics by race and Spanish origin for areas with at least a specified 
number of the relevant population groups. 

The U.S. Summary reports present statistics for the United States, regions, divisions, States, and 
selected areas below the State level. The State or equivalent area reports (which include the 

District of Columbia, Puerto Rico, and outlying areas) present statistics for the State or equivalent 
area and its subdivisions. 

Statistics for each of the 57 areas are issued in separate puperbound editions of chapters A. B. and 

Chapter D is to be issued on microfiche only. 

Series PC8O-t-A Chapter A 

Series PC80.2 Volume 2. 

SUBJECT REPORTS 

To be issued: Each of the reports in this volume focuses on a particular subject. Cross-tabulations of population 
beginning characteristics are shown on a national, regional, and divisional level. A few reports show statistics 

1983 for States, large cities, SMSA's, American Indian reservations, or Alaska Native villages. Separate 

reports are tentatively planned on any or all of the following characteristics: racial and ethnic 
groups, type of residence, fertility, families, marital status, migration, education, employment. 
occupation, industry, journey to work, income, poverty status, and other subjects. 

Note that the prepa,ation of subject reports is dependent upon availability of funding in 7983 

Series PC80-St SUPPLEMENTARY REPORTS 

These reports present special compilations of 1980 census statistics dealing with specific popula. 
To be issued: tion subjects. The reports tentatively include the following: 

5/81 	1. PC8O-SI-1 	Age, Sex, Race, and Spanish Origin of the Population by Regions, Divisions, 
and States: 1980 

5/81 	2. PC80.Sl-2 Population and Households by States and Counties: 1980 
7/81 	3. PC98-51-3 	Race of the Population by States: 1980 
9181 	4. PC80.Sl-4 Population and Households for Census Designated Places: 1980 

10/81 	5. PC80-Sl-5 	Standard Metropolitan Statistical Areas and Standard Consolidated Statis- 
tical Areas: 1980 

Unassigned Nonpermanent Residents by State and County: 1950 
Unassigned Population and Housing Unit Counts for Identified American Indian Areas 

and Alaska Native Villages: 1980 
Unassigned Persons of Spanish Origin by State: 1980 

NUMBER OF INHABITANTS 

To be issued: Final population counts are shown for the following areas or their equivalents: States, counties, 
10/81—early county subdivisions, incorporated places and census designated places land towns and toe ships in 

1952 selected States), standard consolidated statistical areas (SCSA's), SMSA's, and urbanite.., areas. 
Selected tables contain population counts by urban and rural residence. Many tables contain 
historical statistics from previous censuses. 

Series PC8O-1-B Chapter B 

GENERAL POPULATION CHARACTERISTICS 

To be issued: Statistics on household relationship, age, race. Spanish origin, sex, and marital status are shown for 
early 1982— the following areas or their equivalents: States, counties (by rural residence), county sabdixisions, 

mid-1982 places (and towns and townships in selected States) of 1,000 or more inhabitants, SCSA's, 
SMSA's, urbanized areas. American Indian reservations, and Alaska Native villages. 

Series PCSO-t.0 Chapter C 

GENERAL SOCIAL AND ECONOMIC CHARACTERISTICS 

To beissued: Data for subjects shown in the PC80-18 reports are presented in more detail in PC80-1-C. Also 
Fall 1982— shown are statistics on nativity, State or country of birth, citizenship and year of immigration for 
early 1983 the foreign.bom population, language spoken at home and ability to speak English, ancestry, fertility, 

family composition, type of group quarters, marital history, residence in 1975, journey to work, 
school enrollment, years of school completed, disability, verteran status, labor-force status, occu-
potion, indattry, class of worker, labor-force status in 1979, income in 1979, and poverty status in 
1979. Each subject is shown for some or all of the following areas or their equivalents: States. 
counties (by rural and rural.farm residence), places (and towns and townships in selected States) of 
2,500 or more inhabitants, SCSA's. SMSA's, urbanized areas. American Indian reservations, and 

Alaska Native villages. 

Series PCSO-t-D Chapter D 

DETAILED POPULATION CHARACTERISTICS 

To be issued: Statistics on population characteristics are presented in considerable detail and moss-classified by 
mid to late age, race. Spanish origin, and other characteristics. Each subject is shown for the State or equvu-

1983 lent area, and some subjects are also shown for rural residence at the State level. most subjects are 
shown for SMSA's of 250,000 or more inhabitants, and a few are shown for central cites of these 

SMSA's. 

1980 Census of Housing 

Final Reports 
Volume 1. 

CHARACTERISTICS OF HOUSING UNITS 

This volume presents final housing unit counts and statistics on housing characteristics. It consists 
of reports for the following 57 areas: the United States, each of 'the 50 States, the District of 
Columbia, Puerto Rico, and the outlying areas of Guam, Virgin Islands of the United States, 
American Samoa, and the Trust Territory of the Pacific Islands. The volume consists of two chap-
ters for each area, chapters A and B. Chapter A presents data collected on a complete-count basis, 
Chapter B presents estimates bused on sample information, except for outlying areas where all data 
are collected on a complete-count basis. Both chapters present most statistics by race and Spanish 
origin for areas with at least a specified number of the relevant population groups. 

The U.S. Summary report presents statistics for the United States, regions, divisions. States, and 
selected areas below the State level. The State or equivalent area reports (which include the 
District of Columbia, Puerto Rico, and outlying areas) present statistics for the State or equivalent 
area and its subdivisions. 

Statistics for each of the 57 areas are issued in separate paperbound editions of chapters A and B. 

Series HC80-t.A Chapter A 

GENERAL HOUSING CHARACTERISTICS 

To be issued: Statistics on units at address, tenure, condominium status, number of rooms, persons per room. 
early 1982— plumbing facilities, value, contract rent, and vacancy status are shown for some or all of the 

mid-1982 following areas or their equivalents: States, counties, county subdivisions, places (and towns and 
townships in selected States) of 1,000 or more inhabitants. SCSA's, SMSA's, urbanized areas, 
American Indian reservations, and Alaska Native villages. Selected tables contain housing charac-
teristics for urban and rural areas. 

Series HC80-1-8 Chapter B 

DETAILED HOUSING CHARACTERISTICS 

To be issued: Some subjects included in the HC80.1 -A reports are also covered in this report. Additional subjects 
Fall 1982— covered include units in structure, year moved into unit, year structure built, heating equipment, 
early 1983 fuels, air conditioning, water and sewage, gross rent, and selected monthly ownership costs. The 

statistics are shown for some or all of the following areas or their equivalents: States, counties, 
places (and towns and townships in selected States) of 2,500 or more inhabitants, SCSA's, SMSA's, 
urbanized areas, American Indian reservations, and Alaska Native villages. Selected tables show 
housing characteristics for rural.fann and rural-nonfarm residence at the State and county level. 	22 
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Series HC80-2 Volume 2. 

METROPOLITAN HOUSING CHARACTERISTICS 

To be issued: This volume presents statistics on microfiche (tentatively, no printed reports planned) for most of 
mid to lute the 1980 housing census sublects in considerable detail and cross-classification. Most statistics are 

1983 presented by race and Spanish origie for areas with at least a specified number of the relevant pop-
ulation groups. Data are shown for States or equivalent areas, SMSA's and their central cities, and 
other cities of 50.000 or more inhabitants. There is one report for each SMSA, and one report for 
each State, the District of Columbia, and Puerto Rico. The set includes a U.S. Summary report 
showing these statistics for the United States and regions. 

Series HC8O-3 Volume 3. 

SUBJECT REPORTS 

To be issued: Each of the reports in this volume focuses on a particular subject. Detailed sample estimates and 
beginning cross-tabulations of housing characteristics are provided on a national, regional, and divisional 

1983 level. Separate reports are tentatinely planned on housing of the elderly, mobile homes, and 
American Indian households. 

Note that the preparation of subject reports is dependent upon availability of funding in 1983. 

Series HC804 Volume 4. 

COMPONENTS OF INVENTORY CHANGE 

To be issued: This volume consists of two reports presenting statistics on the 1980 characteristics of housing 
late 1982 units which existed in 1973, as well as on newly constructed units, conversions, mergers, demoli-

tions. and other additions and losses to the housing inventory between 1973 and 1980. These 
reports present data derived from a sample survey conducted in the full of 1980. Data are pro. 
seated for the United States and regions. Some data are presented by inside and outside SMSA's 

and central cities. 

HC80-5 Volume 5. 

RESIDENTIAL FINANCE 

To be issued: This volume consists of one report presenting statistics on the financing of vent arm homeowner. 
mid 1983 rental and vacant properties, including characteristics of the mortgage, property, and owner. The 

statistics are based on a sample survey conducted in the spring of 1981. Data are presented for the 
United States and regions. Some data are presented by inside and outside SMSA's and central 

cities. 

HC80-Sl-1 SUPPLEMENTARY REPORT—Selected Housing Characteristics by States and Counties: 1980 

Issued: This report presents statistics from the 1980 Census of Housing on general characteristics of 
10181 housing units for the 50 States and the District of Columbia, counties, and independent cities. 

1980 Census of Population and Housing 

Evaluation and Reference Reports 

Series PHc8O-E EVALUATION AND RESEARCH REPORTS 

These reports present the results of the eatensine evaluation program conducted as an integral part 
of the 1980 census. This program relates to such matters as completeness of enumeration and 

quality of the data on characteristics. 

Series PHCSO.R REFERENCE REPORTS 

These reports present information on the various administratien and methodological aspects of the 

1980 census. The series includes: 

PHC80.R1 Users' Guide. 
To be issued: This report coeers subject content, procedures, geography, statistical products, limitations of the 

beginning data, sources of user assistance, notes on data use, a glossary of terms, and guides for locating data 
early 1982 in reports and tape files. The guide is issued in loose-leaf form and tofd in parts (R1.A. .8, etc.) as 

they are prepared. 

PHC80-R2 History. 
To be issued:. This report describes in detail all phases of the 1980 census, from the earliest planning, and through 

1984 all stages, to the dissemination of data and evaluation of results. It contains detailed discussions of 

1980 census questions and their use in previous decennial censuses. 

PHC80.R3 Alphabetical Index of Industries and Occupations. 

To be issued: This report was developed primarily for use in classifying responses to certain census questions 
beginning in relating to an employer's kind of business and an employee's kind of west. The index lists 

1980 with updates approelmately 20,000 industry and 29,000 occupation titles in alphabetical order. 
through 1983 

PHC80-R4 Classified Index of Industries and Occupations. 

To be issued: This report defines the industrial and occupational classifications adopted for the 1980 Census of 
beginning in Population. It presents the individual titles that constitute each of the 231 industry and 503 ocoa' 

1980 with updates pution categories in the classification systems. The individual titles are the same as those shown in 
through 1983 the Alphabetical Index. The 1980 ospation classification reflects the new U.S. Standard Occupa-

tional Classification (SOd. As in the past, the 1980 industry classification also reflects the Stand-
ard Industrial Classification (SIC). 

PHC80.R5 Geographic Identification Code Schanas. 

To be issued: This report identifies the names and related geographic codes for each State, county, minor civil 
Spring 1982 dieision, place, region, division, SCSA. SMSA, American Indian reservation, and Alaska Native 

village for which the Census Bureau tabulated data from the 1980 census. 

COMPUTER TAPES 

Summary Tape Files—General 

Summary Tape Files 

STF I This file provides 321 cells of complete-count population and housing data. Data are summarized 
To be available: for the United States, regions, divisions. States. SCSA's. SMSA's, urbanized areas. congressional 

9/81— early districts, counties, county subdivisions, places, census tracts, enumeration districts in unblocked 

1982 	areas, and blocks and block groups in blocked areas. This file set includes data shown in the 

PHC80-1, Pl-4C803, and Pd80.1-A reports. 

STF 2 This file contains 2,292 cells of detailed complete-count population and housing data, of which 
To be available: 962 are repeated for race and/or Spanish origin groups present in the tabulation area. Data are 

early 1983— summarized for the United States, regions, divisions. States. SCSA's, urbanized areas, counties, 
mid-1982 county subdivisions, places of 1,000 or more inhabitants, census tracts, American Indian reserva-

tions, and Alaska Native villages. This file set includes data shown in the P14C80.2. PC80-1.8. and 

l4C80.1-A reports. 

STF 3 This file contains 1,126 cells of population and housing data estimated from the sample for the 
To be available: same area as in STF 1, occluding blocks. This file set includes data shown in the PHC80-3 reports. 

Spring 1982— In addition, the Census Bureau is exploring the possibility of producing STF 3 data for 5-digit 
Fall 1982 ZIP Code areas on a cost-reimbursable, special-tabulation basis. 

STF 4 This file is the geographic counterpart of STF 2, but the number of cells of data is approximately 
To be available: three times greatnr. STF 4 provides detailed population and housing data estimated from the sample, 

mid-1982— some of which are repeated for race. Spanish erigin, and ancestry groups. Data are summarized for 
latn 1982 areas similar to those shown for STF 2. except that data for places are limited to those with 2.500 

or more inhabitants. This file set includes data shown in the PHC80-2, PC80-1C, and HCSO'l-B 

reports. 

In addition to the printed and microfiche reports, results of the that the term "cells" used below refers to the number of subject 
1980 census also are provided on computer tape for the United statistics provided for each geographic area, and the number of 
States and Puerto Rico in the form of summary tape files (STF's). cells is indicative of the complexily of the subject content of the 

These data products have been designed to provide statistics with file. 
greatnr subject and geographic detail than is feasible or desirable 

Additionally, each of the STF's consists of a set of tapes with 
to provide in printed and microfiche reports. The STF data are 

m geographic coverage varying by file within the set. These are 
made available, subject to suppression of certain detail who  issued a State at a time, followed by the national level tapes. 
necessary to protect confidentiality, at nominal cost. More complete descriptions of the STF's than given in the sum- 

There are five STF's, and the amount of geographic and subject manes below can be found in the technical documentation for 
detail presented varies. STF's 1 and 2 contain complete-count the specific file, and in the 7980 Census of Population and Hous-
data, and STF's 3, 4, and S contain sample-estimate data. Note ing L,fsav'p' Guide. 
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STF 5 This file contains over 100000 cells of population and housing data estimated from the sample 
To be available: and provides highly detailed tabulations and cross-classifications for States, SMSA's, and counties 

mid to late 1983 and cities of 50,000 or more inhabitants. Most subjects are classified by race and Spanish origin. 
This file set includes data shown in the PC1-1.D and HC802 reports. 

Other Computer Tape Files 

P.L. 94.171 In accordance with Public Law (P.L) 94-171.1the Census Bureau provided population tabula-
Population dons to all States for legislative reapportionment/redistricting The file was issued on a State-by- 

Counts State basis, It contains the final population counts classified by race and Spanish origin. The data 
Issued: are tabulated for the following levels of geography as applicable: States, counties, county subdivi. 

2/81-3/81 

	

	sions. incorporated places, census tracts, block groups, and blocks or enumeration districts. For 
States participating in the voluntary program to define election precincts in conjunction with the 
Census Bureau, the data are also tabulated for election precincts. 

- 
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U S E MICRODATA S A M P L E S 
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Data User Services Division C:V 	Bureau of the Census 

Revised January 1983 

MAPS 

Maps necessary to define areas are generally published as part of 
the corresponding reports. Detailed map packages showing the 
blocks in the 7980 Census of Population and Housing Block 
Statistics reports (PHC801) must be purchased separately. Maps 
necessary to define enumeration districts are available on a cost 
of -reproduction basis. 

MICROFICHE 

Some of the computer tape products are available on micro-
fiche. Like the summary tape file sets, the STF microfiche are 
issued a State at a time, followed by the national-level microfiche. 
These include: 

STF 1A Microfiche—Data from the STF 1 file set are presented in 
tabular form for STF 1A summarization levels (block data 
from STF 1 B are not induded). 

P.L. 94.171 Counts Microfiche—Data from the P.L. 94.171 file 
are pmsented in a listing format on microfiche. The microfiche 
was issued on a State-by-State basis. 

Page 
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OVERVIEW 

Public-use microdata samples are care-
puter tapes which contain records for a 
sample of housing units, with infor-
rnstion on the characteristics of each 
unit and the people in it. in order to 
protect the confidentiality of respon-
dents, the Bureau excludes identifying 
informatIon from the records. WIthin 
the limits of the sample dxc and 
geographic detail provided, these tapes 
permit users with special needs to pre-
pare virtually any tabulations of the 
data they may desire. 

Three separate public-use microdata 
samples are available, each representing 
five percent or one percent of the popu-
lation and housing of the United States: 

A Sanpie, S, identifying all  
States and various subdivisions 
within then, including most 
counties with 100,000 or more 
inhabitants; 

as B Sanpie, 1%, identifying all 
metropolitan territory and most 
94SAs individuaily, and groups 
of counties elsewhere; 
C Sanle, 1%, identifying 
regions, divisions, and most 
States by type of area (urban/ 
rural). 

Three 1-ln-1,000 samples are also 
available, one each extracted from the 
A, B, and C Sanpies. 

All files are expected to be avail-
able in early 1983. 

WiIPAR1 SGI OF S.RY D'sTA AiD 
MITA 

FIgure 1 illustrates the basic dis-
tinctions between sf.rtttnsry data and 
microdita. Sunmary data are the type of 
data found in census printed reports, 
selcotery tape files, microfiche, and most 
special tabulations. in suntasry data, 
the basic unit of analysis is a specific 
geographic area (for exai'ple, a census 
tract, county, or State) for which 
counts of persons or housing units in 
particular categories are provided, in 
microdata, the basic unit is an individual 	oo 
housing unit and the persons who live in It. 

Master Area This geographic reference file is an eatract of STF 1 designed for those who require a master list of 
Reference geographic codes and areas, along with basic census counts arranged hierarchically from the State 

File (MARF) down to the block group and enumeration district level and is issued on a State-by-State basis. 

	

To be available: 	The file contains records for States, counties, county subdivisions, places, census tracts. enumera' 

	

9/81 - early 	lion districts in unblocked areas, and block groups in blocked areas. Each record shows the total 

	

1982 	population by five race groups, population of Spanish origin, number of housing units, number of 
households, number of families, and a few other items. 

	

Geographic Base File/ 	These files are computerized representations of the Metropolitan Map Series, including address 
Dual independent Map ranges and ZIP Codes, which generally cover the urbanized portions of SMSA's. GBF/DIME files 
Encoding—GBFIDIME are used to assign census geographic codes to addresses Igeocodingl. The files are issued by SMSA. 

Beginning in 1978 
periodic updates 

PublicUse Public-use microdata samples are computerized files containing most population and housing 
Microdata' characteristics as shown on a sample of individual census records. These files contain no names or 

	

Samples 	addresses, and geographic identification is sufficiently broad to protect confidentiality. 
To be available: 

d-1982 	There are three mutually exclusive samples, the A sample including 5 percent, and the B and C 
late 1982 samples each including 1 percent of all persons and housing units. States and most large SMSA's 

will be identifiable on one or more of the files. Microdata files allow the user to prepare cus. 
tomiztd tabulations. 

Census/EEO in addition to the reg,slar summary tape files, the Bureau plans to prepare a "Census/EEO Special 
Special File File." This public.use computer file will provide sample census data with specified relevance to 

To be available: EEO and affirmative action uses. The file will contain two tabulations, one with detailed occu-
Fall 1982— pational data and the other with years of school completed by age. The data in both tabulations 
early 1983 will be crossed by sea and Hispanic origin or race for eon.Hispanics. These data -iil be provided 

for all counties, for all SMSA's, and for incorporated places with a population of 5,000 or more. 



FIgure 1. Compaalson of Summary DataWith Information on Microdata Files 

SUMMARY DATA 

Bic unit is an Identified geographic area 
Data wmmanzed on people and housing in stem 
Available for small areas 

lflustntive Summary Data 

CIty 
Total 

0P- 

Ocaipied 
Hmjslng 

Unite 

Number of 
Pemons 
Per Unit 

Renter 
Octepied 

Unite 
Under 
180 

$80— 
99 

$100— 
149 

Weston CIty 110,938 49,426 2.2 31 447 858 3,967 13,282 

Smithville 21,970 7,261 3.1 4492 37 190 1,766 

Juncdon 17,152 5,494 2.7 821 11 29 238 

PUBLIC-USE MICRODATA 

Bic unit is an unidentified housing unit and its ocaipante 
Unaggregated data to be wmmsrized by the user 

- • Allows detailed study of relationships among disractetlatics 
Not available for small areas 

Illustrative Microdata 

'Pubitese. nulmndafl Wepi. do mc oCfluUy contain uptebnee Iu.fnnadoo. 
Suds b,ronnudou Ii co,wetad to mmmdc codos; roe uxeeplu. di. Sum Vbola 
lions mux.tc cods .f 55. 

EXHIBIT 3 (Continued) 

There are tao types of microdata: 
confidentIal microdata and public-use 
microdata. ConfIdential microdata 
Incluale census basIc record tapes, corn-
puserized versions of the qiarstionnaires 
collected from households, as coded and 
edIted during census processing. The 
Census Bureau tabulates these confIden-
tial microdata in order to produce the 
ssssxnary data that go into the various 
reports, susrenary tape files (STF5), and 
specIal tabulations. Public-use micro-
data samples are extracts from the con-
fIdential microdata taken in a manner 
that avoids disclosure of Information 
shoot identifiable households or 
Individuals. 

PROTECTING CO FIDENTIAL INFORMATiON 

Records on public-use microdata 
samples contain no names or addresses. 
Also, the Bureau limits the detail on 
place of residence, place of aork, high 
incomes, and selected other Items to 
further protect the confidentiality of 
the records. Microdata records identify 
no geographic area *4th fe*er than 
100,000 InhabItants. Microdata sampleS 
Incluxie only a small fraction of the 
population, drastically lImiting the 
chance that the record of a given indi-
vidual is even contained in a microdata 
fIle, much less identifiable. 

L5ES OF MICRODATA FILES 

Public-use microdata files essen-
tially make possible 'do-It-yourself' 
specIal tabulations. The 1980 files 
furnish almost the full riclesess of 
detail recorded on long-form cpatstion-
naires in the census. Subject to the 
limitations on sample size and 
geographic Identification, It is 
possible for the user to construct a 
seemingly infinite varIety of tabula-
tions interrelating any desired art of 
variables. Users have the same freedom 
to manipulate the data that they *ould 
have If they had collected the data in 
their oats sample survey, yet these files 
offer the precIsIon of census data 
collection tactmlqsses and sample sizes 
larger than eould be feasible in most 
Independent sample surveys. 

Microdata samples mill be useful to 
users (1) who are doing research that 
does not require the identification of 
specific small geographic areas or 
detailed cross tabulations for small 
populations, and (2) who have access to 
progranvning and ctanpuaer time needed to 
process the samples. Microdata users 
frequently study relationships among 
census variables not shown in existing 
census tabulations, or concentrate on 
the characteristics of certain specially 
defined populations, such as unemployed 
lemeomcsers or families with four or more 
children. 

SAMPLE 085109 AND SIZE 

Each microdata file Is a stratified 
sample of the population, actually a 
subsample of the full census sample 
(19.4 of all households) that received 
census long-form questionnaires. 
Sampling was done household- by -household 
in order to allow study of family 
relationships and housing unit character-
istics. SamplIng of persons in institu-
tions and other grow quarters *as done 
on a person-by-person basis. Vacant 
jilts were also sampled. 

Tiere are three independently drawn 
samples, designated A, '8,' and .. 
each featuring a different geographic 
scheme, as discussed below. The 8 and 
Samples each contain 1 percent, I.e., 
one household for every one tuidred 
households In the Nation. Samples from 
the 1970 and 1960 censuses also employed 
a 1-percent sample size. ie* for 1980 
Is a 5-percent sample, designated the A 
Sample, which includes over one-fourth 
of the households that received the cen-
sus long-form questionnaire. Nationwide, 
the A Sample gIves the user records for 
over 11 million persons and over 4 
mIllion housing units. (One could even 
use the A, B, and C Samples together, if 
tiere were as advantage in having a 
7-percent sample, since tiere Is negli-
gible overlap among the samples.) On 
the other hand, since processing a 
smaller sample Is less expensive, some 
users will be Interested in one of the 
the one-in-a-thousand samples (extracts 



1980 SeTle- -------- ---------1970 Sample---------- 
County 	Neigh 

A 	B 	C 	State 	Croun 	Chars 

Sample SIze 5% 1% 1% 1-2% 

1 

1-2% 1-2% 
0.1% 0.1% 0,1% 0.1% 0.1% 0.1% 

Areas 	Identified 
Divisions X - X X - X 
States 51 20 28 51 4 - 
SMSAs of 100,000* 180 282 - - 125 - 
Counties of 100,000. 350 236 - - 104 - 
Places of 100,000' 123 135 58 - 12 5 
County Groups 1149 1253 - - 409 - 
Urban ized Areas - - 73 - - 6 
Metrofrlorxnetro - X - 23 	States - - 
Urban/Rural - - X 42 States - X 

Neighborhood 
Characteristics - - - - - X 

EXHIBIT 3 (Continued) 
Figure 2. Comparison of Features on 1980 and 1970 Pub! Ic-Use Microdata Sauples 

of the 1-percent and 5-percent samples) 
which are also available from the 
Census Bureau. 

The samples are self-weighting. The 
user can estimate the frequency of a 
particular characterIstIc for the entire 
population by tallying records from the 
microdata files and nuiltiplying the 
result by the inset-se of the sampling 
rate, e.g., multiplying raw counts from 
the 5-percent A Sample by 20. 

Reliability Improves with mcreases 
In sample size, so the choice of sample 
size must represent a balance between 
the level of precision desired and the 
resources available for working with 
microdata files. By using tables pro-
vided in the tacimical ciocuanentation for 
the public-use microdata samples, one 
can estimate the degree to which 
sampling error ciii affect esy specifIc 
number prepared from a microdata file of 
a particular sample size. (it Is also 
possible to estimate sampling error 
using 100 *random groups' identified on 
sample records.) Users of microdata 
files for State or SUSA estimates would 
normally use a 1- or S-percent sample, 
while users concerned only with natIonal 
figures can frequently get by with a 0.1 
percent (one - In- a-thousand) sample. 
Even national users may need a 1-percent 
or S-percent sample if they contemplate 
extremely detailed tabulations or are 
concerned with very small segments of 
the population, for example, males 65 
years old or over of Polish ancestry. 
One of the examples in the documentation 
works through the selection of 
appropriate sample size in a particular 
study. 

SUBJECT CONTENT 

With only minor exceptions, micro-
data files contain the full range of 
population and housing information 
collected in the 1980 census: 503 occu-
pation categories, age by single years  

up to 90, Income by $10 Intervals up to 
$75,000, and so forth. Because the 
samples provide data for all persons 
living In a sampled household, users can 
study how characterIstics of household 
members are interrelated (for example, 
Inconse and educational attainment of 
husbands and wives). 

information for each household in the 
sample appears on a 193-character record 
with housing items, followed by a 
variable number of 193-character records 
with person Information, one record for 
each ut-ember of the household. Items on 
the housing record are listed on page 
12; items on the population record are 
listed on page 13. Most of the data 
Items coded on the microdata records 
correspond directly to responses listed 
on the census questionnaire. Categories 
are shown on the questionnaire. 
Categories are shown on the question-
naire facsimile shown in the 1980 census 
Users' Guide (PHC80-R1-A), p. 2127. 
Other items requries write- in responses 
which Bureau personnel clerIcally coded 
to predeflned categories at the Census 
Bureau. For example, the response of a 
person who wrote in 'clarinetist' under 
occupation would have been coded to the 
category 'Musicians and Composers,' 
identified by code 186 In the occupation 
field on the microdata record. Category 
detail for selected items Is spelled out 
In a list on pages 14-16. 

Data users will frequently want to 
generate additional variables or other-
wise recode these Items. For instance, 
a user desiring data on years of school 
completed must construct this variable 
by interrelating the items on highest 
year of school attended and the conspie-
tion of that year. SpecIfIcally, for 
every person now attending school or who 
failed to finish the last grade 
attended, year of school cuxnpleted in 
one less than the highest year of school 
attended. Transformations such as these 
are discussed in as appendix to the 
documentatIon. 

There are no missing data' cate-
gories In most items on these files. 
Substitutions or allocations have been 
made for any missing data resulting from 
incorripiete questionnaires, inconsistent 
information or equipment malfunction. 
'Allocation flags' appear at the mud of 
each record indicating each item which 
has been allocated. Thus, a user 
desiring to tabulate only actually 
observed values can ignore those cases 
with allocated values. 

GEOGRAPHIC IDENTI FICATION 

The A, B, and C Samples each feature 
a different geographic scheme: 

The A Sample, expected to be the 
most widely used because of its 
5-percent size, identifies every State 
and almost all individual counties with 
100,000 or more inhabitants (about 343 
In all). In many cases individual 
cities or groups of places with 100,000 
or more inhabitants are also IdentIfied. 

Counties not separately identified 
have been grouped into analytic units 
proposed by State Data Centers. These 
frequently follow 9u4SA or State planning 
district boundaries, in New England, 
areas are defined In terms of cities and 
towns rather than counties. 

The term 'county group' is used 
loosely to apply to each of the areas 
identified on these files. A 3-digit 
number, unique within State, identifies 
each area. 

The B Sample identifies 282 SMSAs 
of 100,000 or more inhabitants. The 
remaining 36 SMSAs are paired together 
so that metropolitan and nonmetropoiltan 
territory can be separately analyzed. 
Thirty-one States are not separately 
identified because they contain SMSAs 
which cross State boundaries and have 
fewer than 100,000 persons within a 
State. Marry large cities, groups of 
cities, and counties are identified 
within large SMSAs. Outside SMSAs, 
counties are grouped according to State 
planning district or Into other reason-
able analytic units with populations of 
100,000 or more. 

The C Sample identifies 27 States 
and the District of Coicanbia. The 
remaining States are shown in eight 
groups, none of which crosses a census 
region or division boundary (see H4, 
p. 14). Four type-of-area categories 
are shown throughout: central cities of 
urbanized areas, urban fringe (I.e., the 

on 
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Figure 3. A SarTlpk Coixfly Grows 
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Figure 5. Inset to Figure 3. 
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remainder of urbanized areas outside 
central cities), other urban, and rural. 
Seventy-three individual urbanized areas 
are shown, all of winch have at least 
100,000 Inhabitants In the central city 
and another 100,000 In the urban fringe 
(except for two UAs with no urban 
fringe). The C sample Includes every 
urbanized area with a total population 
over 800,000, and roughly half of the 
urbanized areas between 200,000 and 
800,000. 

The characteristics of the three dif-
ferent geographic schemes are compared 
In figure 2. 

Nationwide maps In the CE-SO series, 
available In early 1983, will portray 
county group boundaries. The cons-
ponents of each county group are also 
derivable from a computerized County 
Group Equlvaiency FIle, available now 
on tape or microfiche. A sample prin-
tout is shown In figure 8. 

The 1-ln-1,000 sampies extracted from 
the A, B, and C Samples have the same 
geography as the parent files. 

Subsequent to the production of the 
baalc A, B, and C Samples, additional 
mlcrodata files may be prepared. These 
Include (1) new versions of the A Sample 
for selected large cItIes or SMSAs with 
codes for tract groups with over 100,000 
inhabitants (cost-reImbursable); (2) a D 
Sample identIfying metropolltan sta-
tIstIcal areas' (MSAs), i.e., redefined 
SMSAs, to be designated In 1983; (3) 
mlcrodata files for Puerto Rico; and 
possIbly other special-purpose files. 
(For more InformatIon call the aitlor at 
301/763 -2005.) 

EXM*PLE OF GEOGRAPHIC 59CHEMES 

FIgures 3 and 4 portray county groups 
on the A and B Samples for an illustra-
tive State, Minnesota. The solid lines 
are county group boundaries; the broader 
shaded lines show SMSAs. 

On the A Sample, each of the State's 
counties of 100,000 or more population 
is IdentIfIed: Anoka, Onkota, Hennepin, 
Ramsey, St. Cloud, St. Louis and 
Washington. The two large cItIes, 

Minneapolis and St. Paul, can each be 
Identified since the remainders of their 
respective counties are both Large 
enough. In fact Hennepin County is 
further subdivided by the identification 
of three groups of places outside 
MInneapolIs (see figure 5), since each 
place group and the remainder of the 
county have more than the required 
100,000 inhabitants. Outside of the 
large counties, county groups have been 
defined based on Minnesota Development 
Regions' shown In figure 6. In some 
cases these regions were too sinail, as 
In the combination of regions 1 and 2 
w+sich are merged to form A Sample 
county group 001. In other areas, the 
regions could be further broken down, as 
In the subdivision of region 10 into 
three county groups (011, 012, and 013). 
Various other departures were made from 
the development regions to form desIred 
analytic units within the population 
criterion. 

As it happens, none of the Minnesota's 
SMSAs are identifiable on the A Sample. 
Rochester has fewer than 100,000 inhabi-
tants and Crand Forks and Fargo-Moortiead 
SMSAs have fewer than 100,000 inhabi-
tants In Minnesota. Parts of St. Cloud 
and MinneapolIs-St. Paul SMSAs outside 
large counties have been combined. Only 
the Minnesota part of Duiuth-Superior 
5MM Is shown. 

County groups are infrequently com-
posed of noncontIguous parts. For 
example, Lake and Cook Counties 
(combined population 17,135) are cut off 
from the remainder of their development 
region by the separate identification of 
St. Louis County. Still, the two parts 
of county group 002 together with county 
groups 003 and 004 (St. Louis County) 
do form a reasonable unit. 

Many of the county groups on the B 
Sample are the same as on the A Sample. 
The most distinct difference is that all 
SMSA boundaries have been observed, as 
can be seen In figure 4. Each of the 
four SMSAs crossIng State lines have 
been identified at the mipense of 
recognIzing the State line as a county 
group boundary. In records for these 
county groups, the regular State code 
for Minnesota (27) or the adjacent State 

Figure 8 Sorted List From County Group Equivalency File 

COAPONLNT$OF A SMPLE .cPUNT!. GROUP 013 

NANE - 	..PUAJION 	 cou.co • P •  $$A $ 4 4RP $ 

RODGL COUNTY  14773 2L039. -______ 4 013 1 
OOUEiPT i1749 27 049 4 013 3 
OL$STED COUNTY 92006 27 109 6820 	4 013 
NABASNA COUNTY 7 - 	 1933$ 27 157 - . 4 013 3 

POPULATION IN COUNTY GROuP: 	164e63 
TYPE OF AREA: INSA NI).EB V1TI4 NONMETROPOLITAN AREA 

INSA NOT IDENTIFER 

CONPONENTS OF A $ANPLI COUNTY GROUP 014 

NA NE 
	

POPULATION 	 ST COU NCI PL 5*1k I A UP $ 

NINNEAPOLIS CITY 	 •. 	370951 	 27 053 	2585 5120 	1 014 

POPULATIONIMCOUNTT GROUP: 	370951 
TYPE OF AREA: $*SA CENTRAL .I1T . 	.... . 
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is replaced aith 99 so that the parts 
in different States cannot he 
distinguished. Since Rochester SMSA Is 
too small to be identified separately, 
It has been combined *ith another small 
SMSA nearby: l.aCrosse, Wisconsin SMSA. 

C Sample geography Is quite different. 
Minnesota Is not sho*n separately, but Is 
combined *ith six other States of the t*st 
North Central division. The 
Minneapolis-St. Paul urbanized area (UA) Is 
separately identified, and since there is 
also a type-of-area mdicator, one can 
distinguish the central cIty part of the 
UA from the remainder (I.e., urban 
fringe). All other urbanized areas in 
the State cannot he distinguished from 
urbanized areas elsewhere in the 7-state 
division. 

MIGRATION AND 	E-OF-WORK DATA 

The A and B Sample cos.rity groups 
apply not only to 1950 residence, but 
also to place of work In 1980 and to 
place of residence in 1975. This makes 
possible the detailed analysis of migra-
tion and commuting patterns in terms of 
origin and destination. For instance, 
one can examine inmigrants to an area 
(i.e., people who liried in a different 
area in 1975) in terms of the States or 
metropolitan areas from which they cane. 
Further, If one purchases data for the 
entire U.S., one can also examine the  

characteristics of outmigrants (i.e., 
persons who lised in a particular coxasty 
group in 1975 who resided elsewhere in 
1980). Similarly one can look at the 
characteristics of the work-force in an 
area using the cotmty group of work, 
Irrespectise of alsetier workers reside 
In the same area. 

Migration, place of work, and trawl 
time to work appear on these files only 
for one-half of the sampled lousehelds. 
(Ow to budgetary limitations, only part 
of the qwstionnaires could he coded.) 
Thus, the S-percent sample includes only 
a 2½-percent sample for migration and 
place of worL Therefore, the user must 
double the normal weights to cerise 
estimates. Raw cousts from tie files 
would be multiplied by 40 to estimate 
the total population. 

CORRESPONDING MICRCEATA FROM EARI.IER 
CENS4SES 

The Census Bureau created six separate 
1-percent (one-in-a-hcmdred) samples from 
the 1970 census, three based on the 
15-percent sersions of the 1970 qiestion-
nalre, and three based on the 5-percent 
version. Ceographic areas identified as 
1970 and earlier microdata files were 
required to have at least 250,000 inhabi-
tants. One geographIc sche,re employed in 
1970 identified States, a second identified 

SMSAs *ith 250,000 or more inhabitants and 
similarly large cousty groups elsewhere, 
and the third identified only very large 
areas but inclialed records for 
nelghborhood characteristics.' A single 

one-in-a-hsasdred sample, Identifying 
States, Is available from the 1960 census. 
Characteristics of these 1970 geographic 
schemes are siarirnarized is figure 2. 

The files from 1960 and 1970 use basi-
cally similar formats. The 1980 microdata 
record layouts differ from their 1960 and 
1970 colslterparts; but, since most of the 
1980 Items were also iscitsied in the 1970 
and 1960 censuses, these microdata files 
represent a rich resource for analysis of 
trends. Items which were added, dropped, 
or substantially changed between 1970 and 
1960 are lIsted in figure 9. 

The 1980 census glossary, included 
In file documentation or available as 
part of the Users' Guide, discusses 
historical comparability of 1980 data 
Items In greater detail. 

GeographIc comparability Is a larger 
problem. States can be identified on 
microdata from each census (the 1960 and 
1970 State samples and the 1980 A Sample) 
Regions and dIvisions by type-of-area are 
derivable from the 1980 C Sample and the 
1970 Neigltorhood Characterlstics 
Samples. Many, but far from all, cous-
ties of 250,000 or more population In 
1970 are identified on the 1970 'Cosasty 
Group' Samples. These large co..mtles 
typically are also shown on the 1960 A 
Sample (and freqwntly also the B 
sample); for example, llennepin and 
Ramsey Cousties In MInnesota. A three-
cosasty area on 1970 files consisting of 
Mobs, Dakota, and Washington Coujstles 

can also he reproduced In 1980, since 
each of these three cotmtles qualifies 
for Identification in 1980. B Sample 
cousty groups 992 and 993 (Duluth-
Superior SMSA) have a 1970 cosasterpart 
because the 1970 fIle recognized all 
SMSAs of 250,000 or more population. 
SMSAs are not always directly comparable 
between 1970 and 1980, however, since 
roi€hly half of the SMSAs identified In 
1970 files changed bosmdaries prior to 
the 1980 census. In other words, a 1970 
SMSA identified as a cosmty group may 
not match a 1980 SMSA shown on the B 
Sample. No Individual place or place 

FIgi,e 9. 19701980 Subject Conçarabiiity 	00 
cc 

1980 Itfls Not on 1970 Files: 
Ancestry 
Boarded-up vacant ult 
Carpooling 
Condominium 
Language spoken at bane and ability 

to speak English 
Hours usually worked per week last year 
Public transportation disability 
Selected nonthIy owner costs 
Trawl time to work (shown only for half 

of the sample) 
Vans or lIght trucks available 
Weeks sssemployed last year 

Concepts Substantially Changed: 
Farm definition - old definition can 

be reconstructed 
'Househoider replaces household head 

concept 
Industry - many code changes; clas- 

sification system changed somewhat 
Occupation - classification system 

substantially changed 
Poverty definition - some adjustments 

but old definition can be reconstructed 
Race - several categodes added; rçvlsed 

coding rules affect White and Other 
Residence In 1975/Place of Nork - broad 

categorIes in 1970, but coded to cos.nty 
group in 1980 on the A and B Samples 
(shown only for half of the sample) 

Telephone In usit - narrower than 
telephone availability In 1970 

Work disability - not cousted If It 
has lasted less than six nenths 
1970 Items Not On 1980 FlIes: 

Basement 
Battery radio 
Birthplace of parents (allowing iden- 

tification of foreis stockS ) 

Clothes dryer 
Clothes washing machine 
Dishwasher 
Duration of disability 
Home food freezer 
Industry and occupation 5 years ago 
Mother tongus 
Owner-occupied cooperative/condominium 

Secand home 
Television 
Vocational training 
Year rssoved Into usit (retained for 

householders, deleted for other persons) 
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groip *as sheen prior to 1980. OutsIde 
Identified SMSAs there Is almost no cons-
nsonallty between 1970 and 1980 county 
groig,s. 1970 county gros)s were based 
on 'functional economic areas' defined 
by the Bureau of Economic Analysis. 
These frequently crossed State lines and 
Invalved grosçlng criteria unrelated to 
the eirninistrati',e and local-interest 
factors that contributed to the definl 
tion of county gross In 1980. 

Further Information on the 1970 micro-
data files Is contaIned In Public-Use 
Samples of Basic Records From the 1970 
Census: Description and Technical 
Doc umentation and itciree si.pplements, 
available for $5 from the address on 
p. 11. A map, 22 by 32 inches, definIng 
areas identified on the 1970 Couity 
Croup Samples is included with the 
docJnentatlon. Docisnentation for the 
1960 microdata file Is also available 
for $5. 

Public-use microdata samples are 
being created from manuscript records of 
the 1940 and 1950 censuses, and will 
probably be available in sprIng, 1983. 
(For more information contact Barbara 
Aldrich at 301/763-2074.) 

SOFTWARE CONSIDERATIONS 

The microdata samples employ a 
hierarchical, nonrectangular file struc-
ture elsich cannot be handled directly by 
many conynon data processing software 
systems (such as .lD). FIgure 1 
ss€gests the hierarchical structure. As 
shown there, a household record, givIng 
Information about a particular household 
and housIng unit, appears fIrst and Is 
folloeed by separate person records for 
each household member. Only a lee users 
*111 be able to derive desIred tabula-
tions using only one type of record, 
since geographic information appears on 
the housIng record and the bay 
demographIc Information Is on the parson 
record. 

In order to use many software packa- 
ges, users have to create extract files 
with any desIred household data repeated 

with each person's record. While this 
Imposes an intermediate processing step 
on users of such software, It will bene-
fIt these users who are able to reduce 
signIficantly the size of the file. The 
Census Bureau's CENSPAC system, can be 
used to generate rectangular extract 
files. 

Alternatively, users may obtain a 
software package capable of handling the 
hierarchical Structure or prepare their 
own software. The Census Bureau offers 
such a software package called COCENTS, 
and otters are available from comnserclal 
sources (for example, SAS and SF555). 
DescrIptions of CENSPAC and COCENTS are 
available on request from the addresu on 
p.10. 

Users frequently find it useful to 
verify their tabulations of microdata 
against- other figures. A fee control 
counts (e.g., number of records) are 
included with each tape ordered. 
Further, the user can compare microdata 
tallies against the full range of 
psIlshed data from the census, 
allowing, as approprIate, for sampling 
error. Care Is required, however, 
since universes and categories mast be 
defIned in the sane way In the user's 
tabulations as in the census reports. 

TIMING NO COST 

The A, B, and C Samples are expected to 
be available for the entire UnIted States 
during the first few months of 1983. 
The files will InItially be issued by 
State (or State grosç for the C Sample). 
The last files to be Issued will be the 
B Sample file for county gros.ps crossing 
State lines, and the nationwide 
1-in-1,000 (0.1%) sabsamples of the A, 
B, and C Samples. 

These files are sold on 9-track cons-
puter tapes with dsoice of density (1600 
or 6250 bytes per Inch), recording 
languege (EBCDIC dr ASCII), labelling 
(standard labels or unlabelled), and 
blocking (any size ss to 32617 
characters evenly divIsIble by the 
193-character record size). 

Depending on the density and sample 
size selected, a nationwide public-use 
microdata sample could cost as little as 
$140 (a 1-ln-1,000 sample on one tape at 
6250 	l) or as mach as $14,140 (a 
S-percent sample on 101 tapes at 1600 
bpi). These figures are estimates sub- 

to change. The S-percent A Sample 
is issued by ,State, with each State 
requiring one to eight reels for a total 
of 101 tapes at 1600 bpi, or one or two 
reels per State for a total of 54 tapes 
at 62S0 bpi. States can be 'stacked' 
together reducing the total tapes 
required at 6250 bpi to 21, If the user 
is willing to wait until all States have 
been issued. Single-file tapes are 
priced at $140 per reel; 'stacked' 
multiple-file tapes are priced at $165 
per reel. 

Est hinted cost of net isxwide sarrples 
1600 bpi 	6250 bpi 

tapes cost tapes cost 
5% Sasple 

(A) 	101 $14,140 21 53,465 
1% Sample 

(B or C) 	19 $ 3,135 	4 $ 680 
0.1% Saipie 

(A,BorC) 	2$ 280 1$ 140 

Many users will, of course, requIre 
only one or a few States, particularly 
users of the S-percent A Sample. All 
individual State files requIre only a 
single reel of tape except for the 
following: 

A Sample, 5%, 1600 bpi- -8 tapes: 
California; 6 tapes: New York; S tapes 
Texas; 4 tapes: Pennsylvania, Ohio, 
Illinois, Michigan, Florida; 3 tapes: 
New Jersey; 2 tapes: Connecticut, 
Massachusetts, Indiana, Wisconsin, 
Minnesota, Missouri, Maryland, Virginia, 
North Carolina, South CarolIna, GeorgIa, 
Kentucky, Tennessee, Alabama, Louisiana, 
Oklahoma, Washington. 

A Sample, 5%, 6250 bpi- -2 tapes: 
California, New York, Texas 

B Sample, 1%, 1600 bpi--2 tapes: New 
York, California 

C Sample, 1%, 1600 bpi- -2 tapes: New 
York, California, West North Central 
dIvision (7 States combined). 

The County Grosç EquIvalency FIle 
Is sold separately for $140.  

DOCUMENTATION AND TRAINING 

PublIc-use microdata sample documen-
tation, consists of several parts: test, 
discussion of sampling variability with 
standard error tables, record layout 
('data dictionary'), glossary of terms, 
and notes on the generation of common 
'derived' variables. The appendices 
include lIsts of States, 9.4SAs, counties 
and cities, and urbanized areas Indivi-
dually identified. The documentation 
package Is sold for $5 per set by 
Customer Services. Maps defining county 
groups will become available as a sspie-
merst to the documentation in early 1983. 
A tape with the data dictionary in com-
puterized form for use with CENSPAC will 
be available separately for $140. 

Conferences entitled 'Microdata from 
the 1980 Census' will be held in five 
cities in early 1983: 

Washington, D.C. 	Feb. 24, 1983 
Pittsburgh, Pa. 	Apr. 13, 1983 
Atlanta, Ga. 	May 10, 1983 
Dallas, Tex. 	May 26, 1983 
San Francisco, Ca. May 26,1983 

The fee Is $25. For more Information 
contact Dorothy Chin, User Training 
Branch, Data User Services Division, 
Washington, D.C. 20233 (301/763-1510). 

For further information on file 
design or use, contact the either at 
301/763-2005 or Jim Clark at 
301/763-5242. Information on the 
avaiiabillty of particular microdata 
files, as well as other ordering infor-
mation can be obtained from: 

Customer Services (Tapes) 
Data User Services Division 

Bureau of the Census 
Washington, D.C. 20233 

301/763-4100 

Advance orders may be placed if 
desired. Full payment in advance or a 
deposit account Is required. For more 
½nformatlon, contact Customer Services. 

00 
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13  
0 

ITEMS 	ON 	HOUSING RECORD 
ITEMS 	ON 	PERSON 	RECORD 

 

Osaracter Oseracter 
Location (scriptIas Location Iscriptlm 

Ceracter Oerter 
P1 Record TTje  (Person Record) P65-66 kess of Transprtation to Ybrk 

Location CscrIptim Location ftscrlptlas P23 Relatlotehlp P67 CaroIlng 

Hi Record Type obusing Record) 160 ftcreage of Prqserty (Ills 
P4 (taiIed RelatlonshiØ' P68 Carpool (ctncy 
P3 - SthfasIy Relstlombli? P69 stork Dls,lIIty Status 

PC Sarple IstIfIer on 	estiormaire) P6 SthfJT4Iy ?4nber P71 PiIlc Trasuportatlon Dl sal,l Ii ty Status 
HI RegiorOIvIsioif 161 Acreage of Prqserty (1415a P72 teran Status 
HP-S State as 	estiorseaire) P6-9 Age ('p to 90) P73 Period of Service may 1975 or later 
16-is Cou,tyCec..p (AandB Sasples only) H5Z FannStatus and Sales of P6) (erter of Birth P74 Period of Service Daring Vieteantra 
19 Type of ket Faim Prodsats Pil Marital Status (fra'pat 1964-Age ii 1915) 
1410-13 S4SA (A and B Sarples only) 163 G,merlcal EstsilsIuent or Wndlcal P12-13 Race P75 Period of Service Rebaeen 
1414-17 t.PbaniredAZea (C Saivle (yfice on Property P14 SpanishCelgln Frusry 1955 and July 1964 

only) 164-65 Valus P15 Sponish Surnase P76 Period of Service Dying Korean 
1418-19 Sthsasple l'knr i•66 Payiasn of Electricity P16-18 Mcestry--lst entry 458 x 458 Conflict (Jssse 1950-Janiasry 1955) 
100-25 Iburing Uiit,Q Person Serial 1&nr l6J-69 Phxsthiy Cost of Electricity P19-21 Ancestry-2nd entryj onthinatiore P17 Period of Service Iizirg storid 
106-27 14nr of Person Recods Fol ioing ('p to $269) P22-24 Place of Birth Rer Ii (Septestier 1940-July 1947) 

This ibwing (hit Record FED Paysent of Gas (51 States, 303 Coustr ies) P78 Period of Service Dr ing (brid War I 
('p to 31) W1-13 Monthly Cost of Cas (up to $150) P2.5 Citizenship (April 1917+br 1918) 

1-28 T19e of Croi4s Q.asrter? W4 Paysent of (toter P28 Year of ksu4gration P19 PerIod of Service Daring Any Oiler 
1-28 Tenure 195-77 Yearly Cost of (toter (ip  to $500) P27 L.angusge SpoJien AZ ltoe Tine 
1-60 Seasonal eeiMigratoryVacey Status 198 Payixet of Oil, Coal, Yerosene, Otter Than Engiish PB) Year Last Waned 
1-61 Vacancy Typr Wed, Etc. P28-30 Langusge Spoien at 1-tose P81 LZor Force Status 
5-62 &,arthd L)s Status 199-12 Yearly Cost of Oil • Coal, Kerceene, (2(10 CategorIes) P12-83 1-bits toned Last Reek 
103 Diration of Vacay VbW, Etc. (ip  to 52,000) P31 Mi I Ity to SpoakEngi ish P64 Absent Fran5brk Last Reek 
1-64 Lausi i-Use Eiserãere 163-86 Reai Estate Taxes Last Year eel P32-33 Oslldren Eser torn P65 Looking for Stork 
1435 Corthi4ni,m Status Yearly lnsitanze Premium Cam P34 Tines Prnied P46 Able to Tale Jth Last Reek 
1436-31 (hIts In Strture binof (up to P35-36 Age at First PUrrIa P97-89 Industry (231 categories) 
108-39 (hits at Màess 1-97 Mortgage Status P31 Qasrter of FIrst Pbrriage P90-92 Occupation (503 categories) 
1440 Access IN Secad or Jusior Mortgage p38 (Slcbsed P95 Class of Warier 
1441 Year StrtEture Bid It 169-92 Total Monthly Paysent to Lender P39 ScIseol Enrol brent and Typo of Sciseol P94 Stork Last Year 
1-142 Stories In Stractuse ('p to $1,500) P40-41 HIgi-est Year of Sclool Attended P95-96 Storks Wsrlrd in 1979 
HIS Passenger Elevator 5-63 Inclteion of Real Estate Taxes in P42 Flnlsied Hig)est Crab P67-98 Lhial ties Storied Per Reek 
1444 Pasare Paysanat to Lerder P43 Activity In 1975: 	In Amed Forces In 1919 
1-145 Endroane 194 InclusIon of Insurance PraT4una in P44 Activity In 1975: 	Attending College P69-169 Reeks Uaespioed In 1919 
1446 Pluablng Fxillties Panvat to Larder P45 Activity in 1915: 	torklng P101-105 VkW or Salary incose in 1979 
FIQ Kitcien FacIlities 195-96 Selected Monthly O,vser Costs P46 MIgratIon'PIace of P106-110 lbiifsrm SrI f-6Tplo1nent Incone in 
1-148 Batiy,xs, ('p to $2,000) WarIi-'Trar.i Time Reight 1919 
1-149 Source of (toter 169-100 Contract Pont P4748 Resicksace in 1975 P111115 FamSelf-Enpioinent Inane 
163 Seaege Disposal 1001165 aces Rent ('p to $999) P49- Resiciesce in 1915: 	Cosaity Croip In 1979 
161 Mr ConditionIng 14104 PbweleldTsse P93 Resiace In 1915: 	State- P116-120 Interest, Divided, or Ret 
183 I-bating Eeplpnest 1-4105 Presence and Age of DMa OalIe,f Coaty Reoctio,  Rental Inane in 1979 
153 Fiels 14106 5-Pastier of Sthfen4lles In Favfiy P53-54 Resithnce In 1915: 	966 recade P121-124 SocIal SecurIty Incase In 1979 
1-54 Water 1-bating FusI 14107-111 I-biae1old Incare In 1979 P35-56 Place of Stork: 	State P125-138 Pd,Ilc Assistance Inane in 1979 
1-65 Cooking Fiel ('p to $75,069) P57-59 Place of Stork: 	Coizsty Ceoip P129-133 Al I Oiler Incase In 1979 
166 Asgarthl les ieallthle 14112-116 Famly Inane In i,,,  (A and B Sanple) P134-138 Inane Fran All Sources In 191 
151 Truks and Vans .'waIIle (p90 	') PGO Place of Vfsrk: 	3451 Recode P139 Itoerty Status In 1979 (Ratio of Famiy 
168 Teiep1-cne In 1-beIng (hIt 14111 to Al locatIon Flags for ltialrg (A eel B SoapIer an Uarelatrd lndlvkkal Incuse 
169 Year FbeetsuIr Pksed Into (hit 14112 ItenTe P61 Place of Stock: 	Central City In 1979 to  Foerty Ostoffr 

14163-193 FIller (zercea) Recab (C SeipIe onlyr P140 to Allocation Flags for Pepulatlon 
1312 Plaoe of WarP: 	Place Size P195 Iteas 

Sre p. 14 44 Trael Time to WarP 

')ee p. 13-lb. Most Inane categories sloan 'p to 975,000. 
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D E T A I L 	FOR 	SELECTED 	POPULATION 	ITEMS 

Ow. Orar. 
cc. Code tscriptiai icc. Code lscriptias 

P1-3 Relationship to Ibsaelolr P12-13 Rwe 
00 lbwelolr 01 l9nite 

Faiilyrianbor other than 02 Black 
howeIolr: 03 Arerican Indian, Eskirns, Aleut 

01 Sposae Asian ani Pacific Islander: 
02 QuId 04 Japanese 
03 Brotfer or sister 05 Oninese 
04 Parent 06 Filipiro 
05 Oiler relathe (See P4 ) 07 Korean 

Prrson not related to 08 Asian Indian 
tsxaelul(r: 09 VieGnanese 

06 Romer or ieserr 10 1b.uai ian 
07 Partner or rcoete 11 Oiler Asian and Pacific 
08 Paid anploee Islander, 	inclmnling 
09 Oiler rurrelatise O.anuiian and Saroas 

In grop qarters: 12 Oiler (Race, n.e.c.): 
10 lanete 13 Spanish aCite- in entry 
11 lithimete 14 Oiler 

P4 Oitailed Ralatlosehip P52 Pesidence In 1975: 	State-Couity 
0 N/A (person not listed an Pecord 

otfor relatise' of lowe- 0 14/A (rot lnclixd in niration/ 
folder) place of 	orIVtzael tine 

1 Son-in-labor thughter-in-laa sasple, born ftpril 1975 or 
2 Ceadnild later) 
3 Fatfer- ln- l& or ntle,- in- lae 1 Sate louse 
4 Brotler-in-laeor sister-In-laa Different lowe: 
5 t'kp1e* or niece 2 Sane CoLrity 
6 Ctaefparent Different county: 
7 Uicle or ant 3 Sane State 
8 Cousin Different State: 
9 Oiler person related by blond 4 Peglon not secified (B 

or nerriage Saiple only) 
5 1brtfeast (A, C SaTples only) 

PS Sthfamly Pelatlonship 6 librth Central (A, C Sarples 
0 WA(grotpqertersorrot Ina only) 

smbfaisly) 7 South (A, C Sanples only) 
I Itabaral-wife In nerried-cowle 8 Yst (A, C Sarples only) 

stbfanily 9 *broed 
2 Parent in parent-cisild 

smbfanely 
3 Osild in amisfamly 

EXHIBIT 3 (Continued) 

14 
DETAIL 	FOR SELECTED HOUSING 	ITEMS 

Oser. Oser. 
, IscrlptIm icc. Code (scrlptlas 

10 0 Igton,OlvisIon HIS Type of Group Q.arters 
Raglo.Vdivlsion not inti- 0 n/a (1osaieg mit) 

file (selected 9.4SAs on 1 Imte of nvntal losii tal 
B SaiIe, see List A) 2 InTute of lure for the eged 

1brtleast region: 3 Imete of correctional 	InstItution 
1 F*w England division - 	4 Irrrote of ot1er Institution 
2 MiIe Atlantic division 5 In nilltary gom.p cjnrters 

fbrth Central region: 6 In college cim tory 
3 East 1brth Central division 7 In rooning loi.ae 
4 lbst 1brth Central division 8 Oiler in gromp-qsnrters, inclmaling 

South region: rxxlirnete living in Institution 
5 SomehAslastic division 
6 East South Central division 11104 1bmeelold Type 
7 ekst South Central division 0 Va (vacant mIt or grow  q.arters) 

Yst region: 1 , Married-cie farily 1omeelold 
8 f,bu'itain division 2 Fanily louselold *sthnele louse- 
9 Pacific division folr, no*sfe present 

3 Fans ly Fouse1old msj th frarele louse- 
114-5 State folcbr, no lsebard xeaent 

01-56 FIPS State code 4 rbnfarsly lowelold 
State grow ccr 	(C sail 

pie only): 11105 Presence and Age of ONS Osil&en 
61 aine-N.1i.t. 0 n/a (nonfaraty hxeeloid, vacant wit 
62 f,ss.-R.I. or grtes q.arters) 
6' Minn.-loea4.b.-Kans.- 1 Faaly Mth Gill thil&ei 

1b.-S.O.-f1.D. uiir 6 years ordy 
64 im.-Cel. 2 Fai1lyMthonthildren 
65 f.tnt.-ldalo-Wjo. 6 to 17 years only 
66 Utah+vada 3 Fanaly Mth oran dnil*as, sate 
67 N.M.-A,iz. 6 to 17 years and sane uir 
68 Aiaska-4-lenail 6 years 
99 State not litified (select- 4 Fitely aitlote OMS duil*en 

ad 9m4SAs on B sarple) 

19 Type of Area 
1 Central city of 9.19, (select- 

ed 9.IS4s on A or B sarple) 
2 In 9.ISA, outside onitral city 

(selected 9.tS4s asAor B 
sarple) 

3 9.6A, central city/renelrxr 
not separately lstifled 
(separately lntified 
selected 94545 on A saiple) 

4 MIxed 9,45A,'ru-94m  area 
(A sarpla only) 

S Outside 9d54s (A or B san,sle) 
6 Central city of t,baslzed area 

(C sarple only) 
7 Lkbai fringe (C sasple only) 
8 Oiler miban (C saiple only) 
9 RisaI (C saiple only) 



Census of Population and Housing, 1980: 
Pubiic-Use Microdata Samples 
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Chapter 2. 	Processing the Data 
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DETAIL 	FOR 	SELECTED POPULATION 	ITEMS 

Uxar. Oer. 
Loc.Gode Cscriptiai Loc.Goda tscrlpticx 

P53-54 	lsldence in 1975: 	5ASArecoda iei Place of Ybrk: 	Central City 
0 WA (C Sample, not incluMd In (C Sample only) 

rmgratlon/place of voritftrael 0 WA (rot incitefed in n4gratlolvplace 
time saiple, born 5prll 1975 or of aerVttasel time saiple, born 
later, or living abroad in 1975) Aixil 1915 or later, or living 

1 Living In sale Poiae in 1975 abroad in 1975) 
Living in 94SA In 19453 (rot agpIicIe 1 rking in the 	)of an ,banized 

If H, mixed rietro/rurretro areas area central city 
on A Sample): 2 Working in the rezuirder of a central 

Different fosae in sate 9.454: city of an i,banized area (or wry- 
2 In central 	city(s) viere In a central city .sith noCB)) 
3 Qitside central city(s) 3 ttrking eiserlere 

Different louse in different 9.454: 
4 In central 	city(s) P&I Place of Ybrk: 	Place Size 
5 Qatside central city(s) 0 WA (rot incluabd in rnigratiorVplace  
6 O.ztsicfe wry 9.454, or throed of aork/traeI tine sarple, born 

Living outside 9.454 in 19W (rot 	pll- *ril 1915 or later, or living 
cd)Ie If 114$, mixed netro/Iunetro abroad in 1975) 
areasaxASavple): 1 2,500to9,999 

7 Different louse in central city of 2 10,(33) to 24,999 
an 9.454 3 25,000 to 24,999 

8 Different louse In 9.64, outside 4 50,00)ornore 
central city S I'bt In an lntlfied place of 2,5(3) 

9 QitsIde an 9454, or abroad or more, or not rrted at the 
10 Living In a mixed rietro/ratietro area place ieanl 

in 198) (A Sample only) 
FBI Lace Force 

Place of lbrk: 	9454 lccde (A and B 0 WA (rider 16 years of age) 
sarple) I Exployed, at 	rk 

WA (rot Inclrded in migratlolxe 2 explayed, not at acrit 
of vorlç'tra'.el 	time saxple, born 3 Usarplayed 
.pcIl 1975 or later, or living 4 Arced Forces, at .xork 
abroad in 1915) 5 .4arred Forces, not at rorit 

Living In 9054 (rot applicable If 6 Not In Ithce force 
144=4, mixed netro/Iuuetro area 
on A Sample): P139 Forerty Status In 1979 (RatIo of Farily 

1 Vilorking In swim 9.154: or Usrelated Individial lncoxe In 
2 In central city, or*side CED 1979 to Foerty Cutoff 
3 Qitside central city 0 WA (Imetes of Institutions, persons 

'frklng In different 9.454: innilitary group qarters or In 
4 In central city onilege thm4tory, or ucrelated 
S OAsIde central city irdividiwis uder 15 years of age) 
6 9brkfng outside axy 9.454 BeloNpenrty lariat: 

Living m*side 9.64 or In arrexed 1 Below as of prarty cutoff 
netro,urTetro area (1464, A Sass' (Inclidlng no monte or net Ices) 

2 .75to.99 
pie only): Abom poverty ieanl: 

7 Vbrking In central city of an 9.64 3 1.00 to 1.24 
8 'fbtking In in 9.454, outsIde central 4 1.2S to 1.19 

city S 1.51)to1.99 
9 Wrking aitside in 9.64 6 2,00 or nore 



EXHIBIT 4 

OVERVIEW 

Current Population Survey, March 1980 

Introduction 

The Current Population Survey (CPS) is the source of the official 
Government Statistics on employment and unemployment. 	The CPS 
has been conducted monthly for over 35 years. Currently, we 
interview about 68,000 households monthly, scientifically 
selected on the basis of area of residence to represent the. 
Nation as a whole, individual States, and other specified areas. 
Each household is interviewed once a month for four consecutive 
months one year, and again for the corresponding time period .a 
year later. 	this technique enables us to obtain month-to-month 
and year-to-year comparisons at a reasonable cost while 
mnimizing the inconvenience to any one household. 

Although the main purpose of the survey is to collect information 
on the employment situation, a very important secondary purpose 
is to collect information on the demographic -status of the 
population, information such as age, sex, race, . marital status, 
educational attaiCeent, and family structure. From time to time 
additional qcestions7 are included on such important subjects as 
hcaith, educatton, income, and previous work experience. The 
statistics resulting from thee'; questions serve to update similar 
information collctod once every 10 years through the decennial 
census, and are used by Government policymakerm and legislators 
as important indicators of our Nations economic situation and 
i.e planning and evaluating many Government programs. 

Th. CPS provides current estimates of the economic status and 
eicr.ivitias of the population of the United States. Because it is 
not possible to develop one or two, overall figures (such as the 
n-usher of unemployed) that would adequately describe the whole 
c:usIpiCx of labor market ohenomena, the CPS is designed to provide 
a Large amount of de.tailed and supplementary data. Such data are 
m.de available to meet a wide variety of needs on the part of 
users of labor market information. 

Thus, the CPS is the only source of monthly estimates of total 
employment (both farm and nonfarm); nonfarm self-employed 
persons, domestics, and unpaid helpers in nonfarm family 
enterprises; wage and salaried employees; and, finally, estimates 
of total unecoloyment. 

It provides the only available distributions of workers by the 
number of hours worked (as distinguished from aggregate or 
average hours for an industry), permitting separate analyses of 
part-time workers, workers on overtime, etc. The survey is also 
the only comprehensive current source of information on the 
occupation of workers and the industries in which they work. 
Information is available from the survey not only for persons 
currently in the labor force but also for those who are outside 
the labor force. The characteristics of such persons — whether 
married women with or without young children, disabled persons, 

students, older retired workers, etc., can be determined. 
Information on their current desire for work, their past work 
experience, and their intentions as to job seeking are also 
available. 

The Annual Demographic File contains data collected from the 
March CPS supplement, the most comprehensive supplemental 
inquiry. 	In addition to the regular monthly demographic and 
labor force data described above, this file contains detailed 
family structure, marital status, education, income, work 
experience, and migration data for persons. 

CPS Sample 

The CPS sample is located in 644 sample areas comprising more 
than 1,000 counties and independent cities with coverage in every 
State and in the District of Columbia. 

In all, some 84,000 housing units or other living quarters are 
assigned for interview each month; about 68,000 of them 
containing approximately 147,000 persons 14 years old and over 
are interviewed. Because of recent sample expansions, however, 
data are only tabulated for approximately 63,000 households 
containing 135,000 persons 14+. The remainder of the assigned 
housing units are £oui,d to be vacant, converted to nonresidential 
unu, contain persons with residence elsewhere, or arc not 
'.::tt:rvi.ewed becau;c the re idents are not found at home after 
repealed calls, are temporarily absent, or are unavailable for 
,tliar ,:easons. 

II,-: CL'J sample is based on the civilian nonin:;tiiufional 
F , ;Hl sition of the Uz, iled States. 	In March of each 	year 
siipiiie:nental data are obtained for Armed Forces members residing 
with their families in regular housing units. The Armed Forces 
erhi:s are not asked the monthly labor force questions. Another 

ui: i.ple feature of the March supplement is the addi tion of a 
sample of Spanish households to increase the reliability of data 
on ;panish persons and households. All households identified in 
Novcsnbec of the previous year as housing at least one person of 
Spanish origin are reinterviewed in March. This results in the 
addition-  of about 2,500 households in the March CPS. The 
inclusion of the additional sample of Spanish households began in 
1976. A more precise explanation regarding the CPS sample design 
is provided in Technical Paper 40 entitled The Current Population 
Survey: Design and Methodology. 

For a more detailed discussion about the basic labor force data 
gathered on a monthly basis in the CPS survey--see Bureau of 
Labor Statistics Report No. 463 and Current Population Reports P-
23, No. 62, issued jointly by the Bureau of Labor Statistics and 
the Bureau of the Census in October, 1976, and entitled Concepts  
and Methods Used In Labor Statistics Derived from the Current 
Population Survey. 

"0 



EXHIBIT 5 
EC-31 (9-82) 

A Preview 
of the 

1982 	_ 
Economló" 
Censuses 
Census of Manufactures 	Special Census Programs: 

Enterprise Statistics 

Transportation Surveys 

Minority-Owned Business 
Enterprises 

Women-Owned Businesses 

Census of OutMng Areas 

Census of Mineral 
Industries 

Census of Construction 
Industries 

Census of Retail Trade 

Census of Wholesale Trade 

Census of Service 
Industries 

U.S. Department of Commerce 
BUREAU OF THE CENSUS  

This booklet provides a preview of 
the 1982 Economic Censuses, 
which will be conducted early in 
1983 covering economic activities 
for 1982. It briefly describes their 
background, uses and legal author-
ity; gives a brief description of their 
scope and the data which will be 
made available; summarizes major 
changes from the 1977 censuses; 
and provides a preliminary indica-
tion of the approximate schedule 
for release of the census results. 

HISTORY AND 
BACKGROUND 
The economic censuses constitute 
comprehensive and periodic can-
vasses of the Nation's industrial 
and business activities. The first 
economic census of the United 
States was conducted as part of the 
1810 decennial census, when 
inquiries on manufacturing were 
included with the census of popu-
lation. Minerals data were first 
collected in 1840; the first censuses 
of construction, and retail and 
wholesale trades were taken in 
1929; and service industries were 
first included in 1933. An inte-
grated program of economic 
censuses was begun for 1954. In 
that year, the censuses covered 
retail and wholesale trades, selected 
service industries, manufactures, 
and mineral industries. Transporta-
tion was first included with the 
1963 censuses; the construction 
industries were added for 1967; 
the minority-owned businesses 
program, in 1972; and women-
owned businesses in 1977. 

In planning the 1982 Economic 
Censuses, the Census Bureau 
consulted with trade, business, and 
professional associations; individual 
business firms; unions; census 
advisory committees; government 
agencies; and others regarding 

questions to be asked and desired 
	

'.0 
formats for publishing results. The 
Business Advisory Council on 
Federal Reports, comprised of 
representatives of each major field 
of business activity, reviewed the 
proposed questions; and the Census 
Bureau closely screened the 
questions to eliminate any not 
clearly in the public interest. 

LEGAL AUTHORITY 
AND CONFIDENTIALITY 
The economic censuses are required 
by law under title 13 of the United 
States Code, sections 131, 191, and 
224, which requires that they be 
taken at 5-year intervals covering 
years ending in "2" and "7." The 
Census law imposes a joint obliga-
tion on firms to respond and on the 
Census Bureau to maintain the 
confidentiality of information 
reported to it. The law also 
specifies penalties for noncompl i - 
ance and for disclosure of informa-
tion by the Census Bureau. No 
data are published that could reveal 
the identity or activities of any 
specific individual or firm. Individ-
ual census questionnaires cannot be 
used for the purposes of taxation, 
investigation, or regulation. The 
law also affords the full protection 
of confidentiality to the file copy 
of a census questionnaire that is 
retained by the respondent. 

PURPOSES AND USES 
The economic censuses are a major 
source of facts about the structure 
and functioning of the Nation's 
economy and provide essential 
information for government, 
business, industry, and the general 
public. 



EXHIBIT 5 (Continued) 

FOR THE GOVERNMENT 

They provide an important 
part of the framework for such 
composite measures as the 
gross national product, input-
output measures, indexes of 
industrial production, and 
indexes measuring productivity 
and price levels. 

Information taken from the 
censuses is used to establish 
sampling frames and as bench-
marks for current surveys of 
business activity, which are 
essential for measuring short-
term economic conditions. 

State and local governments 
use census data to assess busi-
ness activities occurring within 
their jurisdictions. 

IN THE PRIVATE SECTOR 

Companies use the data to 
forecast general economic 
conditions and sales; analyze 
sales performance; lay out sales 
territories; allocate funds for 
advertising; decide on locations 
for new plants, warehouses, or 
stores; and measure potential 
markets in terms of size, 
geographic areas, kinds of busi-
ness, and kinds of products. 

Trade and professional associ-
ations use the information to 
study trends which may affect 
their industry. 

Business magazines use census 
statistics to provide technical 
background for articles. 

University and college pro-
fessors apply census data in 
their teaching and research. 

SCOPE AND CONTENT 

Except for the major differences 
cited on page 7, the scope of the 
1982 Economic Censuses is 
substantially similar to that of the 
1977 Censuses. Tables 1 and 2 
summarize the economic areas 
covered, which include over 7 
million establishments, and the 
content of each census. 

CLASSIFICATION SYSTEM 
Statistics for the economic censuses 
are collected and summarized for 
publication primarily in terms of 
the "establishment." An establish-
ment, as defined for census pur-
poses, is a business or industrial 
unit at a single geographic location 
which produces or distributes 
goods, or performs services. When 
more than one economic activity 
is conducted at a single location, 
each activity is treated as a sepa-
rate establishment if separate 
records are available and if the size 
of the individual activities is 
sign icant. 

Except for portions of the census 
of transportation, data for the eco-
nomic censuses are tabulated on the 
basis of the Standard Industrial 
Classification (SIC) system, defined 
under the auspices of the Office of 
Management and Budget. The SIC 
system is used in the classification 
of establishments by the type of 
activities in which they are engaged. 
The SIC divides the Nation's econo-
mic activities into broad industrial 
divisions (such as manufacturing 
and retail trade), 2-digit major 
groups, 3-digit industry subgroups, 
and 4-digit detailed industries. 

In some instances, more detailed 
	

Together with the complementary 

classification has been devised for 
	

1982 Census of Agriculture, which 

census purposes so that additional 
	

will be conducted concurrently, 

industries, kinds of business, or 
	the censuses will cover over 800 

specific products can be identified 
	

of the approximately 1,000 

within the SIC categories. In addi- 
	industries within the SIC system. 

tion, the Census Bureau has 
developed a system of classifying 
manufactured products into 
approximately 1,600 5-digit 
product classes and about 13,500 
7-digit products consistent with the 
SIC system. 

Table 1 
SIC COVERAGE IN THE 1982 ECONOMIC CENSUSES 

Economic Areas SIC Range 1982 Economic Censuses 

Agriculture, forestry, 
fishing, hunting, 

01, 02. 07, 08, 09 Not covered; parts included in 
the Census of Agriculture 

10 thru 14 Census of Mineral Industries 

15 thru 17 Census of Construction 
Industries 

20 thru 39 Census of Manufactures 

Transportation, 
communication 

40 thru 49 Not covered except for special 
transportation surveys, and 
422 and 4722 which are 

and trapping ........ 

included in the Census of 

Mining 	........... 

Service Industries 

Construction ........ 

thru 51 Census of Wholesale Trade 

Manufacturing ....... 

utilities ........... 

52 thru 59 Census of Retail Trade 

Finance, insurance, 
60 thru 67 Not covered except for 6552, 

Wholesale trade ......50 

which is in the Census of 

Retail trade 	......... 

Construction Industries 

and real estate ....... 

70 thru 89 Census of Service Industries 
excludes 806, 821, 822, 863, 

Services........... 

865, 866, and 88 

Public administration. 	. 91 thru 97 Not covered; parts included 
in the 1982 Census of 
Governments 

Nonclassifiable 	...... 99 Not covered 
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GEOGRAPHIC AREAS 
AVAILABLE 
In general, the most detailed data 
will be published at the National 
level. In addition to National data, 
most statistics will be available 
for states, and many will be shown 
for cities and other places, counties, 
and standard metropolitan statisti-
cal areas. The level of geographic 
detail will vary by census, with 
fewer statistics appearing for 
smaller areas in order to avoid 
disclosing information for individ-
ual firms and to reduce overall 
publishing costs. The maximum 
detail, including data for major 
retail centers, will be available from 

Table 2 
THE BASIC CENSUSES 

a 

In a 
In 

W 
In 

Major data items . ' .2 

- — a u - a 

a 
.5 
.0 a o 

c a._ 

NUMBER OF ESTABLISHMENTS AND FIRMS 
All establishments ....................... X X X 

X X X X X X 
X 

. 

X X X X X 
X X X X X 

Establishments with payroll ..................
Establishments by legal form of organization ........ 

X X X X X 
Firms ............................... 

X X X - X — 
Single-unit and multi-unit firms ................

EMPLOYMENT 

Concentration by major firms .......... 	... 	..... 

X X X X X X 
X X X Production (construction) workers .............. 

X X X X X X 
X X X 

Production (construction) worker hours ........... X X X 

All employees .......................... 

PAYROLLS 

Employment size of establishments.............. 
Employment size of firms 	................... 

X X X X X X 
X X X X 

All employees, entire year ................... 

X X X 
All employees, first quarter 	.................. 
Production (construction) workers ..............
Supplemental labor costs, legally required 
and voluntary 	.......................... X X X X X X 

Table 2 - Continued 
THE BASIC CENSUSES 

Major data items 123 2 

' 
a .5 

a 
a 

crcn 212, 

 

SALES RECEIPTS, OR VALUE OF SHIPMENTS 
X X X 
X X X X X X 

By product or line 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- 	- X X X X 

All establishments........................
Establishments with payroll .................. 

X X 
X X X X By size of establishments....................

By size of firm.......................... X 

— 
X X 

OPERATING EXPENSES 
X X X X X X 

Specific materials consumed (quantity and Cost) X X 

By class of customer 	...................... 

X X X 
Electric energy consumed (quantity and cost)....... X X X X X X 

X X X X 
X X 

Cost of materials, etc...................... 

X X X 

Cost of fuels ............................ 

X X X X X X 

Contract work .......................... 
Products bought and sold ................... 

X X X X X X 

Advertising............................
Rental payments, total ..................... 

X X X X X X 
Buildings and structures 	.................. 
Machinery and equipment ................. 

X X X X X X Communication services .................... 
Purchased repairs 	........................ X X X X X 

CAPITAL EXPENDITURES 

. 

XXXXXX Total 	............................... 
X X X X X X New, total 	............................ 

Buildings/equipment 	.................... X X X X X X 
Used.total 	............................ X X X X X X 

Buildings/equipment 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	. 	... 	. 	. X X X 

DEPRECIABLE ASSETS, GROSS VALUE 
BUILDINGS/EQUIPMENT) 

X X X X X X 
XXXXXX 

Depreciation Itotal and detail for buildings/equipment) - X X X X X X 
Endofl9S2 ........................... 

Retirements (total and detail for buildings/equipment) 	- X X X X X X 

INVENTORIES 

Beginning of 1982 	....................... 

X X X X X Beginning of 1982 	....................... 
X X X X X 

X — 
Endof 	1982 ........................... 
By stage of fabrication ..................... 

OTHER 
X X X X X 

Specialization by type of construction/manufacturing - X X 
X X 

Value added 	........................... 

X 
Type of operation........................ 
Floor space 	........................... 

X X X X X X Central administrative offices and auxiliaries 	........ 
Water use............................. X X 

the census of retail trade, which 
covers almost 2 million establish-
ments. Data for selected small 
areas not included in the printed 
reports will be available on 
microfiche. 

INFORMATION THAT 
WILL BE PROVIDED 
Data items from the component 
censuses and special surveys will 
vary significantly with the charac-
teristics of the industries. However, 
a number of key measures, such as 
sales (receipts or value of ship-
ments), employment, and payroll, 
are almost universal. 
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SPECIAL CENSUS 
PROGRAMS 
ENTERPRISE STATISTICS 

A program in which the establish-
ment data records from the basic 
censuses are regrouped under 
common ownership or control in 
order to show various economic 
characteristics of the owning or 
controlling firms. Data on sepa-
rately reported, auxiliary establish-
ments of multiunit firms covered 
in the basic censuses are also 
included. 

TRANSPORTATION SURVEYS 

Truck Inventory and Use 
Survey - 
Information on the physical 
characteristics and operational 
use of the Nation's more than 
32 million private and commer-
cial trucks. 

Commodity Transportation 
Survey - 
Statistics on the volume and 
characteristics of commodity 
shipments originated by 
manufactures. 

SURVEY OF MINORITY-OWNED 
BUSINESS ENTERPRISES 

Basic statistics including informa-
tion on sales, employment, payroll, 
and legal form of organization, by 
industry and geographic area on 
businesses owned by Blacks, 
persons of Spanish origin, Asian 
Americans, American Indians, and 
other minorities. 

SURVEY OF WOMEN-OWNED 
BUSINESSES 
Basic statistics including informa-
tion on sales, employment, payroll, 
and legal form of organization, by 
industry and geographic area on 
businesses owned by women. 

CENSUS OF OUTLYING AREAS 
Puerto Rico 

Virgin Islands 
Guam 

Northern Mariana Islands 

Statistics on retail and wholesale 
trade, selected service industries, 
manufactures, construction (but 
not mineral industries) similar to 
those provided for the United 
States in the basic censuses. 

WHAT'S DIFFERENT 
FOR 1982? 
While the censuses will be sub-
stantially similar to those for 
1977, a number of changes are 
being made to the publication 
program and coverage to reflect 
the most important needs of data 
users, improvements in data proc-
essing techniques, and budgetary 
resources. 

PUBLICATION DIFFERENCES 

Preliminary Industry Reports 
will be issued from the censuses 
of retail trade, wholesale trade, 
and service industries. In 1977 
industry statistics were available 
only in reports_ for specific 
geographic areas or in subject 
reports for selected industries. 

Earlier Release of Census 
Results - Improvements in data 
processing techniques, more 
extensive use of forms special-
ized by industry, and short 
forms for small firms will permit 
publication of census results 
from 2 to 6 months earlier than 
for the 1977 censuses. 

COVERAGE DIFFERENCES 

'The Census of Service Industries 
will not include hospitals, ele-
mentary andsecondary schools, 
colleges and universities, labor 
unions, and political organiza-
tions. 

The National Travel Survey, part 
of the 1977 Census of Transpor-
tation, will not be conducted 
for 1982. 
The Commodity Transportation 
Survey will be conducted one 
year later than the basic 
censuses. 

PUBL ICAT IONS 
Printed Reports 

Microfiche 

Computer Tapes 

The results of the 1982 Economic 
Censuses will be released in printed 
reports, on microfiche, and on com-
puter tapes. Printed reports for the 
individual economic censuses 
usually consist of separate series for 
industries, geographic areas, 
subjects, and special reports. For 
some of these series, preliminary 
reports are issued several months 
prior to the final reports. After the 

final separate soft cover reports 
have been published, they are 
usually combined, assem bled, and 
reissued in hard cover volumes. 
In many instances, these volumes 
may contain additional explanatory 
material and graphics not published 
previously in the individual reports. 

Under present plans, the published 
material will also be made available 
on microfiche. Most of these same 
summary statistics will be available 
on public-use computer tapes. In 
addition, a number of unpublished 
data series, which provide more 
detail than the printed reports, are 
made available on both microfiche 
and public-use computer tapes. 



MORE INFORMATION 
ON THE CENSUSES 
There are a number of sources 
which Will provide more detailed 
information about the content of 
the censuses and inform users of 
the availability of census results and 
how to obtain published reports 
and other data products. 

sMini-Guide to the 1982 
Economic Censuses - 
This publication, scheduled for 
release in the summer of 1983, 
will provide more detailed infor-
mation on the scope, coverage, 
classification system, data items, 
and publications available for 
each of the economic censuses 
and related surveys and special 
reports. A similar mini-guide to 
the 1977 Economic Censuses 
is currently available. 

Data User News - 
A monthly publication reporting 
plans for upcoming censuses and 
their data products, announcing 
conferences and workshops, des-
cribing major new data releases 
and reference materials, and 
providing answers to user ques-
tions. ($20 per year from the 
Superintendent of Documents, 
Government Printing Office, 
Washington, D. C. 20402.) 

Monthly Product 
Announcement - 
A monthly listing of the 
hundreds of new products - 
publications, microfiche, and 
computer tapes - made available 
during the previous month. 
Entries include GPO stock or 
catalog numbers, Census nota-
tions, file order numbers, and 
prices. Each announcement also 
includes order forms. (Free) 

TO OBTAIN INFORMATION 
Additional information is available 
from the Bureau of the Census, 
Washington, D.C. 20233. 

For general information about 
the censuses or the informa-
tional publications described, 
contact 
Data Users Services 
(301) 763-4100 

For detailed information about 
the contents or publications 
from specific censuses or pro-
grams, contact 

Business Division 
Retail Trade 
(301) 763-7038 
Wholesale Trade 
(301) 763-5281 
Service Industries 
(301) 763-7039 

Industry Division 
Manufactures 

Durable Goods Industries 
(301) 763-7304 
Nondurable Goods Industries 
(301) 763-2510 

Mineral Industries 
(301) 763-5938 

Construction Statistics Division 
Construction Industries 
(301) 763-5435 

Economic Surveys Division 
Transportation 
(301) 763-1804 
Enterprise Statistics 
(301) 763-7086 
Outlying Areas 
(301) 763-7778 
Minority-Owned Business 

Enterprises 
(301) 763-7086 
Women-Ovned Businesses 
(301) 763-7086 

00 
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Table 3 
PRELIMINARY PUBLICATION SCHEDULE 

Estimated time of first 
publication in series 

Series 

Early Late Early Mid Late 1985 1983 1983 1984 1984 1984 

RETAIL TRADE 
X 

Geographic Area ............. X 
Major Retail Centers X 

Preliminary Industry ........... 

X Subject ...................
Merchandise Line Sales X 

SERVICE INDUSTRIES 
X 

Geographic Area ............. x 
Preliminary Industry ............ 

Subject ................... X 
WHOLESALE TRADE 

X 
X 

Preliminary Industry ........... 
Geographic Area ............. 

X Subject ...................
Commodity Line Sales X 

CONSTRUCTION INDUSTRIES 
X 
X 

Preliminary Industry ........... 

X Final Industry ...............
Geographic Area X 
Special X 

Preliminary Summary .......... 

MANUFACTURES 
X 

Preliminary Geographic Area X 
Preliminary Summary X 

Preliminary Industry ...........

Final Industry X. 
Final Geographic Area X 
Subject X 

MINERAL INDUSTRIES 
X 

Preliminary Summary X 
Final Industry X 

Preliminary Industry ...........

Geographic Area X 
Subject X 

SPECIAL CENSUS PROGRAMS 
Enterprise Statistics X 

X 
Commodity Transportation 

Survey Industry Reports X 
Truck Inventory and Use.........

Commodity Transportation Survey 
Geographic Area Reports X 

X 
Minority-Owned Business 
Outlying Areas 	.............. 

Enterprises X 
Women-Owned Businesses .• X 
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In addition, the Bureau has regional Detroit, Ml 48226 
offices in the following large cities. Federal Building & 
The Information Services Special- U.S. Courthouse, 
ists in these offices are of particular Room 565, 
help in answering questions con- 231 West Lafayette 
cerning the uses of census data. (313) 226-7742 

Atlanta, GA 30309 Kansas City, KS 66101 
1365 Peachtree Street, One Gateway Center 
NE., Room 625 (404) 881-2271 4th and State Streets 

(816) 374-4601) 
Boston, MA 02116 
441 Stuart Street, Los Angeles, CA 90049 
10th Floor 11777 San Vicente Blvd., 
(617) 223-2327 Room 810 

(213) 824-7317 
Charlotte, NC 28202 
230 South Tryon Street, New York, NY 10278 
Suite 800 Federal Office Building, 
(704) 371-6142 Room 37-130, 

26 Federal Plaza 
Chicago, IL 60604 (212) 264-3860 
55 East Jackson Blvd., 
Suite 1304 Philadelphia, PA 19106 
(312) 353-6251 William J. Green, Jr., 

Federal Bldg., 
Dallas, TX 75242 600 Arch Street, 
1100 Commerce Street, Room 9244 
Room 3C54 (215) 597-4920 
(214) 767-0621 

Seattle, WA 98109 
Denver, CO 80226 Lake Union Building, 
575 Union Blvd., 1700 Westlake Avenue, 
P.O. Box 25207 North (206) 442-7800 
(303) 234-3924 

'.0 
'.0 
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EXHIBIT 6 

Table 1. Projections of the Total Population for 
(In thousands. As of July l,except as noted. Roman numeral II indicates national projection series II. 

Projections 

Series 	Il-A RegiOn, division, and State Census, 
April Estinates, 

1980 1985 1990 1995 2000 1970 1975 

United States, total ................. 203,306 213,032 221,651 232,371 243,006 252,241 259,869 

2 REGION: 
3 Northeast ............................... 49,061 49,456 50,198 51,479 52,847 54,008 54,854 
4 56,593 57,637 58,915 60,866 62,863 64,513 65,787 
5 62,813 68,045 72,037 76,597 81,036 84,960 88,335 
6 34,838 37,899 40,501 43,431 46,259 48,759 50,890 
7 NORTHEAST: 
8 11,848 12,187 12,596 13,141 13,703 14,202 14,615 
9 Middle Atlantic.......................... 37,213 37,269 37,602 38,338 39,144 39,806 60,239 
10 NORTH CENTRAL: 
11 40,266 60,946 41,920 43,371 44,867 46,072 67,005 
12 16,327 16,691 16,995 17,495 18,016 18,441 18,782 
13 

Rest..................................... 

SO6TTH: 
14 30,678 33,658 36,027 38,648 41,182 43,441 45,400 
15 

Nec England.............................. 

12,808 13,516 13,955 14,512 15,063 15,534 15,918 
16 19,327 20,869 22,055 23,437 24,791 25,985 27,017 
17 WEST: 
18 

South Atlantic...........................
East South Central ....................... 

8,289 9,625 10,419 11,274 12,075 12,771 13,351 
19 

west South Central ....................... 

26,549 28,274 30,082 32,157 34,184 35,988 37,539 

20 NEW ENGLAND: 
21 994 1,058 1,094 1,143 1,192 1,237 1,273 
22 

MaIne.................................... 
738 812 870 939 1,007 1,068 1,121 

23 
New Hampahir ............................ 

445 472 497 528 560 589 614 
24 

vermont..................................
hts.,ackuaett ............................ 5,689 5,814 5,968 6,186 6,415 6,618 6,787 

25 950 931 961 1,000 1,040 1,076 1.107 
26 

RhOde Island............................. 
3,032 3,100 3,206 3,345 3,489 3,614 3,713 

27 hIIDDLE ATI.ANTIC: 
28 18,241 18,076 18,086 18,288 18,528 18,713 18,816 
29 7,171 7,333 7,603 7,964, 8,344 8,686 8,958 
30 11,801 11,860 11,913 12,086 12,272 12,407 12,465 
31 EAST NORTH CENTRAL: 
32 

Mountain................................. 

10,657 10,735 10,933 11,251 11,570 11,823 11,999 
33 

Pacific.................................. 

5,196 5,313 5,438 5,621 5,804 5,955 6,069 
34 

Indiana.................................. 
11,113 11,198 11,376 11,688 12,015 12,286 12,491 

35 8,882 9,111 9,433 9,866 10,302 10,674 10,970 
36 

connecticut ............ .................. 

4,418 4,589 4,740 4,945 5,156 5,334 5,476 
37 WEST NORTH CENTRAL: 
38 Minnesota................................ 3,806 3,921 4,040 4,209 4,382 4,525 4,637 
39 
40 

2,825 
4,678 

. 

2,861 
4,767 

2,879 
4,882 

2,930 
5,051 

2,988 
5,224 

3,030 
5,377 

),058 
5,506 

41 

North Central ............................
South .................................... 

Michigan................................. 

618 637 630 631 631 633 631 
62 

Wisconsin................................ 

North Dakota............................. 
666 681 674 676 679 680 679 

63 
South Dakota .............................
Nebraska................................. 1,485 1,544 1,577 1,628 1,679 1,720 1.755 

44 2,249 2,280 2,513 2,370 2,429 2,476 2,516 
45 

East North Central .......................
west North Central ....................... 

Kansas...................................
SOLId ATLAMTIC: 

46 Delaware................................. 568 579 611 648 684 716 742 
47 3,924 4,122 4,397 4,721 5,048 5,348 5,612 
48 District of Columbia..................... 757 712 696 694 693 69 697 
49 4,651 4,981 5,261 5,585 5,899 6,178 6,414 
50 West VicglnIa............................ 1,744 1,799 1,809 1,837 1,869 1,895 1,912 
51 5,084 5,441 5,712 6,026 6,332 6,602 6,810 
52 2,591 2,816 2,978 3,164 3,346 3,508 1644 
53 4,588 4,931 5,262 5,638 6,004 6,537 6,625 
54 

Nec York.................................
New Jersey............................... 

Georgia.................................. 
6,791 8,277 9,301 10,335 11,305 12,164 12,924 

55 
56 

Pennsylvania............................. 

Ohio..................................... 

EAST SOETH CENTRAL: 
3,221 3,387 3,500 3,647 3,796 3,925 4,032 

57 

Illinois................................. 

3,926 4,173 4,345 4,552 4,755 6,934 5,085 
58 3,444 3,615 3,714 3,842 3,967 4.069 4,148 
59 

loan..................................... 

2,217 2,341 2,396 2,471 2,545 2,606 2.653 
60 

Missouri ................................. 

WEST S0L1H CENTRAL: 
61 Arkansan................................. 1,923 2,110 2,193 2,292 2,390 2,474 2,545 
62 3,645 3,806 3.930 6,090 4,245 4,37) 4,471 
63 

Maryland................................. 

Louisiana................................ 
2,560 2,115 2,834 2,976 3,116 1,238 3,347 

64 

Virginia................................. 

11,199 12,238 13.098 14,019 15,0401 15,900 16,654 
65 

North Carolina...........................
South Carolina........................... 

MOUNTAiN: 
66 

Florida.................................. 

694 746 766 793 821 844 862 
67 713 813 866 926 982 1,030 1,069 
68 

Kentucky.................................
Tennessee................................
Alabama.................................. 

Wyoming.................................. 332 376 390 408 425 4291 650 
69 

Mississippi .............................. 

2,210 2,541 2,765 3,007 3,237 3,440 5,615 
10 1,017 1,144 1,198 1,262 1.322 1,371 1,609 
71 

Oklahoma................................. 

Arianna.................................. 1,775 2,212 2,489 2,111 3,031 3,261 3,452 
72 

Temas.................................... 

1,059 1,203 1,296 1,398 1,493 1,5751 1,643 
73 

Montana..................................
Idaho.................................... 

489 590 649 709 764 811' 851 
74 

Colorado................................. 

PACIFIC: 
15 

yes 3:eaico............................... 

3,413 3,559 3,784 4,041 4,312 4,551 4,759 
76 

tab..................................... 
Necada................................... 

2,092 2,284 2,437 2,610 2,781 2,933 3,066 
17 

W.shisgton............................... 

19,971 21,198 22,538 24,081 25,588 26.9271  28,083 
78 

Oregon...................................
California............................... 

303 365 392 419 441 461 474 
79 

Alaska...................................
Hasail ................................... 770 568 931 1.000 1,062 1,116 1,157 
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Regions, Divisions, and States: 1970 to 2000 
Letters A, B, and C indicate interstate migration assumption. See text for expisnatiOns) 

Projections--Continued 

Series Il-B Series Il-C 5, 

1980 1985 1990 1995 2000 1980 1985 1990 1995 2000 ' 

221,651 232,371 243,004 252,241 259,869 221,651 232.371 243,004 252,241 259,869 1 

49,837 50,770 51,796 52,627 53,152 51,256 53,572 55,951 58,072 59,767 3 
58,416 59,864 61,361 62,514 63,307 59,775 62,572 65,367 67,735 69,612 6 

72,853 78,239 83,507 88,244 92,402 70,707 73,918 77,011 79,656 81,897 5 
40,547 43,498 46,341 48,858 51,009 39,912 42,308 44,673 46,782 48,593 6 

12,559 13,070 13,600 14,068 14,469 12,644 13,246 13867 16,417 14,855 8 

37,278 37,700 38,196 38,559 38,703 38,612 40,326 42,084 43,655 44,912 9 

10 

41,393 42,314 43,260 43,966 44,398 42,580 44,669 46,747 48,536 49,951 11 

17,023 17,550 18,101 18,548 18,909 17,195 17,903 18,620 19,199 19,661 12 

13 
36,540 39,675 42,727 45,494 47,949 34,847 36,269 37,622 38,746 39,666 14 

14,108 14,822 15,526 16,142 16,661 14,001 14,606 15,193 15,699 16,124 15 

22,205 23,742 25,254 26,608 27,792 21,859 23,043 24,196 25,211 26,107 16 

17 

10,715 11,857 12,936 13,900 14,732 10,172 10,841 11,501 12,089 12,602 18 

29,832 31,641 33,405 36,958 36,277 29,740 31,467 33,172 34,693 35,991 19 

20 
1,120 1,196 1,273 1,344 1,405 1,091 1,140 1,191 1,236 1,274 21 
869 935 1,002 1,061 1,113 841 881 923 961 991 22 
492 517 543 567 586 489 513 538 560 578 23 

5,978 6,209 6,450 6,664 6,842 6,029 6,312 6,606 6,865 7,073 24 
962 1,003 1,045 1,084 1,117 967 1,014 1,061 1,104 1,141 25 

3,138 3,210 3,287 3,348 3,386 3,227 3,386 3,548 3,691 3,798 26 

27 
11,902 17,927 17,995 18,015 17,961 18,898 19,902 20,938 21,898 22,727 28 
7,492 7,741 8,010 8,249 8,425 7,611 7,962 8,326 8,652 8,901 29 

11,884 12,032 12,191 12,295 12,317 12,103 12,462 12,820 13,105 13,284 30 

31 
10,738 10,861 10,988 11,054 11,051 11,134 11,644 12,144 12,569 12,895 32 
5,369 5,481 5,595 5,680 5,731 5,517 5,778 6,038 6,262 6,441 33 
11,259 11,454 11,665 11,824 11,923 11,660 12,246 12,833 13,350 13,777 74 
9,275 9,546 9,814 10,018 10,148 9,529 10,049 10,562 11,007 11,356 35 
4,752 4,972 5,198 5,390 5,545 4,740 4,952 5,170 5,348 5,482 36 

37 
4,025 4,179 4,338 4,465 4,561 4,061 4,253 4,448 4,609 4,732 38 
2,891 2,957 3,031 3,088 3,131 2,935 3,047 3,165 3,258 3,329 39 
4,849 4,985 5,129 5,248 5,346 4,887 5,055 5,223 5,359 5,469 40 
653 675 698 717 732 663 699 736 766 791 41 
690 707 724 737 748 706 743 781 812 839 42 

1,597 1,667 1,738 1,798 1,851 1,595 1,667 1,739 1,798 1,848 63 
2,318 2,380 2,443 2,495 2,540 2,348 2,439 2,528 2,597 2,653 44 

45 
600 626 651 673 689 602 630 658 681 697 46 

4,353 4,637 4,928 5,198 5,436 4,289 4,489 4,683 6,847 4,964 47 
685 667 651 636 627 745 781 812 837 861 48 

5,334 5,730 6,117 6,465 6,768 5,189 5,433 5,664 5,858 6,008 49 
1,844 1,907 1,973 2,030 2,076 1,845 1,908 1,971 2,027 2,071 50 
5,790 6,185 6,573 6,922 7,226 5,647 5,883 6,102 6,284 6,426 51 
3,025 3,261 3,494 3,707 3,893 2,965 3,097 3,241 3,367 3,472 52 
5,302 5,721 6,133 6,508 6,840 5,155 5,412 5,654 5,867 6,047 53 
9,607 10,941 12,207 23,355 14,394 8,430 8,636 8,837 8,978 9,120 54 

55 
3,551 3,751 3,953 4,134 4,290 3,502 3,652 3,799 3,927 4,035 56 
4,365 4,592 4,816 5,014 5,183 4,306 4,463 4,612 4,733 4,827 57 
3,771 3,958 4,140 4,296 4,425 3,749 3,912 4,069 4,203 4.314 58 
2,421 2,521 2,617 2,698 2,763 2,446 2,579 2,713 2,836 2,948 59 

60 
2,224 2,353 2,479 2,592 2,690 2,174 2,256 2,336 2,404 2,463 61 
3,932 4,096 4,255 4,386 4,486 3,983 4,201 4,417 4,607 4,768 62 
2,854 3,016 3,178 3,321 3,449 2,799 2,906 3,007 3,069 3,162 63 
13,195 14,277 15,342 16,309 17,167 12,903 13,680 14,436 15,111 15,714 66 

65 
791 843 894 939 977 776 817 859 894 921 66 
893 979 1,061 1,133 1,195 857 913 968 1,017 1,060 67 
408 442 474 503 527 393 415 437 655 471 68 

2,823 3,123 3,409 3,666 3,892 2,668 2,818 2,962 3,084 3,183 69 
1,249 1,361 1,466 1,558 1,636 1,215 1,305 1,395 1,475 1,545 70 
2,568 2,926 3,261 3,563 3,822 2,337 2,490 2,643 2,786 2,91) 71 
1,321 1,449 1,571 1,680 1,775 1,309 1,435 1,557 1,672 1,780 72 
662 734 800 858 908 617 648 680 708 1 729 73 

74 
3.656 3,792 3,936 4,060 6,161 3,697 3,869 4,042 4,191 4,310 75 
2,437 2,610 2,781 2,935 3,070 2,355 2,446 2,533 2,603 2,655 76 
22,386 23,767 25,111 26,297 27,309 22,342 23,678 24,994 26,175 27.192 77 

412 455 691 521 544 397 433 470 504 534 7R 
941 1,017 	1  1,086 1 1,145 1  1,193 949 1  1.041 1,133 1,220 1,i00 79 
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DELAWARE E Delaware Development Office Mr. 	Douglas Clendaniel 
April , 1983 SDC Townsend Bldg., Third Floor (302) 	736-4271 

P.O. Box 	1401 
Dover, DE 	19901 

FEDERAL-STATE COOPERATIVE PROGRAM 
FOR POPULATION PROJECTIONS DISTRICT OF E Data Services Division Mr., Gangu Ahuja 

COLUMBIA Room 452 Chief Demographer 
State Contact 420 7th Street N.W. Ms. Marcia Kunen 

Washington, D.C. 	20004 (202) 	727-5535 
ALABAMA E Office of State Planning and Mr. Gilford C. 	Gilder 

Federal Programs (205) 832-6400 FLORIDA Office of Planning & Budget 
3734 Atlanta Highway Office of the Governor 
Montgomery. AL 	36130 The Capitol 

Tallahassee, FL 	32301 
E Center for Business and Economic Mr. Edward P. RutledgE 

SOC Research (205) 	348-6191 
. E Population Division Dr. Stanley Smith 

Box AK Bureau of Economic & Business Chief 
University, AL 	35486 Research (904) 	392-0171 

College of Business Administration 
ALASKA E Alaska Dept. of Labor Mr. David A. 	Swanson University of Florida Ms. Marylou Mandell 

SDC P.O. Box 1149 State Demographer Gainesville, FL 	32611 (904) 	392-0171 
Juneau, AK 	99811 (907) 	465-4500 

ARIZONA E Population Statistics Unit-045Z Mr. Dick Froneck 
(iEORGIA E Office of Planning & Budget. Mr. Thomas H. Wagner 

SOC Trinity-Washington Bldg. (404) 	656-2191  
SOC Dept. of Economic Security Room 608  

1300 West Washington, First Floor Mr. Mobin Qaheri 70 Washington St. • 	S.W.  
P.O. .O. 	Box 6123 Economist Atlanta. KA 	30334 
Phoenix, AZ 	85005 (602) 255-5984 

HAWAII E Research & Economic Analysis Dr. 	Richard P. 	Yo 
ARKANSAS E Census & Income Data Center Forrest H. 	Pollard, Ph SOC Division Head 

SOC CBA - University of Arkansas (501) 	371-1971 Department of Planning and (808) 	548-4612 
33rd and University Economic Development 
Little Rock, Ark. 	72204 P.O. 	Box 2359 Mr. Robert C. Schmitt 

Honolulu, HI 	96804 State Statistician 
CALIFORNIA E Population Research Unit Ms. Linda Gage (808) 	548-4612 

SDC Dept. of Finance Chief 
1025 P Street. (916) 	322-4651 IDAHO E Division of Financial Management Dr. 	Richard Slaughter 
Sacramento, CA 	95814 SOC Statehouse, Room 122 Chief Economist 

Boise, 	ID 	83720 (208) 	334-3900 
COLORADO E Colorado Division of Local Govt Mr. Reid T. Reynolds 

SOC 1313 Sherman St. • Room 520 Demographer ILLINOIS E Office of Planning Mr. Cheng Chiang 
Denver, CO 	80203 (303) 	866-4987 . SOC Illinois Bureau of the Budget Demographer 

605 Stratton Office Building Mr. Richard Kolhauser 
CONNECTICUT SOC Comprehensive Planning Division Mr. Horace H. Brown Springfield, 	IL 	62706 Director 

Office of Policy & Management Acting Under Secretary Mr. Scott Kimmel 
State of Connecticut (203) 56b-4872 Planning Analyst 
80 Washington St. (217) 	782-5414 
Hartford, CT 	06115 	' Mr. Theron A. Schnure 

Asst. 	Director 
(203) 	566-3905 INDIANA E Indiana State Board of Health Dr. Robert A. Calhoun 

1330 West Michigan Street (317) 	633-0308 
Indianapolis, 	IN 	46206 

Division of Research Mr. Horton J. Marcus 
SOC Indiana University Research Economist 

Bloomington, IN 	47405 (812) 	335-5507 

E 	- 	in Estimates COOP Program 
SOC - 	a primary participant in State Data Center Program 
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MISSISSIPPI Mississippi 	Research & Ms. Suzanne Tatum 

IOWA E Office for Planning & Progranining Mr. James R. Taylor 
Development Center Philip W. 	Pepper 

SDC 523 East 12th Street State Demographer 
Economic Analysis Division 
P.O. Drawer 2470 

(601) 982-6408 

Des Moines, 	IA 	50319 (515) 281-3738 Jackson, MS 	39205 

KANSAS E Division of the Budget Mokhtee Ahmad MISSOURI E Office of Administration Ryan Burson SOC Room 152 East (913) 	296-2436 SOC Division of Budget & Planning (314) 	751-2345 State House P.O. Box 809 
Topeka, KS 	66612 Capitol 	Building, Room 124 

KENTUCKY E Urban Studies Center Mr. Michael 	Price 
Jefferson City, MO 	65102 

 
SOC Gardencourt Campus (502) 	5886526 MONTANA SOC Research and Information Systems Mr. R. Thomas Oundas, J Alta Vista Road Division Administrator University of Louisville Department of Community Affairs Mr. 	Phil 	Brooks Louisville, KY 	40298 Capitol 	Station (406) 	449-2896 

LOUISIANA SOC Louisiana State Planning Office Mr. Thornton Cofield 
Helena, MT 	59601 

 
P.O. Box 4426 (504) 	342-7410 NEBRASKA SOC Bureau of Business Research Mr. Jerome A. 	Oeichert - Baton Rouge, LA 	70804 University of Nebraska (402) 	472-2334 

SOC Division of Business & Economic Mr. 	Vincent Maruggi 
College of Business Admin. 
Room 200 

Research (504) 	286-6980 Lincoln, Nebraska 	68588 
University of New Orleans Or. Gordon Saussy 
New Orleans, LA 	70148 (504) 286-5248 NEVADA E Nevada Planning Coordinator Helen L. 	Peters 

MAINE State Planning Office Mr. Richard Sherwood 
SOC Office of Consnunity Services (702) 	885-4420 

184 State Street (207) 	289-3261 1100 East Williams St. 

Augusta, liE 	04333 Carson City, Nevada 	89710 

MARYLAND SOC Office of Planning Data Mr. Arthur Benjamin 
NEW HAiIPSHIRE E Office of State Planning Mr. James F. McLaughlin 

Department of State Planning Mr. Michel Lettre 
SOC 2 1/2 Beacon Street Assistant State Plannin 

301 West Preston Street (301) 	383-5664 
Concord, NH 	03301 Director 

Baltimore, MD 	21201 (603) 	271-2155 

MASSACHUSETTS SOC Executive Office of Coninunities Mr. Charles McSweeney 
NEW JERSEY E Office of Demographic & Ms. 	Shirley A. 	Goetz 

and Development (617) 	727-3253 
SOC Economic Analysis Assistant Director 

100 Cambridge Street 
Division of Planning and Research (609) 292-0099 

Boston, MA 	02202 
N.J. Department of Labor and Mr. Scott Brown 

Industry (609) 292-0076 

Or. Stephen Coelen 
CN 	388 

School 	of Business Administration 
Trenton, NJ 	08625 

University of Massachusetts NEW MEXICO E Bureau of Business & Economic Mrs. Lynn Woobold 
Amherst, MA 	01003 SOC Research Mr. Brian McDonald 

MICHIGAN SOC Michigan Department of Management Or. Laurence S. Rosen 
The University of New Mexico (505) 	277-2216 

E and Budget (517) 	373-7910 
Albuquerque, NM 	87131 

Office of the Budget 
P.O. Box 30026 

NEW YORK C New York State Dept. of Canmerce Mr. Michael J. 	Batutis 

Lansing, MI 	48909 
SOC 99 Wasninton Avenue Chief Deooyrapher 

Alary, NY 	12245 (518) 43-o115 

MINNESOTA C Minnesota !ielt. of Energy, Dr. R. Thanas Gillaspy Mr. Bob Scardamali a 

SOC Planning j'd 9evelopmont (612) 296-557 (518) 473-0871 

Office of State Demographer NORTH CAROLINA E N.C. Office of State Budget & Gregory Williams, 	Pfl.O 
101 Capitol 	Square Building 

SOC Managenent (919) 	733-7061 550 Cedar Street 
116 West Jones Street 

St. Paul, MN 	55101 RaleIgh, NC 	27611 
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TENNESSEE SOC Center for Business & Economic Dr. 	Patricia Postma 

Research (615) 974-5441 
NORTH DAKOTA SOC State Planning Ms. Nancy Rockwell University of Tennessee 

State Capitol Director Room 100, Glocker Hall 

Bismarck, ND 	58505 (701) 224-2818 Knoxville, TN 	37916 

SOC Department of Agricultural Dr. Richard Rathge TEXAS E Office of the Governor Ms. Bonnie H. 	Young 
Economics (701) 237-8621 SOC Texas 2000 (512) 475-8386 

University of North Dakota -8290 P.O. 	Box 13561 

Fargo, North Dakota 	58102 Austin, TX 	78711 

OHIO E Ohio Dept. of Economic & Mr. Jack Brown UTAH SOC State Planning Coordinator's Offc. Ms. Jean Watanabe 
SOC Coixnunity Development (614) 	466-3379 State Capitol, Room 124 (801) 	533-5245 

30 East Broad Street Salt Lake City, UT 	84114 

Columbus, OH 	43215 Mr. Brad Barber 
(801) 	533-4972 

OKLAHOMA SOC Department of Economic 6 Mr. Harley Lingerfelt 
Cosvnunity Affairs (405) 	528-8200 SOC Bureau of Economic and Business Mr. Rodger Weaver 

4545 N. Lincoln Blvd., Suite 285 Research 582-3116 
Oklahoma City, OK 	73105-4381 University of Utah 

Salt Lake City, UT 	84108 

OREGON SOC Intergovernmental Relations Div. Mr. Robert L. Montgomer 
Executive Building Administrator VERMONT E Vermont Health Department Mr. Walter Cooley 
155 Cottage Street, N.E. (503) 	378-3732 Division of Public Health 862-5701 
Salem, OR 	97310 Statistics — 115 Colchester Avenue 

E Center for Population Research Mr. Edward Schafer Burlington, VT 	05401 

SOC and Census Director 
Portland State University VIRGINIA SOC Department of Planning and Budget Mr. Daniel 	G. 	Jones 
P.O. Box isi Fourth Floor, Ninth Street Office 786-8343 
Portland, OR 	97207 Building 

Richmond, VA 	23219 

PENNSYLVANIA E Pennsylvania State Data Center Mr. Robert W. Surridge 
SOC Pennsylvania State University Project Director WASHINGTON E Forecasting & Estimation Division Ms. Theresa J. Lowe 

The Capitol Campus (717) 	948-6336 SOC Insurance Building, MS AQ-44 (206) 754-2804 

Middletown, PA 	17057 Olympia, WA 	98504 

RHODE ISLAND E Office of Statewide Planning Mr. 	Daniel 	Varin WEST VIRGINIA E Conmiunity Development Division Mr. 	Thnas E. 	Holder 

SOC 265 Melrose Street Chief SOC State Data Center Program Leader 

Providemce, RI 	02907 Mr. Chet Symanski Governor's Office of Economic and Ms. 	Katherine H. 	Shiflet 

(401) 	277-2656 Community Development Program Manager 
Charleston, WV 	25305 (304) 348-4010 

SOUTH CAROLINA E Division of Research & Statistical Dr. Eugene A. Laurent 
SOC Services Director E Office of Research & Development Ms. Carolyn Dempsey-Foss 

State Budget and Control Board 758-2396 West Virginia University (304) 293-4201 

Room 337 Moryantown, WV 	26505 

1000 Assembly Street Bobby M. Bowers 
Reinbert C. 	Dennis Bldg. Chief, Demographic WISCONSIN SOC Demographic Services Center Mr. 	Balkrishna Kale 
Columbia, SC 	29201 Statistics Department of Administration (608) 266-1624 

101 South Webster 

Mr. Mike MacFarlane P.O. Box 7864 

State Demographer Madison, WI 	53707 

(S03) 	758-7E6 
SOC Appliud Population Lab. Mr. 	Paul 	R. 	Voss 

SOUTH DAKOTA SOC State Planning Bureau Planning Information 1450 Linden Dr. Asst. 	Scientist 
State Capitol Section University of Wisconsin (608) 252-9526 

Pierre, SD 	57501 (605) 773-3661 Madison, WI 	53706 

2 
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WISCONSIN (contd.) 	E 	Section of Demographic 8 Special Mr. Henry Krebs 
Analysis Chief 

Bureau of Health Statistics (608) 266-1920 -8- 
State Division of Health 
P.O. Box 309 
Madison, WI 	53701 

Office of Economic Growth Mr. Howard Fullerton 
Department of Rural Sociology Dr. Paul R. Voss and Employment Projections (202) 272-5328 
311 Agriculture Hall Bureau of Labor Statistics 
University of Wisconsin-Madison DOL 
Madison, WI 	53706 Washington, D.C. 	20212 

WYOMING 	 Division of Research & Statistics Mr. 	Phil 	Kiner 
Department of Administration & (307) 	777-7201 State Coordinators of Projections COOP 

Fiscal Control 
Emerson Building 1983-1984 
Cheyenne, WY 	82001 

State Chairperson: 

The following nonparticipant is 	included in the mailing list for any correspondence Dr. R. 	Thomas Gillaspy (Minnesota) (612) 296-2557 
to be sent to members of the program: 

Board of Directors: 
PUERTO RICO 	 Division of Public Policy Analysis Mr. Boris Oxman 

Puerto Rico Planning Board (809) 	726-6200 Northeast 
Minillas Government Center 
North Center Mr. Robert Surridye (Pennsylvania) (717) 948-6336 
San Juan, PR 	00940 

North Central 

Federal Agencies Involved in the Federal-State Mr. Morton Marcus 	(Indiana) (812) 335-5507 
Cooperative Program for Population Projections 

Population Projections Branch Dr. John F. Long South 
Population Division Mrs. Signe Wetrogan - 
Bureau of the Census (301) 	763-5021 Dr. Gregory Williams (919) 733-7061 
Washington, D.C. 	20233 

Projections Branch Mr. Ken Johnson West 
Regional 	Economic Analysis Division (202) 	523-0971 - 
Bureau of Economic Analysis BE-61 Ms. Linda Gage (916) 322-4651 
14th and K Streets, N.W. Mr. Hugh Knox 

Washington, D.C. 	20230 (202) 523-0946 

INTERESTED PERSONS 
Regulatory and Statistical Analysis Division Ms. Jeanne Griffith 

Office of 	Information and Regulatory Affairs (202) 3953097 Bud Wurdock, Data Manager (502) 561-2045 
Office of Management and Budget New Hospital Development 
Room 3019 Humana, 	Inc. 

NEOB 2440 First National Tower 
Washington, D.C. 	20503 Louisville, KY 	40201-1438 

Intergovernmental Affairs Division Mr. Walter Groszyk Martha Riche (703) 524-0450 

Office of Management & Budget (202) 395-3050 .4nerican Demographics 
NEOB P.O. Box 5103 
Washington, D.C. 	20503 ArlIngton, VA 	22205 
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EXHIBIT 8 

INTRODUCTION 

This report presents projections of economic activity for the Nation, 
States, BEA economic areas, standard metropolitan statistical areas 
(SMSA's), and substate areas. Projections are presented for population, 
personal income, and employment and earnings (labor and proprietors' 
income), by industry. For the Nation and States, projections are pre-
sented for 1985, 1990, 1995, 2000, 2010, 2020, and 2030, historical data 
are presented for 1969, 1973, and 1978. For the other geographic areas, 
historical and projected data are presented for 1969, 1978, 1985, 1990, 
2000. and 2030. 

This report is a major output of BEA's ongoing program of economic 
measurement, analysis, and projections. The projections program origi-
nated in 1964 under a cooperative agreement with the Water Resources 
Council (WRC). Upon enactment of the Water Resources Planning Act 
of 1965, the projections program became an integral part of the corn-' 
prehensive water resources planning program and the periodic national 
assessments of water and related land resources. The types of users of 
the projections have steadily increased to include additional Federal agen-
cies, State and local agencies, and a variety of private organizations. 

Ten years ago, the projections program acquired the acronym 'OBERS," 
reflecting a cooperative effort of the Office of Business Economics (now 
BEA) and the Economic Research Service (now the Economic Statistics 
and Cooperative Services) in the Department of Agriculture. Although 
the regional projections now are prepared solely by BEA, the OBERS 
name is retained for continuity. 

The objectives of the OBERS program are the development and mainte- 
nance of 	a current regional data base, with provisions for rapid and 
flexible data retrieval, (2) a set of both mid-term (5-year) and long-term 
(50-year) regional projections of population and economic activity, (3) 
analytical systems for the generation of the projections, and (4) analyti-
cal systems for special applications of the projections. 

As new data become available and economic measures and projection 
methodologies are improved, revised projections are produced at peri-
odic intervals. The analytical systems for applications provide system-
atic procedures for the analysis of alternative future scenarios. 

Projections, by their nature, reflect the underlying data systems and 
methodologies. Many alternative projections are prepared by other public 
and private organizations. An alternative approach to the projection of 
State-level population is taken by the Bureau of the Census, which bases 
its projections on the cohort-component method of demographic analy-
sis rather than on the extension of economic trends. This method requires 
the separate projection of trends in the three components of population 
change—fertility, mortality, and net migration—for each age, race, and 
sex group. In the BEA projections, in contrast, net migration is mainly 
dependent on projected economic growth. The current set of Census 
Bureau projections can be found in "Illustrative Projections of State 
Population: 1975 to 2000," Current Population Reports. Series P-25, 
No. 796, March 1979. 

Scope of the Report 

The scope of this report was determined by three considerations: the 
planning needs of the WRC and other Federal agencies; technical limi-
tations on the extent of industrial and geographic detail in which eco-
nomic information may be provided; and the amount of material that 
reasonably can be included in a manageable report. 

The geographic areas for which data are presented are (I) the Nation, 
the 50 States, and the District of Columbia; (2) the 183 economic areas 
delineated by BEA; (3) the 266 SMSA's, as defined by the Office of 
Management and Budget as of December 1977; and (4) 585 substate 
areas, including (a) BEA economic areas that are entirely within one 
State and that have no SMSA's, (b) SMSA and non-SMSA parts of 
BEA economic areas that are entirely within one State, and (c) in cases 
where State boundaries divide economic areas and/or SMSA's, State 
parts of economic areas and/or SMSA's. 

For each area, tables are organized to show (I) the levels of popula-
tion and economic aggregates; (2) the industrial composition of economic 
activity; and (3) within States, the distribution, in summary form, of 
economic activity among the substate areas. 

The amount of detail included in the projections varies by type of area 
because of the different methods used in projecting from the historical 
data. For States, population, by age and sex, personal income, by major 
income component, and earnings and employment for 57 industrial groups 
are presented. For economic areas, SMSA's, and substate areas, total 
population, total personal income, and earnings and employment for 14 
major industrial groups are presented. Three sets of illustrative projec-
tions are presented for each geographic area except States. 

All data are available on computer tapes from the Data and Systems 
Branch, READ, Bureau of Economic Analysis, U.S. Department of Com-
merce, Washington, D.C., 20230. Tapes may be purchased separately 
for each of the first three volumes and for the combination of volumes 4 
through II. 

Organization of the Report 

This report consists of II volumes. Volume I presents State projec-
tions and the underlying historical data, a detailed discussion of the 
concepts and the methodology used in preparing the State projections, 
summary national tables, and appendixes describing the statistical con-
cepts and industrial groups used in the OBERS program. Volume 2 
presents data for the economic areas, and volume 3, for the SMSA's. 
Volumes 4 through II present data for substate areas in each of eight 
major regions of the Nation. Each of these eight volumes presents data 
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for the Nation, a region, the States in the region, and the substate areas, 
Number of subsiale areas 

as follows: Volume 9— BEA Region 6— Southwest 

Number of substate areas Arizona 	 4 
New Mexico 	 5 

Volume 4— BEA Region I—New England Oklahoma 	 12 
Texas 	 42 

Connecticut 5 
Maine 4 Volume lO—BEA Region 7—Rocky Mountain 
Massachusetts 7 
New Hampshire 5 Colorado 	 9 
Rhode Island 2 Idaho 	 5 
Vermont 4 Montana 	 6 

Utah 	 5 

Volume 5— BEA Region 2—Mideast Wyoming 	 7 

Delaware 2 Volume I I—BEA Region 8—Far West and Region 9 
District of Columbia 
Maryland 6 California 	 25 
New Jersey 14 Nevada 	 4 
New York 16 Oregon 	 7 
Pennsylvania 23 Washington 	 II 

Volume 6— BEA Region 3—Great Lakes Alaska 	 2 
Hawaii 	 2 

Illinois 22 
Indiana 24 
Michigan 20 
Ohio 27 
Wisconsin 20 Procedural Overview 

Volume 7— BEA Region 4—Plaina 
The OBERS projections are prepared by what is commonly referred 

Iowa 16 to as a "step-down" process. Briefly, step-down approaches to analyti- 
Kansas 9 cal problems are based on the premise that historical data for larger 
Minnesota 3 aggregates are generally more accurate than the same type of informa- 

tion for more detailed classifications. Thus, in the OBERS program, 
Ncbraska 8 national projections are developed first, and these are then distributed 
North Dakota 6 

among the States to arrive at the State-level projections. Similarly, in 
South Dakota 

developing the national economic projections, aggregate Gross National 

Volume 8— BEA Region s—southeast Product (GNP) is projected first, and this total then is distributed among 
industrial groups. 

Alabama 15 The GNP projections are the basis for the derivation of other national 

Arkansas II measures, including total personal income and earnings and employment by 
Florida 22 industry. The national projections of earnings and employment are dis- 
Georgia IS tributed to the States on an industry-by-industry basis, according to the 
Kentucky IS historical record of each State's contribution to these national totals. 
Louisiana 13 This volume focuses in detail on the procedures used to make the 

projections for the Nation and States. Following a discussion of the 
North Carolina Il 

II procedures for making the national projections, the second section dis- South Carolina- 
12 cusses the procedures for making State projections of earnings, employment, Tenncssce 

Virginia 14 population, and total personal income through 2000. The final section 
West Virginia 14 discusses the means by which all projections were extended beyond 2000. 
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EXHIBIT 9 
Stat. 11: DIstrict of Columbia 

Table 1.-Population, Personal Income, Labor and Proprietors' Income, and Employment by Place of Residence, 1969-1978, and Projected, 1985-2030 

1969 1973 1978 1985 1990 1995 2000 2010 2020 2030 

782031) 736,148 673523 641,464 638.965 633.588 632,752 637,809 656.706 814,145 
Total personaJ income (thousands of 	1972 doflers) ........................................................................................................ 3,730,363 4,138.268 4.309.695 5.048,063 5.697273 8.248.183 6,682.962 8.531.101 10,387,773 12.753.258 

3.005.411 3,148.653 3.047.827 3.590.922 4.044.207 4,416.194 4,909,024 8,037,279 7,175,011 6.693,725 
1,048,056 1,375,943 1,663157 1,966.576 2,242.202 2,485,616 2,771.050 3.472.291 4,373,706 5,484,938 

323,145 388,307 401,078 509,436 589,137 653,828 791.113 976.472 1,160,952 1,405,407 

Total 	population 	(July 	I) ...................................................................................................................................................... 

4,895 5,819 8,399 7,870 8,916 9,862 10.878 13.376 15.818 18.918 

Total 	lab 	and propitetora' 	come ........................................................................................................................... 
Property income and bansfer payments.................................................................................................................... 

1.18 1.19 1.22 1.23 1.22 1.22 1.21 1.21 1.21 1.20 

Less: Personal contributions f 	social krsr,ence .................................................................................................... 
Per capita rncome (1972 dollars)........................................................................................................................................ 

372,667 354,593 346.344 371,844 374,152 371.477 370.134 371,454 364,860 362,640 

Per capita ricome relative (U.S- tOO).............................................................................................................................
Total eroployment 	(lob colsit) ............................................................................................................................................. 

.49 .48 .51 .58 .59 .59 .58 .58 .56 .54 Empfoyment/poprAation ratio ..............................................................................................................................................
Encfoyniertt/popiiation ratio relative (U.S- 1.00) ......................................................................................................... 1.15 1.11 1.11 1.17 1.17 1.17 1.16 1.18 1.16 1.14 

Table 2.-Population by Age and Sex by Place of Rsldence, 1970, and Projected, 1985-2030 

1970' 	1 1985 1990 	1 1995 2000 2010 	1 2020 2030 

756,510 641.484 638.965 633,588 632.752 637.809 656.706 674,145 
Under5 	years ..................................................................................................................... . ............................................................................................. 59,735 49,886 48,163 43,216 41,706 46,002 47,047 46,925 510 	9 ............................................................................................................................................................................................................................. 64,222 46,298 47,829 45,103 42,518 42,712 47.919 46,386 1010 	14 ............................................................................................................................................................................................................................. 64,424 40,931 45,672 47,328 45,292 41,432 46,359 47,797 IS 	to 	t9 ............................................................................................................................................................................................................................. 65,609 45.825 40,831 44,815 47,221 43,010 43,292 48,689 

79,638 5.6.719 45.960 40.970 44.389 45.813 42.070 48.555 
64,900 55,105 52.570 42.683 39.254 45,215 42,628 42.457 
47,625 52,321 53,262 50,687 42,105 40,967 44,915 41,369 351039 ................................................................................................................................................................................... 	....................................... 42,337 51,350 50,298 51,364 49,371 37,905 44.258 42.232 
42,637 43,533 49,753 49,050 50,548 40,721 39,683 44,170 

201024............................................................................................................................................................................................................................... 

43,298 34,428 41,163 47,349 47,237 47,632 37,160 43,634 

25 	to 	29............................................................................................................................................................................................................................... 

40,376 32,233 32,575 39,160 45,616 47,251 38,699 37,870 

.. 

.. 

37,994 30,333 29,141 29,579 36,009 42,490 43,296 34,171 
32,910 29.604 26.915 25,643 26,594 38,802 41,299 34,242 

Total 	population ........................................................................................................................................................................................................................ 

10,803 73.316 76.211 78.4.42 74.892 77,856 98.079 117.648 
35t.491 

.. 

.. 

293,008 290,624 286,725 255,503 281,851 298.549 306,306 0 	Male, 	18 	ages .......................................................................................................................................................................................................................... .. 
30,088 25,442 23,980 22.158 21,383 23,585 24,114 24,039 

401044 .............................. .............................................................................................................................................................................................. ... 

32,233 23.641 24,457 23,075 21.769 21,865 24,531 23,743 

451049 ............................................................................................................................................................................................................................ ... 
50 	to 	54 ............................................................................................................................................................................................................................ ... 

10 	to 	t4 ............................................................................................................................................................................................................................ 32,298 19.96$ 23,325 24.197 23.168 21,207 23,134 24,462 

55 	to 	59 ............................................................................................................................................................................................................................ ... 
801084 ............................................................................................................................................................................................................................ ... 

30,819 21.885 19,407 22,412 23,642 21,505 21.684 24,402 

65 	years 	and 	over ........................................................................................................................................................................................................... ... 

35,249 27.057 20.955 16,407 21,160 21,793 19,681 22,206 
31,085 25.036 24.793 19,160 17,377 21.266 19,772 19,817 
23,513 22,568 24.225 23,979 19.041 19,412 21,244 19.478 
20,524 23,171 21,065 22,750 22,824 18,475 20,537 19.364 

.. 

20,175 19,475 22,019 20.118 22,042 17,648 18,021 20,137 

15 	to 	19.......  ..................................................................................................................................................................................................................... ... 
201024 ............................................................................................................................................................................................................................ ... 

19,778 15,833 18,181 20.720 19,181 21.620 15,845 19,950 

301034................................................................................................................................................ , 	...................................... 

251029 ............................................................................................................................................................................................................................ ... 
301034 ............................................................................................................................................................................................................................ ... 

... 

18,062 15,239 14,930 17,229 19,854 20,330 16,653 17,125 

351039 ............................................................................................................................................................................................................................ ... 
401044............................................................................................................................................................................................................................... 

501054  ............................................................................................................................................................................................................................ .. 
16,978 14,308 13,629 13,414 15,649 17,031 19.481 14,506 

451049............................................................................................................................................................................................................................... 

601064  ............................................................................................................................................................................................................................ 14,270 13.068 12,352 11,777 11,734 16.195 17,139 14,259 
26,423 26,319 27.301 27,329 28,680 27.918 35.931 42,817 

Under5years .................................................................................................................................................................................................................. ... 
510 	9 ............................................................................................................................................................................................................................ ... 

405,019 348,458 348.341 348.683 347.249 349.958 358.158 367.839 
Under 	5 	ys ..................................................................................................................................................................................................................  29,649 24.224 22,803 21.058 20,323 22,417 22.933 22.686 
510 	9 ............................................................................................................................................................................................................................  31,969 22,654 23,372 22.028 20,749 20,041 23,388 22.643 

32,128 20,972 22.347 23,129 22.127 20,226 22,625 23,336 
34,790 23.739 21,424 22,403 23,579 21,505 21,626 24,288 

55 10 59  ............................................................................................................................................................................................................................ ... 
.. 

44,389 29,662 25.005 22.562 23,229 24,021 22.189 24.349 

65 	years 	and 	.............................................................................................................................................................................................................. 

33,815 30.069 27,777 23.523 21,878 23.949 22,856 22.040 

F.mate, 	.8 	age. ...................................................................................................................................................................................................................... 

24,112 29.753 29,037 36,709 23.064 21.554 23,671 21,691 

. 

. 

21,613 28.179 29,233 28,614 26.547 21,430 23.721 22,068 

1010 	14............................................................................................................................................................................................................................ 
1510 	19............................................................................................................................................................................................................................. 

22,462 24,059 27,735 28,931 28,506 23,013 21,662 24,033 

201024.............................................................................................................................................................................................................................. 
10 	2529.............................................................................................................................................................................................................................. 

23,520 18,594 22,975 26,829 28.056 26.013 21,314 23.664 

301034.............................................................................................................................................................................................................................. 
351039.............................................................................................................................................................................................................................. 

22,316 16.994 17,048 21,931 25,762 26,921 22.045 20,145 

401044 ............................................................................................................................................................................................................................ .. 
451049............................................................................................................................................................................................................................. 

21,018 16,025 15.513 16,166 20.380 25,459 23,618 19,683 
501054............................................................................................................................................................................................................................. 
551050............................................................................................................................................................................................................................. 

16,536 14,563 14.066 14.059 22.807 24.160 19,963 801064.............................................................................................................................................................................................................................18.640 
65yss'swdovar  ................................................................................................................................................................. ........................................... . 44,380 48.997 48.911 49,114 48,212 49,938 62,149 74,831 

'1970 Census of Popiia6on(ApI I) 

0 00 



EXHIBIT 9 (Continued) 	 Stat. 11: OfatrIct of Cofumbla 

Tabfa 3.—Labor and Propristor.' Incoms by Industry by Ptaco of Work, 1969-1975, and PI-OSCtSd, 1955-2030 

IThousands 011972 dolusI 

1960' 1973• 1978- 1995 lOgO 1995 2000 2010 2020 2900 

9,215.640 6,954,415 7.546.680 9,021,129 10,239,934 11,261.601 12,544,648 15,432,616 19,344,797 22.231,955 

Agicsdturalprothichon ................................................................................................................................................. 0 0 0 0 0 0 0 0 0 0 

Aghcultural services, forestry. fisheries, and other .................................................................................................. (D) 42,785 52,782 68.059 80,137 91.024 104,334 135,205 168.671 207,250 
(0) 1.647 1.403 1.463 1.542 1,629 1,740 2.013 2,261 2871 

30,879 41,138 51,379 66.596 78.595 89,395 102,594 133,192 184,390 204,588 
Agiic*4hsil services, forestry, and fisheries ....................................................................................................... 

(0) 

.. 

.. 

928 1.906 2.626 3,029 3.570 4.246 5.432 6,547 7,778 
0 0 (D) 242 265 314 357 452 578 723 

(D) (0) 1.304 1,852 2,128 2,514 2.997 3,792 4,485 5,204 
0 (0) (0) 267 304 340 384 483 563 713 

Total 	labor 	and proprietors' 	Income' .................................................................................................................................. 

0 (0) (0) 267 332 411 608 705 901 1.136 
192,559 261.970 172,190 196.954 213,906 223.485 235,321 285.726 294.564 339,107 

Mining............ . ............................................................................................................................................................... ... 
Coatmining ........................................................................................................................................................... ... 

226,888 212.639 206,809 239.159 275.500 301,735 332.948 405.454 478.836 576.928 

Other'....................................................................................................................................................................... 

Oil 	and 	gas extraction ......................................................................................................................................... ... 
Metalmining............................................................................................................................................................ 

197.048 190.434 185,907 215.238 247,864 270,772 297.734 360.796 424.653 510.319 
37,575 (0) 13,486 13,095 13,874 14.090 14,899 16.380 18.138 20.743 

0 0 (D) 508 633 777 930 1249 1555 1.908 

Nondurable 	goods ............................................................................................................................................... .. 
Food 	and 	kindred 	products .......................................................................................................................... 

56 2 (D) 281 326 371 422 534 688 829 
Tobacco 	products ........................................................................................................................................... 
Textile 	mill products ........................................................................................................................................ 

(0) 807 488 594 657 706 768 912 1.059 1,256 

Nonmetallic mining excluding fuels ................................................................................................................... ... 

Apparel and other fabricated textile products .......................................................................................... ...
Paper and allied products .................................................................................................... ....................... ... (0) 448 (0) 4.546 5,027 5,342 5,771 6,795 7,827 9,262 

Construction ................................................................................................................................................................. ... 

Printing and publishing ................................................................................................................................ .. 152,033 (D) 159.384 185,238 214,263 233.966 256.776 310.287 364,326 437,009 

Manufacturing 	................................................................................................................................................................. 

3.768 3.888 5,317 7.671 9,989 12,125 14,829 20,729 28.768 34,390 
191 242 2.696 3.105 3.295 3,395 3.539 3.921 4.312 4.925 

Chemicals and allied products ..................................................... . ............................................................. .. 

41 28 9 0 0 0 0 0 0 0 
Petroleum 	refining ............ ............................................................................................................................ .. 
Rubber and miscellaneous plastics products ........................................................................................... ..
Leather and leather products ..................................................................................................................... .. 8 13 5 0 0 0 0 0 0 0 

Durable 	goods........................................................................................................................................................ 29.840 22,205 20.702 23,921 27.636 30.963 35.214 44.658 54.183 66.807 
(D) 559 475 544 603 656 722 873 1,025 1231 

953 91 127 152 170 185 205 248 292 350 
4.589 4.380 (D) 3.485 4.216 4.914 5.777 7,668 9.588 12.040 

Primary 	metals .............................................................................................................................................. .. (0) 1.511 (D) 7.883 9,980 12,085 14,760 20,470 26283 33,501 
3.623 (D) 2,054 2.377 2,528 2,515 2,523 2.611 2,877 2,881 
2.217 999 1,279 1,396 1.455 1.366 1.294 1,179 1,033 934 

Lumber products excluding furniture and fixtures ..................................................................................... 
Furniture 	and 	fixtures ................................................................................................................................... .. 

8.914 4,246 3,940 3.008 3,374 3,637 3,938 4,653 5,362 6.356 

Stone, 	clay, 	and 	glass products ................................................................................................................. .. 

5.343 3,484 (D) 1.196 970 889 824 731 644 595 

Fabricated 	metals .......................................................................................................................................... 
Machinery excluding electrical machinery ................................................................................................ .. 

(0) (D) (D) 1,405 1.577 1.740 1,938 2,386 2,838 3,442 
Transporation equipment excluding motor vehicles.................................................................................. 

(D) 0 0 0 0 0 0 0 0 0 

Electrical 	machinery ..................................................................................................................................... .. 

Motor vehicles and equipment..................................................................................................................... 

1,814 1.378 1,106 1.391 1.571 1,697 1,848 2,203 2,553 3,042 
Ordnance'....................................................................................................................................................... 
Instruments ..................................................................................................................................................... 

(D) 1.964 (D) 1,082 1,192 1.279 1.385 1.834 1.868 2.233 

374,769 386,238 411,576 528,789 605,361 665,954 738,118 902,993 1,065,708 1,283.225 
31,095 25,953 (D) 51.597 54,953 57.881 61.576 89,919 78,389 89,422 
17.293 17.107 9.713 11.226 12,235 12.727 13,314 14,682 15,858 17,862 
50,705 17,302 19.121 18,091 19,114 20,269 21.715 25.186 28.754 33.591 

Miscellaneous manufacturing .......................................................................................................................

Transportation, communication, and public utilities.................................................................................................. 

13.757 33.387 (0) 15.292 16.851 17,123 17,541 18.622 19,227 20,770 
0 0 0 0 0 0 0 0 0 0 

Railroad 	transportation.......................................................................................................................................... 
Motor 	lreighl and warehousing............................................................................................................................ 
Local, suburban, and highway passenger transportation................................................................................. 
Air 	transportation................................................................................................................................................... 

27.836 31.288 20.308 25.848 30.013 32.539 35,689 42,933 50,020 59,867 
Pipelinetransportalion.......................................................................................................................................... 

Waler 	transportation.............................................................................................................................................. 1,678 1,309 954 948 847 624 450 182 0 0 
Communications..................................................................................................................................................... 167,747 196.787 240.628 334,361 394,120 441,048 496.241 621,579 745,284 908,402 
Electric. 	gas, 	and 	sanilary 	services ...................................................................................................................  63,105 (0) 69,426 77.428 83,743 91,582 109,890 128,198 153,311 

Transportation services......................................................................................................................................... 

256,205 196,489 171,036 184,292  190.110 189,603 189,650 196,454 202,375 216,923 

415.079 370,382 332,524 355,280 389,501 373,720 375,456 394,325 411,036 449,580 
290,519 306,468 342,965 421,707 482,789 532,067 593,052 730,102 865,714 1,049,751 

Wholesale 	trade............................................................................................................................................................. 

Retail 	trade..................................................................................................................................................................... 

Finance, 	insurance, 	and 	real 	estate ........................................................................................................................... 
57.171 72,403 (0) 122.070 147,718 170,310 198,404 259,588 320,750 401,015 Banking  ................................................................................................................................................................... 
80.824 67.129 (D) 106.639 122,096 134,973 150,771 186,685 222,414 270.491 
75,856 75.412 (D) 91,660 101,537 107.312 114,059 130,250 144,976 167,509 
96,688 91,522 (D)  101,338 111,438 119,472 129,818 153,581 177,574 210,736 

1296288 1.4.40.813 1.848.181 2,389,86 2,819.788 3.200.589 3,654.823 4.686.028 5.718,676 7,065.733 
61.963 (D) (D) 89.318 106,871 127.355 148,811 197,460 245.764 308,888 

259,663 ID) (0) 370,174 432,886 486.569 550.298 693,478 835,864 1,025,793 
21.239 22.943 (D) 21.283 21,499 21,064 20.527 19.575 17.950 17.085 

Services.......................................................................................................................................................................... 
Hotels 	and other 	lodging places ......................................................................................................................... 

17,800 16.545 13.035 14.855 15,839 16,055 16.257 16,997 17,414 18,702 

Personal and  miscellaneous business and repair services  ............................................................................. 
Auto repair 	services and garages ....................................................................................................................... 

Motion 	pictures .....................................................................................................................................................  11,611 7.668 6,230 6,859 9,255 9.775 11,105 12.413 14.377 

Other credit and security agencies..................................................................................................................... 
Insurance ................................................................................................................................................................ 

Amusement and recreation eactuding motion pictures  .................................................................................... 

74,242 68,337 (D) 68,175 69.025 74.376 77,393 87,827 97,976 111,363 

Real estate and  combination off ices .................................................................................................................. 

178,499 198,268 283,737 421,469 541,443 653,560 781,865 1,070,517 1,358,206 1,733,729 
Private 	educational 	services ...............................................................................................................................  239.262 (D) 288,057 321.713 349,065 383,982 464,279 544,721 654.053 

206.373 288.395 (D) 453,492 486,628 506.876 533,618 603.589 673.407 778.333 

Private 	households ................................................................................................................................................ 

269,007 309,519 432.951 654.833 813.025 956,392 1.132,297 1.521.401 1,914,959 2.423,610 

Medical and other health services...................................................................................................................... 

3.129,631 3.735.705 4,008,891 4,634,375 5,199,813 5,700,045 6,316.496 7,711,097 9,134,680 11.013.573 

Nonprofit 	organizations......................................................................................................................................... 
Miscellaneous professional services................................................................................................................... 

2,528,532 2,909,827 3,221,487 3,751,316 4,196,304 4,587.1 13 5,067,928 8,160,355 7,266,251 6.732,267 
Government................................................................................................................................................................... 

Federal 	civilian ....................................................................................................................................................... 
190,443 215.614 170.463  1 98.034 222.218 243.973 271,055 333.348 406.999 503.480 Federal 	military....................................................................................................................................................... 

Slate 	and 	local....................................................................................................................................................... 410,658 610.264 616.941 685,025 781.293 868.959 977,515 1.217.394 1,459,430 1.777.849 

i.,.tfl,i.., An 'flflfl 2 



EXHIBIT 9 (Continued) 	 Table 4.-Employment by Industry by Place of Work, 1969-1978, and Projected, 1985-2030 

[Totalnutnberoijobs) 

1969 19731  *978' 1985 1990 1995 2000 20*0 2020 2030 

647,198 623.664 654,397 693.440 705.912 704.799 707,499 710,205 697.293 692.967 
Agc.dturslpoduc*ion ................................................................................................................................................. 0 0 0 0 0 0 0 0 0 0 . 

(0) 2.183 2,680 2.657 3,137 3.132 3.126 3,122 3.112 3.106 Agncullmgal aervmces, loiestzy, hahenes, and other...................................................................................................
Aicultisai services, lovest,y. and hstmenes ...................................................................................................... (0) 231 240 217 209 304 2w 194 *64 178 

Total 	emploYment ................................................................................................................................................................. 

Othev...................................................................................................................................................................... *952 1,952 2,440 2,440 2,928 2,928 2.928 2,928 2.928 2.928 
(0) 77 98 134 *36 140 146 145 143 138 Coalmining............................................................................................................................................................. 0 0 (0) 14 13 13 13 *3 13 11 
(0) (0) 74 82 83 84 87 83 78 

Mining.............................................................................................................................................................................. 

0 (0) (0) 7 7 7 7 7 7 
Oiland 	gas 	eatsaclon........................................................................................................................................... 
Metalmining...........................................................................................................................................................
Nonmetallic mining enclutting luels..................................................................................................................... 0 (0) (0) 3* 33 36 39 42 45 48 

Construction .................................................................................................................................................................  22,236 15,212 *5,553 14,964 14,175 13,507 12.544 11,535 10,924 
20,451 16,704 *5.245 15,148 15,485 15.217 *5.007 *4,727 14,258 14,011 
17,809 14,886 13,7*3 13,658 13.981 *3.727 13.524 *3,257 12,825 12.59! 

3,510 (0) 1,0*5 845 79* 748 708 652 623 60 0 0 (D) 16 17 *8 20 21 22 2. 
Food and kindrad products .......................................................................................................................... 

27 2 (0) 24 25 27 28 30 32 
l'obacco Products .......................................................................................................................................... 
Textilemill 	products...................................................................................................................................... 

(0) 107 81 93 97 97 98 *00 99 91 Apparel and other fabricated tactile products............................................................................................
Paper and allied products............................................................................................................................. (0) 62 (0) 317 310 299 288 283 270 26 

13,564 (0) 11,844 11,866 12,198 11,960 11,760 11,486 11,070 10,841 
299 293 311 392 440 478 525 592 620 6.4 

Printing 	and 	prAtlishng .................................................................................................................................. 

3 5 97 *00 98 95 92 88 84 
*0 2 0 0 0 0 0 0 0 
7 3 7 5 5 5 5 5 5 

2,642 *818 1,532 1,490 1,504 *490 1,483 1,470 1,433 1,411 Lumb., products excfljelng tttritwe and fixtures ..................................................................................... (0) 49 45 44 43 43 43 42 41 48 
128 14 *4 12 12 II 10 9 8 
457 330 (0) 179 186 188 *90 194 191 19 

Chemsc.Js and allied products..................................................................................................................... 

(0) 69 (0) 469 509 543 578 625 652 67 

Pavolai.wn refining........................................................................................................................................... 
Rubber and miscue. 	ecus plastic. products.............................................................................................. 

328 (0) 243 229 209 *83 160 127 102 81 
170 64 78 73 98 57 49 35 36 11 

Durable 	goods........................................................................................................................................................ 

666 399 284 184 *85 179 *73 165 *53 14 

Furrmitissand 	llxlc,es..................................................................................................................................... 
Slone.cl.y, 	and 	auproducta................................................................................................................... 

246 144 (0) 46 32 27 22 IS 10 

Primary 	metals................................................................................................................................................ 
Fabricated 	metals .......................................................................................................................................... 

)D) (D) (0) 30 30 30 29 29 28 21 

Macfloeryaecludrng electrical machinery .................................................................................................. 
Electrical 	mactminerp....................................................................................................................................... 

(0) 0 0 0 0 0 0 0 0 

Manufaclunng ................................................................................................................................................................ 

Trsnspoiation equçmsnt .sckidrng motor veYtiea..................................................................................
Motor vehicles and Iqi.ment..................................................................................................................... 

168 144 103 114 117 116 115 114 109 *0 
dnanc.'....................................................................................................................................................... 

lnstiurnevtt.....................................................................................................................................................
Miscall.neousmanulacflsing ....................................................................................................................... (0) 20* (0) ItO 113 113 114 114 *13 II: 

35,276 

. 

29,293 27.087 28,025 27,90* 27,284 26.8*3 26.069 24.927 24.22 
Rsiko..d 	transporution ........................................................................................................................................  2,025 (0) 3,158 2,886 2,728 2,542 2,265 2,046 1,85 Motor 	freight 	and warehousing ..........................................................................................................................  2,095 1,343 1,418 1,384 *309 1,247 1,144 1,03* 96 
Local. subutbin, and highway passenger transportation ...............................................................................  2.797 2.540 2,205 2,138 2.085 2,035 1.962 1,887 1,82 

1,121 *546 (0) 814 769 696 631 528 431 37 

Nondsvabla 	goods ................................................................................................................................................. 

0 0 0 0 0 0 0 0 0 
Al 	transportation ................................................................................................................................................... 

Transportation 	services .......................................................................................................................................  2,91* *658 1,957 2,100 2.128 2.186 2.252 2.209 2.19 Watertransportation ............................................................................................................................................  *10 78 87 52 35 23 B 0 
13,495 *2,930 *2,765 *4,295 *4,5*9 14,368 *4,305 14,20* 13,778 *3,57 

Leatherand faith., products .................................................... .................................................................... 

EleCtriC. 	gas, 	and 	senility 	services ...................................................................................................................  4,879 (0) 4,111 4,053 3.935 3.844 3.709 3.545 3,44 
Wholsails 	trade ...........................................................................................................................................................  15,327 *2,944 *2,427 11,789 10,881 10,055 8,830 7,727 7,03 

67,003 56,691 52,572 52,739 50,192 46,944 43,709 38,926 34,086 31,06 
34,498 33,044 33,099 35,720 38,467 35.930 35.834 35,396 34,095 33,55 
6,057 8,468 (0) 8,941 9,675 9.928 *0.333 *0,832 10.861 10.99 Banking...................................................................................................................................................................

Other aids and security  agencies ...................................................................................................................  5.939 (0) 6,834 6.938 6.834 6,793 6.7*2 6.666 6.72 

Transportation, comnsuilcabbn, and pr.88c utilities ................................................................ .................................. 

Rstail 	ride..................................................................................................................................................................... 

7,273 6,428 (0) 6,754 6,637 6,309 8,040 5,6*8 5,107 4,80 

Financ., wlsuranc.. and re.l eslats ........................................................................................................................... 

15,831 *4,209 (0) 13,191 13,217 12,859 *2,668 12,234 11,461 11,02 

Pip.lin. transportation .......................................................................................................................................... 

Services ........................................................................................................................................................................  *68.920 *96.905 223,499 234*95 238,015 243,388 250,746 248,745 250,01 
11,113 (0) (0) *1,687 12.655 13.169 13.718 *4.574 14.573 *4,70 

Coinmnupicatiorms ................................................................................................................................ ..................... 

38,582 (0) (0) 43,49* 45.684 46.309 47.408 48.728 47.589 47,26 
3,320 3,387 (0) 2,776 2,5*0 2,2*5 1,942 1,505 1.115 86 Auto rapea service, and garage 	...................................................................................................................... 
2,323 1,870 1.648 1.660 1.588 1.443 1.313 1.105 899 76 Ammisement and recrsation edudeig motion pictur.s .................................................................................... 

Motion pictures .....................................................................................................................................................  *529 1,117 992 938 874 8t7 740 673 63 

Insurance ............................................................................................................................................................... 

20,906 *8,474 (0) 13,429 11,768 10,816 9,664 7,947 7,022 6,21 

Real sststi and combination office. .................................................................................................................. 

16,415 *8,528 26,573 33,440 38,379 41,797 45,062 50,183 51,780 53.82 

Hotels  and  other lodging plac.s ......................................................................................................................... 

29,268 26,503 (0) 29,967 29,542 28,835 29,379 27,680 26,719 26,17 

Psrsonal  and nsscstlartsous b,asinsu and repas citric 	............................................................................. 

Prieat. households............................................................................................................................................... 

Nonprofit 	otgarnsfions .......................................................................................................................................  38.186 (0) 43.254 43,549 42,459 41,808 40,804 38.488 37,24 
Miscellaneous professional services .................................................................................................................  20.545 30,375 42.803 47,582 50,096 53.277 57,480 59,887 8232 

Merlical and oth, health  services.....................................................................................................................
Private educational  services................................................................................................................................. 

274,009 279,189 298,555 307,538 311,646 313,08*  1I5.912 3*9,700 3*8,665 3*6,86 
200,253 197,327 224,245 230.99* 233,058 233,248 234,304 235,649 234,633 234,38 

Government................................................................................................................................................................... 
Federal 	civian .............................................................................................................................. ..... ................... 

26,398 23.403 21,496 21.4*6 21,416 21,416 21,416 21,4*8 21,410 21,41 Federal 	military ........................................ . ........................................................................ ..................................... 
State 	and 	local...................................................................................................................................................... 47,356 56.459 52,8*2 55,13* 57,174 56,4*9 00,192 62,435 82,010 03.06 

See footnotes on pegs 2 
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EXHIBIT 9 (Continued) 

SMSA 8840: WashIngton, District of Columbia—Maryland—Virginia 

Table 1.—Popuiatlon, Personal income, and Labor and Proprietors' income, 1969 and 1978, and Projected, 1985-2030 

Historical No-change-in-share   Low-change-in-share  Moderale-change-in-slraro 

1969' 1970' 1965 1 	1990 2000 1 	2030 1985 1990 2000 1 	2030 1985 1990 2000 2030 

2.655.340 3,016.762 3,110.879 3.235.253 3,410.792 3,895.685 3,224,899 3.391.181 3.609,358 4,143,373 3,262,605 3.466,318 3.748,596 4,373.699 

Thousands 0*1972 dollars 

14.706,090 20.631,764 26.218.961 30.868,890 40,178,046 80.306,790 27.076.398 32.189,030 42,243,284 84,804,082 27.357.114 32,818,528 
r 

88.885,810 
By place of work  

,nal income (place of residence) ..............

and proprietors' incomar ......................... 12.679.922 17,138,072 21,426,138 24.960.842 32,093,521 61.288.508 21,987,782 25,825,384 33,454,027 84,197,063 22,172,652 26,239.578 34.400,560 66,875,284 
ttural production .............................. ............ 27.250 30,222 34.06* 36,302 42,233 68,010 33,869 36,059 41,948 67.627 33,806 35.944 41.750 67.283 . 

12.652.672 17,107,850 21,392,077 24,924,539 32,051,288 61,218,498 21,953,913 25,789.325 33,412,082 64,129,436 22,138.846 28.203,635 34,358,811 66,807,981 
6.929,233 9,810,518 12,783,472 *5,160,993 19,938,332 39,381,233 13,272.122 15,918,058 21,138,615 41,976,285 13,433,350 18.282,251 21.978.299 44,378,391 

Agricultural services. forestry. 
50,452 17,083 97,618 113.668 144,885 276.818 101.077 118,687 151,891 288,993 102,108 120,909 156.448 299.576 fisheries, and other' ....................... 

Mining....................................................... 14,488 9,373 16.544 21.905 31,005 64,141 13.655 17.009 23,032 46.771 13.555 16,377 21,052 40,400 
751,898 

. 
912,220 1,128.695 1.302.593 1,651,609 3,077,640 1,133,920 1,310,234 1,663,287 3,102,205 1,134,934 1,312,370 1,667,747 3.1 14,041 

491,489 624,555 768,908 689,388 1.111,752 2,025,950 814,100 1,002,431 1,278,888 2,348,004 866,048 1.053.420 1,393,993 2,647,890 
302.562 351,384 415,356 477,319 580.317 1.013.193 455,882 538,108 671,305 1.187.519 465.880 563,553 729.928 1,344,353 
188,927 273,171 353,553 412,069 531.434 1.012.757 388.218 463,723 607,581 1,159,285 400,168 489,888 664,065 1.303,537 

rn................................................................... 

Construction ............................................ 

Transportation and public utilities 678,826 962.400 1,254,587 1.478.424 1,915,837 3,674,596 1,296,741 1,542,955 2.016,767 3,888,115 1.312.145 1,576,567 2,091,820 4.095.827 

rvale .... .......................................................... 

Manutacturing..........................................
Nondutable goods .......................... 

470.730 644,659 811,561 934.027 1,186,033 2,212,520 873,196 1,027,060 1,328,150 2,500,908 894,157 1.073.172 1,430,599 2.775,962 

Durable goods ................................. 

1,234.497 1,518,545 1,858,755 2.117,552 2,623,686 4.722,887 1,930,514 2.224.579 2,784,582 5,044,419 1,954,354 2.275.924 2,896,035 5.338.422 
Finance, insurance, and real estate 620,042 874.093 1,158,798 1,384,032 1,830,452 3,641,815 1,179,054 1,415,683 1,880,987 3.752.510 1,185,739 1,430,704 1,915.452 3,851,729 

2.616.811 4,187,591 5,688,005 6.919.404 9,443,095 19,685,088 5,899,866 7,259.418 10,011,028 21.005.559 5,970,310 7,422,809 10,405,153 22,214,544 

Wholesale trade...................................... 
Retail 	trade .............. ............................... 

5.723.439 7.297.332 8,608,605 9,763,547 12.112.957 21,837,265 8,681,791 9,871,269 12,273,466 22,153,151 8,705,496 9,921,384 12,380,512 22,429,591 

Services ................................................... 

3.935.272 4,980.146 5,888,337 6,645,359 8,180,714 14,514,730 5,929,392 6,705,697 8,271,239 14,694,933 5,942,489 6,733,234 8.330.272 14,848,818 
ouernmenl.....................................................

Federal civilian ........................................ 
734.895 580.813 874.757 757,151 923.559 1.715,428 674.757 757.151 923.559 1.715,428 874.757 757.151 923,559 1.115.428 Federal military........................................

State and local........................................ 1,053.272 1,738.373 2,045,512 2.361.031 3,008,683 5,607,108 2,077,642 2,408,421 3,078,668 5.742,790 2,088.271 2,430,999 3,128,681 5,865.345 

Total persi 

Total labor 

Agnes 
Nonta 

Table 2.—Employment by Industry by Place of Work, 1969 and 1978, and Projected, 1985-2030 

[total number of jobs 

Total employm 

Agricultura 
Nonlarm,.. 

Privatr 
A 

Goves 
F 
F 
SI 

Historical No-change-in-share   Low-change-in-share   Modonele-change-in-share  

1969' 1978' 1985 1990 2000 2030 1985 1990 2000 2030 1985 *990 2000 2030 

enl ......................................................... 1,410,000 1,680,858 1.853.989 1,935,015 2,028,538 2,117,794 1,909,634 2,011,730 2,128,757 2,231,642 1,928,056 2.048,772 2,195,850 2,337,937 
I 	production .......................................... 7.942 7.053 8.510 6.247 5,953 5,198 6,466 6,194 5,898 5.152 6,452 6,169 5,860 5,111 . 

1,402,058 1.673,805 1,847,479 1,928,768 2,022,586 2,112,596 1.903.168 2,005.536 2.120,859 2.228.489 1.921.604 2,042.602 2,189,989 2.332.826 
841,624 1.059,719 1,205.885 1,275.218 1,354,378 1.431,710 1,255,487 1,343.955 1,442,864 1,534,885 1,271,945 1,377,266 1,505,423 1,631,724 

gnicultural services, forestry. 
5.387 7,030 7,269 7,901 7,977 7,822 7.818 8,626 8,833 8,679 7,983 8,949 9,389 9.4*6 
1.481 882 1,289 1,484 1.592 1.671 1,038 1.107 1,146 1,178 1,039 1.074 1,050 1.015 

60,267 90,594 98,620 100,714 10*532 100,021 98,911 101,080 101,964 100,498 98,943 101,130 102.025 *00,568 
47.604 53,029 55.703 57.070 57,176 56,084 81.633 64.986 66.618 65.944 63,323 68.492 73.027 75,084 

fisheries, and other' ....................... 

29.23* 30,147 30,785 31,442 30.996 29.760 34.243 36.099 38,8*0 35,701 35,082 37.96* 40,190 40,996 

ining.......................................................
nstruction ............................................ 

Nondurable goods ..........................
Durable goods ................................. 18.373 22.882 24,918 25.628 26.180 26.324 27,39* 28.887 30.009 30.244 28,241 30.531 32.837 34.089 

anufactuning..........................................

ansponlation and public utilities 

. 
66.322 68,272 72.823 74.621 76,293 76,090 75,492 78.178 80.657 80.854 76,471 80.034 83,521 85,520 
40.774 50.749 56,606 59.102 82.136 64.717 61.074 65.207 69,83* 73.397 62,598 68.244 75.409 81.735 

200.193 245.00* 274,885 287,323 299,643 303,890 285,981 302,495 318,786 325,335 289,650 309,602 332.113 345,058 
nance, insurance, and real estate 73.076 90,474 106,549 113,932 121,409 129,630 108,451 *16.588 124.819 133.629 109,078 117,847 *27,138 137202 

326,520 453,688 532,141 573.092 628,817 691,785 555,109 605,690 670.210 745,350 562.881 821,694 701,350 796,127 

holosale frade......................................
elail trade.............................................. 

560,434 614,086 641,594 653,550 668,2*0 680,888 647,68* 661,58* 677.995 691,625 649,659 665,337 684,567 701,102 

ervices ................................................... 

325,615 363,497 377,385 381,615 386,1*3 389,958 380,131 385,275 390,5*5 394,884 381,004 386,917 393.389 399,102 
sment ....... ..............................................
rderal civilian ........................................ 

108.108 72.001 71.725 71.725 71.725 71,725 71,725 71.725 71,725 71.725 71,725 71.725 71,725 71.725 nderal military.......  .......... .......................
ate and local........................................ 126,711 178,588 192,484 200,150 210,37* 219,203 195,824 201,58* 215,754 225,0*5 *98.930 208,894 219,453 230,274 

See footnotes on page 2 



GVILtAN UBOR IOBOE !/ 
Raleit-Durtiaa SKSA 

(DiStaL, Orange, and Wake Counties) 

August, 	1981 
CUM TO CW=T )OTH mum= 07 WOEK 

ITEX 
Aug. July 

1 
Aug. July, 	1981 Aug., 	1980 

...!!..... % ...... Not % 1981 1981 1980 
VILIAN UBORFOR&/ 292,800 294,500 286,200 -1,700 -0.6 +6,600 +2.3 

1LO1T, TOtAL 12,600 13,600 13,100 -1,000 -7.4 -500 -3.8 
Percest of civilian labor Porce 4.3 4.6 4.6 -0.3 IOCX -0.3 XXX 

EMPLOYMENT, TOtAL 280,200 280,900 273,100 -700 -0.2 +7,100 +2.6 
AgriCU1tUXSJ. 8,000 8,400 8,000 -400 -4.8 '0 0 
Nonagricultural Wage & $Ileiy 244,500 244,300 237,100 +200 +0.1 +7,400 +3.1 
AU Other Nonagricuibual 2/ 27,700 

1  
28,200 28,000 -500 -1.8 -300 -1.1 

INDUSTfl WTMT B! PLACE OP WORK V 
Manufacturing 44,400 44,300 44,300 +100 +0.2 +100 +0.2 

Dirable Oooda 26,500 26,600 26,300 -100 -0.4 +200 +0.8 
Electrical Machinery 9,200 9,200 9,000 0 0 +200 +2.2 
Other Durable Goode 51 17,300 17,400 17,300 -100 -0.6 0 0 

Nondurable Goods 17,900 17,700 18,000 +200 +1.1 -100 -0.6 
Food & Kindred Products 3,300 3,300 3,400 0 0 -100 -2.9 
Textile Mill Products 3,700 3,700 3,500 0 0 +200 +5.7 
Apparel 2,200 2,100 2,000 +100 +4.8 +200 +10.0 
Other Nondurable Goods 8,700 8,600 9,100 +100 +1.2 -400 -4.4 

Nonmanufacturing 217,200 217,000 218,100 +200 -0.1 -900 -0.4 

Construction 12,800 12,800 13,200 0 0 -400 -3.0 
Trans., Comm. & Pub. Utilities 14,200 14,200 13,800 0 0 +400 +2.9 
Trade 51,900 51,200 51,700 +700 +1.4 +200 +0.4 
Pin., Ins., & R..l Eatate 15,900 15,901 16,000 0 0 -100 -0.6 
Service & Miscei.laneoua 	/ 55,400 55,700 55,100 -300 -0.5 +300 +0.5 
Government 67,000 67,201 68,300 -200 -0.3 -1,300 -1.9 

J KLFLSCTS 17W BLNCNMSRS DATA. 
g/ 

 
DATA SAUD ON PLA5 OP SOSISSICI, 

/ IICUJDIS 	IASSICL5TLaAL SOL,-COPLa,00 INEIRRAMS, 11A10 TAMILY ANLRD, AND DOSSOTIC WINIUMES IN POIVATI HOSUJIOLDS. 
fJ I,musTev SIGHOOTS AMI NOT SODITIVI to TIME WOSASRICIaTI,ItAL Sacs AND SauSs (I.Lonuliir SNOWI LIION.R CIVILIAN LASON POSts 

SlICE LASOS POStS DATA ASS NY "PLC5 OP RASIOIICS.' 
INCLUOSS L,.e, & HOOD; ro,u,,o,( ; S,o.i, CL,,, S 0.0.; P.10,1, & f,lVlC,100 ItULS; NOICLCCT,IC,L Pbc.iitsv; T.,us.o,,,, s (Quln.tir; llSUun(,,5; A,, Hl.ccLt,nou, PHau,,c,,,,,c, 
I CLAOU Is,,ccs M.lurcTu..c; PAVE,; 	C.,oCAt5; RAISES & DIISCELLA,0553 PLASTIC P.O,,,,.. 

1/ I,CLu,t, SUV,CLO, E,Cc,r 5ssc; AcJlC,L,5a,L ElolC(5; FoisoT.,; U, MIlISS. 

EXHIBIT 10 

LABOR AREA SUMMARY 

RALEIGH-DURHAM STAMDARD METROPOLITAN STATISTICAL AREA 

Durham, Orange, and Wake Counties 

August, 1981 

Employment Develooments 

During August, 1981, total employment in the Raleigh-Durham SI4SA was estimated - 
at 280,200, a decrease of 700 workers since July, 1981. "All other" nonfarm 
employment experienced the greatest decline with a loss of 500 workers while 
farm employment lost 400 workers. Nonfara wage and salary employment registered 
a alight increase of 200 workers during this time. Industry employment by 
place of work showed an increase of 100 workers in manufacturing employment, 
while nonmanufacturjng employment gained 200 workers. Worker losses in service 
(-300), government (-200), and other durable goods were offset by gains in 
trade (+700), apparel (+100), and other nondurable goods (+100). 

Total employment in the area has increased by 7,100 workers since mid-August, 
1980. Payroll losses were evident in government (-1,300) and contruction (-400). 
These losses were partially offset by gains in transportation, co,unication, 
and public utilities (+400), service (+300), trade (+200), electrical machinery 
(+200), textiles (+200), and apparel (+200). 

ianpower Resources 

As of mid-August, 1981, total unemployment in the Raleigh-Durham SMSA was esti-
mated at 12.600 workers, representing 4.3 percent of the civilian labor force of 
292,800. Total unemployment decreased by 1,000 workers since July, a 7.4 percent 
decline. Since August, 1980, total unemployment in the area has decreased by 500 
workers, a 3.8 percent decrease. The August, 1980 9  unemployment rate of 4.3 per-
cent is 0.3 percentage points lower than both the previous month and the year-
ago figures. 

Of the seven SMSA's in the State, Raleigh-Durham had the lowest unemployment rate 
at 4.3 percent. The rates for the other SMSA's were as follows: Charlotte-
Gastonia, 4.7; Asheville, 5.4; Greensboro-Winston Salem-High Point, 5.6; Wilming-
ton, 7.0; Burlington, 7.8; and Fayetteville, 8.7. The State unemployment rate 
for August, 1981, was estimated at 5.7 percent, while the National unadjusted 
rate was 7.2 percent. 

Characteristics of the insured unemployed are not available. However, character-
istics of these persons filing applications with the Job Service offices in the 
area are available. The following table reveals that at the end of August, 1981, 
approximately 55.5 percent of all available applicants were female, while 53.8 
percent were minority. Approximately 14.2 percent of all available applicants 
were under age 22, while 14.8 percent were age 45 or older. Additional data re-
veal that 34.4 percent were disadvantaged, while 14.9 percent were veterans. 



EXHIBIT 10 (Continued) 

Occupational Category and Selected Characteristics 
of Active Applicants in Raleigh-Durham SMSA 

DOT5  Occupational Cat. 	Total Act. Under 45 & 

CODE Active Applicants 	Applicants Male Female 22 Older Minority 

Total 	 16,459 1,332 9,127 2,344 2,435 8,861 

0-I Prof., Tech., 6 Mgr.2,214 1,159 1,055 45 299 632 

20-24 Clerical 	 2,785 536 2,249 444 215 1,322 

25-29 Sales 	 566 323 243 72 III 158 

3 Services 	 2,901 778 2,123 420 546 2,243 

4 Farm, Fish., 5 For. 	296 200 96 58 86 183 

5 Processing 	 305 147 158 37 64 196 

6 Machine Trades 	870 544 326 90 132 414 

7 Benchwork 	 1,205 235 970 112 243 646 

8 Structural Work 	1,664 1,598 66 179 289 712 

9 Miscellaneous Dec. 	1,375 1,138 237 211 189 828 

Entry 	 2,095 642 1,453 669 161 1,390 

Invalid Occupational 	183 32 151 7 34 137 

Codes 
*Dictionary of Occupational Titles 

Available Job Opportunities 

Many of the job opportunities in the Raleigh-Durham SMSA remain unfilled due 
to a mis-match of employer requirements and applicant skills and abilities. 
As can be seen by the following table, almost 53 percent of the job orders on 
file in the areas Job Service offices have been open for 30 days or more and 
are classified as hard-to-fill. Jobs listed with the area's Job Service offices 
at the end of August, 1981, are shown in the following table. 

Open for Z Ratio to 

OCCUPATIONAL CATEGORY Unfilled 30 Days Hard to Unfilled 

Openings or More Fill Total Openings 

Prof., Tech., 6 Hgr. 261 132 50.6 2,214 8.5 

Clerical 355 216 60.8 2,785 7.8 

Sales 44 20 45.5 566 12.9 

Domestic I I 100.0 284 284.0 

Service, Except Domestic 164 80 48.8 2,617 16.0 

Farm., Fish., & For. 30 23 76.7 296 9.9 

Processing 71 69 97.2 305 4.3 

Machine Trades 55 26 41.3 870 15.8 

Bench Work 143 56 39.2 1,205 8.4 

Structural Work 134 56 41.8 1,664 12.4 

Miscellaneous 69 23 33.3 1,375 19.9 

Totals 1,327 702 52.9 14,181 10.7 

Employment and Unemployment Outlook 

If historical trends continue, total employment in the area should increase 
over the next three months, with a smaller increase expected within six 
months. Total unemployment in the area is expected to be somewhat below 
current levels over the next three months. However, seasonal factors should 
contribute to a rise in these totals within six months. 

Hours and Earnings 

The average hourly earnings of production worker in manufacturing industries 
in the Raleigh-Durham area increased by six cents an hour from mid-July to mid-
August, 1981, rising from $6.71 to $6.83. Average hourly earnings have in-
creased by 614; an hour since mid-August, 1980, rising from $6.22 at that time. 
From July to August the average weekly earnings of factory workers in produc-
tion roseS3.06, xroa$268.09 to$271.I5. The over-the-year change was an in-
crease of$26.08, increasing from$245.07 last August. The average weekly hours 
worked by manufacturing production workers during mid-August, 1981, was 39.7, 
up 0.1 hours from mid-July, 1981, and up 0.3 hours from mid-August, 1980. 



EXHIBIT 10 (Continued) 

AVERAGE WEEKLY EARNINGS, AVERAGE WEEKLY HOURS, AND AVERAGE HOURLY EARNINGS 
OF PRODUCTION WORKERS IN SELECTED MANUFACTURING INDUSTRIES 

RALEIGH-DURHAII SMSA 

August, 1981 

INDUSTRY 

AVERAGE 
WEEKLY EARNINGS 

AVERAGE 
WEEKLY HOURS 

AVERAGE 
HOURLY EARNINGS 

Aug. July Aug. Aug. July Aug. Aug. July Aug. 
19811/ 1981 1980 1981 	1/ 1981 1980 1981 	1/ 1981 1980 

MANUFACTURING, TOTAL 271.15 26&09 245.07 39.7 39.6 39.4 $6.83 $6.77 $6.22 

Durable Goods 273.53 270.47 261.62 39.7 39.6 41.2 6.89 6.83 6.35 

Electrical Machinery 269.58 267.72 238.64 38.9 38.8 38.0 6.93 6.90 6.28 

Nondurable Goods 267.70 265.59 228.84 39.6 39.7 37.7 6.76 6.69 6.07 

Food & Kindred Products 196.35 185.67 184.37 36.7 35.5 36.8 5.35 5.23 5.01 

Textile Mill Products 242.13 245.92 203.84 40.9 42.4 38.1 5.92 5.80 5.35 

Apparel & Related Products 159.90 162.31 146.06 37.1 38.1 35.8 4.31 4.26 4.08 

Preliminary estimates 



EXHIBIT 11 

SELECTED LIST OP RELEVANT PUBLICATI1S 

The following is a partial list of publications that may be helpful to manpower 
planners. The covered area such an a state, a etenderd metropolitan statistical 
area, a planning region, or a county, varies for each publication. (A list of 
the counties by planning region may be found in the adjoining Appendix Table B.) 
mono publications are available from the Labor Market Information Division, 
Employment Security Coomisaiso of North Carolina, Poet Office Box 25903, Raleigh, 
North Carolina 27611. A complete list of the Diviaioo'o publications is found 
in their Catalos of Publicationa and Releases. 

I. Results of OES surveys of Occupational Employment for induotries in 

Trade 
Manufacturing 
Governmont 
Regulated Induatriea 
Noonanufacturing 

North Carolina Labor Porte Entinatea by County, Area, and State. A 
labor force study in which monthly and annual average eoploymaot by 
major industry divisions, and unomploymoot are shown for the State, 
each county, and each omlti-coioty labor area for the preceding 
calendar year. 

Preliminary Civilian Labor Force Eacinateo. A monthly report showing 
preliminary labor force, total omploymont, total unemployment and 
soemploymont rates for the State and for each of the 100 countien. 

Active Job Applicants Registered for Work with Employment Security 
Comission Offices and Reniding in the Area of 	. A special 
report prepared upon request depirting the number of actively regio-
tered job applicanto available for work within a coting radius of 
any designated tows or induntrial site in the State. Report includes 
a map of the area, total population of the area, and number of high 
school graduaten entering the labor force. (Map Job) 

Active Applicants Registered for Work with ESC Offices by Applicants' 
County of Residence. A table and map depicting the number of job 
applicantn actively registered with tIC offices by applicant's county 
of residence. Serves as an indicator of labor supply. 

Labor Area Ss,rnary or Labor Market Newsletters. A monthly or bimonthly 
report for selected labor areas of the State which inriuden a narrative 
analysis and supporting statintical data on employment and uneoploymont 
trends in the area. 

Registered Applicants and Job Openings. A quarterly numary report of 
job applicants and job openings for selected scrupations. Report shown 
number of applicants registered to date during fiscal year and number 
actively registered at rinse of month, with a female breakout. Also, 
shows nonfaro job openings received and filled during fiscal year and 
number unfilled at end of month, with a breakout showing those openings 
which remained unfilled for 30 days or more. 

S. Characteristied of Active Applicants by county. A special report which 
prenenta socio-economic data on applicants registered with the Employ-
ment Security Comisnion by applicant's county of residence. 

APPENDIX TABLE A 
OCCUPATIONAL EMPLOYMENT AND ANNUAL AVERAGE JOB NEEDS 1/ 

RALEIGH-DURHAM SMSA 	 - 

OCCUPATION 

NONAGRICULTURAL 

1978 

WAGEN 

PROJECTED 
1985 

SALARY EMPLOYMENT 
AVERAGE 

ANNUAL PERCENT 
INCREASE 
1978-1985 

ANNUAL AVERAGE JOB HEEDS 

TOTAL 	EXPANSION 
JOB NEEDS 	NEEDS 

1978-1955 

REPLACEMENT 
NEEDS 

TOTAL,ALL OCCUPATIONS 247,900 319,350 4.1 18,547 10,207 8.340 
PROFESS.TECHN.& KINDRED WORKERS 54.850 68,320 3.5 3,654 1,924 1,730 

ENGINEERS 31310 5.125 7.8 326 259 67 
CHEMICAL ENGINEERS 55 75 5.3 4 3 1 
CIVIL ENGINEERS 555 750 5.1 43 28 15 
ELECTRICAL ENGINEERS 1,030 1,755 10.1 124 104 20 
INDUSTRIAL ENGINEERS 280 425 7.2 25 20 5 
MECHANICAL ENGINEERS 350 510 6.7 30 23 7 
OTHER ENGINEERS 1,020 1,575 7.8 98 79 19 

ALL OTHER ENGINEERS 1,010 1,565 7.8 98 19 19 
LIPE $ PHYSICAL SCIENTISTS 645 840 4.4 42 28 14 

AGRICULTURAL SCIENTISTS 55 15 4.9 5 3 2 
LIFE SCIENTISTS 130 170 4.3 11 6 5 

BIOLOGICAL SCIENTISTS 130 165 4.4 11 6 5 
CHEMISTS 330 435 4.5 21 15 6 
LIFE,PHYSICAL SCIENTISTS,NEC 55 70 3.9 2 2 0 

MATHEMATICAL SPECIALISTS 165 225 5.6 12 9 3 
STATISTICIANS 100 135 5.5 8 5 3 

ENGINEERING,SCIENCE TECHNS 31380 4 1705 5.6 247 189 58 
DRAFTERS 650 955 6.8 53 44 9 
EIECTRICAL,EIECTRONIC TECHNS 725 1,050 6.4 53 46 9 

ELECTRICAL 8 ELECTRONIC TECHH 670 975 6.6 52 44 8 
BROADCAST TECHNICIANS 50 65 4.3 3 2 1 

MECHANICAL ENGINEERING TECHNS 55 95 10.1 7 6 1 
SURVEYORS 160 230 6.7 15 - 	11 4 

1,725 2,275 4.6 113 79 34 EHGINEERING.SCIENCE TECHNS NEC 
CIVIL ENGINEERING TECHNICIANS 85 125 6.8 8 6 2 
ALL OTHER ENG TECH 855 1,170 5.3 62 45 17 
ALL OTHER SCI TECH 760 930 3.6 41 27 14 

MEDICAL WORKERS.EX TECHNS 5,935 7,885 4.7 500 279 221 
DENTISTS 120 160 4.9 8 6 2 
DIETITIANS 150 205 4.9 15 7 8 
NURSES, PROFESSIONAL 3,715 4,975 4.9 340 181 159 
PHARMACISTS 280 363 4.2 26 12 14 
PHYSICIANS,MED B OSTEOPATH 11110 11480 4.7 72 53 19 
THERAPISTS 515 630 3.6 35 18 17 

OCCUPATIONAL THERAPISTS 60 80 5.2 5 3 2 
MANUAL ARTS,MUSIC,REC THERAPI 85 115 4.9 7 4 3 
SPEECH & NEARING CLINICIANS,E 205 225 1.4 II 3 7 
PHYSICAL THERAPISTS 90 120 4.9 1 4 3 
INHALATION THERAPISTS 60 80 4.8 5 3 2 

NEALTN TECHNOLS 8 TECHNS 4,100 5,515 4.9 374 202 172 
CLINICAL LAB TECNNOLS,TECHNS 630 835 4.7 50 30 20 

MEDICAL LAB TECHNOLOGISTS 345 460 4.6 27 16 11 

1/ Occupations with 1978 employment, of less than 50 were suppressed and data for both 1978 and 1985 were rounded; 
therefore, detail occupations may not add to sumary totals. 
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EXHIBIT 12 
METHOD IV. UPDATE OF 1977 ESTIMATES 

For each county the 1977 certified estimate for each city is subtracted from the 1977 county total to give a 1977 estimate 

of the non-municipal area of the county. The 1978 non-municipal population estimate is obtained from this 1977 estimate in 

a manner analogous to Method Ill. 

These four methods are then averaged to -yield an unadjusted non-municipal estimate for each county. 

The non-municipal estimate is added to the sum of unadjusted municipal estimates, and this total is compared with the 

independent 1978 provisional county population estimate. Adjustments are made in each city and non-municipal estimate to 

Force the total to equal the 1978 county value. If a city has conducted a special census or survey, that city is excluded from 

the adjuttment procedure. 

These adjusted totals for municipalities comprise the 1978 final municipal population estimates which are used to-allocate 

those State revenues shared on the basis of municipal population. 

TABLE I 

POPULATION ESTIMATES FOR NORTH CAROLINA 

MUNICIPALITIES AND PROVISIONAL ESTIMATES FOR COUNTIES 

1978 Permanent Resident Population 
(Including the 1978 Population Living in Areas Annexed Through July 1, 1979) 

1978 1970 1978 1970 
ESTIMATES CENSUS CHANGE ESTIMATES CENSUS CHANGE 

NORTH cARoLINA 5,577,000 5,084.411 9.7 BERTIE COUNTY 21.200 20,528 3.3 
Askcwv,lle 270 247 9.3 

ALAMANCE COUNTY 98,000 96.502 1.6 Aulande, 1.200 947 26.7 
Alamance 330 • Colerwn 410 373 9.9 
Burlington 37.690 35,930 4.9 Kellord 250 296 15.3 
Elon College 2,420 2.150 12.6 Lewiston 360 327 10.1 
Gibsooville 	)Pars) 1,040 842 23.5 Powellseille 280 247 13.4 
Graham 9,380 8,172 14.8 Rovobel 370 347 6.6 
How River 2,110 1.944 8.5 Windsor 2.410 2,199 9.6 
Mebane (Part) 3.140 2387 31.5 Woodville 250 253 -1.2 

ALEXANDER COUNTY 22,600 19,466 16.1 

Taylortuille 1,330 1,231 8.0 

ALLEGHANY COUNTY 8,800 8.134 8.2 BLADEN COUNTY 29.200 26,477 10.3 

Sparta 1.560 1,304 19.6 Bladenboro 2.100 783 168.2 

ClarkIon 750 662 13.3 

ANSON COUNTY 23.500 23488 0.1 Dublin 320 283 13.1 

Ansonville 790 694 13.8 East 	Arcadia 600 556 7.9 

Lilesville 650 641 1.4 Elizahethtown 3.910 1,418 175.7 

McParlan 140 140 0.0 Tar 	Heel tOO 87 14.9 

Morven 610 562 8.5 while Lake 290 232 25.0 

Peachland 530 556 -4.7 

Polkton 1,030 845 21.9 BRUNSWICK COUNTY 32.700 24,223 35.0 

South Wadesboro 90 109 .17.4 Belville 70 59 18.6 

Wadesboro 4,260 3,977 7.1 Boiling 	Spring 	Lakes 910 245 271.4 

Bolivia 220 185 18.9 

ASHE COUNTY 20.800 19.571 6.3 Calabash 200 154 79.9 

Jelferson 1.030 943 9.2 Caswell Beach 70 28 150.0 

Lansing 300 283 6.0 Holden Beach 170 136 25.0 

West Jellerson 920 889 3.5 Loots Beach 2,090 493 323.9 

Nasrassa 420 487 .13.8 

AVERY COUNTY 13,800 12,655 9.0 Ocean Isle Beach 220 78 182.1 

Banner 	Elk 1,140 754 51.2 Shady Forest 20 17 17.6 

Crossnore 280 264 6.1 Shallotte 810 597 35.7 

Elk Park 540 503 7.4 Southport 3.080 7.220 38.7 

Newland 740 524 41.2 Sunset Beach 140 108 29.6 

Seven Devils (Pars) 0 Vaupon Beach 650 334 94.6 

BEAUFORT COUNTY 40,000 35.980 11.2 BUNCOMBE COUNTY 154.400 145,056 6.4 

Aurora 710 620 14.5 Aslreerlle 60,860 57.929 5.1 

Bath 230 231 .0.4 Biltmore 	Forest 1,470 1,298 9.4 

Belhaven 2,390 2.259 5.8 Black 	Mommnitsmn 4,280 3.204 33.6 

Chocowmnity 620 566 ' 	9.5 Jupiter 230 208 10.6 

Pantego 220 218 0.9 Morstreat 720 581 23.9 

Washington 9,310 8,961 3.9 Weaverville 1,450 1,280 13.3 

Washington Park 560 517 8.3 Woodlmn 2.990 2,831 5.6 
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NORTH CAROLINA COUNTY POPULATION PROJECTIONS 

July 	1. 
1978 

July 	1, 
1979 

April 	1, 
1980 

July 	1. 
1981 	- 

July 	1, 
1982 

July 	1, 
1983 

July 	1, 
1984 

July 	1, 
1985 

April 	1, 
1990_ 

Alamance 100,000 100,400 100,800 101,000 101,200 101,400 101600 101,800 102.600 
Alexander 23,000 23,400 23,600 24,200 24,700 25,100 25,600 26,000 28,400 
Alleghany 9,100 9,200 9,300 9,500 9,600 9,800 9,900 10,000 10.700 
Anson 24,200 24,300 24.400 24,600 24,700 24,900 25,100 25,200 75,500 
Ashe 20,400 20,500 20,500 20.700 20,800 21,000 21,100 21,200 21,700 

Avery 14,600 14.800 15.000 15,300 15.600 15,900 16.200 16,500 17,800 
Beaufort 39,700 40,200 40,500 41,300 41,900 42,500 43,100 43,800 46,500 
Bertie 21,000 21,100 21,100 21.300 21,500 21,700 21,900 22,100 22.500 
Bladen 29,400 29,800 30,100 30,800 31.300 31,900 32,500 33.000 35,200 
Brunswick 36,000 37,200 38,100 41,200 43,700 46.200 48,600 51,200 64.300 

Buncombe 152,900 153,900 154,700 155,800 156.600 157.400 158,200 159,000 162.900 
Burke 66,100 66,800 67,200 68,100 68.700 69,400 70.000 70,700 74,100 
Cabarrus 79,.700 80.300 80,800 81.500 82,000 82.600 83.200 83,700 86.100 
CaIdwell 61,700 62,200 62.700 63,400 .64,000 64.600 65,200 65.800 68.500 
Camden 5,800 5,900 5.900 6,000 6,100 6,100 6,200 6,200 6,500 

Carteret 37,900 38.600 39,100 40,300 41,200 42,100 43,100 44,000 48,600 
Caswell 19,900 20,100 20,100 20.300 20.500 20,600 20,700 20,900 21.400 
Catawba 102,000 103,500 104,600 106,200 107,500 108.800 110.000 111,300 117,700 
Chatham 30,600 30,700 30,800 30,900 31.000 31,100 31,200 31.200 31,500 
Cherokee 17,800 18,000 18,200 18,500 18,700 18,900 19,200 19,400 20,400 

Chowan 11,600 11,700 11,800 12,000 12,100 12.200 12,400 12,500 13,100 
Clay 5,700 5,700 5,800 5,900 5.900 6.000 6.100 6,200 6.600 
Cleveland 80,100 81,000 81,600 82.900 83,800 84,800 85,800 86,800 91,300 
Columbus 52,300 53,000 53,400 54,600 55.500 56,400 57,300 58,200 62,000 
Craven 71,000 71,900 72,700 74,100 75,300 76.500 77,700 78,800 82,800 

Cumberland 239.600 245.100 249,200 251,200 252,700 254,300 255,900 257,500 265.800 
Currituck 11.200 11,600 11,900 13,400 14,600 15,800 16,900 18,100 24.400 
Dare 10,300 10,700 10.900 11,800 12,500 13,100 13,800 14,500 18,000 
Davidson 103,000 104.000 104,800 105,700 106,400 107,200 107.900 108,600 112,200 
Davie 22.200 22,600 22,900 23,600 24,100 24,700 25.200 25,800 28,500 

Duplin 40,400 40,700 40,900 41,400 41,800 42.300 42,700 43,100 44,600 
Durham 145,100 146,900 148,200 150,100 151.600 153,100 154,600 156,100 163,200 
Edgecombe 55,100 55,400 55,700 56,300 56,900 57.400 57,900 58,400 60.300 
Forsyth 231,000 233.100 234,700 236.900 238.600 240,400 242.200 244.000 252,800 
Franklin 28,400 28,600 28,700 29,000 29,300 29,500 29,800 30,100 31,100 

Gaston 158,100 159,400 160,400 161,700 162,700 163,700 164,600 165,600 169,500 
Gates 8.300 8,300 8.300 8.300 8.300 8,300 8,300 8,200 8,100 
Graham 6,700 6,700 6,700 6,800 6,800 6,800 6,800 6,900 6,800 
Granville 32,700 32,700 32,700 32,700 32,700 32,700 32,700 32,700 32,500 
Greene 14,800 14,800 14,800 14,800 . 	14,800 14,800 14,800 14,800 14,700 

Guiliord 306,100 308,700 310,700 312,700 . 	314,200 315.800 317.400 319,000 326,700 
Halifax 55,100 55,200 55,300 55,700 56.000 56.200 56,500 56,800 51,200 
Harnett 55,500 56,200 56.700 57,800 58.800 59,700 60,600 61,500 65,800 
Haywood 44,400 44,800 45,000 45,500 45.800 46,200 46.500 46,900 48,300 
Henderson 51,300 52,200 53,000 54,500 55,700 57.000. 58,200 59.500 65,700 



THE TRANSPORTATION RESEARCH BOARD is a unit of the National Research 
Council, which serves the National Academy of Sciences and the National Academy of 
Engineering. The Board's purpose is to stimulate research concerning the nature and perform-
ance of transportation systems, to disseminate information that the research produces, and to 
encourage the application of appropriate research findings. The Board's program is carried out 
by more than 270 committees, task forces, and panels composed of more than 3,300 admin-
istrators, engineers, social scientists, attorneys, educators, and others concerned with transpor-
tation; they serve without compensation. The program is supported by state transportation and 
highway departments, the modal administrations of the U.S. Department of Transportation, 
the Association of American Railroads, the National Highway Traffic Safety Administration, 
and other organizations and individuals interested in the development of transportation. 

The National Research Council was established by the National Academy of Sciences in 
1916 to associate the broad community of science and technology with the Academy's purposes 
of furthering knowledge and of advising the Federal Government. The Research Council has 
become the principal operating agency of both the National Academy of Sciences and the 
National Academy of Engineering in the conduct of their services to the government, the public, 
and the scientific and engineering communities. It is administered jointly by both Academies 
and the Institute of Medicine. 

The National Academy of Sciences was established in 1863 by Act of Congress as a private, 
nonprofit, self-governing membership corporation for the furtherance of science and technology, 
and to advise the Federal Government upon request within its fields of competence. Under its 
corporate charter the Academy established the National Research Council in 1916, the National 
Academy of Engineering in 1964, and the Institute of Medicine in 1970. 
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