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NATIONAL COOPERATIVE HIGHWAY RESEARCH PROGRAM 

Systematic, well-designed research provides the most 
effective approach to the solution of many problems facing 
highway administrators and engineers. Often, highway 
problems are of local interest and can best be studied by 
highway departments individually or in cooperation with 
their state universities and others. However, the accelerat­
ing growth of highway transportation develops increasingly 
complex problems of wide interest to highway authorities. 
These problems are best studied through a coordinated 
program of cooperative research. 

In recognition of these needs, the highway administrators 
of the American Association of State Highway Officials 
initiated in 1962 an objective national highway research 
program employing modern scientific techniques. This 
program is supported on a continuing basis by funds from 
participating member states of the Association and it re­
ceives the full cooperation and support of the Bureau of 
Public Roads, United States Department of Transportation. 

The Highway Research Board of the National Academy 
of Sciences-National Research Council was requested by 
the Association to administer the research program because 
of the Board's recognized objectivity and understanding of 
modern research practices. The Board is uniquely suited 
for this purpose as: it maintains an extensive committee 
structure from which authorities on any highway transpor­
tation subject may be drawn; it possesses avenues of com­
munications and cooperation with federal, state, and local 
governmental agencies, universities, and industry; its rela­
tionship to its parent organization, the National Academy 
of Sciences, a private, nonprofit institution, is an insurance 
of objectivity; it maintains a full-time research correlation 
staff of specialists in highway transportation matters to 
bring the findings of research directly to those who are in 
a position to use them. 

The program is developed on the basis of research needs 
identified by chief administrators of the highway depart­
ments and by committees of AASHO. Each year, specific 
areas of research needs to be included in the program are 
proposed to the Academy and the Board by the American 
Association of State Highway Officials. Research projects 
to fulfill these needs are defined by the Board, and qualified 
research agencies are selected from those that have sub­
mitted proposals. Administration and surveillance of re­
search contracts are responsibilities of the Academy and 
its Highway Research Board. 

The needs for highway research are many, and the 
National Cooperative Highway Research Program can 
make significant contributions to the solution of highway 
transportation problems of mutual concern to many re­
sponsible groups. The program, however, is intended to 
complement rather than to substitute for or duplicate other 
highway research programs. 

This report is one of a series of reports issued from a continuing 
research program conducted under a three-way agreement entered 
into in June 1962 by and among the National Academy of Sciences-
National Research Council, the American Association of State High­
way Officials, and the U. S. Bureau of Public Roads. Individual fiscal 
agreements are executed annually by the Academy-Research Council, 
the Bureau of Public Roads, and participating state highway depart­
ments, members of the American Association of State Highway 
Officials. 

This report was prepared by the contracting research agency. It has 
been reviewed by the appropriate Advisory Panel for clarity, docu­
mentation, and fulfillment of the contract. It has been accepted by 
the Highway Research Board and published in the interest of an 
effectual dissemination of findings and their application in the for­
mulation of policies, procedures, and practices in the subject 
problem area. 

The opinions and conclusions expressed or implied in these reports 
are those of the research agencies that performed the research. They 
are not necessarily those of the Highway Research Board, the Na­
tional Academy of Sciences, the Bureau of Public Roads, the Ameri­
can Association of State Highway Officials, nor of the individual 
states participating in the Program. 
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FOREWORD 
By Staff 

Highway Research Board 

This final report will be of interest to traffic engineers, motor vehicle designers, and 
Other public officials responsible for the design of safer vehicles and improved driver 
communication aids. The investigation presents an evaluation of four automobile 
taillight signal systems, an investigation of the motorist's use of turn signals, a study 
of longitudinal control systems for platoon movement, and a study of passing 
decisions on a multi-lane expressway. An infrared source-sensor system has been 
designed and tested to provide the driver with a visual display of relative velocity 
and spacing between vehicles. Aerial photogrammetric methods have also been 
devised to aid in the studying of traffic flow phenomena. It is believed that this 
research effort is one of the most comprehensive studies to date of modern inter-
vehicular sensing and communication systems. 

As the traffic demands on expressway-type facilities continuously increase the 
importance of correct driver decisions increases. It is believed that improvements 
in highway safety may be achieved through the development of improved inter-
vehicular sensing and communication systems. It was with these thoughts in mind 
that this research was initiated. The research involved establishment of the operating 
requirements of a communication system designed to enable better communication 
between vehicles on expressway-type facilities. This development should reduce 
accidents, permit greater vehicle speed, and allow for more traffic volume. 

The Ohio State University research team in this thorough and well-documented 
study has placed the emphasis on vehicle-borne, inexpensive, and reliable inter-
vehicular communication systems based on the driver's natural ability and his needs 
in the high-speed, high density, car-following situation. Consideration has been 
given to the "puU-out-and-pass" decision on the freeway. Special problems asso­
ciated with geometric influences on driver control behavior have also been studied. 

Theoretical aspects of controlling platoon movement have been developed and 
part of the theory was verified by field studies. The principles of control systems 
have been developed based on sensing relative velocity between the leading and the 
trailing vehicle, and duplication of the acceleration pattern of the lead car by the 
trailing car. 

The feasibility of a control system based on distance measurements between 
vehicles traveling in a platoon has been investigated and equations have been devel­
oped to determine the natural safe spacing of vehicles for different control systems. 
A prototype infrared source-sensor system was built and the system's effectiveness 
and reliability has been tested. The results were quite favorable. 

Future research could involve further development and testing of the infrared 
source-sensor. Evaluation of this type of system during various types of weather 



conditions seems desirable. Future research could also include the development of 
a system in which both the source and the sensor are located in one vehicle. The 
tri-light system of vehicle taillights offers advantages over the conventional system 
now in use and future research could involve a national full-scale test to determine 
statistically significant conclusions on a nationwide basis. It seems quite likely that 
conventional taillight systems can be improved. However, a major test is needed 
to further evaluate the tri-light system. 
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SENSING AND COMMUNICATION 
BETWEEN VEHICLES 

SUMMARY This project involved establishment of the operating requirements of a communica­
tion system designed to enable better communication between vehicles on express­
way-type facilities. Such development could reduce accidents, permit greater vehicle 
speed, and allow for more traffic volume. The requirements were assessed in the 
light of decreased time for making correct decisions. Consideration was also given 
toward compatibility with an automatic vehicle control system. 

Evaluation and comparative examination of four intervehicular communication 
systems was completed. This involved both night and day study of car-following for 
no signal display, for the conventional brake light, for the tri-light system denoting 
brake and accelerator action, and for an acceleration information display of horizon­
tal rows of green and red lights to indicate the magnitude of the vehicle's acceleration 
or deceleration. Studies of lane changing decisions were also made. In all of this 
research, testing was accomplished in the live traffic environment using instrumented 
vehicles. 

Taxonomies of functional groupings of conceptual rear-end visual display com­
ponents have been studied for the various signal systems previously tested. A pro­
totype infrared sensing system has been developed and tested to indicate distance 
and relative velocities between vehicles. Field studies of traffic dynamics have been 
analyzed to determine the data which should be transferred by the sensing and 
communication system to increase traffic volume and improve safety and speed of 
traffic flow. Model development studies were made to quantitatively evaluate pos­
sible improvements which may be obtained through improved communication 
between vehicles. 

CHAPTtR ONE 

INTRODUCTION 

This report presents the results of the work performed by 
the Transportation Engineering Center and the Systems 
Research Group of The Ohio State University under 
N C H R P Project 3-3, entitled "Sensing and Communica­
tion Between Vehicles." 

The work by the Systems Research Group was initially 
focused on the "need for intervehicular communication to 
decrease decision-making time on the highway, to reduce 
the probability of accidents, and to allow the movement of 
a greater volume of tratfic." During the course of this re­
search, the project team placed the greatest emphasis on 

vehicle-borne, inexpensive, and reliable intervehicular com­
munication systems based on the driver's natural ability and 
his needs in the high-speed, high-density, car-following 
situation. In addition, consideration was given to the ques­
tion of the "puU-out-and-pass" decision on the freeway, 
and the special problems associated wi th geometric inf lu­
ences on driver control behavior. I n all of this research, 
testing was accomplished in the live traffic environment 
using instrumented vehicles. 

The Transportation Engineering Center studies led to 
encouraging results, but cannot be considered exhaustive. 



Nevertheless, sufficient territory was covered to obtain the 
following reassuring results: 

1. The theoretical aspects of controlling platoon move­
ment were developed and part of the theory was verified 
by field studies. 

2. The basic principles of control systems, based on 
sensing relative velocity between the leading and the trail­
ing vehicle, or duplication of the acceleration pattern of the 
lead car by the trailing car, have been developed. The 
feasibility of a control system based on distance measure­
ments between vehicles traveling in a platoon was con­
sidered. Safety aspects were considered and equations were 
developed to determine the natural safe spacing of vehicles 
for different control systems. 

3. A prototype of the Infrared Source Sensor System 
was built and the system's effectiveness and reliability were 
tested. Encouraging results were obtained for daytime as 
well as for nighttime driving. 

SYSTEMS RESEARCH GROUP STUDIES 

In view of the ever-increasing complexity of modern trans­
portation systems and the particular problems relating to 
highway transportation, it is clear that improved methodol­
ogy, hardware, and operating procedures must be devel­
oped to permit necessary gains in traffic flow, volume, and 
safety. Improvements including advances in the theory of 
roadway design, increased modernization of existing high­
ways, and concurrent changes in automotive design prac­
tice are required i f pace is to be kept with the growing 
numbers of vehicles that crowd the highways. 

Advances such as these are of limited value unless there 
can be developed a relevant, verified theory integrating the 
driver, automobile, and highway to permit prediction of the 
consequences and interactions resulting f rom changes in 
any of the elements of the total system. Central to such a 
theory is an understanding of the role of the individual 
driver, who acts as the controller or regulator of the sys­
tem. His performance depends critically on the information 
inputs he receives; consequently, intervehicular communi­
cations are seen to play a vital role in system effectiveness. 

As a man-machine system operating in a complicated 
environment, the uniqueness of the driver-vehicle-highway 
complex lies in the wide range of skill and intelligence levels 
to be found in the human components of the system. 
System procedures and hardware components must be de­
signed to accommodate human operators whose variance 
on any psychological or physiological scale can be very 
large. This feature immediately suggests that criteria under 
which alternative intervehicular communications systems 
might be judged should include such factors as simplicity 
and public acceptability in addition to actual performance 
measures such as longitudinal stability in car-following 
situations. 

Empirical research which seeks to learn something of 
the role of communications in the driving task may be un­
dertaken in a number of ways. This research placed test 
subjects in real on-the-road driving situations and measured 
the performance of the system of which they are a com­

ponent. This approach does not allow the precise control 
over variables that might be available in a laboratory situa­
tion. Nevertheless, results obtained on the highway have the 
distinct advantage of being readily interpreted into mean­
ingful conclusions. The philosophical problems and stark 
practical uncertainties which are ever-present when extra­
polations are attempted f r o m laboratory simulation results 
into real-world contexts are minimized when studies are 
conducted in a setting in which they are to be interpreted. 
Many potentially useful intervehicular communication sys­
tems can be developed f r o m knowledge of the basic abili­
ties and needs of the driver. What is needed is basic operat­
ing information about the performance of such intervehicu­
lar communication systems on the highway and in traffic. 
Toward this end, this research was directed. 

Much of the research completed on this project has 
centered on evaluation of various types of intervehicular 
communication systems and the effects of displayed infor­
mation on driver response and longitudinal stability in car-
following situations. In this evaluation several experiments 
were conducted using two highly instrumented vehicles to 
test displays of specific forms of velocity, acceleration, de­
celeration, and pedal position information on a battery of 
car-following measures. A l l of the tests reported here were 
conducted on the highway in actual day and night traffic 
conditions. Therefore, the results of these tests are partially 
relieved of the effects of experimental bias and are more 
easily interpreted to real-life situations than laboratory 
studies. 

I n addition to the tests conducted on the various inter­
vehicular displays, exploratory tests were also conducted 
to study the passing performance of drivers on multi-lane 
expressways to determine i f i t would be practical to install 
a system on the highway which would in fo rm the driver 
about passing decisions. Exploratory tests were also made 
to determine the effects of roadway geometry on driver and 
vehicle preformance. Finally, an argument for a systems 
view to vehicle communication was presented. 

The purpose of this summary is to present the highlights 
and the major conclusions of the various aforementioned 
experiments in condensed fo rm. 

Equipment Used 

For the majority of tests experimental subjects drove a 
1963 Chevrolet sedan (Fig. 1) fitted wi th a 50-channel 
oscillograph recorder (Fig. 2 ) , which produced continuous 
traces of signal inputs on 400-ft rolls of 12-in. photographic 
paper. Sensors mounted throughout the vehicle permitted 
continuous recording of driver control movements (steering 
wheel, gas pedal, and brake pedal) together with vehicle 
dynamics such as velocity, horizontal and vertical accelera­
tions, and their derivatives. I n addition to these variables, 
headway (the distance between a lead car and the fol lowing 
instrumented vehicle) and relative velocity were measured 
by a thin wire and a take-up reel as shown in Figure 3. 
This information was also an input to the oscillograph 
recorder. 



Figure 1. The instrumented passenger vehicle. 

Taillight Signal Systems 

D A Y T I M E STUDIES 

Four intervehicular signal systems—Acceleration Informa­

tion Display ( A I D ) , Tri-light, No Information Lights 
( N I L ) , and conventional—were compared. The display 
consisted of 5-in. square light units arranged as shown in 
Figure 4. Conventional brake lights were displayed by the 

Figure 2. The experimenter's console and the C.E.C. oscillograph recorder. 
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Figure 3. Tlie "yo-yo" device for measuring relative velocity and headway between a lead car and the following {instru­
mented) vehicle. 

outer red lights, and the Tri-light system used the vertical 
columns of red (brake pedal actuation), amber, and green 
(gas pedal actuation). The A I D system employed the 
horizontal rows of red and green lights, actuated by vehicle 
acceleration, with the outer reds signaling slight decelera­
tion, the outer two reds a greater deceleration, and so on 
until all red lights were illuminated for a violent braking 

Amber 

Green 

Figure 4. Arrangement of signal lights on lead vehicle. 

maneuver. The green lights functioned in a similar manner 
for acceleration. 

The following vehicle (driven by the subject) was 
equipped with a take-up reel and recorder to permit con­
tinuous recording of headway and relative velocity, as well 
as vehicle velocity, pedal movements, and acceleration. 
Radio communication between vehicles and a headway 
meter visible to the experimenter in the following car were 
available for use. 

The basic experimental procedure placed subjects in a 
car-following situation while a lead vehicle with the dis­
play performed a series of braking and coasting maneuvers. 
The eight different maneuvers used in the tests are described 
in Table 1. 

The design involved four replications of each maneuver 
under each condhion for each subject, which meant 160 
total replications of each maneuver. Collision likelihood 
increases with testing frequency, and although decelerations 
did not exceed 0.5^, observers were stationed in both 
vehicles as an added precaution, particularly in the hard 
braking case. 

Each maneuver was identified (together with any ex­
perimenter notations) on the recorder paper after film 
processing. Initial numerical information removed from 
the traces for each maneuver included the following: 

1. Period of closure. Time interval between initiation 
of the maneuver and the first return to zero relative velocity. 



TABLE 1 

LIST OF M A N E U V E R S ' 

M A N E U V E R D E S C R I P T I O N 

A Coast to 50 mph, 150-psi brake to 35 mph (coast 
and mild brake) 

B Coast to 35 mph (simple coast) 
C Coast to 45 mph 
D 150-psi brake to 45 mph 
E 225-psi brake to 45 mph, coast to 35 mph (me­

dium brake and coast) 
F 225-psi brake to 35 mph (direct medium brake) 
G 2-sec coast, 225-psi brake to 35 mph (medium 

brake with delay) 
H 2 sec coast, 350-psi brake to 35 mph (hard brake 

with delay) 

• A l l maneuvers began at 6S mph and the lead vehicle returned to that 
speed following the maneuver. A l l accelerations used the "co-pilot" at 
a 6S-mph setting. 

2. Gas pedal response. Time interval between initiation 
of the maneuver and the complete release of the. fol lowing 
vehicle's gas pedal. 

3. Gas pedal release interval. Time period that the sub­
ject's foot remains off the gas pedal. 

4. Init ial headway. Headway at initiation of maneuver. 
5. M i n i m u m headway. This should occur exactly at the 

end of the period of closure. 
6. Min imum relative velocity or maximum closing veloc­

ity. A negative quantity, occurring during the period of 
closure. 

7. Maximum relative velocity or maximum opening 
velocity. This wi l l occur during the acceleration period 
fol lowing the period of closure. 

8. M i n i m u m velocity. 

I n the analysis, an evaluation of the signal systems was 
completed for each maneuver and various performance 
measures were derived f r o m the foregoing wi th all subjects 
and replications pooled. Each subject served as his own 
control in system tests. 

Analysis of the data indicated that both the A I D and 
Tri-l ight systems resulted in decreased response times over 
the conventional system. Response times under conven­
tional and N I L (where drivers were lef t to detect decelera­
tions by such visual cues as cant and perceived relative 
velocity) were in excess of three times those obtained under 
the A I D and Tri-l ight systems, as can be seen in Figure 5. 
The greatest gains were obtained with the Tri- l ight system. 
Large differences between performance under conventional 
and that under A I D or Tri- l ight clearly indicated the bene­
fits obtainable f r o m signaling slight decelerations. 

The data did not seem to indicate much difference be­
tween the various signal systems when the maneuver began 
with an immediate braking action, although A I D and T r i -
light improved performance in braking maneuvers that 
began with a coast. 

As with the other two previously mentioned measures, 
A I D and Tri- l ight systems resulted in improved perform­
ance as indicated by significant reduction of the average 

relative velocity maintained during a maneuver fo r ma­
neuvers beginning wi th a coast. 

Acceleration response times represent the time interval 
f r o m the lead vehicle's acceleration unti l the fol lowing 
driver steps on the gas pedal. One would expect improved 
performance (reduced response time) when the lead vehicle 
signaled its accelerations. Both A I D and Tri- l ight did, i n 
fact, result in slightly lower acceleration response times 
than the conventional system. 

Maximum relative velocity during the lead vehicle's 
acceleration forms a partial measure of the fol lowing 
driver's performance in interpreting and fol lowing the lead 
vehicle's acceleration. The A I D system resulted in a sig­
nificant improvement of performance wi th respect to this 
measure. 

I n summary, results of the more than 1,100 daytime 
highway trials performed indicate that car-following per­
formance is significantly and substantially improved when 
conventional brake lights are replaced by the acceleration or 
gas pedal signals. When a vehicle begins coasting f r o m 65 
mph, for example, following-driver response times wi th 
the conventional systems were found to be four times 
greater than those obtained with the Tri- l ight system. 

When performances under the two special systems ( A I D 
and Tri- l ight) were compared, i t was found that the T r i -
light system gave slightly better performance during lead 
vehicle deceleration and that both systems performed 
equally well during lead vehicle accelerations. 

N I G H T T I M E S T U D I E S 

The experiment previously described was repeated at night, 
f r o m 12:00 midnight to 4:00 A M . This experiment was 
conducted in essentially the same manner as the daytime 
study, wi th the N I L condition deleted for safety reasons. 
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Figure 5. Mean response times for all subjects and replications. 



The same eight-maneuver evaluation technique was used 
to compare the three signal systems. The findings of this 
study almost exactly paralleled those of the daytime study, 
with the A I D and Tri- l ight systems yielding superior per­
formance, especially with maneuvers beginning wi th a coast. 

Velocity Display Signal System 

Research was conducted to obtain some insight into the 
effects on car-following performance of a display mounted 
on the rear of the lead vehicle and indicating its velocity. 

The physical display used in the taillight studies was 
modified to enable its use in this study. These modifications 
consisted of changing the lenses so that both the bottom 
and top rows of the display contained green lights, whereas 
the single lights in the middle row were changed f r o m 
amber to red. Af t e r modification, the green lights were 
used to signal the lead car's velocity in 5-mph increments, 
and the red lights were used in the conventional display. 

Figure 6 shows the configuration of these lights, together 
with the velocity for which each was activated. The appear­
ance of the display at the beginning of each maneuver 

(65 mph) is shown in Figure 7. The speeds indicated here 
are those indicated on the speedometer. The eight-maneuver 
evaluation technique described earlier was used to compare 
this velocity display system wi th the conventional system. 

Performance, as measured by response times, minimum 
relative velocity, maximum closing velocity, average rela­
tive velocity, percent reduction in headway occurring dur­
ing a maneuver, and maximum opening velocities, was 
compared fo r the two systems. The first four measures, 
which serve to measure performance under the decelera­
tion phase of the maneuver, all indicated that the velocity 
display system was superior for maneuvers whose decelera­
tion consisted of only a coast. On maneuvers beginning wi th 
a braking action, the conventional system proved superior. 

The seeming superiority of the velocity display in ma­
neuvers consisting of coasts is probably due to the fact that 
this system gives positive information that the vehicle is 
slowing down, whereas the conventional system furnishes no 
information during a coast. 

On the other hand, during a braking maneuver the con­
ventional system furnishes evidence of deceleration as soon 
as the brake is applied, whereas the velocity display incor­
porates a lag until a S-mph decrease is realized. 
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Figure 6. Velocity display system. Numerals represent observed 
speedometer readings. Lights remain on when velocity is equal 
to or greater than speeds indicated. 
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Figure 7. Appearance of velocity display at beginning of test 
maneuver (65 mph). 
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Figure 8. Pattern of traffic flow for expressing passing study. 

Passing on a Multi-Lane Expressway 

The decision to enter a traffic lane at a given time is based 
on many factors, such as the fol lowing: 

1. The willingness of the driver to accept the risk of 
collision (related to gap-acceptance studies). 

2. The amount of information available to the driver 
concerning the headway between the vehicles involved. 

3. The amount of information available to the driver 
concerning the relative velocity relationships between the 
vehicles involved. 

4. The acceleration capabilities of the vehicle. 
5. The geometry of the expressway. 

The general objective of this study was to determine i f the 
volume of trafiic that can be carried by a highway can be 
increased by increasing the information available to the 
driver relevant to his passing decision. 

This experiment was conducted on Interstate 71 south 
of Columbus, Ohio. Three vehicles were used to f o r m a 
traffic pattern as shown in Figure 8. Car 0 was driven by 
an experimenter at a constant velocity, Ko, establishing the 
traffic flow in lane 1. 

The subject was in car 1. He was instructed to fo l low 
car 0 at a constant headway, H^^. During this time he was 
denied use of his rearview mirrors. To begin a trial , the 
experimenter in car 2 adjusted his velocity to a predeter­
mined value, thus establishing the flow in lane 2. A t time 
to, when the headway between car 1 and car 2 reached a 
predetermined value, / / 1 2 , the experimenter accompanying 
the subject in car 1 simultaneously marked the recorder and 
allowed the subject use of his rearview mirrors. The mirrors 
were made operable by turning out the light behind the 
outside mirror , and remotely raising the flap covering the 
inside mirror. 

A t this time the subject made a decision to pass or not 
pass car 0. I f he elected not to pass, he continued his task 



of maintaining constant headway between himself and 
car 0. When the experimenter in car 2 reached car 0, he 
decelerated and prepared for the next tr ial . I f the subject 
elected to pass, he initiated the maneuver by pulling into 
lane 2. A large amplitude in deflection of the gas pedal 
trace on the recorder showed the time, at which the 
maneuver was initiated. 

Headways between car 1 and car 2, H^^, were set at 
twelve different levels during the experiment. 

Two dependent variables were investigated—decision 
time and percentage o f "go" responses. These were studied 
under all headways between cars 1 and 2. A "go" response 
was designated when the subject in car 1 pulled into the 
passing lane during a trial . Decision time was taken as the 
time diflTerence between the start of the trial , t„, and the 
point when the subject heavily depressed the gas pedal, t^. 

I t is convenient to talk in terms of a threshold for "go" 
or "no-go" responses to the passing situation. The term 
implies that there exists some headway value above which 
the response wi l l always be "go" and below which i t w i l l 
always be "no-go." I t has been found - that acceptance 

» CHANDLER, R . E. , HERMAN, R. , and MONTROLL, E . W . , "Traffic Dy­
namics: Studies in Car Following." Oper. Res., Vol. 6 (1958) pp. 165-184. 

" H E R M A N , R. , Theory of Traffic Flow. Elsevier (1961). 

of a "gap" in entering a highway is not a step function 
denoting a definite threshold, but a trapezoidal function. 
This may be generalized to the necessary gap in traffic flow 
on the highway which a driver must accept in order to make 
a passing response. 

For analysis, however, the threshold is defined in terms 
of the level at which 50 percent of the responses are "go" 
responses. Figures 9 and 10 show the percentage of "go" 
responses for each subject as a function of headway fo r 
both velocity conditions. As expected, there were large dif­
ferences between subjects. 

On the basis of the data and on the calculation of the 
minimum possible distance to make a pass, i t was con­
cluded that the subjects, in general, passed with resulting 
headway values, H,.,, below that recommended by the 
National Safety Council (NSC) but above that determined 
as resulting in collision. 

Increasing the safety and flow of traffic via increased 
information to the driver is potentially possible for two 
types of drivers. The first is the driver who passes only at 
values in excess o f that needed fo r safety. He is the driver 
who may wait for a headway twice that necessary for a 
safe pass. When highway conditions are crowded, the like­
lihood of an excess headway is small, and the driver may 
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Figure 9. Percentage of "go" responses for each subject as a 
function of headway when — 50 mph and = 60 mph. 
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Figure 10. Percentage of "go" responses for each subject as a 
function of headway when = 60 mph and = 70 mph. 



let numerous safe passing opportunities escape while wait­
ing for a greater headway. This would have the effect of 
letting usable space on the highway go to waste. 

The second type of driver is the one who passes at head­
ways which are at a value low enough to cause the closing 
car to decelerate. I n dense traffic this could have the effect 
of causing a wave of disturbance which would result in 
traffic stoppage and/or rear-end collisions in that lane. 

As was pointed out, the subject drivers tended to pass 
at headways below the NSC-recommended car-following 
distance (although whether this is an adequate safety cr i ­
terion is open to question). These drivers might profi t by 
vehicle-borne or highway-based information on the proper 
time to execute a pass. 

Driving Control Behavior and Roadway Geometry 

A driver's response to information about other vehicles is 
influenced by the use which he and his vehicle can make 
of that information and by the attention which he must pay 
to controlling his own vehicle. This section describes some 
exploratory studies of single car-driver behavior and its 
relation to roadway geometry. 

The purpose of this study was to explore driver control 
behavior on expressways as contrasted to driver-vehicle 

behavior reported in the previous studies. Here concern 
was not solely wi th vehicle velocity or acceleration, as such, 
but rather wi th the driver's input to the vehicle in terms of 
gas pedal and steering wheel movements over time as a 
function of road geometry, instructions (driving objectives), 
and vehicle dynamics, such as acceleration and velocity. 
The basic experiment is first described, wherein the unique 
data collection and analysis wi th the use o f the computer 
enables simultaneous comparison through a computer plot 
of gas pedal movement, steering wheel movement, and 
velocity, acceleration, time, vertical curvature, and distance 
traveled (see Fig. 11). W i t h these primary data, the f o l ­
lowing questions were briefly explored: 

1. What are the natural characteristics of gas pedal 
movements in terms of amplitude and periodicities and 
how do subjects compare under the same driving conditions? 

2. How does route profile (vertical curvature) affect gas 
pedal movement and velocity? To what extent might this 
clarify the accident problem on sags and crests on Inter­
state highways? 

3. Wi th time-based regression analysis, can the contri­
bution of profile, acceleration, and velocity on gas pedal 
movement changes be found? To what extent do these 
variables lead or lag gas pedal movement changes? 

4. How do steering wheel and gas pedal amplitudes and 
periodicities relate to driving objectives as imposed by sev­
eral different driving instructions? 
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Figure 11. Sample computer output. 

THE BASIC E X P t R I M E N T 

A l l subjects drove an instrumented vehicle (1961 Ford 
station wagon) on Interstate Highway 71 , a limited-access 
freeway. The test route consisted of a 50-mile trip north 
of Columbus, Ohio, a coffee break, and the 50-mile return. 
The subjects were told that they were participating in a 
fatigue study and that their normal driving behavior was 
desired. 

Five variables were recorded—gas pedal position, steering 
wheel position, velocity, the vehicle's acceleration tangent 
to the road, and the vehicle's vertical acceleration. In ad­
dition, a recorder channel was reserved for marking on the 
data f r o m the 81 points along the route which were previ­
ously marked by taped delineations. The experimenter 
tripped the marker when the vehicle was opposite each of 
these, thereby providing a means of correlating the recorded 
driving data with the road geometry. 

The data f rom the film were punched on cards using a 
1-sec sampling interval. These cards were processed to 
convert the time scale data for each subject to a common 
distance scale and to calculate additional measures. The 
resulting data (discrete traces of equi-distance spacing) 
were plotted to facilitate the search for patterns of behavior. 

Response to vertical curvature fel l into two basic cate­
gories. These are best described in terms of the ways in 
which drivers appeared to be controlling their vehicle. Two 
basic types of gas pedal trace were indicated—ragged traces 
and smooth traces. Inspection of the computer plots shows 
that the more ragged of the two gas pedal types produces 
very "flat" velocity curves; i.e., there is little velocity varia­
tion regardless of road geometry. This type of driver ap-



pears to make extensive use of the speedometer, inasmuch 
as responses occur after brief periods of velocity change. 
Hills are compensated for by increasing the amplitude of 
the medium gas pedal oscillations. The occasional velocity 
fluctuations which do occur seem to result f r o m misesti­
mates of the gas pedal amplitudes necessary to reverse the 
velocity trends. The regions of the highway which cause 
estimation errors most often are the inflections. Generally, 
these seem to create the impression that the vehicle is climb­
ing after it has either stopped doing so or has begun to 
level out, so that the velocity climbs higher than anticipated 
and then must be reduced. Because velocity deviations for 
this type of driver seem to be errors of estimation of needed 
gas pedal adjustment, their magnitude varies f r o m hil l to 
hi l l (i.e., the magnitude of velocity change is random). 

The second class of drivers consists of those who have 
a less rigid attitude toward velocity; i.e., they allow larger 
fluctuations in their speed. These drivers use a minimum 
of gas pedal movement for the task at hand, apparently 
attempting to predict the rate of pedal deflection necessary 
to keep velocity constant. They then use this predicted gas 
pedal movement as their control. Feedback about actual 
velocity is not used unless the velocity change is large (at 
least 5 mph) . This class of subjects is also affected by in­
flections in the same way as the other class. In addition, 
however, this minimum gas pedal group often demonstrates 
velocity curves similar to those of Figure 12. I t seems that 
these errors develop because (a) the estimation of the slope 
being traveled occurs as the vehicle starts up and down, and 
(b) the velocity is not checked often enough to detect the 
change. 

I n addition to the aforementioned results, this study also 
pointed out several characteristics of the relation between 
driving control behavior and roadway geometry. For ex­
ample, i t was found that subject gas traces appeared to 
share basic frequencies. When the subject's gas pedal per­
formance was separated fo r straight sections of road and 
for hil ly sections of road, a difference in the frequencies 
and amplitudes of the traces was evident. For hi l ly sections, 
the frequency of gas pedal movements decreased, but the 
amplitude of these movements increased. 

This study also showed that deviations f r o m a target 
velocity are most likely to occur on the upgrades and down­
grades of sags and crests in the road. This fact may explain 
the findings of other studies that accident rates are highest 
at these points in the road. 

Several regression analyses indicated that gas pedal move­
ments bore a time-based relation to acceleration and veloc­
ity. Differences between subjects prevented quantification 
of the effects of time. 

When several different types of tasks were imposed on the 
subject drivers, they were found to have effects on both 
steering movements and gas pedal movements, even though 
each task specified control of only one of these two vari­
ables. 

Although the samples on which these particular results 
were obtained were too small to allow positive conclusions, 
the results certainly indicate that further efforts along these 
lines would be profitable. 
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Figure 12. Velocity curve of second driver class over a crest. 

Systems Concepts in Intervehicular Communication 

Throughout automotive history the design and development 
of automotive communication systems has proceeded on an 
evolutionary basis, wherein new and special-purpose com­
ponents have been added and others removed wi th little 
consideration for the system as a whole. Some consequences 
of this f o r m of development are evident in visual communi­
cation systems employed on today's automobile. Red run­
ning lights are used in the rear, although the color red 
usually denotes S T O P . The two are frequently confused. 
Turn signals vary in color according to whether they appear 
on the f ront or the rear of a car; flashing amber ( C A U T I O N ) 

at the front , and flashing red ( S T O P ) at the rear. One could 
continue wi th this list. This is the consequence of installing 
special-purpose components, which may perform very well 
individually but collectively lose effectiveness when viewed 
in a systems context. Highway signing reflects similar d i f f i ­
culties. Signing varies f r o m state to state and the oft-used 
negative instruction merely tells the driver what he cannot 
do but not what he should do. Combined left- and right-
hand exit patterns on freeways fa i l to recognize the inherent 
increase in response time where the number of possible 
choices is increased f r o m two to three. 

I N T E R V E H I C U L A R C O M M U N I C A T I O N S Y S T E M S 

I t is clear that consideration of intervehicular communica­
tions f r o m a systems viewpoint requires some initial state­
ments about system bounds. This is somewhat arbitrary, 
and the present choice is to consider the system as including 
those visual signaling devices installed on the vehicle for 
that purpose, together with routine and deliberate signals 
by the driver. 

The functions that such a system might be expected to 
perform stem f r o m the question, "Why communicate be­
tween cars?" One way of answering this question might lead 
to a description ascribing to intervehicular communication 
systems the fol lowing functions: 

1. Reduce collision likelihood. 
2. Facilitate and improve traffic flow. 
3. Ease and simplify the driving task. 
4. Reduce the need for other and more costly traffic 

control devices. 

When the conventional system found on cars today is 
viewed in this context, several inadequacies are found com­
pared to other possible systems. For example, a signal 
system found today would consist of the fol lowing: 

1. Headlights, which besides helping the driver to see 
the road, perform the equally important task of frontal 
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identification; i.e., telling oncoming drivers that the vehicle 
is present. 

2. Amber running lights, in f ront . 
3. Amber f ront turning signals, integral with f ront run­

ning lights. 
4. Red rear running lights. 
5. Red rear turning signals, integral with rear running 

lights. 
6. Red rear brake lights, integral with rear running 

lights. 

These six components serve collectively to communicate 
three kinds of information to other vehicles; viz., 

1. The presence of the vehicle and its direction relative 
to the observer. 

2. The driver's intent to turn, and his intended direction. 
3. Whether or not the vehicle is braking. 

Another signal system, Tri-light, includes the following 
as major signaling components: 

1. Headlights. 
2. Amber front turning signals. 
3. Red rear brake lights. 
4. Two rear amber lights, which are activated when 

neither the brake nor the gas pedal is depressed. 
5. Two rear green lights, which are activated by a de­

pressed gas pedal. 
6. Amber rear turn signals, integral with the solid am­

ber described in item 4. 

This signal system communicates four kinds of informa­
tion; viz., 

1. The presence of the vehicle and its direction relative 
to the observer. 

2. The driver's intent to turn, and his intended direction. 
3. Whether or not the vehicle is braking. 
4. Whether or not the gas pedal is depressed. 

In communicating these four kinds of information, the T r i -
light system uses six components, whereas the conventional 
system requires six to communicate only three kinds of 
information. 

Clearly, an assessment must be made on the number and 
level of information requirements for exterior signal sys­
tems before the choice of optimal signal systems can be 
made. 

TRANSPORTATION ENGINEERING CENTER STUDIES 

In investigations carried out by the Transportation Engi­
neering Center, the distribution of accidents on rural Ohio 
freeways was found to be as given in Table 2. The first 
two types are caused by the lack of longitudinal control of 
vehicle movement. Together they constitute 36.4 percent 
of the accidents on rural Ohio freeways and it can be ex­
pected that any sensing and communication system designed 
to prevent these types of accident wi l l make an important 
contribution to road safety on freeways. 

No figures are available for urban expressways in Ohio. 
The distribution of accidents, however, indicates that the 
percentage of rear-end collisions and collisions with stopped 
or stopping vehicles is considerably higher on urban free­

ways. This observation is supported by data f r o m the Ford 
and the John Lodge Expressways (Table 3 ) . In this case 
an even higher contribution to road safety can be expected 
f r o m the longitudinal control system, as almost 60 percent 
of the accidents involve rear-end collisions. A n analysis 
of the relationship between headway distribution and acci­
dent rate (Appendix C ) has shown that the accident 
rate increases with the percentage of vehicles traveling 
at closer distances to the lead car. The same study further 
indicated that the distance over which communication 
should be transmitted to improve traffic flow in platoon 
movements is between 50 and 160 f t , a rather short range, 
which was extended f rom a few feet to about 500 f t for 
traffic safety reasons in the first infrared source-sensor sys­
tem (Chapter Seven) for longitudinal traffic control. Future 
research using more powerful sources, or an injection laser, 
could extend the range to about 1,000 f t . 

I n an investigation on the use of turn signals (Chapter 
Eight) , the possibility was tested as to what extent drivers 
might make use of a new sensing and communication sys­
tem. I t was found that signaling frequencies increase with 
responsibility, the complexity of the driving maneuver, and 
the more complicated driving task with higher traffic densi­
ties. This indicates that drivers, probably subconsciously, 
feel the need for more communication and information with 
increasing traffic volumes. 

Sensing and Communication Systems 

From the studies mentioned in the foregoing, it became 
clear that any sensing and communication system should 
meet the following requirements: 

1. It must be a longitudinal control system i f the i m ­
provement of traffic safety on divided expressways, free­
ways, and Interstate highways is a primary objective. 

2. I t must be a longitudinal control system, which is 
aiding the driver or can operate automatically, i f the veloc­
ity of vehicles is to be increased safely. 

3. I t must basically be a longitudinal control system with 
a range of at least 160 f t i f increased traffic flow, and the 
prevention of traffic jams, is a major objective. Lateral 
control to facilitate lane switching must also be considered. 

In the light of these conditions, an investigation was car­
ried out on possible system concepts for communication 
and sensing between vehicles. The following media were 
considered: 

1. Sound (exhaust noise, ultrasonic sound). 
2. Radio. 
3. Radar. 
4. Light (infrared, visible, and ultraviolet) . 
5. Color-sensing devices. 

The braking conditions in following the lead vehicle 
were investigated and the effects of highway geometry were 
studied. 

From these rather extensive studies, infrared light has 
been singled out as a possible medium for sensing and com­
munication, i f reliability, simplicity, range, and cost are 
major considerations. I t should be mentioned here that 
radar equipment has been tested on the road during these 



TABLE 2 

DISTRIBUTION OF ACCIDENT TYPES ON 
RURAL OHIO FREEWAYS 

A C C I D E N T T Y P E 

1. Rear-end collision 
2. Stopped or stopping vehicle 
3. Sideswipe 
4. Fixed object 
5. Other 

DISTR. ( % ) 

25.5 
10.9 
6.6 

32.5 
24.5 

11 

TABLE 3 

DISTRIBUTION OF ACCIDENT TYPES ON FORD A N D 
JOHN LODGE EXPRESSWAYS' 

D I S T R I B U T I O N ( % ) 

A C C I D E N T J O H N F O R D AND 
T Y P E F O R D L O D G E L O D G E 

Rear-end collision 62 55 59 
Sideswipe 27 35 30 
Fixed object 9 9 9 
Head-on 2 3 2 

• MALO , A . F . , and M I K A , H . S., "Accident Analysis of an Urban Ex­
pressway System." HRB Bull. 240, pp. 33-43 (1960). 

investigations and good results have been obtained with a 
skilled operator. This type of equipment, however, is ex­
pensive and target identification imposes a serious problem. 

Two versions of an infrared system have been designed 
and a prototype of the source-sensor system was built at a 
material cost of about $100. A description of the prototype 
is given in Chapter Seven. 

The present version uses a pulsed infrared beam to trans­
mit velocity data of the leading vehicle, which are evaluated 
together wi th velocity data of the trailing vehicle, and the 
differential velocity between the two vehicles is displayed. 
The distance between the two vehicles is determined by 
measuring the strength of the signal received by the fol low­
ing vehicle. This distance information is also displayed on 
the meter of the following vehicle, and a threshold value fo r 
safe spacing can be chosen by adjusting the amplification 
factor accordingly. 

For the trailing vehicle, only the vehicle ahead in the 
same lane is of importance in the car-following situation. 
A system has therefore been developed to code traffic lanes 
wi th magnetic material similar to a magnetic tape. This 
coding strip wi l l be sprayed, like road marking paint, as 
continuous strips along the center of each traffic lane, and 
a sensor on each vehicle wi l l pick up the pattern controlling 
the transmitting code of the infrared sensing system. Thus, 
interference f r o m adjoining traffic lanes wi l l be eliminated, 
and the target (i.e., the leading car) can be clearly identified 
because of the signal code (frequency), the signal strength, 
and the shielding effect of vehicles traveling in a platoon. 

I t has been envisaged that the magnetic coding strip along 
the center of each traffic lane wi l l finally be used for vehicle 
guidance in a fu l ly automatic system. 

The coding strip along the center of each traffic lane is 
the only requirement that must be added to the highway for 
the IR control system. The cost of applying a coding strip 
is minimal compared with the cost of sensors, guidance 
frequency cables, and other auxiliary equipment necessary 
for a longitudinal control system which is part of the high­
way structure. I t further should be mentioned here that in 
addition to the comparatively high cost of the equipment 
contained in the highway structure, some receiving and 
servo equipment must be installed in each vehicle i f the 
f u l l benefit of such a system is to be realized. The argument 
that vehicles may be equipped any time when individual 
drivers are prepared to accept the control system in a 
step-by-step process after the highway has been furnished 

with the longitudinal control system without causing d i f f i ­
culties is not valid. 

Although all vehicles wi l l be detected, only those cars 
wi l l benefit f r o m the control system which are equipped 
with the necessary receiving and servo equipment, and 
even i f 50 percent of the vehicles are equipped accordingly, 
no higher average speeds can be expected nor wi l l the 
traffic volume be increased (Chapter Eleven). I t can not 
be determined at this stage whether traffic safety w i l l be 
improved or deteriorated under these conditions, but the 
f u l l benefits wi l l definitely not be realized as long as some 
vehicles are not an integral part of the control system. I t 
can be expected that vehicles controlled by a driver aid 
system or an automatic system wil l not respond in the same 
way as purely driver-controlled vehicles, which then become 
sources of disturbance and hazards to traffic movement. 

A theoretical approach was used to study the continuity 
of traffic flow and the propagation of disturbances (Chapter 
Ten and Appendix D ) . Results f r o m this study indicate 
that traffic flow depends on two factors—the delay time in 
propagating changes, which wil l be extremely important for 
any driver aid or automatic system, and the ratio of the 
density of moving traffic to the density of traffic in a jam 
condition. The propagation and characteristics of kine­
matic waves and the formation of shock waves in traffic 
flow were explained (Chapter Nine) and some of the re­
sulting consequences for automatic control systems were 
discussed. These studies finally lead to a study of longi­
tudinal control systems for platoon movement (Chapter 
Eleven). 

Figure 13 shows the most significant result of this study; 
i.e., the approximate region which wi l l be accessible by 
using relative velocity between successive vehicles or dupli­
cation of the acceleration pattern of the lead vehicle by the 
trailing vehicle as control parameters. Both systems have 
characteristics which appear to be of great importance for 
longitudinal control systems. The most important one is 
that relative velocity control does provide attenuation in the 
propagation of disturbances but no attenuation of disturb­
ances is indicated by the acceleration control system. The 
attenuation factor wi l l actually determine the capacity of 
traffic flow within the range of these two systems. A t 60 
mph this range extends f r o m about 2,600 to about 4,300 
vph per traffic lane. Even the lower value of 2,600 vph 
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FLOW REGION ACCESSIBLE BY 
COMBINED ACCELERATION AND 
RELATIVE VELOCITY CONTROL 

r =06 sec 
264 veh/mi 

No Attenuation of 
Disturbances 

Increasing 
Attenuation of 
Disturbances 

100 200 
k, Concentration, veh /mi 

300 

Figure 13. Flow region accessible by combined acceleration 
and relative velocity control. 

per lane represents a potential increase in traffic flow, al­
though volumes of this magnitude (2,400 vph) have been 
measured in uncontrolled traffic fo r short periods before a 
breakdown in traffic flow occurred. I t must be realized, 

however, that the volume of 2,600 vph per lane wi l l be 
possible continuously at a higher degree of safety i f traffic 
is controlled by the relative velocity system. 

Conclusions 

The prototype of an IR sensing and communication system 
has been built to test the feasibility of such a system. Tests 
were mainly carried out on I 71 and about 900 miles were 
covered during these tests in daytime and nighttime driving. 
The system proved to be reliable over a distance of about 
400 f t . Further development and tests wi l l be necessary, 
preferably by a platoon of vehicles equipped wi th the IR 
system. So far the results have been encouraging, and i t is 
hoped that minor difficulties with increased background 
noise could be solved with more powerful or coherent 
sources. 

Theoretical studies indicate that intervehicular communi­
cation can be improved by using the IR source-sensor sys­
tem. The vehicle spacing for platoon movement, controlled 
by sensing the relative velocity between successive vehicles, 
or by the acceleration pattern of the lead car, has been 
determined as the natural spacing. Traffic flow under these 
conditions wi l l be marginally safe, which means that the 
maximum possible deceleration determined by the coeffi­
cient of f r ic t ion of the road surface and the efficiency of the 
braking system can be applied to any vehicle in a platoon 
without resulting in rear-end collisions, i f braking efficiency 
and the coefficient of f r ic t ion are the same fo r all vehicles. 
I n real-world conditions, there wi l l be a variation in braking 
efficiency and in the coefficient of fr ict ion, which wi l l neces­
sitate some spacing in addition to the natural spacing to 
permit marginally safe traffic flow. N o effort has been made 
to determine these values, and further research wi l l be 
necessary. 

The approximate range in traffic volume accessible by a 
combined acceleration and relative velocity control system 
has been determined for different velocities, and i t has been 
found that a substantial increase in traffic volumes can be 
obtained. 

C H A P T E R T W O 

TAILLIGHT SIGNAL SYSTEMS-DAYTIME STUDIES 

Research on the project led to an experimental evaluation 
of four different intervehicular signal systems. These i n ­
cluded the N I L (no l igh t ) , the conventional, the Tri-l ight, 
and the A I D or Acceleration Information Display systems. 
The physical attributes of these displays have been de­
scribed in Chapter One. 

I t was felt that the best way to obtain reasonably objec­

tive comparisons among the Tri-light, A I D , and conven­
tional signal systems was to test each wi th the same sub­
jects, vehicles, and maneuvers. A Curtis-Wright "co-pilot" 
was obtained to control the lead vehicle acceleration fol low­
ing a maneuver, thus permitting criteria regarding longi­
tudinal stability during acceleration to be included in the 
analysis. 
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Use of N I L as a control condition stemmed clearly f r o m 
the need to assess the effectiveness of the conventional brake 
light system. 

The display consisted of 5-in. square light units arranged 
as shown in Figure 4. Conventional brake lights were dis­
played by the outer red lights, and the Tri- l ight system used 
the outer vertical columns of red, amber, and green. The 
A I D system employed the horizontal rows of red and 
green lights, wi th the outer reds signaling slight deceleration, 
the outer two reds a greater deceleration, and so on unt i l 
all red lights were illuminated for a violent braking maneu­
ver. The green lights functioned in a similar manner fo r 
acceleration. 

The following vehicle (driven by the subject) was 
equipped with a take-up reel and recorder to permit con­
tinuous recording of headway and relative velocity. Radio 
communication between vehicles and a headway meter 
visible to the experimenter in the fol lowing car were avail­
able fo r use. 

MANEUVERS 

The basic experimental procedure placed subjects i n a car-
fol lowing situation while a lead vehicle wi th the display 
performed a series of braking and coasting maneuvers. The 
eight different maneuvers used in the tests are described in 
Table 1. 

The four deceleration rates employed in these maneuvers 
are described as follows: 

1. Coasting was achieved by simply l i f t i ng the foot f r o m 
the gas pedal with the automatic transmission selector in 
the D R I V E position. This yielded an average deceleration 
between 65 and 35 mph of 1.9 ft/sec-. Coasting during the 
tests was accomplished by disengaging the "co-pilot." 

2. M i l d braking used a constant hydraulic system pres­
sure of 150 psi and furnished an average deceleration of 
4.4 ft/sec=. 

3. Medium braking was at 225 psi, yielding an average 
deceleration of 6.7 ft/sec-. 

4. Hard braking imposed a pressure reading of 350 psi 
to provide a deceleration of 13.4 ft/sec'-. 

I t should be noted that the medium brake is a very solid 
deceleration, and the hard brake approaches 0.5g. De­
celerations slightly harder than this appeared to be within 
the capability of the vehicle, but were avoided to prevent 
excessive tire and mechanical wear during the experiment. 
Also, there was the ever-present danger of collision, which 
was definitely a factor because the study included trials in 
which no deliberate visual signals were given ( N I L ) . 

The design involved four replications of each maneuver 
under each condition for each subject, which meant 160 
total replications of the hard brake maneuver. Collision 
likelihood increases with sample size, and although decel­
erations did not exceed 0.5g observers were stationed in 
both vehicles as an added precaution. 

The acceleration curves for each of the eight maneuvers 
are shown in Figure 14. These curves are idealized, in that 
constant or average acceleration values are shown. In 
reality one would expect slightly nonlinear velocity changes. 

Codbt to .30 mph, 
mild brake to 
3o mph 

Simple coasl Ui 
»5 mph 

Simple coast 
to 4.3 mph 

Dlicct mild 
brake to 
45 mph 

H—H 
10 20 "S" 

Time.Sec 

Medium brake 
to 45 mph, coast 
to 35 mph 

Direct medium 
brake to 35 mph 

G H 
Two-second Two-second delay, 
delay, medium hard brake to 
broke to 35 mph J5 mph 

H h 
10 20 ,10 lU 20 30 0 10 20 .W 

Time, Sec 

Figure 14. Idealized acceleration curves of leading vehicle for 
the various maneuvers. 

particularly during braking. The vehicle's average acceler­
ation under the "co-pilot" wi th two passengers was found 
to be 2.0 ft/sec=. 

SIGNAL SYSTEMS 

The Acceleration Information Display ( A I D ) was adjusted 
so that the accelerations required to illuminate lights on 
each side of the display were: 1 red pair, —1.25 ft/sec^; 
2 red pairs, —5.23 ft/sec=; 3 red pairs, —7.86 ft/sec=; 4 red 
pairs, —10.68 ft/sec-; 5 red pairs, —13.20 ft/sec"; 1 green 
pair, 1.68 ft/sec=; 2 green pairs, 3.94 ft/sec^; 3 green pairs, 
5.78 ft/sec-; 4 green pairs, 6.74 ft/sec'-. I t is important to 
recognize that these are static measures; i.e., the vehicle 
was at rest during calibration. During the actual maneuvers 
longitudinal cant acted to lower the thresholds for the red 
lights, and the four deceleration rates used did in fact pro­
duce one to four illuminated red lights, respectively. Non-
linearities in velocity during the hard braking were possible 
because an initial five lights would change to four as the 
velocity decreased. 

EXPERIMENTAL PROCEDURE 

Each subject's run included four replications of each ma­
neuver under each condition. To eliminate glare effects, 
replications were equally divided between northbound and 
southbound travel on Interstate Highway 71 . The sequence 
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of maneuvers used in the experiment was randomized, as 
given in Table 4. The numerical values listed between 
maneuvers represent suggested random time intervals after 
the recovery speed of 65 mph was reached by the leading 
vehicle and before the initiation of the next maneuver. I t 
was found, however, that traffic conditions usually dictated 
the time interval between maneuvers. As can be seen f r o m 
Figure 14, the time required fo r the actual maneuver 
ranged f r o m 19 to 40 sec. 

Initiation of a maneuver did not occur unless all of the 
fol lowing conditions were satisfied: 

1. Lead vehicle velocity 65 mph.^ 
2. Relative velocity not exceeding 3 mph. 
3. Headway between 180 and 220 f t . 

Actual driving time with maneuver presentations fo r one 
cycle of the test route was approximately 1 hr. To avoid 
subject fatigue, subjects participated in two 2-hr sessions 
on different days. The order of presentation of displays for 

1 Observed speed; speedometer checks on the lead vehicle showed a true 
speed of S8.6 mph at indicated 65 mph, and a true speed of 36.6 mph at 
indicated 40 mph. 

TABLE 4 

RANDOMIZED MANEUVER SEQUENCES" 

AID N I L C O N V . T R I - L I G H T 

N O R T H S O U T H N O R T H S O U T H N O R T H S O U T H N O R T H S O U T H 

H B H A A B D C 
16 65 98 24 23 94 70 49 
C F C D H D E F 
39 37 44 70 3 32 19 58 
F G F G B E H C 
26 43 17 81 96 18 42 17 
B D E B D D E A 
67 88 51 17 25 86 16 41 
E B C E E B A D 
12 14 87 85 78 19 63 52 
D E H G A G H F 
31 59 12 05 46 11 67 83 
H D F H E C B D 
46 82 17 82 44 9 55 42 
G E D F H E G G 
39 31 36 62 55 14 2 64 
F G B A D F D E 
75 91 75 56 63 8 4 81 
B F A H B G C B 
98 16 21 66 17 52 59 36 
A C B B G H A H 
1 86 23 51 37 38 30 51 
G A E C C C C B 
13 12 46 11 13 91 8 79 
C H G E G A F H 
24 10 16 31 36 6 6 83 
D A D D F F G E 
58 59 50 34 96 21 43 72 
A C A F C A F G 
92 26 61 94 18 79 97 33 
E H G C F H B A 
82 62 90 73 1 13 52 95 

•Numerical values are suggested random time intervals after recovery 
speed of 65 mph was reached by leading vehicle and before initiation of 
next maneuver. 

each subject was the same: A I D and N I L in the first ses­
sion and Tri- l ight and conventional in the second session. 
This fixed order of presentation was dictated by a number 
of reasons. A I D and Tri- l ight were first in each session to 
permit subject familiarization while driving to the test site. 
A I D preceded Tri-light and conventional to avoid transfer 
of the meaning of one red light (a coast in A I D , but possi­
bly a hard brake in conventional and Tr i - l igh t ) . Also, N I L 
could not be the first system presented, in view of collision 
possibilities until the subjects became aware of the severity 
of the maneuvers. 

SUBJECT INSTRUCTIONS 

The subjects used in this experiment were given the fol low­
ing instructions prior to the actual data collection: 

We would like you to follow the vehicle in front of you 
at a distance of 200 feet. We wil l guide you to that dis­
tance. After you obtain the distance of 200 feet, we wil l 
let you follow the lead car for a while. After this, the lead 
car will begin a maneuver which wil l incorporate a de­
celeration and a subsequent acceleration. During this 
maneuver we would like you to drive in your normal 
manner; that is, we would like you to assume that you 
are following this man on the freeway and wish to avoid 
a collision, but do not wish to drop too far behind him. 

In various phases of the experiment the decelerations 
and accelerations will be signaled by different types of 
taillight signaling systems. These wil l be explained to you 
later. 

Prior to each change in signal system the new system was 
explained to the subject, and he was shown the new signals. 

DATA REDUCTION 

The field testing was based on a complete replicate experi­
ment with the following dimensions: 

4 Signal systems 
8 Maneuvers 
9 Subjects (college males) 
4 Replications 

This means that a total of 1,152 trials were conducted and 
were used in the data analysis. Each maneuver was identi­
fied (along with any comments) on the recorder paper as 
soon as possible after development. 

Init ial numerical information removed f r o m the traces 
fo r each maneuver included the fol lowing: 

1. Period of closure.—Time interval between initiation 
of the maneuver and the first return to zero relative velocity. 

2. Gas pedal response time.—^Time interval between 
initiation of the maneuver and the complete release of the 
fol lowing vehicle's gas pedal. 

3. Gas pedal release interval.—Time period that the sub­
ject's foot remains off the gas pedal. 

4. Initial headway.—Headway at initiation of maneuver. 
5. Minimum headway.—Should occur exactly at the end 

of the period of closure. 
6. Minimum relative velocity or maximum closing veloc­

ity.—A negative quantity, occurring during the period of 
closure. 

7. Maximum relative velocity or maximum opening 
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velocity.—^Will occur during the acceleration period f o l ­
lowing the period of closure. 

8. Minimum velocity. 

These measures were recorded as the initial reduction of 
the data. A n example of traces for a hard brake wi th delay 
maneuver under N I L are shown in Figure 15, together wi th 
dimensional locations of the eight measures listed in the 
foregoing. Inasmuch as relative velocity is considered as 
the derivative of headway, relative velocity during the 
period p f closure is negative and that immediately fol lowing 
is positive. 

Ini t ia l headways fo r al l trials were between 180 and 
220 f t . Statistical tests indicated that there were no sig­
nificant differences in initial headways between any of the 
experimental tests. The signal system evaluations should 
not, therefore, be biased by variations in initial headways. 

I t is recognized that in an experiment of this k ind drivers 
w i l l be more alert than during normal freeway driving. 
This alertness was probably present for all trials and signal 
systems and, accordingly w i l l not affect direct comparison 
of signal system performance. Absolute values (such as 
response times) w i l l , however, reflect the experimental con­
ditions and generally be lower than one would expect under 
normal driving conditions void of psychological set. 

I n the analysis, an evaluation of the signal systems was 
completed for each maneuver and performance measure 
wi th all subjects and replications pooled. Learning effects, 
measured by among-replication variations, were examined 
separately. 

PERFORMANCE UNDER LEAD-VEHICLE DECELERATION 

I t is useful to divide system dynamics during a lead-vehicle 
maneuver into two phases. The first phase begins wi th the 

deceleration of the lead vehicle, and ends when zero rela­
tive velocity is regained. This phase is identified in Figure 
15 as the period of closure. The second phase includes the 
remainder of the maneuver, terminating when the lead 
vehicle regains its init ial speed of 65 mph. 

The first phase, or period of closure, corresponds roughly 
to the lead-vehicle deceleration. Interest during this phase 
is directed toward three measures of car-following perform­
ance—response times, average relative velocity, and mini ­
mum relative velocity. 

Response Time 

The time required for a driver to respond to a lead-vehicle 
deceleration is defined as the interval f r o m the initiation of 
the lead vehicle's deceleration to the fol lowing driver's re­
lease of the gas pedal. Although "release of the gas pedal" 
is not precisely defined, data f r o m all maneuvers in the 
experiment showed a definite removal of the foot, and no 
problems were encountered in determining the time of gas 
pedal response. Mean response times (overall subjects and 
replications) for the four signal systems are given in Table 
5, together wi th significance levels for the differences be­
tween mean response times. 

Cursory inspection of Table 5 shows that although both 
the A I D and Tri-l ight systems decreased response times over 
the conventional system, the greatest gains were obtained 
with the Tri-l ight display. 

I t is useful to note that the first three maneuvers all began 
wi th coasting by the leading vehicle. I n this case conven­
tional brake lights gave no signal, whereas an amber light 
was illuminated in the Tri- l ight and a single red light in 
the A I D system. Neither N I L nor conventional brake lights 
signaled the coasting; the shorter response times wi th the 

A. Period of closure 

B. Gas pedal response time 

C. Gas pedal release interval 

D. Initial headway 

E. Minimum headway 

F. Minimum relative velocity 

G. Maximum relative velocity 

H. Minimum velocity 

I. Begin maneuver 

J . End maneuver 

Headway 

Velocity 

Relative 

Velocity 

Gas Pedal 

Figure 15. Traces of an actual hard-brake-with-delay maneuver under NIL. 
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TABLE 5 

MEANS A N D SIGNIFICANT DIFFERENCES OF RESPONSE TIMES 

M A N E U V E R 

M E A N R E S P O N S E T I M E ( S E C ) S I G N I F I C A N T D I F F E R E N C E 

N I L C O N V . AID T R I - L I G H T 

3.09 3.46 1.17 0.56 
3.23 3.49 1.14 0.73 
2.69 3.78 0.78 0.39 
1.52 0.31 0.95 0.52 

1.52 0.75 0.86 0.78 
1.44 0.61 0.79 0.57 

2.53 2.14 0.98 0.47 

2.64 2.53 0.91 0.54 

C O N V . VS 
N I L 

C O N V . VS 
AID 

C O N V . VS 
T R I - L I G H T 

AID VS 
T R I - L I G H T 

A I D 0.01 
A I D 0.01 
A I D 0.01 
NS 

Tr i 0.01 
Tr i 0.01 
Tri 0.01 
NS 

Tr i 0.01 
Tr i 0.05 
Tr i 0.01 
Tr i 0.01 

NS 
NS 

NS 
NS 

NS 
Tr i 0.03 

A I D 0.01 Tr i 0.01 Tr i 0.01 

A I D 0.01 Tr i 0.01 T r i 0.02 

Coast to 50 mph, 
mild brake to 35 mph 

Coast to 35 mph 
Coast to 45 mph 
Mild brake to 45 mph 
Medium brake to 45 mph, 

coast to 35 mph 
Medium brake to 35 mph 
Coast 2 sec, medium brake 

to 35 mph 
Coast 2 sec, hard brake 

to 35 mph 

NS 
NS 
N I L 0.01 
Conv. 0.01 

NS 

NS 

N I L system probably reflect the subject's increased alertness, 
knowing that no warning signals would be given f o r any 
level of lead-vehicle deceleration. The large difference be­
tween performance under conventional and that under A I D 
or Tri-l ight clearly indicates the benefits obtainable f r o m 
signaling slight decelerations. Response times under con­
ventional and N I L (where drivers were lef t to detect decel­
erations by such visual cues as cant and perceived relative 
velocity) were in excess o f three times those obtained under 
the A I D and Tri- l ight systems. 

Tri-light Medium Brake 
(-6.7 ft /sec 2) 

AID 

Conv. 

NIL 

Tri-lt. Coast 
(-1.9 ft /sec ) 

AID 

Conv. 

NIL 

Figure 16. 
coast. 

1 1 1 

1 2 3 
Mean Response Time for Following Driver, Seconds 

Mean response times for medium brake and for 

Figure 16 shows graphically the mean response times 
obtained for coasting by the lead vehicle, together with 
response times for a medium braking action by the lead 
vehicle. Here data f r o m maneuvers 5 and 6 have been 
pooled, inasmuch as both began wi th a medium braking 
action. For these pooled data, N I L is significantly different 
f r o m the other system, but there are no statistically signifi­
cant differences among the A I D , conventional, and Tri-l ight 
systems. 

For the response times under coasting, the systems are all 
significantly different. The "superiority" of Tri- l ight to A I D 
in this regard should be interpreted with moderation in view 
o f possible interpretation o f signals sent by the two systems. 
For coasting, the A I D system's single light signals a low 
rate of deceleration (not too much cause for a larm), 
whereas the Tri-light's message that the foot has come off 
the gas pedal suggests possible subsequent hard braking. 

Figure 5 shows response times for the four systems 
plotted against lead-vehicle deceleration. The curve for 
the N I L system is o f particular interest here, because re­
sponse times under N I L are largely dependent on a driver's 
ability to sense relative velocity. The three points f o r N I L 
in Figure 5 suggest that response times may become asymp­
totic to some constant value as lead-vehicle deceleration 
rates are increased. 

Minimum Relative Velocity (Maximum Closing Velocity) 

M i n i m u m relative velocity is a negative quantity occurring 
during the maneuver's period of closure and representing 
the greatest rate of closure that occurs during the maneuver. 
As such, i t becomes a useful measure of a driver's perform­
ance in attempting to maintain stable headway, because i t 
represents the maximum rate o f closure that occurs during 
the maneuver. Table 6, giving average minimum rela­
tive velocities (over subjects and replications) f o r the 
four signal systems and eight maneuvers, indicates the 
numerical reduction in maximum closure rates. I t should 
be noted that the A I D , Tri-l ight, and conventional systems 



TABLE 6 

MEANS A N D SIGNIFICANT DIFFERENCES OF M I N I M U M RELATIVE VELOCITIES 

M E A N M I N I M U M R E L A T I V E V E L O C I T Y ( M P H ) S I G N I F I C A N T D I F F E R E N C E 

C O N V . V S C O N V . V S C O N V . V S 
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A I D V S 
M A N E U V E R N I L C O N V . A I D T R I - L I G H T N I L A I D T R I - L I G H T T T U - L I G H T 

Coast to SO mph, mild 
brake to 35 mph - 7.34 - 7.35 — 7.06 — 5.54 NS NS Tr i 0.01 Tr i 0.01 

Coast to 35 mph — 5.62 — 6.40 — 4.24 — 3.94 N I L 0.05 A I D 0.01 Tri 0.01 NS 
Coast to 45 mph - 5.56 — 6.06 — 3.34 — 3.38 NS A I D 0.01 Tr i 0.01 NS 
Mild brake to 45 mph — 8.72 - 5.39 - 6.31 — 4.20 Conv. 0.01 NS Tr i 0.04 Tri 0.01 
Medium brake to 45 mph. 

coast to 35 mph —12.06 — 8.57 — 8.61 - 8.37 Conv. 0.01 NS NS NS 
Medium brake to 35 mph —12.47 — 9.00 - 9.00 — 8.57 Conv. 0.01 NS NS NS 
Coast 2 sec, medium brake 

to 35 mph — 13.20 -10.00 — 9.12 — 7.53 Conv. 0.01 NS T r i 0.01 Tri 0.01 
Coast 2 sec, hard brake 

to 35 mph -16.37 -13.89 — 11.91 —11.29 Conv. 0.01 A I D 0.01 Tr i 0.01 Tr i . 0.09 

tend not to be significantly different for the maneuvers that 
begin wi th a braking action (viz., 4, 5, and 6) although 
the Tri- l ight continues to yield lower relative velocities. 
Once again, these results suggest the advantage obtainable 
f r o m signaling small decelerations. 

Average Relative Velocity During Closure 

Another useful measure of longitudinal stability in car-
fol lowing is average relative velocity during the period of 
closure.^ This permits a measure of a driver's performance 
throughout the lead-vehicle's deceleration. Although not 
independent of minimum relative velocity, this average 
value represents over-all performance instead of extremes. 

Average relative velocity during the period of closure is 
simply the area under the relative velocity curve during the 
period of closure, divided by the length of the period of 
closure; i.e.. 

rv -if: rv ( /) dt (1 ) 

in which 

rv ( 0 < 0, 0 < < < T; (2a) 

rv (t) = 0, t=T (2b) 

Actual computation of average relative velocity is simplified 
by using the headway trace. Because 

dH(t) 
dt 

= rv(f) 

Eq. 1 becomes 

(3 ) 

(4 ) 

Accordingly, average relative velocity during the closure 

' A commonly used measure of stability related to this is mean square 
relative velocity. However, there is no need in this analysis to resort to 
mean square measures, inasmuch as the relative velocity trace being 
averaged is not positive, and canceling cannot occur. 

period may be computed by dividing the difference between 
initial and final headway during the period of closure by 
the period of closure. 

Table 7 gives the means and significant differences ob­
tained using this measure. Here again the A I D and T r i -
light systems tend to significantly reduce relative velocities 
when a maneuver involves initial coasting. The value of 
giving any sort of signal is apparent for the conventional 
system in maneuvers 3 and 4, where going f r o m a coast to 
a mild brake (wi th brake light) actually produced a de­
crease in average relative velocity. Generally, this per­
formance measure shows little comparative difference be­
tween A I D and the Tri- l ight system. 

PERFORMANCE UNDER LEAD-VEHICLE ACCELERATION 

The previous sections discussed car-following performance 
during deceleration by the leading vehicle. This phase of 
car-following is particularly important in terms of collision 
likelihood, both between the two cars studied and later in 
a platoon. 

Attention is now transferred to car-following perform­
ance during acceleration by the lead vehicle. This phase is 
possibly less directly important f r o m a safety standpoint, 
but more important in terms of traffic volumes. Accord­
ingly, we again assume car-following performance to be 
improved when relative velocity is reduced during a lead-
vehicle's acceleration. 

In accordance wi th the foregoing, two measures of car-
following performance are considered. The first is accelera­
tion response time, a measure of a driver's performance in 
detecting, interpreting, and taking action (depressed accel­
erator) in response to the lead-vehicle's acceleration. A 
second measure is the maximum relative velocity that occurs 
during the maneuver. This usually occurs just after the end 
of the period of closure, when the lead vehicle has started 
accelerating and the fol lowing driver may be still decelerat­
ing. Performance of the four signal systems in terms of 
these measures is discussed in the following. 
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TABLE 7 

MEANS A N D SIGNIFICANT DIFFERENCES OF AVERAGE RELATIVE VELOCITIES 

M E A N A V E R A G E R E L A T I V E V E L O C I T Y ( M P H ) S I G N I F I C A N T D I F F E R E N C E 

C O N V . VS C O N V . VS C O N V . VS AID VS 

M A N E U V E R N I L C O N V . AID T R I - L I G H T N I L AID T R I - L I G H T T R I - L I G H T 

Coast to 50 mph, mild 
brake to 35 mph -3.18 -3.35 -2 .38 — 1.88 NS A I D 0.01 Tr i 0.01 Tri 0.09 

Coast to 35 mph —2.02 —2.72 -1 .52 — 1.92 N I L 0.01 A I D 0.01 Tr i 0.01 A I D 0.06 
Coast to 45 mph —2.44 —2.78 —1.18 —1.38 N I L 0.07 A I D 0.01 Tr i 0.01 NS 
Mild brake to 45 mph —3.93 -2 .26 —2.94 —2.14 Conv. 0.01 Conv. 0.03 NS Tr i 0.01 
Medium brake to 45 mph. 

coast to 35 mph —4.30 —3.42 —3.14 —3.29 Conv. 0.01 NS NS NS 
Medium brake to 35 mph —6.12 —4.36 —4.11 —4.30 Conv. 0.01 NS NS NS 
Coast 2 sec, medium brake 

to 35 mph -5.38 -4 .57 —3.62 —3.14 Conv. 0.01 A I D 0.01 Tr i 0.01 NS 
Coast 2 sec, hard brake to 35 mph —6.02 —5.39 —4.20 —3.97 Conv. 0.05 A I D 0.01 Tr i 0.01 NS 

Acceleration Response Time 

Acceleration response time represents the time interval 
f r o m the lead-vehicle's acceleration unti l the fol lowing 
driver steps on the gas pedal. The latter event is easily noted 
on the traces shown in Figure 15; i t is a straightforward 
matter to record the instant the gas pedal was depressed in 
response to acceleration. Identifying the point in time at 
which the leading vehicle began accelerating is, however, 
a more difficult task. 

I t was pointed out earlier that the point of zero relative 
velocity (marking the end of the period of closure) w i l l not 
generally correspond to the initiation of the lead-vehicle 
acceleration. Further, the lead-vehicle's velocity patterns 
do not directly appear on the recorder paper. To obtain 
the lead-vehicle's velocity pattern (and thereby its initial 
acceleration point) i t is necessary to reconstruct the pattern 
by algebraically adding the following-vehicle's velocity func­
tion, V2{t), to the relative velocity, [ V i ( f ) — V 2 ( < ) ] . From 
the v , ( f ) trace, the initial point of the leading-vehicle's 

acceleration may be immediately located. Because lead-
vehicle decelerations were controlled by a brake system 
pressure gauge, the location of the initial point of accelera­
tion varied little among replications of a given maneuver 
and was, of course, independent of the signal system. For 
analysis, lead-vehicle velocity traces fo r 16 replications of 
each maneuver were reconstructed and the average time 
intervals f r o m the beginning of the maneuver unt i l lead-
vehicle accelerations began were computed. For a given 
trial, then, this value was subtracted f r o m the time interval 
until the gas pedal was depressed, yielding acceleration 
response time. 

Table 8 gives means and significant differences of accel­
eration response times fo r the eight maneuvers. For this 
measure, the A I D system tends to show a slight advantage 
over the Tri-l ight. 

One would expect improved performance (reduced re­
sponse time) when the lead vehicle signals its accelerations. 
For maneuvers ending in coasting, for example, one would 

TABLE 8 

MEANS A N D SIGNIFICANT DIFFERENCES FOR ACCELERATION RESPONSE TIMES 

M E A N A C C E L E R A T I O N R E S P O N S E T I M E ( S E C ) S I G N I F I C A N T D I F F E R E N C E 

C O N V . VS C O N V . VS C O N V . V S AID VS 

M A N E U V E R N I L C O N V . AID T R I - L I G H T N I L AID T R I - L I G H T T R I - L I G H T 

Coast to 50 mph, mild brake 
to 35 mph 2.21 1.21 1.39 0.67 Conv. 0.03 NS Tr i 0.09 T r i 0.02 

Coast to 35 mph 1.93 2.71 0.51 2.10 NS A I D 0.01 NS A I D 0.02 
Coast to 45 mph 1.59 1.49 0.63 1.14 NS A I D 0.01 NS NS 
Mild brake to 45 mph 2.68 1.52 2.14 1.63 Conv. 0.01 Conv. 0.03 NS Tr i 0.05 
Medium brake to 45 mph, coast 

to 35 mph 1.94 1.88 0.54 0.70 NS A I D 0.01 Tr i 0.01 NS 
Medium brake to 35 mph 2.59 2.25 2.37 2.84 NS NS NS A I D 0.09 
Coast 2 sec, medium brake 

to 35 mph 2.49 2.25 2.08 2.51 NS NS NS A I D 0.08 
Coast 2 sec, hard brake 

to 35 mph 2.98 3.41 2.26 2.58 NS A I D 0.01 Tr i 0.01 NS 
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not expect significant differences between N I L and con­
ventional brake lights, because neither signals acceleration 
(or, for that matter, the end of deceleration). Looking at 
maneuvers 2, 3, and 5, all of which end wi th coasting, no 
significant difference is found between N I L and brake lights. 
Performance under A I D for these three "coast-before-
acceleration" maneuvers represents a significant improve­
ment over conventional brake lights. Performance gains 
under the Tri-l ight system for the same three maneuvers are 
not as great. This suggests that signaling the magnitude of 
acceleration might be preferable to simply displaying that 
the gas pedal has been depressed. 

The results for the other maneuvers are difficult to i n ­
terpret. Maneuvers 1 and 4 end in mild braking: here the 
Tri- l ight system appears numerically superior. The re­
maining maneuvers (6, 7, and 8) end in medium and hard 
braking and show advantages to the A I D system. A more 
complete appraisal of performance during the acceleration 
period can be given in terms of maximum relative velocities. 

Maximum Relative Velocity {Maximum Opening Velocity) 

Maximum relative velocity during the lead-vehicle's accel­
eration forms a partial measure of the following-driver's 
performance in interpreting and following the lead-vehicle's 
acceleration. I t should be pointed out that motivation fo r 
good following-driver performance (reducing relative veloc­
i ty) during acceleration is less than during lead-vehicle de­
celeration. I n the latter case, collision likelihoods help 
motivate the driver, whereas such encouragement does not 
directly appear during acceleration. 

Table 9 gives means and significant differences of maxi­
mum relative velocities fo r the four systems tested. I n 
maneuvers 2, 3, and 5, the acceleration is preceded by 
coasting, and for these maneuvers the data show no differ­
ence between N I L and conventional brake lights. This is to 
be expected, because under these conditions neither system 
signals acceleration or termination of deceleration. Benefits 

f r o m the A I D system for these maneuvers are marked, as 
shown in the table. For other maneuvers (ending in brak­
ing) results are mixed, but in general the A I D system ap­
pears to be the best performer for this performance mea­
sure. 

SIGNAL SYSTEM PERFORMANCE COMPARISONS 

The evaluation of maneuver data for the N I L , conventional, 
A I D , and Tri- l ight signal systems was based on five mea­
sures of car-following performance, as follows: 

1. Time for gas pedal response to lead-vehicle decelera­
tion. 

2. Min imum relative velocity during lead-vehicle de­
celeration. 

3. Average relative velocity during the period of closure. 
4. Time for response to the lead-vehicle acceleration. 
5. Maximum relative velocity during the lead-vehicle's 

acceleration. 

I t is convenient to recompile the results in terms of statistic­
ally significant performance differences between systems as 
described by these measures. 

Conventional vs NIL 

Table 10 gives an assessment of the effectiveness of con­
ventional brake lights by comparing the N I L and conven­
tional signal systems. I f one system yielded a statistically 
significant improvement in performance, i t is listed together 
with the corresponding significance level. Differences at and 
above the 10 percent level are considered not significant. 

Init ial ly, confining attention to performance during lead-
vehicle deceleration (i.e., to the first three performance 
measures), N I L is seen as yielding slightly better perform­
ance during coasting (maneuvers 2 and 3 ) . This is prob­
ably due to increased alertness for N I L , because neither 
system gives a signal fo r coasting. When the coast is short­
ened slightly and followed by a braking action (maneuver 

TABLE 9 

MEANS A N D SIGNIFICANT DIFFERENCES FOR M A X I M U M RELATIVE VELOCITIES OR 
M A X I M U M OPENING VELOCITY 

M E A N M A X I M U M R E L A T I V E V E L O C I T Y ( M P H ) S I G N I F I C A N T D I F F E R E N C E 

CONV. V S CONV. VS CONV. VS AID VS 

MANEUVER N I L CONV. AID T R I - U G H T N I L A m T R I - U G H T T R I - L I G H T 

Coast to SO mph, mild 
brake to 35 mph 4.78 4.75 4.03 4.35 NS A I D 0.08 NS NS 

Coast to 35 mph 5.13 5.17 4.31 4.39 NS A I D 0.04 Tr i 0.05 NS 
Coast to 45 mph 5.22 5.04 3.75 3.48 NS A I D 0.01 Tr i 0.01 NS 
Mild brake to 45 mph 5.08 4.22 3.68 4.38 Conv. 0.06 NS NS NS 
Medium brake to 45 mph, coast 

to 35 mph 5.47 5.53 4.47 4.83 NS A I D 0.01 NS NS 
Medium brake to 35 mph 5.20 4.25 4.33 4.86 Conv. 0.02 NS NS NS 
Coast 2 sec, medium brake 

to 35 mph 4.46 4.83 3.63 4.40 NS A I D 0.01 NS A I D 0.09 
Coast 2 sec, hard brake 

to 35 mph 4.56 5.41 4.35 4.13 NS A I D 0.06 T r i 0.01 NS 
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TABLE 10 

STATISTICAL COMPARISON FOR CONVENTIONAL BRAKE L I G H T SYSTEM 
A N D N I L 

M E A S U R E S U N D E R D E C E L E R A T I O N 
M E A S U R E S U N D E R 
A C C E L E R A T I O N 

M I N . AVG. M A X . A C C E L . 
R E S P O N S E R E L . R E L . R E L . R E S P . 

M A N E U V E R T I M E V E L . V E L . V E L . T I M E 

Coast to 50 mph, mild 
brake to 35 mph NS NS NS NS Conv. 3% 

Coast to 35 mph NS N I L 5% N I L 1% NS NS 
Coast to 45 mph N I L 1% NS N I L 7% NS NS 
Mild brake to 45 mph Conv. 1% Conv. 1% Conv. 1% Conv. 6% Conv. 1% 
Medium brake to 45 mph. 

coast to 35 mph Conv. 1% Conv. 1% Conv. 1% NS NS 
Medium brake to 35 mph Conv. 1% Conv. 1% Conv. 1% Conv. 2% NS 
Coast 2 sec, medium 

brake to 35 mph NS Conv. 1% Conv. 1% NS NS 
Coast 2 sec, hard brake 

to 35 mph NS Conv. 1% Conv. 5% NS NS 

1) , no significant difference is seen in the systems. When 
the coasting is further reduced to 2 sec (maneuvers 7 and 
8 ) , conventional brake lights yielded significantly improved 
performance in terms of relative velocities. Ini t ia l braking 
by the lead vehicle (maneuvers 4, 5, and 6) results in su­
perior performance by conventional brake lights fo r re­
sponse time as well as relative velocities. 

System comparison during the acceleration phase of the 
maneuver suggests a slight advantage to conventional brake 
lights. 

Conventional vs AID 

Table 11 gives a statistical summary of performance com­
parisons between conventional brake lights and A I D . 
During lead-vehicle deceleration, the A I D system yields 
superior performance for all maneuvers which began with 
a coast. For maneuvers beginning wi th braking, there is 
little difference in performance under the two systems. 
Dur ing lead-vehicle acceleration, the A I D system generally 
produces gains in car-following performance. 

Conventional vs Tri-light 

A comparison of conventional brake lights wi th the T r i -
light system is given in Table 12. The advantage of sig­
naling gas pedal information during deceleration is evident 
fo r both the maneuver beginning with coasting and the short 
mi ld braking maneuver. The numerical magnitudes of these 
differences have been discussed earlier. The Tri- l ight sys­
tem also shows a small advantage during the acceleration 
phase of the maneuver. 

Tri-light vs AID 

The foregoing sections have tended to indicate rather 
clearly the advantage given by both the A I D system and 
the Tri- l ight system over conventional brake lights. I t is of 

particular interest to compare performances under the two 
special systems. 

The significant performance differences between the A I D 
and the Tri- l ight system are given in Table 13. I n terms 
of response to deceleration (braking or coasting), the T r i -
light system appears to give better performance. For the 
relative velocity measures during deceleration, results tend 
to be indifferent, although the Tri- l ight system yielded bet­
ter performance on those maneuvers ( 1 , 7, and 8) in which 
a coasting action preceded braking. 

For the acceleration phase of the maneuvers, no differ­
ence was found between the systems for maximum relative 
velocity. I n terms of the time to respond to acceleration, 
however, the A I D system shows a slight advantage. I t 
might be concluded f r o m this that the systems perform 
equally well in terms of relative velocities, wi th the Tri- l ight 
system yielding a significantly quicker response to decelera­
tion. 

I t should be noted, of course, that the selection of ma­
neuvers used may bias a Tr i - l i gh t -AID comparison in 
favor of the Tri- l ight system. The intuitive appeal of the 
Tri-l ight system lies in the warning (amber fo r released gas 
pedal) that i t gives fol lowing drivers fo r mi ld deceleration 
or prior to violent braking. The maneuvers used included 
a number of initial coasting actions of this sort. 

The a priori value of acceleration signals, on the other 
hand, lies in the ability to signal actual vehicle dynamics as 
opposed to driver control action. This is particularly i m ­
portant over changes in highway vertical curvature. On 
an upgrade, for example, a slowing vehicle might have the 
gas pedal depressed, giving, in the case of the Tri- l ight 
system, misleading information. A similar situation can 
exist on downgrades, where a vehicle may be accelerating 
while the brake pedal is depressed. Here, both conven­
tional and Tri- l ight systems give misleading information. 
One of the advantages of acceleration signals is that they 
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TABLE 11 
STATISTICAL COMPARISON FOR CONVENTIONAL BRAKE LIGHT 
AND AID SYSTEMS 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

M I N . A V G . M A X . A C C E L . 

R E S P O N S E R E L . R E L . R E L . R E S P . 

M A N E U V E R T I M E V E L . V E L . V E L . T I M E 

Coast to 50 mph, mild 
brake to 3S mph AID 1% NS AID 1% AID 8% NS 

Coast to 35 mph AID 1% AID 1% AID 1% AID 4% AID 1% 
Coast to 45 mph AID 1% AID 1% AID 1% AID 1% AID 1% 
Mild brake to 45 mph NS NS Conv. 3% NS Conv.3% 
Medium brake to 45 mph, 

coast to 35 mph NS NS NS AID 1% AID 1% 
Medium brake to 35 mph NS NS NS NS NS 
Coast 2 sec, medium 

brake to 35 mph AID 1% NS AID 1% AID 1% NS 
Coast 2 sec, hard 

brake to 35 mph A I D 1 % AID 1% AID 1% AID 6% AID 1% 

TABLE 12 
STATISTICAL COMPARISON FOR CONVENTIONAL BRAKE LIGHT 
AND TRI-LIGHT SYSTEMS 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

M I N . A V G . M A X . A C C E L . 

R E S P O N S E R E L . R E L . R E L . R E S P . 

M A N E U V E R T I M E V E L . V E L . V E L . T I M E 

Coast to 50 mph, mild 
brake to 35 mph T r i l % Tri 1% Tri 1% NS Tri 9% 

Coast to 35 mph T r i l % Tri 1% T r i l % Tri 5% NS 
Coast to 45 mph Tri 1% Tri 1% Tri 1% Tri 1% NS 
Mild brake to 45 mph NS Tri4% NS NS NS 
Medium brake to 45 mph. 

coast to 35 mph NS NS NS NS Tri 1% 
Medium brake to 35 mph NS NS NS NS NS 
Coast 2 sec, medium brake 

to 35 mph Tri 1% Tri 1% Tri 1% NS NS 
Coast 2 sec, hard brake 

to 35 mph Tri 1% Tri 1% Tri 1% Tri 1% Tri 1% 

correct the situation. I t is probable that car-following 
studies on moderate to high vertical slopes would show a 
real advantage of the A I D system over the Tri-light. 

LEARNING EFFECTS 

Subjects who participated in the experiment drove in two 
half-day testing sessions on separate days. In the first ses­
sion the subject drove behind the A I D system to the test 
site (25 min) and was then tested with A I D and the NIL. 
The second day's session included trials under conventional 
brake lights and the Tri-light system, and on that day the 
latter system was activated during the drive to the site, 
permitting subject familiarization. 

It was hypothesized that 25 min of driving under the 
new signal system might not provide adequate familiariza­
tion, in which case learning and performance improvement 
might continue during the actual experiment. To test for 
this effect, first and last replications for each system-ma­
neuver combination were compared. Statistically signifi­
cant learning effects (at the 1% level) were found, as 
follows: 

1. Both the Tri-light and the A I D systems showed re­
duction in response time during the experiment. 

2. Performance under the A I D system improved in 
terms of minimum relative velocity. 

3. Minimum relative velocities under the N I L system 
became more negative during the experiment. 
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TABLE 13 

STATISTICAL COMPARISON FOR TRI-LIGHT AND AID SYSTEMS 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

M I N . A V O . M A X . A C C E L . 
R E S P O N S E R E L . R E L . R E L . R E S P . 

M A N E U V E R T I M E V E L . V E L . V E L . T I M E 

Coast to SO mph, mild 
brake to 35 mph T r i l % Tri 1% Tri 9% NS Tri 2% 

Coast to 35 mph Tri5% NS AID 6% NS AID 2% 
Coast to 45 mph Tri 1% NS NS NS NS 
Mild brake to 45 mph Tri 1% Tri 1% Tri 1% NS Tri 5% 
Medium brake to 45 mph, 

Tri 5% 

coast to 35 mph NS NS NS NS NS 
Medium brake to 35 mph Tri 3% NS NS NS AID 9% 
Coast 2 sec, medium brake 

AID 9% 

to 35 mph T r i l % T r i l % NS AID 9% AID 8% 
Coast 2 sec, hard brake 

AID 8% 

to 35 mph Tri 2% Tri 9% NS NS NS 

This last effect is somewhat surprising and may reflect a 
subject's reversion from extreme initial caution when driving 
with the NIL condition. 

Improved performance through learning occurred in re­
sponse times for both A I D and Tri-light, and earlier results 
of comparisons of the two systems were unaffected. 

Performance gains in minimum relative velocity under 
the A I D system may reflect a driver's learning to relate the 
number of red lights illuminated on the display to the lead-
vehicle's deceleration. Because the A I D system presents far 
more information than the other systems tested, this con­
tinued performance gain is not surprising. In order to com­
pensate in part for this learning in the A I D system, the 
comparative analysis between A I D and Tri-light was re­
peated using only data for the last (fourth) replication. 

Table 14 gives the means and identifies significant differ­
ences. Results of the all-replication analysis from Table 13 
are also included in Table 14 for comparison. Although the 
fourth replication data show a greater variance of sample 
means due to the reduction in sample size from 36 to 9, 
the improved performance under A I D in reducing relative 
velocity is evident. More importantly, over all trials the Tri-
light system gave significantly better performance for four 
maneuvers, whereas on the fourth replication the Tri-light 
was significantly different for only one maneuver out of 
the eight. 

The foregoing suggests that as subjects gain experience 
with the A I D system their performance in reducing relative 
velocity improves at a greater rate than with the Tri-light 
system. The data, however, show that the greatest perform-

TABLE 14 

MEAN MINIMUM RELATIVE VELOCITIES FOR AID AND TRI-LIGHT 
ALL REPLICATIONS AND FOURTH REPLICATION 

A L L R E P L I C A T I O N S * F O U R T H R E P U C A T I O N ' 

M A N E U V E R A I D T R I - L I G H T S I C . D I F F . A I D T R I - L I G H T S I G . D I F F . 

Coast to 50 mph, mild 
brake to 35 mph - 7.06 - 5.54 Tri 1% - 5.97 — 5.49 NS 

Coast to 35 mph - 4.24 - 3.94 NS — 3.91 — 3.70 NS 
Coast to 45 mph — 3.34 — 3.38 NS — 2.95 — 3.77 NS 
Mild brake to 45 mph - 6.31 — 4.20 Tri 1% — 6.24 - 4.25 Tri 1% 
Medium brake to 

— 6.24 - 4.25 

45 mph - 8.61 — 8.37 NS - 8.85 -10.15 NS 
Medium brake to 

- 8.85 -10.15 NS 

35 mph - 9.00 - 8.57 NS - 8.09 - 8.37 NS 
Coast 2 sec, medium 

- 8.37 NS 

brake to 35 mph - 9.12 - 7.53 Tri 1% - 8.44 - 7.75 NS 
Coast 2 sec, hard 

- 8.44 - 7.75 NS 

brake to 35 mph -11.91 —11.29 Tri 9% —11.94 —12.14 NS 
• A r = 3 6 . " ^ = 9 . 
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ance gain came with the second replication, with little 
ehange in the third and fourth replication. Figure 17 shows 
the fractional performance gain in minimum relative veloc­
ity under A I D as a function of replication. Extrapolation 
of this curve would suggest little change if later trials were 
performed. 

COMMENTS ON CRITERIA USED IN EVALUATION 

The same eight-maneuver evaluation technique used in the 
research presented in this chapter was also used in research 
discussed in Chapters Three and Four. I t seems appropriate 
at this time to compare various performance measures 
which were previously defined and presented earlier in the 
analysis. 

The performance measures can be broken into two 
groups: (1) criteria which measure performance during 
lead-car deceleration, and (2) criteria which measure per­
formance under lead-vehicle acceleration. Those measures 
which fall in the first group include: 

1. Response times. 
2. Average relative velocities. 
3. Minimum relative velocities or maximum closing 

velocity. 
4. Percent reduction in headway occurring during a 

maneuver. 

Included in the second group are the following measures: 

1. Acceleration response time. 
2. The maximum relative velocity or maximum open­

ing velocity. 

The response time that occurs during the deceleration 
phase of the maneuver must be considered the primary 
measure, both from a safety standpoint and by virtue of the 
fact that all of the other measures are at least partially re­
lated to this initial response time. The fact that all of the 
measures are related to response time would lead to the 
hypothesis that any signal system that furnishes information 
which results in reduced response times would prove to be 
the preferred system. This is supported by Table 15, which 
presents the response times under the coast-two-seconds-
medium-brake-to-35-mph maneuver. The direction of in­
crease is indicated by the response time column for the 
four signal systems. As can be seen, the general direction 
of increase for the other measures under deceleration is 
consistent with the direction of the response time measure. 

Acceleration response time does not follow in exactly the 
same manner as the initial response time, although maxi­
mum opening velocity follows acceleration response time 
closely. This is probably due to the fact that the driver's 
decision to let the headway open up before accelerating is 
highly variable as opposed to his reluctance to let the head­
way close during initial lead-car deceleration. 

I t can be said that even though the individual perform­
ance measures are related, they provide a different outlook 
on the effects of the signal system. For example, it has been 
shown that minimum relative velocity or maximum closing 
velocity is closely related to response time, but the informa­
tion about the maximum closing velocity is useful in itself. 

1.0 

Mean 
Frac t iona l 
Reduction 
f r o m F i r s t o. 5 h 
Replication 

2 3 
Replication 

Figure 17. Fractional minimum relative velocity change under 
AID for 1 to 4 replications (subjects and maneuvers pooled). 

SUMMARY 

Four alternative rear-end automotive signal systems were 
tested and compared in terms of their performance in car-
following situations. The experimental procedure allowed 
the display-equipped leading vehicle to go through a pro­
grammed sequence of braking, coasting, and acceleration 
maneuvers, and performance was measured by response 
times, headway reduction, and relative velocities. The four 
systems compared included conventional brake lights, a 
Tri-light system signaling gas pedal information, a display of 
acceleration magnitudes ( A I D ) , and a condition in which 
no information was displayed ( N I L ) . Results of the more 
than 1,100 highway trials performed indicate that car-fol­
lowing performance is significantly and substantially im­
proved when conventional brake lights are replaced by the 
acceleration or gas pedal signals. When a vehicle begins 
coasting from 65 mph, for example, following-driver re­
sponse times with the conventional systems were found to 
be four times greater than those obtained with the Tri-
light system. 

When performance under two special systems ( A I D and 
Tri-light) were compared, it was found that the Tri-
light system gave slightly better performance during lead-
vehicle deceleration, especially when a coast preceded a 
braking maneuver, and that both systems performed equally 
well during lead-vehicle accelerations. 

In general, this study has demonstrated that there do exist 

TABLE 15 
COMPARISON OF MEAN VALUES OF PERFORMANCE 
MEASURES UNDER THE COAST-TWO-SECONDS-
MEDIUM-BRAKE-TO-35-MPH MANEUVER 

M E A S U R E S U N D E R 

D E C E L E R A T I O N 

M E A S U R E S 

U N D E R 

A C C E L E R A T I O N 

M I N . A V G . M A X . A C C E L . 

S I G N A L R E S P . R E L . R E L . R E L . R E S P . 

S Y S T E M T I M E V E L . V E L . V E L . T I M E 

Tri-light 0.47 — 7.53 -3.14 2.51 4.40 
AID 0.98 — 9.12 -3.62 2.08 3.63 
Conv. 2.14 —10.00 -4.57 2.25 4.83 
NIL 2.53 — 13.20 —5.38 2.49 4.46 
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signals of gas pedal information and acceleration magni­
tudes which furnish significant improvements over conven­
tional brake lights in terms of car-following performance. 
These results must not be generalized beyond the condi­
tions of this experiment on the subjects used. Young male 
drivers under such experimental conditions would probably 

not be representative of the driving population. However, 
because each driver served as his own control, the predic­
tion is made that the same relative gain in performance 
from the Tri-light and A I D systems would hold, although 
the magnitude of performance measures (e.g., response 
times) would be larger. 

C H A P T E R T H R E E 

TAILLIGHT SIGNAL SYSTEMS-NIGHTTIME STUDIES 

The three intervehicular signal systems tested in this por­
tion of the experiment included the conventional system, the 
Tri-light system, and the A I D system. 

Descriptions of the three systems tested, together with 
details (e.g., instructions) of the eight-maneuver evaluation 
technique employed in the experimentation, are reported 
in Chapter Two. Exceptions to this procedure include the 
following: 

1. Deletion of the N I L or "no light" condition (for safety 
reasons). 

2. The addition of small running lights on the outside 
of the display (for safety reasons). 

3. A change of time in experimentation from daytime 
to nighttime (experimentation was conducted from 12:00 
midnight to 4:00 A M . ) 

4. Neglect of the "north-south" effect (which had origi­
nally been considered to compensate for the effects of glare 
on the taillight display). 

DATA COLLECTED 

This experiment tested the three signal systems under eight 
maneuvers. Each maneuver was repeated twice for the Tri-
light and conventional signal systems and four times for 
the A I D systems. Complete data were obtained for five 
subjects, which means that the total number of trials con­
ducted was 320. 

The data were collected in a manner similar to that em­
ployed in the daytime portion of the experiment. The same 
measures were obtained from the data as before, and simi­
lar methods of analysis were employed. The results of the 
analyses are presented in the following. 

PERFORMANCE UNDER LEAD-VEHICLE DECELERATION 

As was done in the analysis of the data collected during 
the daytime study, the major emphasis during lead-vehicle 
decelerations is placed on response times, average relative 
velocities, minimum relative velocities, and percent reduc­
tion in headway. 

Response Time 

Table 16 presents the levels of significance for the differ­
ences in the mean response times as calculated over all 
subjects and all trials. I t reveals that both the A I D and 
Tri-light systems resulted in significantly lower response 
times when compared to the conventional system. 

As was found in the daytime study, the A I D and Tri-
light systems, in general, result in lower response times on 
the part of the subject driver. This is not too surprising 
because the A I D and Tri-light systems signal coasting ma­
neuvers and also signal the time between the release of 
the gas pedal and the depressing of the brake pedal. 

It is also interesting to note that the few apparent signifi­
cant differences that are found when the A I D and Tri-light 
system are compared tend to favor the Tri-light system. 
This difference is possibly due to the fact that the Tri-light 
system requires less interpretation on the part of the sub­
ject. 

Minimum Relative Velocity {Maximum Closing Velocity) 

Table 17 gives the significant differences in taillight systems 
as reflected in the minimum relative velocity exhibited by 
the subject. Minimum relative velocity can be considered 
a measure of driver performance in the car-following situa­
tion. As such, driver performance is considered to be im­
proved when the minimum relative velocity exhibited by 
the following drivers was decreased in magnitude. Table 
17 shows significant differences in magnitude of minimum 
relative velocities. 

The table indicates that there is a slight advantage in 
the A I D and Tri-light systems when compared to the con­
ventional system, if it is deemed desirable to minimize the 
magnitude of minimum relative velocities. Comparison of 
the Tri-light system with the A I D system indicates that the 
Tri-light system is slightly better for those maneuvers in 
which a coast precedes mild deceleration. 

Average Relative Velocity During Closure 

Table 18 presents the significant differences that were 
noticed when the average relative velocity during the period 
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TABLE 16 

SIGNIFICANT DIFFERENCES IN RESPONSE TIMES 
BETWEEN SIGNAL SYSTEMS TESTED 

M E A N R E S P O N S E T I M E ( S E C ) S I G N I F I C A N T D I F F E R I N C E 

C O N V . V S C O N V . 
M A N E U V E R C O N V . I R I - L I G H T A I D T R I - L I G H T V S A I D T R I - L I G H T 

Coast to 50 mph, mild 
brake to 35 mph 3.35 1.01 1.20 Tri 0.01 AID 0.01 NS 

Coast to 35 mph 3.79 2.22 1.70 Tri 0.06 AID 0.01 NS 
Coast to 45 mph 2.85 0.74 1.55 Tri 0.01 AID 0.02 Tri 0.01 
Mild brake to 45 mph 0.80 1.72 1.31 Conv. 0.07 Conv. 0.01 NS 
Medium brake to 45 

mph, coast to 35 mph 1.53 0.91 1.13 NS NS NS 
Medium brake to 35 

mph 0.82 0.81 1.28 NS Conv. 0.04 Tri 0.015 
Coast 2 sec, medium 

brake to 35 mph 3.13 1.26 1.19 Tri 0.01 AID 0.01 NS 
Coast 2 sec, hard brake 

to 35 mph 2.54 0.97 1.05 Tri 0.01 AID 0.01 NS 

of closure was compared for the different maneuvers and 
signal systems. The measure of average relative velocity 
throughout the period of closure indicates that both the 
A I D and the Tri-light systems result in lower average rela­
tive velocities during this period. These results confirm 
the daytime results. No definite differences can be seen 
when the A I D and the Tri-light systems are compared. 

Percent Reduction In Headway 

Percent reduction in headway for a maneuver is defined as: 
(Initial headway-Minimum headway) / Initial headway. This 
measure, which is a function of average relative velocity 
during the period of closure and of response times, serves 
as a measure of driver performance during the deceleration 

phase of a maneuver. The performance indicated by this 
measure is important from both a safety and a traffic flow 
viewpoint. Table 19 gives the levels of significance of this 
measure when the three signal systems are compared. 

This analysis indicates that both the A I D and Tri-light 
systems help to reduce the percent reduction in headway 
that occurs in maneuvers of the type employed in the 
experiment. There does not appear to be any major differ­
ence between A I D and Tri-light with respect to this par­
ticular measure. 

PERFORMANCE UNDER LEAD-VEHICLE ACCELERATION 

Chaper Two presents a discussion of the importance of 
the performance of a subject driver in car-following when 
the lead vehicle is accelerating following a deceleration. 

TABLE 17 

SIGNIFICANT DIFFERENCES OF MINIMUM RELATIVE VELOCITIES 

M E A N M I N . R E L A T I V E V E L . 

M A N E U V E R 

( M P H ) S I G N I F I C A N T D I F F E R E N C E 

M A N E U V E R C O N V . T R I - L I G H T A I D 

C O N V . V S 

T R I - L I G H T 

C O N V . 

V S A I D 

A I D V S 

T R I - L I G H T 

Coast to 50 mph, mild 
brake to 35 mph — 6.18 — 5.88 — 6.88 NS Conv. 0.08 Tri 0.065 

Coast to 35 mph — 6.45 - 4.91 — 3.61 Tri 0.045 AID 0.01 AID 0.01 
Coast to 45 mph — 6.12 — 4.00 — 2.91 Tri 0.01 AID 0.01 AID 0.01 
Mild brake to 45 mph — 4.48 — 4.61 — 8.18 NS Conv. 0.03 Tri 0.03 
Medium brake to 45 

mph, coast to 35 mph - 7.82 — 7.61 — 8.12 NS NS NS 
Medium brake to 35 

mph — 9.30 — 8.42 — 8.58 NS NS NS 
Coast 2 sec, medium 

brake to 35 mph — 9.45 -10.03 - 6.42 NS AID 0.01 AID 0.01 
Coast 2 sec, hard brake 

to 35 mph —13.15 — 11.36 -12.33 Tri 0.09 NS NS 
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TABLE 18 
SIGNIFICANT DIFFERENCES OF AVERAGE RELATIVE VELOCITIES 
DURING THE PERIOD OF CLOSURE 

M E A N A V G . R E L A T I V E V E L . 

( M P H ) S I G N I F I C A N T D I F F E R E N C E 

C O N V . V S C O N V A I D V S 

M A N E U V E R C O N V . T R I - L I G H T A I D T R I - L I G H T V S A I D T R I - L I G H T 

Coast to 50 mph, mild 
brake to 35 mph 6.27 4.42 5.90 Tri 0.04 NS Tri 0.15 

Coast to 35 mph 5.26 5.73 3.51 NS AID 0.01 AID 0.065 
Coast to 45 mph 5.78 4.82 3.22 NS AID 0.015 AID 0.085 
Mild brake to 45 mph 3.79 5.02 6.06 NS Conv. 0.02 NS 
Medium brake to 45 

mph, coast to 35 mph 9.51 6.40 6.95 Tri 0.02 AID 0.04 NS 
Medium brake to 35 

mph 9.19 8.31 7.95 NS NS NS 
Coast 2 sec, medium 

brake to 35 mph 8.06 7.18 7.19 NS NS NS 
Coast 2 sec, hard brake 

to 35 mph 9.55 7.31 7.82 Tri 0.04 AID 0.08 NS 

As in the first study, the measures of particular interest 
in this phase of the analysis were acceleration response 
time and the maximum relative velocity that occurs during 
the maneuver. 

Acceleration Response Time 

Acceleration response time is defined for purposes of this 
analysis as the interval of time between the acceleration of 
the lead vehicle after an initial deceleration and the depres­
sion of the gas pedal by the following driver. Table 20 
gives the significant differences of acceleration response 
times for the various maneuvers (Note: The means for 
the measure are in coded form.) 

In general, it appears that the A I D and Tri-light signal 
systems result in lower acceleration response times than 
the conventional system. The significance levels of the 
differences are especially high on maneuvers 3, 6, and 7 
when the A I D system is compared to the conventional sys­
tem. The differences are not nearly as great when the 
Tri-light system is compared to the conventional system. 
This tends to support the conclusion derived from the day­
time study (Chapter Two) that the signaling of acceleration 
might be preferable to simply deleting a light (as in con­
ventional) to indicate acceleration. 

This result is to be expected, as one would expect improved 
performance, exhibited by reduced response time, when the 

TABLE 19 

SIGNIFICANT DIFFERENCES OF PERCENT REDUCTION IN HEADWAY 
DURING PERIOD OF CLOSURE 

R E D U C T I O N I N H E A D W A Y S I G N I F I C A N T D I F F E R E N C E 

C O N V . V S 

M A N E U V E R C O N V . T R I - L I G H T A I D T R I - L I G F T T V S A I D T R I - L I G H T 

Coast to 50 mph, mild 
brake to 35 mph 0.45 0.25 0.33 NS NS Tri 0.10 

Coast to 35 mph 0.44 0.34 0.29 NS AID 0.05 NS 
Coast to 45 mph 0.36 0.18 0.23 Tri 0.05 AID 0.10 NS 
Mild brake to 45 mph 0.14 0.22 0.25 Conv. 0.075 Conv. 0.025 NS 
Medium brake to 45 

mph, coast to 35 mph 0.43 0.36 0.33 NS NS NS 
Medium brake to 35 

mph 0.39 0.35 0.32 NS NS NS 
Coast 2 sec, medium 

brake to 35 mph 0.38 0.37 0.29 NS AID 0.075 AID 0.10 
Coast 2 sec, hard brake 

to 35 mph 0.42 0.35 0.31 NS AID 0.05 NS 
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TABLE 20 

SIGNIFICANT DIFFERENCES FOR ACCELERATION RESPONSE TIMES 

M E A N R E S P O N S E T I M E , C O D E D S I G N I F I C A N T D I F F E R E N C E 

C O N V . V S C O N V . A I D V S 
M A N L U V E R C O N V . T R I - U G H T A I D T R I - L I G H T V S A I D T R I - U G H T 

Coast to SO mph, mild 
brake to 35 mph — 1.20 — 17.45 3.30 Tri 0.04 NS Tri 0.04 

Coast to 35 mph —25.30 —29.00 - 1.65 NS Conv. 0.01 Tri 0.01 
Coast to 45 mph 16.70 — 17.45 4.60 Tri 0.01 AID 0.09 Tri 0.04 
Mild brake to 45 mph 24.35 16.20 19.15 Tri 0.15 NS NS 
Medium brake to 45 

mph, coast to 35 mph —27.68 —25.40 —27.30 Conv. 0.02 NS NS 
Medium brake to 35 

mph 23.00 17.00 15.40 NS AID 0.04 NS 
Coast 2 sec, medium 

brake to 35 mph 37.20 20.75 19.75 Tri 0.12 AID 0.05 NS 
Coast 2 sec, hard 

brake to 35 mph 22.85 12.30 22.95 Tri 0.04 NS Tri 0.04 

lead vehicle signals its accelerations. Al l three of the sys­
tems used in this experiment signal acceleration, or at least 
the absence of large decelerations, by presenting or deleting 
lights f iom the display. The conventional system, which 
utilizes the absence of a brake light to signal possible ac­
celerations or absence of braking, resulted in the longest 
acceleration response times. The Tri-light system, which 
indicated that the gas pedal was depressed, improved the 
response characteristics. The A I D system, which furnished 
quantitative information about the degree of acceleration, 
resulted in response times slightly larger than the Tri-light 
system. This last somewhat contradictory result might be 
due to the fact that, because the acceleration used in the 
experiment was constant for all maneuvers, the subject only 
needed information about whether or not the vehicle was 
accelerating. 

Maximum Relative Velocity (Maximum Opening Velocity) 

As was mentioned earlier, relative velocity is a derivative 
of headway. The maximum relative velocity exhibited by a 
subject driver during a maneuver would occur during the 
lead-vehicle's acceleration. This maximum relative velocity 
serves as a partial measure of the following-driver's per­
formance in interpreting and following the lead-vehicle's 
acceleration. Table 21 gives the significant differences of 
maximum relative velocities for the three systems tested. 

As was found in the daytime study, in those maneuvers 
which had the acceleration preceded by a coast the Tri-
light and A I D systems resulted in lower maximum relative 
velocities than did the conventional system. Possibly due 
to the fact that both systems signaled the coast in a posi-

TABLE 21 

SIGNIFICANT DIFFERENCES BETWEEN SIGNAL SYSTEMS AS REFLECTED IN 
MAXIMUM RELATIVE VELOCITIES 

M A N E U V E R 

M E A N M A X . 

( M P H ) 

R E L A T I V E V E L . 

S I G N I F I C A N T D I F F E R E N C E 

Coast to 50 mph, mild 
brake to 35 mph 

Coast to 35 mph 
Coast to 45 mph 
Mild brake to 45 mph 
Medium brake to 45 

mph, coast to 35 mph 
Medium brake to 35 mph 
Coast 2 sec, medium 

brake to 35 mph 
Coast 2 sec, hard brake 

to 35 mph 

C O N V . T R I - L I G H T A I D 

C O N V . V S 

T R I - L I G H T 

C O N V . 

V S A I D 

A I D V S 

T R I - L I G H T 

6.27 6.49 6.15 NS NS NS 
6.48 4.36 5.63 Tri 0.01 NS Tri 0.10 
6.85 4.36 5.03 Tri 0.01 AID 0.01 NS 
5.57 9.76 5.48 NS NS NS 

7.09 4.85 5.09 Tri 0.01 AID 0.02 NS 
5.64 5.18 5.39 NS NS NS 

4.61 5.24 5.85 NS NS NS 

6.69 5.27 5.39 NS NS NS 
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tive manner, a comparison of A I D with Tri-light failed to 
show much of a difference. 

SIGNAL SYSTEM PERFORMANCE COMPARISONS 

The data previously presented are rearranged in the follow­
ing to allow an over-all comparison to be made between 
individual systems. 

Conventional vs AID 

Table 22 gives a statistical summary of all the performance 
measures used in comparing the conventional and A I D 
systems. This table indicates that for maneuvers beginning 
with a coast there appear to be definite advantages during 
the deceleration phases with the A I D system. The con-

TABLE 22 
STATISTICAL COMPARISON OF CONVENTIONAL SYSTEM AND AID SYSTEM 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M A N E U V E R 

R E S P . 

T I M E 

M I N . 

R E L . 

V E L . 

A V G . 

R E L . 

V E L . 

R E D . I N 

H E A D W A Y 

Coast to 50 mph, 
mild brake to 
35 mph 

Coast to 35 mph 
Coast to 45 mph 
Mild brake to 45 

mph 
Medium brake to 

45 mph, coast 
to 35 mph 

Medium brake 
to 35 mph 

Coast 2 sec, medi­
um brake to 
35 mph 

Coast 2 sec, hard 
brake to 35 mph 

AID 0.01 
AID 0.01 
AID 0.02 

Conv. 0.08 
AID 0.01 
AID 0.01 

NS 
AID 0.01 
AID 0.015 

NS 
AID 0.05 
AID 0.10 

NS NS AID 0.04 NS 

Conv. 0.04 NS NS NS 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

A C C E L . 

R E S P . 

T I M E 

NS 
Conv. 0.01 
AID 0.09 

Conv. 0.01 Conv. 0.03 Conv. 0.02 Conv. 0.025 NS 

NS 

AID 0.01 AID 0.01 NS 

AID 0.01 NS AID 0.08 AID 0.05 NS 

M A X . 

R E L . 

V E L . 

NS 
NS 
AID 0.01 

NS 

AID 0.02 

AID 0.04 NS 

AID 0.075 AID 0.05 NS 

NS 

TABLE 23 
STATISTICAL COMPARISON OF CONVENTIONAL AND TRI-LIGHT SYSTEMS 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

M I N . A V G . % A C C E L . M A X . 

R E S P . R E L . R E L . R E D . I N R E S P . R E L . 

M A N E U V E R T I M E V E L . V E L . H E A D W A Y T I M E V E L . 

Coast to 50 mph. 
mild brake to 35 
mph TriO.Ol NS Tri 0.04 NS Tri 0.04 NS 

Coast to 35 mph Tri 0.055 Tri 0.045 NS NS NS Tri 0.01 
Coast to 45 mph Tri 0.01 Tri 0.01 NS Tri 0.05 TriO.Ol TriO.Ol 
Mild brake to 45 

mph Conv. 0.07 NS NS Conv. 0.075 Tri 0.15 NS 
Medium brake to 

45 mph, coast to 
35 mph NS NS Tri 0.02 NS Conv. 0.02 Tri 0.01 

Medium brake to 
35 mph NS NS NS NS NS NS 

Coast 2 sec, medi­
um brake to 
35 mph Tri 0.01 NS NS NS Tri 0.12 NS 

Coast 2 sec, hard 
brake to 35 mph Tri 0.01 Tri 0.09 Tri 0.04 NS Tri 0.04 NS 
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ventional system appears to offer advantages in maneuvers 
that began with braking, possibly because the AID system 
furnishes information that must be interpreted. During the 
acceleration phases of the maneuvers, there do appear to be 
some definite advantages with the A I D system. 

Conventional vs Tri-light 

Table 23 presents a comparison of the conventional and 
Tri-light systems with respect to all of the measures dis­
cussed so far. 

The results of this comparison seem to indicate that Tri-
light offers advantages over conventional in deceleration 
aspects on all maneuvers, except possibly those beginning 
with a braking action. The Tri-light system also appears 
to have a beneficial effect on performance in acceleration 
portions of the maneuvers. 

Tri-light vs AID 

As in the daytime studies, both the Tri-light and A I D sys­
tems show advantages over the conventional system. Table 
24 gives a statistical comparison of the Tri-light and A I D 
systems. It appears that the Tri-light offers a slight advan­
tage over A I D in improving response times, possibly due to 
the fact that in the latter deceleration and signaling are 
not instantaneous. AID appears to benefit the driver more 
than Tri-light with respect to the other three deceleration 
measures. The Tri-light system appears to offer a slight 
advantage in improving performance during acceleration 
phases of maneuvers. 

This last seems rather surprising. It might be explained 
by the fact that each acceleration was preceded by a coast 

of some duration, even if for only a fraction of a second, 
and that the Tri-light system furnishes a more positive indi­
cation of coasts. This supposition is supported by the data 
obtained in the daytime study, which showed that Tri-light 
yielded better performance on those maneuvers in which 
a coasting action preceded braking. 

LEARNING EFFECTS 

The results of the daytime study indicated that learning 
might have an effect on performance, especially in the case 
of the A I D system. Therefore, each subject in the night­
time study was given a period of familiarization with the 
A I D system. During this period, each subject was required 
to perform under two replications of each maneuver. These 
data were subsequently deleted from the analysis that has 
been presented so far. They were, however, compared with 
the data used in the analysis to see if any evidence of learn­
ing could be found. 

The only learning effect that was apparent in this study 
was that the performance under the A I D system improved 
in terms of minimum relative velocity. 

COMPARISON OF NIGHTTIME AND DAYTIME STUDIES 

Slight differences in operating conditions, such as defi­
nition of beginning of a maneuver, do not allow for valid 
comparisons to be made between the mean values of the 
various measures. As has been indicated in the sections 
dealing with individual measures, the significant differences 
in the nighttime studies correspond generally with those 
obtained during the daytime studies. 

TABLE 24 

STATISTICAL COMPARISON OF THE AID AND TRI-LIGHT SYSTEMS 

M E A S U R E S U N D E R D E C E L E R A T I O N 

M E A S U R E S U N D E R 

A C C E L E R A T I O N 

M I N . A V G . % A C C E L . M A X . 

R E S P . R E L . R E L . R E D . I N R E S P . R E L . 

M A N E U V E R T I M E V E L . V E L . H E A D W A Y T I M E V E L . 

Coast to 50 mph. 
mild brake to 35 
mph NS Tri 0.065 Tri 0.15 Tri 0.10 Tri 0.04 NS 

Coast to 35 mph NS AID 0.01 AID 0.065 NS Tri 0.01 Tri 0.10 
Coast to 45 mph Tri 0.01 AID 0.01 AID 0.085 NS Tri 0.04 NS 
Mild brake to 45 

mph NS Tri 0.03 NS NS NS NS 
Medium brake to 45 

mph, coast to 35 
mph NS NS NS NS NS NS 

Medium brake to 
35 mph Tri 0.015 NS NS NS NS NS 

Coast 2 sec, medium 
brake to 35 mph NS AID 0.01 NS AID 0.10 NS NS 

Coast 2 sec, hard 
brake to 35 mph NS NS NS NS Tri 0.04 NS 
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C H A P T E R FOUR 

VELOCITY DISPLAY SIGNAL SYSTEM 

In addition to the four intervehicular signal systems de­
scribed Chapters Two and Three, research was conducted 
to obtain some insights into the effects on car-following 
performance of a display mounted on the rear of the lead 
vehicle and displaying its velocity. 

The actual physical display used in this experiment was a 
modification of the display used in the other four signal 
systems. These modifications consisted of changing the 
lenses so that both the bottom and top rows of the display 
contained green lights, and the single lights in the middle 
row were red. After the modifications, the green lights were 
used to signal the lead-car's velocity in 5-mph increments, 
and the red lights were used as the conventional display. 
A circuit was designed that enabled the operator of the 
lead vehicle to switch the conventional system off whenever 
the velocity information system was being utilized. 

The velocity display was controlled so that the speed 
shown by the lights corresponded to the speed indicated on 
a Borg-Warner Police Special speedometer mounted in the 
lead car. Experimental trials conducted before the actual 
collection of data indicated that the lights were being acti­
vated within ± 1 mph of the actual velocity shown on the 
police speedometer. 

Figure 6 shows the configuration of these lights, together 
with the velocity for which each of the lights was activated. 
The appearance of the display at the beginning of each 
maneuver is given in Figure 7. 

DATA COLLECTION 

Collection of data was conducted between the hours of 
6 and 10 A M on 1-71 south of Columbus. To avoid any 
bias that might possibly have been introduced by the effects 
of the glare, both systems were tested while traveling both 
south and north. Five young male subjects were exposed to 
four replications of eight maneuvers under both systems for 
a total of 64 trials. 

The eight maneuvers employed in the study were the 
same as those used in the two previously mentioned studies. 
The method of data collection and the measures obtained 
from these data were also the same as those in the earlier 
studies. The analyses of the collected data are presented in 
the following. 

PERFORMANCE UNDER LEAD-VEHICLE DECELERATION 

For purposes of analysis, system dynamics are divided (as 
in earlier studies) into two phases. The first phase is de­
fined as the period of closure; the second phase begins at 
the end point of the period of closure and terminates when 
the lead vehicle regains the 65-mph speed. Discussed mea­
sures occurring in the first phase include response time, 

average closing relative velocity, minimum relative velocity, 
and percent reduction in headway. Phase two includes 
maximum opening velocity and acceleration response time. 

Response Time 

Table 25 gives the mean response times (each entry repre­
sents the mean of 20 trials), with the significant results 
obtained by / tests applied to the data. Inspection shows 
that the velocity information system is superior for all 
maneuvers beginning with a coast. Conversely, the three 
maneuvers beginning with a braking action show quicker 
responses under the conventional system. The seeming 
superiority of the velocity display in the maneuvers begin­
ning with a coast is probably due to the fact that the velocity 
display furnishes positive information that the vehicle is 
slowing down in the coast, whereas the conventional dis­
play furnishes no information during a coast. 

On the other hand, during a braking maneuver the con­
ventional system furnishes evidence of deceleration as soon 
as the brake is applied, but the velocity display incorpo­
rates a lag until a 5-mph decrease is realized. 

Minimum Relative Velocity 

Minimum relative velocity is a negative quantity represent­
ing the maximum closing velocity achieved during a maneu­
ver. Mean minimum relative velocities (over all subjects 
and replications) are presented in Table 26. 

Here, again, the results show improved performance 
under the velocity display system on coast maneuvers, "im­
provement" being defined as a decrease in the absolute value 
of the relative velocity when compared to the value ob­
tained under conventional taillights. Also of note is the 
significantly better performance under the conventional 
system on all maneuvers beginning with a braking action. 
The reason for this was discussed previously. 

Average Relative Velocity During Closure 

Average relative velocity during the period of closure is used 
as another criterion of driver's performance during the 
lead-vehicle's deceleration phase. Table 27 gives the mean 
average relative velocities, together with significant differ­
ences. 

Generally, it appears that the conventional system is 
slightly superior to the velocity display, because with the 
conventional system the average relative velocities are lower 
for all maneuvers beginning with a brake. The velocity 
information system is significantly better on only one ma­
neuver, a coast to 45 mph. 
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TABLE 25 

MEANS AND SIGNIFICANT DIFFERENCES OF 
RESPONSE TIMES 

TABLE 27 

MEANS AND SIGNIFICANT DIFFERENCES OF 
AVERAGE RELATIVE VELOCITY 

M E A N R E S P O N S E 

T I M E ( S E C ) 

S I G N I F I C A N T 

D I F F E R E N C E 

M E A N A V G . R E L A T I V E 

V E L . ( M P H ) 

S I G N I F I C A N T 

D I F F E R E N C E 

V E L . C O N V . V S V E L . C O N V . V S 

M A N E U V E R C O N V . D I S P L A Y V E L . D I S P L A Y M A N E U V E R C O N V . D I S P L A Y V E L . D I S P L A Y 

Coast to 50 mph. Coast to 50 mph, 
mild brake to 35 mph 3.50 2.85 VD 0.001 mild brake to 35 mph 2.48 2.40 NS 

Coast to 35 mph 5.32 2.31 VD 0.001 Coast to 35 mph 1.76 1.88 NS 
Coast to 45 mph 3.73 1.98 VD 0.001 Coast to 45 mph 1.96 1.01 VD 0.001 
Mild brake to 45 mph 1.27 1.86 C 0.050 Mild brake to 45 mph 1.83 2.66 C 0.001 
Medium brake to 45 Medium brake to 45 

mph, coast to 35 mph 1.13 1.66 C 0.005 mph, coast to 35 mph 2.20 2.81 C 0.050 
Medium brake to 35 mph 1.32 1.71 NS Medium brake to 35 mph 3.30 4.05 C 0.005 
Coast 2 sec, medium Coast 2 sec, medium 

brake to 35 mph 2.56 1.91 NS brake to 35 mph 3.21 3.13 NS 
Coast 2 sec, hard Coast 2 sec, hard 

brake to 35 mph 2.76 2.11 VD 0.050 brake to 35 mph 3.39 3.73 C 0.150 

TABLE 26 

MEANS AND SIGNIFICANT DIFFERENCES OF 
MINIMUM RELATIVE VELOCITY 

M E A N M I N . R E L A T I V E 

V E L . ( M P H ) 

S I G N I F I C A N T 

D I F F E R E N C E 

V E L . C O N V . V S 

M A N E U V E R C O N V . D I S P L A Y V E L . D I S P L A Y 

Coast to 50 mph, 
mild brake to 35 mph 8.62 —7.72 NS 

Coast to 35 mph 6.42 -4.33 VD 0.005 
Coast to 45 mph 5.87 —3.06 C 0.001 
Mild brake to 45 mph 6.24 —8.88 C 0.001 
Medium brake to 45 

mph, coast to 35 mph 10.48 —12.11 C 0.050 
Medium brake to 35 mph 10.99 —13.77 C 0.005 
Coast 2 sec, medium 

brake to 35 mph 12.37 -13.20 NS 
Coast 2 sec, hard 

brake to 35 mph 16.78 — 17.68 NS 

TABLE 28 

MEANS AND SIGNIFICANT DIFFERENCES OF 
PERCENT REDUCTION IN HEADWAY 

M E A N R E D U C T I O N I N S I G N I F I C A N T 

H E A D W A Y ( % ) D I F F E R E N C E 

V E L . C O N V . V S 

M A N E U V E R C O N V . D I S P L A Y V E L . D I S P L A Y 

Coast to 50 mph, 
mild brake to 35 mph 17.59 14.93 VD 0.100 

Coast to 35 mph 18.20 10.85 VD 0.001 
Coast to 45 mph 14.19 10.15 VD 0.001 
Mild brake to 45 mph 8.58 11.03 C 0.100 
Medium brake to 45 

mph, coast to 35 mph 17.42 16.95 NS 
Medium brake to 35 

mph 13.90 16.66 C 0.050 
Coast 2 sec, medium 

brake to 35 mph 14.99 15.40 NS 
Coast 2 sec, hard C 0.150 

brake to 35 mph 14.89 16.37 

Percent Reduction In Headway 

Another measure of driver performance during the de­
celeration phase of a maneuver is percent reduction on 
headway. As before, this is (Initial headway-Minimum 
headway)/Initial headway. Table 28 presents the mean of 
reductions in headway and the level of the significant dif­
ferences. Inspection again reveals the pattern whereby the 
velocity information system appears superior for coasting 
maneuvers and inferior for braking maneuvers. 

PERFORMANCE UNDER LEAD-VEHICLE ACCELERATION 

A measure of performance in this second phase of driving 
is the maximum relative velocity, or maximum opening 
velocity, exhibited during a maneuver. The maximum 
relative velocity usually occurs soon after the end of the 

period of closure, as this is the time when the lead car 
is accelerating most rapidly. This measure is useful because 
it gives a partial indication of a driver's ability to ascertain 
the lead-vehicle's acceleration characteristics. Average 
maximum relative velocities are given in Table 29. The 
results indicate no significant differences between the two 
systems. 

SUMMARY 

Due to unavoidable differences in operating procedures, one 
is precluded from making valid comparisons between mean 
values obtained in this study and the means of other investi­
gations. The results seem to be consistent in indicating 
significantly improved performance for the velocity infor-
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TABLE 29 
MEANS AND SIGNIFICANT DIFFERENCES OF 
MAXIMUM RELATIVE VELOCITY 

M E A N M A X . 

R E L A T I V E V E L . S I G N I F I C A N T 

( M P H ) D I F F E R E N C E 

V E L . C O N V . V S 

M A N E U V E R C O N V . D I S P L A Y V E L . D I S P L A Y 

Coast to 50 mph, mild 
brake to 35 mph 7.08 7.32 NS 

Coast to 35 mph 8.43 7.08 VD 0.150 
Coast to 45 mph 7.22 6.90 NS 
Mild brake to 45 mph 5.95 5.59 NS 
Medium brake to 45 

mph, coast to 35 mph 7.76 7.26 NS 
Medium brake to 35 

mph 6.69 6.74 NS 
Coast 2 sec, medium 

brake to 35 mph 8.54 7.37 NS 
Coast 2 sec, hard 

brake to 35 mph 5.41 6.12 NS 

mation system on maneuvers involving initial small negative 
accelerations. For large initial magnitudes of deceleration 
the conventional system generally appears significantly bet­
ter. One could hypothesize that the foregoing results are 
the result of a delay in actuation of the velocity display. 
This delay, although very short, might be enough to cause 
the conventional system to appear significantly better on 
all maneuvers beginning with a braking action. 

It would seem, therefore, that the type of display tested 
in this experimentation would not be suitable for use on 
automobiles, because it is inferior to the conventional sys­
tem, in the braking situations, which from a safety stand­
point are probably the most critical car-following situations. 

This should not be taken as a condemnation of all veloc­
ity displays. Another display with possibly smaller speed 
change increments or some combination of conventional 
plus velocity displays might prove superior to the conven­
tional in all types of maneuvers. 

C H A P T E R F I V E 

PASSING ON A MULTI-LANE EXPRESSWAY 

Research in the field of traffic flow on multi-lane express­
ways has often been approached from the standpoint of 
minimizing traffic disturbances; i.e., "acceleration noise." 
The entrance of a vehicle into a traffic lane may cause such 
a disturbance if its action requires braking or other dy­
namic changes by other vehicles in the lane. The entrance 
of a vehicle into a traffic lane may be due to several causes, 
including: 

1. Entering a lane from an acceleration ramp. 
2. Passing a slower vehicle. 
3. Avoiding a collision. 

The concern of the current study is with passing on multi-
lane freeways. However, the results have general implica­
tions to the freeway entrance problem. The decision to 
enter a traffic lane at a given time is based on many factors, 
such as: 

1. The willingness of the driver to accept the risk of 
collision (related to gap acceptance studies). 

2. The amount of information available to the driver 
concerning the headway between the vehicles involved. 

3. The amount of information available to the driver 
concerning the relative velocity relationships between the 
vehicles involved. 

4. The acceleration capabilities of the vehicle. 
5. The geometry of the expressway. 

The ultimate objective of this type of research is to see 
if a highway's volume of traffic can be improved by increas­
ing the information available to the driver relevant to his 
passing decision. This particular study seeks to describe 
the characteristics of a driver's decision to pass on express­
ways without any decision aids. 

One method for increasing traffic volume is to increase 
density by reducing the headway between cars, if that head­
way is greater than that needed for safety and if such in­
creased density does not create a precondition for un­
damped "shock waves," precipitated by a velocity pertur­
bation in the stream. Another way of increasing highway 
volume is to reduce the amount of headway needed be­
tween a passing car and a closing car in the passing lane. 
This would have the effect of moving a car into the head­
way space in the passing lane, thereby raising the density in 
that lane and allowing the opportunity for another car to 
move in the outside lane. I f velocities are maintained, 
volume will rise (depending on the position on a volume-
density curve). 

With these considerations in mind, an empirical study 
was undertaken to endeavor to measure a driver's perform­
ance in accepting and moving into a gap in an adjacent lane. 
It was felt that certain safe limits might exist on this ma­
neuver, represented in terms of spacing, speeds, and the 
relative velocity with the closing vehicle in the adjacent 
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lane. I f driving performance would be improved so as to 
reach these limits, a gain in volume might be obtained. 
The empirical study reported in the following was under­
taken to determine how closely present performance ap­
proaches the limits of safety. 

PROCEDURE 

This experiment was conducted on Interstate 71 south of 
Columbus, Ohio. Three vehicles were used to form a 
traffic pattern as shown in Figure 8. Car 0 was driven by 
an experimenter at a constant velocity, Vg, establishing the 
traffic flow in lane 1. 

The subject was in car 1. He was instructed to follow 
car 0 at a constant headway, H„^. The subject used a piece 
of plastic tape attached to the windshield to aid this task. 
During this time he was denied use of his rear mirrors. 
This was accomplished by shining a light from the rear of 
the outside mirror and covering the inside mirror with a 
remotely controlled removable flap. The speed of car 0, ¥„, 
was set at 50 or 60 mph and established the stream velocity 
in lane 1. 

To begin a trial, the experimenter in car 2 adjusted his 
velocity to a predetermined value (usually 10 mph greater 
than car 1), thus establishing the flow in lane 2. At time to, 
when the headway between car 1 and car 2 reached a pre­
determined value, the experimenter accompanying the sub­
ject in car 1 simultaneously marked the recorder and al­
lowed the subject use of his rear-view mirrors. The mirrors 
were made operable by turning out the light behind the 
outside mirror and remotely raising the flap covering the 
inside mirror. 

At this time the subject made a decision to pass or not 
pass car 0. I f he elected not to pass, he continued his task 
of maintaining constant headway between himself and 
car 0. When the experimenter in car 2 reached car 0, he 
decelerated and prepared for the next trial. I f the subject 
elected to pass, he initiated the maneuver by pulling into 
lane 2. A large amplitude in deflection of the gas pedal 

TABLE 30 

CONDITIONS TESTED 

HEADWAY, a 

( F T ) 
K„ = 50 
V.^ = 60 

K„ = 60 
v., = 70 

200 X X 
162 X X 
137 X X 
119 X X 
104 X X 
94 X X 
86 X X 
78 X X 
73 X X 
65 X X 
60 X X 
55 X X 

trace on the recorder showed the time, f j , at which the ma­
neuver was initiated. 

Headway between car 1 and car 2 was set at 12 different 
levels during the experiment. The line of sight across a 
stationary wire located in the back window of car 1 and 
one of 12 bolts on a bar attached above the rear bumper 
determined the angle, hence the headway, during the trial, 
as shown in Figure 18. Accuracy was calculated at ap­
proximately ± 10 percent for a 1-ft vehicle lane centering 
error. When car 2 lined up with the wire and the bolt of 
car 1, the experimenter in car 1 started the trial. 

Initially one subject was tested to determine practical 
limits for testing, then six subjects were tested under each 
of the 24 conditions given in Table 30. The relative velocity 
throughout the experiment was (—) 10 mph. 

Two dependent variables were investigated—decision 
time, and percentage of "go" responses. These were studied 
under all headways of conditions 1 and 2. A "go" response 
was designated when the subject in car 1 pulled into the 
passing lane during a trial. Decision time was taken as the 

Carl 

/ 

/ 

/ 
/ 

Car 2 

12 

' When mirrors opened. 
Figure 18. Line of sight used in determining various 
H j 2 headways. 
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time difference between the start of the trial, <o. and the 
point when the subject heavily depressed the gas pedal. 

RESULTS 

Figures 19 and 20 show plots of decision times under the 
two velocity conditions, "t-tests" were done on the two 
velocity conditions and on the "go" and "no-go" response 
times. Differences were not statistically significant. 

A one-way analysis of variance was computed to test the 
effects of headway on decision time for "go" responses. 
The results are given in Table 31. Pretests for the neces­
sary conditions for ANOVA indicated that this statistical 
model was appropriate for this analysis. 

From knowledge of human decision-making, decision 
times might be expected to be largest at or near the de­
cision threshold («< 100 f t ) . In an aggregate sense this 
does not appear to be the case, although a much larger 
sample size would be required to properly test this hypothe­
sis. 

I t is convenient to talk in terms of a threshold for "go" or 
"no-go" responses to the passing situation. The term im­
plies that there exists some headway (or time headway) 
value above which the response will usually be "go" and 

below which it will usually be "no-go." I t has been found 
that acceptance of a gap in entering a highway is not a step 
function denoting a definite threshold, but a trapezoidal 
function. This may be generalized to the necessary gap in 
traffic flow on the highway which a driver must accept in 
order to make a passing response. For analysis, however, 
the threshold is discussed in terms of the level at which 
50 percent of the responses are "go" responses. Figures 9 
and 10 show the percentage of "go" responses for each 
subject as a function of headway for both velocity condi­
tions. 

Condition 1: Figure 9 shows that 4 of the 6 subjects 
showed consistent passing behavior. For example, subject 
5 made "go" responses 100 percent of the time when the 

TABLE 31 
ANALYSIS OF VARIANCE ON THE EFFECTS OF 
HEADWAY ON "GO" RESPONSE DECISION TIME 

CONDITION F FO.IO 

V„ — 50 m p h , = 60 m p h 0.617 1.78 
V„ — 60 m p h , = 70 m p h 1.358 1.90 
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headway was 104 f t or more. When it dropped to 94 f t he 
passed 50 percent of the time, and when it dropped to 86 
f t he did not elect to pass at all. However, the threshold 
estimate is not as easy to determine for all subjects, as 
indicated by Figure 9. 

A plot of the subjects' combined performance is shown 
in Figure 21 for both stream velocity conditions. This 
shows a threshold value of approximately 90 f t for these 
velocity conditions. Referring again to Figure 9, this 
threshold value is clearly supported by subjects 1 and 5 
and conditionally by subject 3. Subject 2 appears to be 
responding with "go" decisions below the threshold for the 
group, and subjects 4 and 6 appear to respond above the 
threshold for the group. 

Condition 2: Figure 10 shows that only one subject (4) 
has a non-monotonic curve. However, subject 4's incon­
sistency is the result of one "no-go" response on one trial at 
a headway of 73 f t , although responding with 100 percent 
"go" responses on all other trials. It should be noted that 
this subject was also given 6 trials with a 55-ft headway 
at the velocity condition, and responded with 0/6 "go" 
responses. This seems to indicate that the one trial at the 
73-ft headway may have been merely a subject error, and 
that this subject's behavior is consistent with a threshold 
of around 60 f t at this velocity condition. 

Figure 21 shows the group curve for the velocity condi­
tion and indicates a threshold value of approximately 100 
f t . From Figure 10 it appears that subjects 2 and 3 sup­
port this threshold while subjects 1 and 4 respond with 
"go" responses below that threshold, and subjects 5 and 6 
respond above it. 

In comparing Figures 9 and 10, i t is interesting to note 
that three subjects (2, 3, 5) had a higher threshold under 
the higher velocity condition, while two subjects ( 1 , 4) had 
a lower threshold. Subject 6 appeared unaffected by the 
change in velocity condition. This may imply that different 
cues are relevant to individuals at different velocity condi­
tions. 

A probit analysis was performed on the data, and a re­
gression line was recovered for each of the two velocity 
conditions. These are shown in Figure 22, with the derived 
sigmoid curves in Figure 23. 

A comparison of Figures 21 and 23 is interesting. Figure 
21 shows 100 f t and 90 f t as threshold values for the two 
velocity conditions. This is interesting because they are the 
reverse of those in Figure 23. The difference in the two 
figures may be explained by the higher percentage values at 
lower headways for the V^ = 60, V^ — 70 mph condition. 
In the probit analysis, these values may have shown their 
weight by pulling the curve for this condition to one side. 
Furthermore, the points representing 94 f t in Figure 21 
seem to be slightly off the trend of the curve in both velocity 
conditions. I f they were both disregarded and a line drawn 
connecting the surrounding points, the result would be a 
threshold value more in line with the probit analysis results. 
I t must be concluded, therefore, that the threshold for the 
two conditions is approximately 90 to 100 f t . 
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Figure 21. Percentage of "go" responses for subjects weighted 
equally for two velocity conditions. 

Figures 24 and 25 show the minimum headway needed 
at the different velocities for car 1 to pass car 0 before 
touching car 2 and pulling away. That point is the closest 
point of the two cars and is the point of tangency on the 
graphs. These charts were derived by plotting V^ and V^ 
using known acceleration characteristics of car 1. Because 
the Kolmogorov-Smirnoff test on decision time distribu­
tions showed that a normal distribution could explain the 
data, the mean and standard deviations were calculated, and 
a decision time conservatively set to exceed 99 percent of 
this distribution was used as the delay before acceleration 
of car 1 took place. The acceleration curve, which de­
scribes the subject's passing response, was plotted following 
that decision time. 

The point of tangency is the closest point between the 
acceleration curve and the velocity line of car 2. Beyond 
the point of tangency, the passing car's acceleration is 
pulling car 1 away from car 2. 

These figures provide a graphical way to determine the 
necessary headway needed for a safe pass under some 
accepted standard of safety. For example, the National 
Safety Council (NSC) advises that cars follow at a mini­
mum distance of one car length for each 10 mph. Under 
this rule, when V^ = 60 mph (see Fig. 24) there should be 
a headway of approximately 120 f t between car 1 and 
car 2 at their nearest point. Inasmuch as the nearest point 
is the point of tangency, that point should be represented by 
a distance separation of 120 f t . The graph has shown that 
a 45-ft initial headway is needed to avoid just touching 
bumpers at the point of tangency, so the headway needed 
initially at this velocity is 45 -f- 120, or 165 f t . This assumes. 
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Figure 22. Probit analysis regression lines representing two Figure 23. Sigmoid curves recovered from probit analysis 
conditions of velocity. regression lines for two velocity conditions. 

of course, no required corrective action on the part of the 
driver in car 2. 

Likewise, using Figure 25, i f V2 = 70 mph the minimum 
headway at the point of tangency should equal 140 f t , 
making the initial headway 140 + 45, or 185 f t , needed 
for safe passing by the NSC standard of safety. 

Figure 9 shows that every subject, with the possible 
exception of subject 6, made "go" responses far below this 
criterion for safety. Similarly, Figure 10 shows every sub­
ject making "go" responses below the NSC safety standard. 
I t might be mentioned that the 165 f t and 185 f t figures 
were computed for a standard car and represent a minimum 
headway desired by the NSC for normal car-following. 

I t is concluded that the subjects, in general, passed at 
headway values below that which would assure NSC clear­
ance and above that determined as resulting in collision. 

DISCUSSION 

Increasing the volume flow of traffic via increased informa­
tion to the driver is practical for two types of drivers. The 
first is the driver who passes only at values in excess of that 
needed for safety; the driver who may wait for a headway 
twice that necessary for a safe pass. When highway con­
ditions are crowded, the likelihood of an excess headway is 
small, and the driver may let numerous safe passing oppor­
tunities escape while waiting for a greater headway. TTiis 

would have the effect of letting usable space on the highway 
go to waste. 

The second type is the driver who passes at headways low 
enough to cause the closing car to decelerate. In dense 
traffic this has the effect of causing a wave of disturbance, 
which could result in traffic stoppage and multiple rear-end 
collisions. 

An illustration of the effects of passing may be shown by 
plotting the theoretical deceleration probability curve of the 
closing car (Fig. 26). The probability of deceleration 
(p. o. d.) represents the likelihood that the closing car on 
the inner lane will be forced to decelerate and is a function 
of the relative velocities and the headway between car I 
and car 2. I f the headway is small, the p. o. d. is high. I t 
can be seen from Figures 24 and 25 that any initial head­
way value smaller than 45 f t would result in collision, 
because 45 f t just avoids collision at the point of tangency. 
Therefore, any initial headway value below 45 f t should 
cause the p. o. d. to be 100 percent. 

At different points on the curve, the p. o. d. may be said 
to take different forms. High p. o. d. may result in hard 
braking (region A, Fig. 26), whereas very low p. o. d. may 
result in no deceleration (region D, Fig. 26). 

Theoretically, an efficient highway would find cars pass­
ing 100 percent of the time when the p. o. d. of the closing 
car is in the range of C and D in Figure 26. Drivers who 



37 

500 

2 300 
u 

•s 

§, 200 

^ 165 

f 
120' 

NSC Re 
Path 

comm 
of Vĵ  
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Figure 25. Velocity and acceleration characteristics when 
V„ = 60, = 70 mph. 

passed when the p. o. d. was in the area of A and B would 
cause traffic disturbances, while drivers who did not pass 
until beyond D would be wasting highway space. 

It is assumed that the N S C would favor p. o. d. well 
within the D range. By placing the N S C desired perform­
ance criterion on the graph, it can be seen that the per­
formance of the subjects may possibly fall within the C , 
D range and still leave some room for improvement. Obvi­
ously, this is conditional on the assumptions made about 
the shape of the curve and the absolute headway values 
along the abscissa. I f more were known about the char­
acteristics of the p. o. d. curve, it is possible that a more 
practical standard could be accepted: one which demon­
strated clearly the advantages of increasing information 
available to drivers. 

Figure 26. Theoretical curve of deceleration probability. 
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CHAPTER S I X 

DRIVING CONTROL BEHAVIOR AND ROADWAY GEOMETRY 

A driver's response to information about other vehicles is 
influenced by the use which he and his vehicle can make 
of that information and by the attention which he must 
pay to controlling his own vehicle. This chapter describes 
some exploratory studies of single car-driver behavior and 
its relation to roadway geometry, where the primary ob­
jective was to search for important variables and to classify 
behavior where possible. The basic data for each of these 
studies were collected from replications of a single experi­
mental situation. 

The purpose of this study was to explore driver control 
behavior on expressways as contrasted to driver-vehicle 
behavior reported in previous studies. In the current study 
concern was not solely with vehicle velocity or accelera­
tion as such, but rather with the driver's input to the 
vehicle in terms of gas pedal and steering wheel move­
ments over time as a function of road geometry, instruc­
tions (driving objectives), and vehicle dynamics, such as 
acceleration and velocity. The first step is to describe 
the basic experiment, wherein the unique data collection and 
analysis with the use of the computer enables simultaneous 
comparison, through a computer plot of gas pedal move­
ment, steering wheel movement, velocity, acceleration, 
time, vertical curvature, and distance traveled. With these 
primary data, the following questions were briefly explored: 

1. What are the natural characteristics of gas pedal 
movements in terms of amplitudes and periodicities and 
how do subjects compare under the same driving conditions? 

2. How does route profile (vertical curvature) affect 
gas pedal and velocity? To what extent might this clarify 
the accident problem on sags versus crests on Interstate 
highways? 

3. With time-based regression analysis, can we find the 
contribution of profile, acceleration, and velocity on gas 
pedal changes? To what extent do these variables lead or 
lag gas pedal movement changes? 

4. How do steering wheel and gas pedal amplitudes and 
periodicities relate to driving objectives as imposed by 
several different driving instructions? 

THE BASIC EXPERIMENT 

All subjects drove an instrumented vehicle (1961 Ford 
station wagon) on Interstate Highway 71, a limited-access 
freeway. The test route consisted of a 50-mile trip north 
of Columbus, a coffee break, and a 50-mile return. The 
subjects were told that they were participating in a fa­
tigue study and that their normal driving behavior was 
desired. 

Five data variables were recorded: gas pedal position, 
steering wheel position, velocity, the vehicle's acceleration 

tangent to the road, and the vehicle's vertical acceleration. 
In addition, a recorder channel was reserved for marking 
on the data film the 81 points along the route which were 
previously marked by taped delineations. The experi­
menter tripped the marker when the vehicle was opposite 
each of these, thereby providing a means of correlating the 
recorded driving data with road geometric features. 

The data from the recorder were punched on cards using 
a 1-sec sampling interval. These cards were processed to 
convert the time scale data for each subject to a common 
distance scale, and to calculate additional measures. The 
resulting data (discrete traces of equidistant spacing) were 
plotted to facilitate the search for patterns of behavior. 
A n example of this output is provided in Figure 11. 

THE CONTROL TRACES 

The continuously recorded traces of the gas pedal and 
steering wheel contain more information about the driving 
process than can be extracted with a few statistical analyses 
of discrete trace samples. For this reason, the continuous 
traces that appeared promising after examining the data 
themselves were investigated. 

Figure 27 is a set of gas pedal traces for several sub­
jects, but all for the same section of road. Probably the 
most striking observation possible with these curves is 
the great difference between them. 

The first possibility which suggests itself is that the 
more complex ones, such as number 7, have a basic struc­
ture similar to the smoother ones, such as number 1, with 
added components. It appears from inspection that trace 
7 has three basic frequencies. To evaluate the contribution 
of each of these, tracings were first made of curve 7 with 
the small amplitudes eliminated and then with the medium 
amplitudes eliminated. These two smoothed curves are 
SI and S2 in Figure 27. The second smoothing can be 
seen to resemble some of the other curves; indeed, all of 
the traces appear to have some of this lowest-frequency 
component. 

The higher-frequency cycles are more difiicult to make 
generalizations about. To determine how distinctly trace 
7 could be classified into very small and medium cycles, 
distributions of the amplitudes and periods of its cycles 
were plotted. Separate plots were made for a level stretch 
of road and for a hilly section. It is clear from the distri­
butions of periods shown in Figure 28 and in other plots 
not shown that the measures applied to trace 7 do not depict 
the existence of two distinct sets of cycles. The differences 
between level road and hills are not large and consist of a 
shift toward larger amplitudes and periods for th6 hilly 
section. 
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This section presents the results obtained from comparing 
the subjects' velocity, gas pedal, and acceleration as a 
function of profile. Computer plots were used in this 
comparison. 

Response to vertical curvature fell into two basic cate­
gories. These are best described in terms of the ways 
in which drivers appeared to be controlling the vehicle. 
Two basic types of gas pedal trace were shown earlier: 
ragged traces and smooth traces. Inspection of the com­
puter plots shows that the more ragged of the two gas 
pedal types produces very "flat" velocity curves; i.e., there 
is little velocity variation, regardless of road geometry. This 
type of driver appears to make extensive use of the speed­
ometer, because responses occur after brief periods of 
velocity change. Hills are compensated for by increasing 
the amplitude of the medium gas pedal oscillations. The 
occasional velocity fluctuations which do occur seem to 
result from misestimates of the gas pedal amplitudes 
necessary to reverse the velocity trends. The regions of 
the highway which cause estimation errors most often are 
the inflections. Generally, these seem to create the im­
pression that the vehicle is climbing after it has either 
stopped doing so or has begun to level out, so that the 
velocity climbs higher than anticipated and then must be 
reduced. A sketch of the velocity over a crest is shown 
in Figure 29, and the velocity over a sag is shown in 
Figure 30. Because velocity deviations for this type 
of driver seem to be errors of estimation of needed gas 
pedal adjustment, their magnitude varies from hill to hill; 
i.e., the magnitude of velocity change is random. 

The second class of drivers consists of those who have 
a more lax attitude toward velocity control; i.e., they 
allow larger fluctuations in their speed. These drivers use 
a minimum of gas pedal movement for the task at hand. It 
appears that these drivers attempt to predict the rate of 
pedal deflection necessary to keep velocity constant. They 
then use this predicted gas pedal movement as their con­
trol. Feedback about actual velocity is not used unless the 
velocity change is large (at least 5 mph). This class of 
subjects is also affected by inflections in the same way as 
the other class. In addition, however, this minimum 
gas pedal change group often demonstrates velocity curves 
similar to that in Figure 31. It seems that these errors 
develop because (a) the estimation of the slope being 
traveled occurs as the vehicle starts up or down, and (b) 
the velocity is not checked often enough to detect the 
change. 

A study by Mullins and Keese * showed that sections of 
highways composed of crests and sags had higher accident 
rates than sections of highway composed of flat surfaces. 
They found that the upgrades and downgrades of crests 
and sags had a higher accident rate per million vehicle-
miles than did the crest peaks and the bottoms of the 
sags. The velocity curves obtained in the experiment 
reported here showed that discrepancies or errors from 
target velocity are most likely to occur on the slopes (up-

• Mullins, B. F. K., and Keese, C. J., "Freeway Traffic Accident Analy­
sis and Safety Study." Traffic Safety Res. Rev., Vol. 6, No. 4 (Dec. 
1962). 

Figure 27. Examples of gas pedal traces over the same high­
way geometry. 

grades and downgrades) of crests and sags. These dis­
crepancies may account for the increase in accident rates 
because of the more hazardous situations they create. For 
example, drivers in queue with alternating positive and 
negative errors could create a situation in which danger­
ously short headways and associated high headway vari­
ances were exhibited. 

NONLINEAR REGRESSIONS ANALYSIS OF 
GAS PEDAL MOVEMENT 

The data contained on cards as the output of the road 
geometry program were analyzed with a piece-wise linear 
regression routine. Essentially, this multivariate routine 
fitted a set of linear surfaces to the data in the variable 
space. The basic equation of the regression plane ob­
tained using the method of least squares is 

V(.t)= K + * i - ^ i C + T)+b^ X^(t + T)+b, X^{t + r ) 
(5) 

in which the A's represent the regression coefficients for the 
X\ displaced by time T . 

The dependent variable, Y, used in the analysis was 
the change in gas pedal position, AGP, where A is the first 
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time difference, based on a 1-sec interval. The three inde­
pendent variables used were velocity, V, acceleration. A, 
and approximate road slope, A P . 

The analysis was performed for several time lags, as 
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Figure 29. Velocity curve of first driver class over a crest. 
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Figure 30. Velocity curve of first driver class over 
a sag. 
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Figure 31. Velocity curve of second driver class over a crest. 

shown in Figure 32. The dependent variable was regressed 
against the independent variables for nine time relation­
ships ranging from a 6-sec lag to a 10-sec lead. (Note: 
lag means A G P comes after in time.) 

The objective of this analysis was to obtain insight into 
the determinants and consequences of gas pedal behavior 
for a period of time before and after the actual gas pedal 
movement. 

Three types of results were obtained from this analysis. 
First, for any one of the nine time intervals, T , it was 
possible to determine the relative contribution of the inde­
pendent variables to the variation of A G P . Second, each 
of the independent variables could be evaluated in terms 
of the magnitude of its contribution to A G P as a function 
of the nine time values ( T ) used. Third, information was 
provided by the way in which the computer routine par­
titioned the variables. Figure 33 may help to clarify the 
nature of the third type of results. (For simplicity, only 
two variables are shown.) The figure shows a possible set 
of data fitted with two lines. The routine includes in its 
output the mean value of each variable in a fitted segment. 
In this case, the average of A G P and V for line 1 and for 
line 2 would be printed out. These values would indicate 
that a difference in the relationship between the variables 
occurs, depending on whether A G P is - I - or —, and, as 
expected, that + and — A G P tend to occur at different 
velocities. 

It is clear that the regressions for those time points where 
A G P leads the independent variables (second type of re­
sult) are qualitatively different from those where it lags. 
The general situation is most easily summarized as in 
Table 32. The empty cells could be filled, but are left 
empty because the combinations they represent were not 
studied. Inspection of the data pertaining to the lower 
left cell showed a good fit of the data for a 10-sec lead 
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Figure 32. Time points used in regression analysis of gas pedal 
movement. 

time X3 (profile). At 70 mph this is about 1,000 ft, which 
appears reasonable for freeway driving. 

There is a great deal of interrelationship between the 
different types of results. However, to simplify the pre­
sentation of results, each type is first considered separately. 
A separate analysis was run for each of four subjects; 
subject differences are mentioned where appropriate. 

With respect to the coefficients for each time interval 
employed (data pertaining to the first type of results), the 
primary effect was the dominance of acceleration. The 
regression coefficient for A was often more than 20 times 
greater than those for V and P. The result is not sur­
prising for lead times of 0, 2, or 4 sec, as these include the 
values of acceleration shortly after gas pedal deflection. 
The predominance of A for the other cases suggests that 
further study of this variable might profitably be under­
taken. 

The data pertaining to the third type of results are 
the most difficult to generalize. The example of Figure 
33 oversimplifies the problem in two ways. First, there 
were four variables in the study instead of two as shown. 
Second, the routine often separated the data into five 
rather than two lines as shown. The most important 
general observation regarding this class of data is that 
the data were almost always split into separate groups 
for-f A G P and — A G P . Within these groups, the pattern 
of regression coefficients was usually quite different. As 
with the dominance of acceleration in the preceding para-

^ AGP means the gas 
pedal was depressed 

line 1 

^ V 

line Z 

Figure 33. A possible fitting of data by two lines. 

graph, this fact is not surprising for the lead time condi­
tions, as it corresponds with the differences in vehicle 
dynamics, which are functions of A G P depression or re­
lease. The existence of substantial differences for the lag 
time conditions implies that there are different relationships 
leading to A G P depression than to A G P release. For 
example, one subject had opposite signs on his regression 
coefficient for A for the + and — A G P cases. The data 
for several subjects were fitted such that a set of data 
points comprising 5 to 10 percent of the total and having 
very large + A G P values was isolated. Even under lag 
time conditions, this set was often accompanied by larger 
than average coefficients for A P . There were numerous 
intra-subject differences for this third class of data. 

The variation in each regression coefficient over the 
times used (result type 2) must be interpreted in conjunc­
tion with the data of result type 3. Thus, the variations in 
the values of bg, the regression coefficient for A, depend 
on the partitions of A G P . As an example, consider the 
variations of b„ for a particular subject, as shown in Fig­
ure 34. One line represents the values for the + A G P 

T A B L E 32 

T Y P E S OF POSSIBLE OUTCOMES FROM T H E REGRESSION A N A L Y S I S -

LAG 
,^ ^LEAD 

AGP V A A P 

AGP Driver 
response to 
velocity 

Driver 
response to 
acceleration 

Possible driver 
response to 
slopes just 
traveled 

V Effects on 
vehicle velocity 
due to AGP 

A Effects on 
acceleration due 
to AGP 

A P Driver response 
to slopes ahead 

« Column entries lead line entries. 
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Figure 34. Values of b„ for the nine time intervals (single subject). 

set, another line depicts b„ for — AGP. Not all subjects 
produced the rather surprising positive b„ around the 
2-sec lag. 

Only a few of the subjects had relatively large b^'s for 
the time lag condition. When a significantly non-zero 
b„ did occur in the lag periods, it generally appeared for 
only one value of t. All subjects showed some positive 
b^ at some of the leading periods, but the time was not 
the same for all of them. 

The AP correlations, b^, were largest for lead times of 
6, 8, and 10 sec. Some subjects displayed fairly large 
bp's at lag times of 4 and 6 sec. The former would sug­
gest that the driver responds to geometric changes far 
in advance of when they occur. 

The primary consequence of this analysis is the fact that 
the use of such an approach seems to have value. There 
can be no question about the fact that knowledge of the 
time pattern of information acquisition and use is impor­
tant to the understanding of driver behavior. Although 
the samples on which this particular analysis was based 
were too small to allow positive conclusions, the results 
certainly argue that further efforts would be profitable. 

SOME DISTRIBUTIONS UNDER SPECIAL CONDITIONS 

To learn more about the nature of the gas pedal and 
steering wheel tasks, it was decided to test a set of sub­
jects under special conditions. The objectives in selecting 
the tasks were (1) to determine how well the drivers 
could manipulate the controls and the vehicle when spe­
cifically trying to do so, and (2) to determine the effects 
of increased complexity on controlling behavior. 

The special conditions for accomplishing these objec­
tives were created by running five subjects in the same 

manner as the previous 15, except that on the return 
(southbound) trip, these five were given a set of special 
tasks to perform, as follows: 

1. Normal driving. 
2. Hold steering wheel motionless. 
3. Hold gas pedal motionless. 
4. Hold a constant velocity. 
5. Maintain a fixed lane position. 
6. Follow a vehicle at a constant headway. 

These tasks were performed one at a time. A movie 
camera was mounted on the vehicle roof and synchronized 
with the recorder to take one frame every 2 sec. One of 
the five subjects was a novice driver who had never driven 
on a freeway or an open highway, and who was about 
halfway through a driver training course. 

For two of the subjects, the films were used to produce 
curves representing lane placement over the route. These 
were plotted above the steering wheel trace on the data 
film. The measures used consisted principally of ampli­
tude and period distributions for steering wheel and gas 
pedal movements for the special conditions and for 
normal driving. 

The results for the normal driving conditions are shown 
in Figure 35, which presents a set of distributions for three 
subjects and the four measures. The most obvious feature 
is the substantial similarity between subjects. The strong 
similarity between subjects for the normal driving condition 
is fortunate, for it makes evaluation of responses to the 
special task possible. 

The gas pedal task affected the steering wheel distribu­
tions more than they did the gas pedal distributions. Steer­
ing wheel amplitudes became smaller and periodically 
were "flattened" (i.e., spread over a wider range of times 
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Figure 35. Frequency distributions for steering wheel and gas pedal movements under normal driving. 

with the longer periods receiving proportionately more 
of the distribution). The constant throttle task had a 
sizeably larger effect on the steering wheel distributions 
than did the constant velocity task. 

The gas pedal period distribution was flattened some. 
The gas pedal amplitudes were changed to the extent that 
a low-amplitude "spike" developed, whereas the distribu­
tions otherwise looked the same. All of the gas pedal 
effects were more severe for the constant throttle task. 

The car-following task had negligible effect on steering 
wheel amplitudes. This was not true of steering wheel 
periods, however, as these became longer and more uni­
formly distributed for all subjects. The novice driver 
used more medium gas pedal periods than for normal 
driving, while the only change in the other distributions 
was the elimination of the longer periods. Although 
changes in gas pedal amplitude were not great, it was sur­
prising to find that the distributions became more similar 
to each other than they were for the normal case (with 
respect to Fig. 35, subjects A and B became more like 
subject C ) . 

I n this series of tests all the subjects were free to adjust 
their behavior as they saw fit. Plots of lane position and the 
velocity curve were examined for relations between vehicle 
output and driving behavior. 

The lane position plots showed little change as a func­
tion of task. During the steering wheel steady task there 
was a tendency to drift to one side or another for longer 
periods of time than with other conditions. It is well worth 
noting that performance in the lane position task was 
no better than at any other time. Indeed, the vehicle tended 

to deviate more sharply (although no farther) than during 
other tasks. 

The velocity was well controlled during the constant 
velocity task. No unusual velocity patterns were evident 
for other tasks. 

SUMMARY 

The studies reported in this chapter point out several 
characteristics of the relation between driving control be­
havior and roadway geometry. For example, it was found 
that subject gas pedal traces appeared to share basic fre­
quencies. When a subject's gas pedal performance was 
separated for level sections of road and for hilly sections 
of road, differences in the frequencies and amplitudes were 
evident. For hilly sections the frequency of gas pedal 
movements decreased but the amplitude of these move­
ments increased. 

This study also showed that deviations from a target 
velocity are most likely to occur on the upgrades and 
downgrades of sags and crests in the road. This fact 
may explain why other studies have shown that accident 
rates are higher at these points. Several regression analyses 
indicated that gas pedal movements bore a time-based 
relation to acceleration and velocity Differences between 
subjects prevented the quantification of the effects of time. 

When several different types of tasks were imposed on 
the subject drivers, they were found to have effects on both 
steering wheel movements and gas pedal movements, even 
though each task specified control of only one of these 
two variables. 
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CHAPTER S E V E N 

SYSTEMS CONCEPTS IN INTERVEHICULAR COMMUNICATION 

Throughout automotive history the design and development 
of automotive communication systems has proceeded on 
an evolutionary basis wherein new and special-purpose com­
ponents have been added and others removed with little 
consideration for the system as a whole. Some conse­
quences of this form of development are evident in visual 
communication systems employed on today's automobile. 
Red running lights are used in the rear, although the 
color red usually denotes S T O P . As a result, the two in­
terpretations are frequently confused. Similarly, turn sig­
nals vary in color, depending on whether they appear on 
the front or the rear of a car, with flashing amber 
( C A U T I O N ) at the front, and flashing red ( S T O P ) at the 
rear. One could continue with the list. This is the con­
sequence of installing special-purpose components, which 
may perform very well individually but collectively lose 
effectiveness when viewed in a systems context. Highway 
signing reflects similar difficulties. Signing varies from state 
to state and the oft-used negative instruction merely tells 
the driver what he cannot do but not what he should do. 
Combined left- and right-hand exit patterns on freeways 
fail to recognize the inherent increase in response time 
where the number of possible choices is increased from 
two to three. 

GENERAL SYSTEMS CONCEPTS 

Inasmuch as this chapter seeks to suggest ways in which 
system considerations may be applied to the design of 
future intervehicular communication systems, it is well 
to define some terms. A system may be considered as 
a set or collection of interconnected elements (man and 
machine, human and hardware) which are organized to 
accomplish stated functions under the influence of an 
external environment. Systems research seeks to describe 
the manner in which the elemental variables of the system 
are related to system effectiveness in performing these 
functions. Systems design involves selecting component 
elements so as to achieve desired performance levels for 
the system. 

SYSTEMS DESIGN 

Inasmuch as interest here is in the design of intervehicular 
communication systems, it is useful to examine several 
of the problems that must be considered during systems 
design. One way of describing the system design procedure 
might include the following questions: 

1. What are the functions that the system will be ex­
pected to carry out? Functions should be stated as ex­
plicitly as possible, and the list should include those con­
straints to which adherence is desired. 

2. What are the expected environments under which 

the functions are to be carried out? The environment 
within which a system operates encompasses all of those 
external factors which influence system performance but 
are not part of the system. Under this broad interpretation 
the environment may include economic, political, socio­
logical, and psychological factors, as well as other relevant 
aspects of the physical surroundings. 

3. What are the hardware elements (man and machine) 
which may be available for consideration as system com­
ponents? These should include not only all currently 
available or technologically feasible items, but also those 
which may be expected to be available or feasible at the 
time the system is to be assembled. Accordingly, with 
due concern for development lead times and conservative 
forecasting, the hardware which the designer may include 
in his system considerations should span the range from 
items currently on the shelf to those which have a high 
probability of being available years hence. 

Answers to these three questions provide the groundwork 
for systems design, for they should make possible concise 
statements about what is to be accomplished, the resources 
that may be used, and the conditions under which the 
system may be expected to perform. 

As pointed out earlier, the design task is essentially one 
of specifying components to be assembled into the system. 
This activity requires the information specified, by: 

4. What is each component's individual performance 
in doing its specified task? Performance should be stated 
behaviorally rather than by physical dimension (e.g., a 
flashing turn signal should be described in terms of the 
same variables that would portray the effectiveness of the 
driver's arm signal). 

It should be noted that this is not the same as asking how 
the component will perform as part of the system. In­
stead, the concern here is with behavior and performance 
that might be recorded in bench tests or certain specialized 
trials. Concise performance information on individual 
components will not always be available to systems de­
signers, although evaluations of groups of components 
or subsystems are often adequate in filling information 
needs. The signal system test described earlier in this 
report represents information of this kind. 

Given the information specified by the preceding four 
questions (which are not exhaustive) the designer must 
specify groupings of components as conceivable systems. 
The processes by which this is done are complex and 
have not been formalized without unacceptable losses to 
realism. The products of this activity, however, may be 
readily described as "candidate" systems. The phases of 
systems design in which we are most interested are those 
which involve the evaluation of these candidate systems. 



45 

T A B L E 24 

A C C I D E N T ANALYSIS, C O N N E C T I C U T T U R N P I K E 

DAY NIGHT DUSK 

MILLION MILLION MILLION 
TIME ACCI- VEH.- ACCI­ VEH.- ACCI­ VEH.-

LOCATION PERIOD " DENTS MILES RATE DENTS MILES RATE DENTS MILES RATE 

(a) BEFORE LIGHTING INTENSITY REDUCED FROM 0.6 TO 0.2 FC (JAN. 1, 1961-JAN. 17, 1964) 

West of 1 138 118.90 1.161 109 53.51 2.037 44 25.12 1.752 
test 2 98 164.14 0.597 56 39.55 1.416 20 26.06 0.752 
section 3 90 168.08 0.535 35 30.47 1.149 12 21.80 0.550 

4 123 226.08 0.544 47 47.99 0.979 37 33.11 1.118 
5 107 180.84 0.592 110 81.24 1.354 70 34.90 2.006 
6 147 111.08 1.323 179 78.18 2.289 46 22.03 2.088 

Test 1 35 25.58 1.368 26 9.65 2.696 13 5.33 2.438 
section 2 31 34.41 0.901 18 7.02 2.563 5 4.89 1.023 

3 38 34.27 1.109 6 5.02 1.196 5 4.19 1.194 
4 31 46.57 0.666 2 7.92 0.252 4 5.98 0.669 
5 32 38.91 0.822 27 14.06 1.920 21 7.09 2.962 
6 52 24.84 2.094 27 13.16 2.052 23 5.14 4.471 

East of 1 59 48.74 1.211 32 18.38 1.741 14 10.16 1.378 
test 2 59 65.33 0.903 11 13.33 0.825 4 9.28 0.431 
section 3 36 66.14 0.544 10 9.68 1.033 6 8.08 0.743 

4 67 91.44 0.733 11 15.54 0.708 1 11.72 0.085 
5 42 74.45 0.564 18 26.85 0.670 11 13.56 0.811 
6 38 47.18 0.805 35 25.00 1.400 12 9.77 1.228 

ib) DURING TEST LIGHTING AT 0.2 FC (JAN. 18, 1964-NOV. 23, 1964) 

West .Df 1 58 46.25 1.254 53 20.75 2.254 22 9.74 2.259 
test 2 76 62.17 1.223 42 14.92 2.816 12 9.90 1.212 
sec:ion 3 46 65.05 0.707 23 11.97 1.951 8 8.84 0.948 

4 68 88.08 0.772 32 18.70 1.711 20 12.90 1.551 
5 
6 

56 69.40 0.807 54 30.94 1.745 11 13.39 0.822 

Test 1 18 9.77 1.843 9 3.68 2.445 5 2.03 2.457 
section 2 18 12.83 1.403 7 2.61 2.685 2 1.82 1.098 

3 17 13.02 1.306 4 1.90 2.100 2 1.59 1.258 
4 15 17.89 0.838 2 3.04 0.657 6 2.30 2.614 
5 
6 

27 14.77 1.828 14 5.31 2.635 4 2.69 1.487 

East of 1 14 18.66 0.750 9 7.04 1.297 1 3.89 0.257 
tesi. 2 10 24.56 0.407 17 4 99 3.407 1 3.49 0.287 
section 3 23 25.07 0.917 10 3.67 2.726 1 3.06 0.327 

4 25 35.19 0.710 8 5.98 1.337 6 4.51 1.330 
5 
6 

23 28.29 0.813 16 10.16 1.574 9 5.15 1.748 

(c ) AFTER LIGHTING INTtNSITY RESTORED FROM 0.2 TO 0.6 FC (NOV. 24, 1964-DEC. 31, 1965) 

West of 1 59 48.84 1.208 55 21.97 2.503 23 10.34 2.225 
test 2 33 67.67 0.488 30 16.24 1.848 9 10.74 0.838 
section 3 76 69.56 1.093 16 12.61 1.269 7 9.03 0.775 

4 63 95.24 0.661 33 20 25 1.630 12 13.96 0.860 
5 57 76.00 0.750 38 33.82 1.123 14 14.66 0.955 
6 91 77.44 1.175 113 54.49 2.074 28 15.34 1.826 

Test 1 9 10 26 0.877 13 3.88 3.353 7 2.15 3.260 
section 2 11 13.89 0.792 2 2.82 0 709 1 1.97 0.508 

3 10 13.82 0.724 5 2.02 2.473 4 1.69 2.371 
4 14 19.13 0.732 8 3.25 2.458 5 2.46 2.035 
5 17 15.83 1.074 5 5.69 0.879 3 2.88 1.041 
6 24 17.03 1.409 14 9.03 1.551 21 3.52 5.958 

East of 1 13 20.19 0.644 13 7.63 1.704 6 4.22 1.420 
test 2 17 27.21 0.625 8 5.52 1.448 4 3.86 1.037 
section 3 18 27.45 0.656 6 4.02 1.494 1 3.35 0.298 

4 20 38.38 0.521 8 6.52 1.226 2 4.03 0.497 
5 17 31.39 0.541 8 11.27 0.710 2 5.71 0.350 
6 41 33.20 1.235 25 17.60 1.421 9 6.87 1.310 

* Time period: 1 = Jan. 18 to Mar. 21 3 = May 22 to July 10 5 = Sep. 12 to Nov. 23 
2 = Mar. 22 to May 21 4 = July 11 to Sep. II 6 = Nov. 24 to Jan. 17 
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T A B L E 25 

SUMMARY OF A C C I D E N T R A T E S 

A C C I D E N T R A T E ( / M V E H - M I ) 

LENGTH DAY NIGHT DUSK ALL 
PERIOD LOCATION (Ml) HOURS HOURS HOURS HOURS 

1/1/61-1/17/64 West 27 0.72 1.62 1.40 1.00 
Test 4 1.07 1.87 2.18 1.34 
East 16 0.77 1.08 0.77 0.83 
All 47 0.78 1.53 1.35 1.00 

1/18/64-11/23/64 West 27 0 92 2.10 1.33 1.20 
Test 4 1.39 2.18 1.82 1.58 
East 16 0.72 1.88 0.90 0.94 
All 47 0.93 2.06 1.29 1.19 

11/24/64-12/31/65 West 27 0.87 1.79 1.26 1.13 
Test 4 0.95 1.76 2.80 1.32 
East 16 0.71 1.29 0.86 0.81 
All 47 0.84 1.68 1.35 1.09 

metry in the analysis, the sixth time period was excluded 
from all epochs, before, during and after. 

Accordingly, a full-dress linear (Gaussian) model was 
constructed to represent the (square root of the) accident 
rate in each observed subclassification. Briefly, a parame­
ter /8 was introduced to measure: 

1. The general mean ()8,). 
2. Each of the two independent comparisons between 

the overall accident rates of "east," "west" and "test" (/8,, 

3. Each of four independent comparisons between the 
five "season" results as a whole (̂ 84, fir„ j8,„ yS^). 

4. Each of the two independent comparisons between 
the "before," "test" and "after" accident rates yŜ , /8,,). 

5. Each of the two independent comparisons between 
the overall accident rates during "day," "dusk" and "night" 
(/8,„, / 3 „ ) . 

6. Each of the four "interactions" between the two 
effects measured under item 4 and the two measured under 
item 5 (/8,o, P^, fin, /8,o). In particular this becomes a 
measure of the change in accident rate as related to night­
time lighting conditions. 

This produced a model with 15 parameters, one of which 
was a measure of the difference between the before-and-
after accident differential and the test differential, where 
this "differential" represents the difference between the 
accident rates during the hours of daylight, dusk, and night, 
respectively. Clearly this difference (if really present) is a 
measure of the possible increase in nighttime accidents 
caused by reducing the lighting during the test period. 
Because of the likelihood that this increase would be differ­

ent (i.e., larger) during the winter months a further (16th) 
parameter was added to measure this difference for season 
1 (winter) only. 

The analysis of variance indicated the following: 

1. The difference in accident rates (day, night, and dusk 
combined) is significant. 

2. There is a significant difference in the accident rates 
during the "seasons" of the year at all locations. 

3. The difference in accident rates by location (east, 
west and test) is significant. 

4. The difference in accident rates "before" and "after" 
the period of lighting at 0.2 fc is not significant, but the 
accident rate during the 10 months at 0.2-fc lighting is 
significantly different from the other two "epochs." This 
applies to day, dusk and night. 

5. Finally, and most important, although the night 
accident rate in the test section (2.18) at 0.2 fc is higher 
than the night accident rate in the test before and after 
(1.87 and 1.76) the difference is not statistically significant. 
It will be observed in Table 25 that all rates, by lighting 
condition and location, went up during the 10 months of 
testing. 

In reviewing the results of the accident analysis it is 
well to recall that there were only 36 reported accidents at 
the test section during the 10-month test interval. This is 
a very small sample from which to detect significant differ­
ences in accident rates. The relatively accident-free charac­
teristics of the Turnpike make it difficult to detect signifi­
cant differences in accident rates over a short time and 
distance as used for this analysis. 
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date system using components found to be individually 
effective in these and other studies. One such system 
might be based on the Tri-light system, and would include 
the following as major signaling components: 

1. Headlights. 
2. Amber front turning signals. 
3. Red rear brake lights. 
4. Two rear amber lights, activated when both the 

brake pedal and the gas pedal are not depressed. 
5. Two rear green lights, activated by a depressed gas 

pedal. 
6. Amber rear turn signals, integral with the solid 

amber described in item 4. 

The first three of these components are carry-overs from 
the current signal system. From the front of the vehicle, 
this candidate system differs from conventional ones in 
that front running lights are omitted. Table 33 noted 
that front running lights and headlights both perform 
the same task, that of frontal identification; it follows 
that information losses by deleting front running lights 
may not be significant. ( In 1964 the Joint Vehicular Signal 
Systems Committee issued a resolution that front running 
lights be discontinued in new automobiles.) 

At the rear of the vehicle, the Tri-light components 
furnish an active signal at all times. The rear turn signals 
are amber, in keeping with the "amber-means-caution" 
theme. 

This candidate signal system communicates four kinds 
of information, as follows: 

1. The presence of the vehicle and its direction relative 
to the observer. 

2. The driver's intent to turn, and his intended direction. 

3. Whether or not the vehicle is braking. 
4. Whether or not the gas pedal is depressed. 

In communicating these four kinds of information the 
candidate system uses six components, whereas the con­
ventional system requires six to communicate three kinds 
of information. 

Table 34 lists the possible combination of these com­
ponents that would be seen by a nearby vehicle. Generally, 
it appears that the major ambiguities are not present, 
although some practical test would probably be required 
to determine if the direction of the vehicle (same direction 
or oncoming) would always be clear when a turn signal 
is activated during a coast without headlights. 

Extensions of this procedure could consider other 
dimensions of signal components, such as color, shape, 
size, number, location, periodicity, and intensity. Other 
signal functions must also be considered; e.g., side run­
ning lights to permit detection of vehicles perpendicular to 
a direction of travel. 

An attempt has been made to suggest several considera­
tions that should be made in evaluating a candidate signal 
system. Systems design concepts mean that one should 
think of the total system or collection of components, rather 
than individual signaling devices. To be realistic, evalua­
tions of performance must be made in terms of the system, 
and consequently avoid the dangers of sub-optimizations. 

The foregoing discussion of intervehicular communi­
cation cannot be divorced from roadway communication to 
the driver via signs or reflectors, such as white lines and 
traffic control devices. In view of current highway com­
munication systems, vehicle components must also be 
viewed in this context. 

CHAPTER EIGHT 

DEVELOPMENT OF AN INFRARED SOURCE-SENSOR SYSTEM 

The goal of this portion of the project was to develop a 
means for monitoring the speed and distance of the pre­
ceding vehicle on a highway and to build and test a pre­
liminary model of the equipment in a vehicle. This infor­
mation was to be presented in some easily recognizable 
form in the following vehicle. No consideration was given 
to distinguishing between lanes in this preliminary model. 
The near infrared region of the spectrum was chosen for 
study because of its superior transmission in fog compared 
to the visible region and because ordinary glass optical 
systems could be used. Another consideration for choosing 
the near infrared region is that drivers in trailing vehicles 
would not be affected by the powerful light of the modu­
lated source. 

A system has been built and tested which will detect at 
a distance of 400 ft in clear weather. This system utilizes 
a pulsed infrared beam in the preceding vehicle, with the 
pulse frequency proportional to the preceding vehicle's 
speed. The relative speed of the following vehicle com­
pared to that of the preceding vehicle is displayed on a 
meter, which reads miles per hour, in the following vehicle. 
The distance between the two vehicles is determined by 
measuring the signal strength at the following vehicle. It 
has been recognized that the signal strength for a given 
distance will vary with weather conditions, but it was 
chosen as a simple initial approach to the problem. This 
distance information is also displayed on a meter in the 
following vehicle. 
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DESCRIPTION OF SOURCE-SENSOR SYSTEM 

The source for this system, which is placed at the rear of the 
preceding vehicle, is a pulsed infrared beam with the pulse 
frequency being a function of the vehicle speed. The light 
used was a 4Vi-in. sealed-beam lamp with a maximum 
rated initial candlepower of 35,000. The approximate 
beam, spread to 10 percent of maximum intensity, is ± 11° 
in the horizontal direction and ± 4V4 ° in the vertical direc­
tion. The maximum rated initial candlepower is the inten­
sity in the center of the beam at the source. The intensity 
at some distance, x, from the source is 35,000/x!', where x 
is given in feet. Thus, the intensity at 100 ft is 3.5 foot-
candles. A Wratten No. 87C filter is used in front of the 
source. This filter eliminates the visible light, which could 
be a traffic hazard, and passes the near infrared light. 

The pulsing of the source is provided by a rotating three-
bladed disc in front of the lamp and filter and coupled to 
the output of a differential gear. One input to the differ­
ential is coupled to a rear wheel of the preceding vehicle 
through a flexible shaft. This provides an output signal 
frequency which is a function of the vehicle speed. The 
second differential input is coupled to a constant-speed 
motor. This serves to provide a pulsed beam when the 
preceding vehicle is stopped on the highway. A curve of 
source output frequency as a function of preceding vehicle 

speed is shown in Figure 36. Photographs of the source 
unit as it appears on the preceding vehicles are shown in 
Figure 37. 

The sensor unit has been designed to detect the signal 
from the preceding vehicle and convert it to speed. This 
signal is then compared with the speed of the following 
vehicle. The following vehicle speed minus the preceding 
vehicle speed is displayed on a meter, calibrated in miles 
per hour, in the following vehicle. Once the following 
vehicle is close enough for the detector to lock onto the 
preceding vehicle (about 400 ft in clear weather for the 
units tested), the driver is always aware of whether he is 
traveling faster, slower, or at the same speed as the pre­
ceding vehicle. The intensity of the signal from the pre­
ceding vehicle is also measured and used as a measure of 
distance. It is realized that the signal intensity at a given 
distance will be a function of the weather conditions, but 
it was felt that this would be a simple method in which to 
approach this problem initially. This distance information 
is also displayed on a meter so that the driver of the follow­
ing vehicle knows the distance between the preceding and 
following vehicles. 

The actual distance between the vehicles is determined 
by pre-calibrating the distance measuring meter and circuit. 
The error in this method is estimated to be ± 12 percent, 
due to aberrations in the lens used with the detector. Dis-
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Figure 36. Source output frequency as a function of preceding vehicle speed. 
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Figure 37. Source for source-sensor system in precedins> vehicle. 

tances have also been estimated by the driver of the 
following vehicle by using the reflector posts along the 
side of the highway. It is estimated that an accuracy of 
± 50 ft can be obtained in this manner at a separation dis­
tance of 400 ft. 

An attempt was made to use the calibrated telescope of 
a surveying transit to measure distance. Black vertical 
lines were placed on the rear of the preceding vehicle and 

a passenger in the following vehicle attempted to deter­
mine distance by aligning the lines on the rear of the pre­
ceding vehicle with the distance calibration lines in the 
telescope. At a distance of 400 ft, the error was ± 100 ft 
using this system. Because of its ease of use, the distance 
measuring circuit in the detector is being used at this time 
to determine the actual distances between the vehicles. 

The circuit diagram for the sensor is shown in Figure 
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38. The detector shown is an R C A type SQ 2516 photo-
junction ceil. This ceil is sensitive in the region of 3,000 
to 19,000 angstroms, with the peak at 15,000 angstroms. 
Its point of greatest sensitivity is in the near infrared, as 
desired. The output from the photojunction cell drives an 
emitter follower. The output from the follower drives the 
amplifiers for the frequency measuring circuit and the 
amplifier for the distance measuring circuit. A gain con­
trol is provided in the distance measuring circuit to cali­
brate the meter. A gain control is provided in the fre­
quency measuring circuit and is usually set so that there 
is little or no noise signal output with zero signal input. 
Following the three standard amplifier stages in the fre­
quency measuring section is a saturated amplifier. This 
amplifier must operate in saturation in order to maintain 
the magnitude of the output impulses constant. This out­
put is fed to a capacitor charge and discharge type of fre­
quency meter. By making the voltage to which the capaci­
tor is charged independent of the frequency, the average 
current flowing out of the capacitor is proportional to the 
number of pulses per second if the time constants of the 
charge and discharge circuits are short compared to the 
pulse widths. In this case, the time constants are 62.5 
X 10-« sec and the shortest pulse widths are 300 X 
10-" sec, which satisfy the required conditions. A direct-
current signal is also fed to the meter to balance out the 
zero speed signal from the preceding vehicle. A third signal, 

which comes from a tachometer generator driven from the 
following vehicle speedometer cable, is also applied to the 
meter. This provides the balance signal for producing the 
difference output. With these three input signals, the meter 
reads directly the difference in speed between the following 
vehicle and the preceding vehicle. 

Figure 39 shows the lens mount of the sensor unit as it 
appears on the following vehicle. The detector itself is 
located in the rear of this mount. The meters and their 
associated circuitry are shown in Figure 40, with the rela­
tive speed meter on the left and the distance meter on the 
right. A typical measured calibration curve for the dis­
tance measuring circuit is shown in Figure 41. 

MEASUREMENTS IN HIGHWAY VEHICLES 

The source and sensor units described in the preceding 
section have been installed in two vehicles as shown in 
Figures 37, 39 and 40. Several hundred miles of road tests 
have been made in order to determine the best operating 
conditions for this equipment. Tests have been made in 
daylight under conditions of bright sunlight and cloudy 
overcast. Tests have also been made at night. All of these 
tests have been made in clear weather free from any degree 
of fog. 

The best results to date have been obtained by using a 
4%-in. diameter, 10-in. focal length, single-element lens 
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Figure 38. Circuitry for infrared speed and distance sensor. 



51 

Figure 39. Lens mount and detector mounted on bumper of following vehicle. 

in conjunction with the S Q 2516 photojunction cell. This 
lens is located 714 in. in front of the detector and the whole 
unit is attached to the front bumper of the following vehicle 
12 in. above the road surface. By locating the detector 
away from the lens focus it is not necessary to maintain 
exact alignment of the system. This allowance for some 
misalignment has made use of a tracking system for the 
detector unnecessary. 

The best results with this system have been obtained at 
night or during periods of heavy clouds during the day­
time. During these times it is possible to operate the 
following vehicle at a distance of 400 ft behind the pre­
ceding vehicle with no apparent noise appearing on the 
relative speed meter. For any distance up to 400 ft there 
are no fluctuations in this meter reading due to approaching 
cars, passing cars, or passing through underpasses. When 
the vehicles are operated under conditions of bright sun­
shine, the noise from all sources is less than ± 3 mph on 
the relative distance scale for distances up to 200 ft. For 
distances up to 400 ft, the maximum noise is ± 6 mph 
when traveling away from the sun. When traveling directly 

toward the sun the noise at this distance becomes ± 30 mph 
and higher. Even though there are conditions under which 
the noise can become large, it should be noted that the 
system operates best when it is most useful, such as at night. 

A typical curve showing the distance meter reading as a 
function of distance between the vehicles has been shown 
in Figure 41. At constant distances up to 400 ft, the meter 
variation is ± 7 percent full scale at worst. 

One attempt was made to use a radar unit to determine 
relative speeds of the two vehicles, but the results were 
poor. The unit used was an Electromatic Radar Speed 
Meter, Type S-5, operating at 10,515 megacycles. The 
reading on the meter was always the speed of the vehicle 
in which the radar unit was located. It was apparently re­
ceiving back from the highway surface a reflection which 
was always stronger than the reflected signal from the 
vehicle ahead. 

SUMMARY AND POSSIBLE FUTURE DEVELOPMENT 

A source-sensor, near infrared unit has been designed and 
tested which will give the driver in a following vehicle the 
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Figure 40. Meters and associated circuitry of sensor mounted in following vehicle. 
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Figure 41. Typical measured calibration curve for distance measuring circuit. 
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speed of a preceding vehicle compared to that of the 
following vehicle, as well as the distance between the two 
vehicles. The detector in the following vehicle will operate 
at a distance of 400 ft behind the preceding vehicle in clear 
weather. Further work needs to be done with this system 
in regard to a smaller unit, particularly a smaller, more 
compact, and more powerful source. The present system 
has not been intended as a typical usable system, but rather 
as a system necessary to demonstrate the possibilities of 
this type of system. 

It is quite evident that work needs to be done with re­
gard to evaluation of this type of system in various types 
of weather other than ideal. It would certainly be desirable 
to test the operation of this type of system in fog, or in a 
snowstorm, or in a combination of both. Taylor and 
Yates * have shown that the transmission at a wavelength 

* Taylor, J . H , and Yates, H . W. Jour. Opt. Soc. Am., Vol . 47, p. 223 
(1957). 

of 1.6ii over a 3.4-mile path in a snowstorm is 0.56 X 10 ' 
of that in clear weather. The transmission in light rain 
mixed with fog is 6.83 X l O '' of that in clear weather 
over the same path at 1.6(i. There is a definite need for 
data of this type at the shorter distances encountered in 
highway traffic. It would probably also be necessary to 
test higher-intensity sources for these types of weather 
conditions. 

It would also be desirable to develop a system in which 
the source and sensor are both located in the following 
vehicle. The information reaching the sensor would then 
be reflected back from the preceding vehicle. This system 
has the advantage of placing no reliability on equipment in 
the preceding vehicle. 

As of yet no consideration has been given to distinguish­
ing between lanes with this system. This problem should 
also be investigated and some system should be built and 
tested which considers lane coding. 

CHAPTER NINE 

INVESTIGATION OF USE OF TURN SIGNALS 

Included in the research into sensing and communication 
between vehicles was a determination of the limitations of 
driver-actuated communications using turn signals as a 
control. 

It was felt that the extent of turn-signal use under various 
conditions could indicate the extent to which drivers would 
make use of any proposed driver-actuated communication 
system. During the summer of 1963, an extensive field 
study was conducted, in the course of which more than 
10,000 turning movements and lane changes were observed. 
The results of statistical evaluation of the data were used to 
test hypotheses on driver turn-signaling behavior. 

Objective of Study 

The objective of this study was to determine the limitations 
of turn signals as an intervehicular communication system. 
The method employed to achieve this objective was to (a) 
observe the frequency of turn signaling at selected test 
sites under a variety of conditions, (b) relate the observed 
frequencies to elements of the driver-vehicle-road complex, 
and (c) interpret the results in accordance with the objec­
tive of the study. 

The application of this method is based on two initial 
hypotheses, as follows: 

1. Different environmental conditions will evoke different 
frequencies of turn signaling. Factors chosen to represent 
environment were: 

(a) Presence of preceding vehicle. 
(b) Signaling behavior of preceding vehicle. 

(c) Presence of following vehicle. 
(d) Geometric design of test site. 
(e) Traffic control. 
2. Frequency of turn signaling at a given location will 

be influenced by the following characteristics of the driver-
vehicle unit: 

(a) Sex of driver. 
(b) Presence of passengers. 
(c) Direction of turn. 
(d) Age of vehicle. 
(e) Type of vehicle. 

These two hypotheses constitute the basis for the selection 
of test sites and methods of field studies. 

There are two basic conditions under which turn signals 
are used: (a) indication of intention to change direction of 
travel, as at intersections or at exit ramps; and (b) indica­
tion of intention to change lane, as during overtaking or 
shifting into turning lanes. 

Observations of signaling under both conditions were 
included in the field studies. 

TURN SIGNALING 

The turn-signal system on recently manufactured automo­
biles in the United States consists of electric turn-signal 
lamps, which indicate, by flashing, the driver's intention to 
turn. Turn-signal lamps are mounted on both the front 
and the rear of the vehicle, the front-mounted lamps emit­
ting white or amber light and the rear-mounted lamps 
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generally being an integral part of the red running and STOP 
lights. 

The turn signal is for information only. It does not 
assure the turning vehicle the right-of-way. Under certain 
conditions, however, signaling will result in some kind of 
courteous response from drivers of other vehicles (for 
example, drivers will sometimes increase the gap for vehi­
cles intending to merge). 

It is readily observable at any intersection that not all 
drivers signal their intention to turn. Every driver will 
likewise know from his own driving experience that the 
same driver will not always signal under similar conditions. 
A novice driver is instructed to signal every turn, but 
through experience each driver will eventually develop 
personalized driving habits. 

It is assumed that the tendency to expedite traffic move­
ment, to reduce risk, and to follow traffic rules, together 
with the element of courtesy, all influence drivers in their 
turn-signaling behavior. Temporary influences, such as 
presence of passengers or driving a new car, will also affect 
turn signaling. 

The low signaling frequencies observed at some locations 
indicate that the percentage of drivers who signal every 
turn and lane change is very low. Turn-signaling frequen­
cies as low as 5 percent were observed at one location. 

situation makes it necessary, (c) signaling is optional. 
Drivers who claimed they did not know were asked to make 
a guess. The same question was asked concerning the 
Motor Vehicle Laws of Ohio. For both cases, only about 
1 percent thought that signaling was optional. The re­
sponses are categorized as follows: 

L E G A L BASIS 

K N E W ( % ) 

R I G H T W R O N G 

G U E S S E D ( % ) 

R I G H T W R O N G 

Traffic Code of 
Columbus 

Motor Vehicle 
Laws of Ohio 

24 

2 

3 

23 

55 

7 

18 

68 

It is seen that 79 percent of the drivers interviewed knew 
or guessed that they must signal every turn according to 
the Traffic Code of Columbus. Only 2 percent knew and 
7 percent guessed right that the Motor Vehicle Laws of 
Ohio only require signaling those turns which interfere 
with other traffic. In spite of the fact that only a very small 
group of drivers can be expected to know the corresponding 
traffic law, as indicated by the poll, it is shown later that a 
relationship between signaling frequencies and interference 
of traffic movement due to turns can be observed. 

Legal Background 

The majority of the test sites were located in the greater 
Columbus (Ohio) metropolitan area. Passing maneuvers 
were observed on the Ohio section of Interstate Route 71. 
The study of legal requirements concerning the use and 
specifications of turn signals, therefore, confined itself 
principally to sections of the Motor Vehicle Laws of Ohio 
and the Traffic Code of Columbus, Ohio. 

The (Ohio) Uniform Vehicle Code was last revised in 
1962. This revision included sections aff̂ ecting turn signal­
ing. For this reason a comparison was desirable with the 
older (1959) Motor Vehicle Laws of Ohio and the Traffic 
Code of Columbus. Sec. 11-604 of the Uniform Vehicle 
Code explicitly declares that "No person shall . . . turn 
any vehicle without giving an appropriate signal. . . ." This 
signal is to be given continuously during at least the last 
100 ft before turning. The corresponding section of the 
Traffic Code of Columbus, Ohio (2131.11), is in full 
agreement with the Uniform Vehicle Code, requiring that 
"Drivers of vehicles . . . before turning . . . or changing 
their course shall give notice of intention by executing hand 
arm signals. . . ." Both sections require signaling of each 
turn, regardless of the presence or absence of vehicles in 
the immediate vicinity of the turning vehicle. The Motor 
Vehicle Laws of Ohio, however, required drivers to signal 
their intentions to turn only "in the event any traffic may 
be affected by such movement." 

It was felt that a sample of drivers should be interviewed 
to provide an estimate as to what extent drivers are familiar 
with the traffic code regarding turn signaling. A sample of 
200 drivers was interviewed. Each was asked if he knew 
whether the Traffic Code of Columbus required that (a) 
every turn be signaled, (b) turns be signaled when the 

Statistical Analysis 

The influence of a given parameter on turn signaling was 
evaluated by classifying turning vehicles according to the 
parameter investigated ^nd comparing observed signaling 
frequencies. The statistical dependence of signaling fre­
quency on the classification was evaluated by the applica­
tion of 2-by-2 contingency tables. To check for consistency, 
several groups were formed and classified according to the 
same parameter. Following common practice, dependence 
was called "highly significant," "significant," or "not sig­
nificant," as the significance level was found to be less than 
0.01, less than 0.05, or greater than 0.05, respectively. 

USE OF TURN SIGNALS AT INTERSECTIONS 

Signaling frequencies were observed at intersections where 
drivers use turn signals to indicate their intention to change 
direction of travel. Eight test sites were chosen to represent 
intersections with various geometric layouts and various 
types of traffic control. The following is a brief description 
of these study sites. 

STUDY S I T E 1 

Study site 1 is located at the intersection of North High 
Street and 15th Avenue. North High Street is a major 
arterial street in Columbus, Ohio, crossing the entire city 
in a north-south direction and dividing all intersecting 
streets into their respective east and west portions. As a 
typical intersecting street, 15th Avenue is designated East 
15th Avenue on one side of N . High Street, and West 15th 
Avenue on the other side. Fifteenth Avenue constitutes a 
major entrance to the Ohio State University campus. Turn­
ing movements into and out of E . 15th Avenue are, there-
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fore, quite heavy during most of the day. North High 
Street carries traffic on two lanes in each direction. Parking 
is permitted on both sides. There are bus stops on both the 
northwest and southeast corners. The posted speed limit 
is 35 mph. Pedestrian traffic crossing N . High Street is 
very heavy during most of the day. Fifteenth Avenue is 
a two-lane, two-way road carrying considerably less traffic 
than N. High Street. The proportion of the turning vehicles 
is much higher on 15th Avenue than it is on N . High Street. 

Traffic volume on N. High Street varied between 806 
and 1,023 vph during the field studies. On 15th Avenue, 
172 vph represented the lowest, and 387 vph the highest 
hourly volume. 

STUDY S I T E 2 

The traffic-signal-controlled T-intersection at North High 
Street and Oakland Park Avenue was selected as study 
site 2. North High Street is described in detail under study 
site 1. It differs in one respect from study site 1, however, 
in that a right-turning lane is added to the two northbound 
lanes approximately 100 ft in advance of the intersection. 
Parking is permitted on both sides of North High Street, 
except for the area adjacent to the right-turning lane. 

North High Street carried approximately 1,100 vph at 
the time of data collection; Oakland Park Avenue carried 
less than 200 vph. 

STUDY S I T L 3 

The intersection of Olentangy River Road and Lane Ave­
nue was selected as study site 3. Only the southbound 
lanes of Olentangy River Road and eastbound left-turning 
lanes of Lane Avenue were studied at this test site. Both 
the southbound and eastbound approaches to this inter­
section have two lanes, which are separated from the 
opposing lanes by a median. At the intersection, the two 
approach lanes are supplemented by turning lanes. 

Olentangy River Road has both right- and left-turning 
lanes, which extend for several hundred feet along the 
approach to the intersection. Lane Avenue has only one 
additional lane for the right turns, while one of the two 
main carriageway lanes is controlled as a "left turn only" 
lane by the traffic-actuated traffic light, which controls 
the entire intersection. The right-turn lanes are channeled 
by a raised traffic island and are controlled by Y I E L D 
signs. The left-turning movements are protected by a 
pro-phase green light, the length of which depends on the 
number of turning vehicles recorded by the traffic detector 
unit. At the time of the field studies, the length of the 
left-turning lane was always adequate to accomodate the 
queue of waiting vehicles. During data collection, traffic 
volume on Olentangy River Road amounted to approxi­
mately 1,700 vph, while Lane Avenue carried 850 vph. 
The posted speed limit is 45 mph on Olentangy River Road 
and 35 mph on Lane Avenue. Lane Avenue changes its 
geometric characteristics at this intersection from a four-
lane divided highway west of Olentangy River Road to a 
two-lane two-way street east of it. There is no pedestrian 
traffic at the intersection. 

At this study site both daylight and nighttime data were 
collected; 409 vehicles were observed twice. Signaling 

behavior was recorded as the vehicles changed into the 
turning lanes, and again as they turned at the intersection. 
At night, only direction of turn and signaling behavior were 
recorded. 

STUDY S I T E 4 

The T-intersection of North Star Road and Kinnear Road 
was selected as study site 4. Traffic on Kinnear Road is 
controlled by a STOP sign. Both are two-lane two-way 
roadways. The posted speed is 45 mph on Kinnear Road 
and 35 mph on North Star. The sight distance is adequate 
in both directions for drivers stopped at the Kinnear Road 
approach. Traffic is very light at this intersection except 
during morning and evening peak hours. North Star and 
Kinnear Roads represent the western and southern bound­
aries of the Ohio State University campus. North Star 
is a residential street; Kinnear Road provides entrance to 
several industrial plants. This site was selected to provide 
comparison of traffic-signal-controlled and sTOP-sign-con-
troUed T-intersections. 

The traffic volume at this intersection varied between 
730 and 863 vph on North Star Road. The difference in 
hourly volumes was tested to see if it had any effect on 
signaling and was found to be not significant. The volume 
on Kinnear Road remained between 100 and 135 vph. 

STUDY S I T E 5 

The intersection of 17th Avenue and the northbound exit 
ramp on Interstate 71 was selected as study site 5. Left 
turns from the exit ramp are controlled by a STOP sign 
and right turns by a Y I E L D sign. Seventeenth Avenue is a 
four-lane divided highway in the area of the intersection. 
Hourly volume on the exit ramp varied between 150 
and 240 vph during data collection. Left-turning vehicles 
were queued in front of the STOP sign during the time of 
observation. There was no pedestrian traffic at this inter­
section. Posted speed limit on Interstate 71 is 70 mph. 

S r U D Y SITI. 6 

This site is a traffic-signal-controlled T-intersection of a 
southbound exit ramp on Interstate 71 and West Broad 
Street. West Broad Street is an important east-west street 
that crosses the entire city and carries several numbered 
state highways through the metropolitan area. It is a 
four-lane road. The eastbound outside approach lane is 
provided with a continuous green signal indication. Pedes­
trian crossing is prohibited at this intersection. The hourly 
volume on the exit ramp exceeded 500 vehicles. 

STUDY S I T E 7 

Study site 7 is a southbound exit ramp on Interstate 71 
at West Broad Street. The intersection of the exit ramp 
and West Broad Street was discussed under study site 
6. Interstate 71 is a four-lane divided expressway in the 
area of the study site. The hourly traffic volume on the 
two southbound lanes was approximately 1,650 at the 
time of the field studies. Nearly 30 percent of this volume 
entered the investigated exit ramp. The high turning 
volume is explained by the previously discussed importance 
of West Broad Street in the street system of Columbus. 
Synchronized observations at study site 6 and study site 
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7 made possible the comparison of turn-signaling behavior 
of the same group of drivers at two locations. Posted 
speed limit is 50 mph in the area of this study site. 

STUDY S I T E 8 

At the two-level intersection of Interstate 71 and State 
Route 161, the northbound traffic on Interstate 71 was 
observed as it entered the deceleration lane preceding 
the exit ramp. More than 450 vph exited at this ramp 
during the observations. Interstate 71 is a four-lane 
divided expressway in this study area. Posted speed limit 
is 70 mph. 

Data Collection 

At each study site the site characteristics, time of obser­
vation, traffic volume, weather condition, and the following 
characteristics of each turning movement were recorded: 

1. Direction of turn. 
2. Sex of driver. 
3. Age of vehicle. 
4. Presence of passengers. 
5. Type of vehicle. 
6. Presence of preceding turning vehicle. 
7. Signaling behavior of the preceding vehicle. 
8. Presence of following vehicle. 

The data collection required no special instrumentation. 
Clipboards equipped with tally counters, portable tape 
recorders, and field sheets designed for this purpose were 
used in this phase of the study. A code was worked out 
which enabled the field personnel to record any combina­
tion of the listed variables with one symbol. Tape re­
corders were used to record observations during heavy 
turning movements, but the increased decoding time did 
not make their use practical under normal conditions. 
Collected data were grouped by approach lanes. Generally, 
one person was responsible for one turning lane. Night 
traffic data were collected at one intersection. Care was 
taken to stay inconspicuous, even though it was unlikely 
that data would be affected by the noticeable presence 
of observers. More than 10,000 observations were made 
during the summer of 1963. 

Variables Representing Environmental Conditions 

PRECEDING TURNING V E H I C L E 

The assumption was made that signaling behavior of 
drivers is influenced by the presence of a preceding turning 
vehicle within 100 ft. As seen in Table 35, the presence 
of an immediately preceding turning vehicle corresponded 
to signaling frequencies that significantly differed in six 
out of eight cases from those observed in the absence of 
preceding vehicles. The summary shows that of the obser­
vations analyzed in this phase of the study, the vehicle 
immediately preceded by another turning vehicle signaled 
45 percent of the turns as opposed to 64.5 percent in the 
absence of a preceding vehicle. In other words, the pres­
ence of a preceding vehicle appears to reduce signaling 
frequencies. 

SIGNALING BEHAVIOR O F PRECEDING V E H I C L E 

It was assumed that the signaling behavior of a turning 
vehicle will influence an immediately following turning 
vehicle. Some 1,722 observations were made and the 
assumption was found to be correct. Signaling preceding 
vehicles were followed by signaling vehicles 59.3 per­
cent of the time, as opposed to 47.6 percent in the case 
of no signaling preceding vehicle. The difference is statis­
tically significant to the level of 0.01. It is seen in Table 
35 that in six of eight cases the statistical dependence is 
not significant, but signaling preceding vehicles were al­
ways followed by higher signaling frequencies. 

F O L L O W I N G V E H I C L E 

Table 36, relating signaling frequencies of observed ve­
hicles to the presence or absence of a following vehicle 
within 100 ft, shows that the presence of a following ve­
hicle had no significant influence on three out of four 
groups. 

Table 37, relating signaling frequencies to turning ve­
hicles classified by the presence or absence of both pre­
ceding and following vehicle in the immediate vicinity 
indicates that drivers traveling in the middle of a platoon 
signal less than drivers of single vehicles. 

G E O M E T R I C DtSIGN OF INTERSECTIONS 

Eight test sites were investigated for signaling frequencies 
in turning at intersections. Test sites 1, 2, 3, and 4 are 
intersections of city streets. The lowest signaling was 
observed at test site 3, where 53 percent of the turns were 
signaled. Turns at this intersection are controlled by 
turning phases and turning lanes. At sites 1, 2, and 4, 
where no special protection is provided for turning move­
ments, signaling frequencies were found to be 69, 62, and 
67 percent, respectively. There was no significant differ­
ence in the average signaling frequencies at these three 
locations. 

At sites 5 and 6, where exit ramps of 1-71 intersect 
city streets, signaling frequencies were 45 and 33 percent, 
respectively. 

The lowest frequencies were observed at test sites 7 
and 8. Test site 7 is an exit on 1-71 and 29 percent of 
the turns were signaled. The same group of vehicles 
was observed at the end of the ramp at test site 5, where 
the signaling increased to 45 percent. At test site 8, 
drivers switching into the deceleration lane before enter­
ing exit ramp on 1-71 were observed. Only 14 percent 
signaled their intention to change lane. Average observed 
signaling frequencies at all study sites are given in Table 
38. To investigate more closely the relationship between 
signaling frequencies and geometric layout of test sites, 
observed signaling frequencies were grouped by direction 
of turn and by approach legs of intersections. Typical inter­
section layout was designed and all possible traffic lanes 
were evaluated in respect to their effect on turning move­
ment. Fourteen different traffic movements were distin­
guished. Because each movement may or may not have 
the right-of-way in respect to the investigated turning 
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T A B L E 35 

F R E Q U E N C Y OF T U R N SIGNALING 

OBS. V E I L BI.lNG P R I X . 

SEX O F DIR. Oh F O L - P R L - SIG- SIGNALING F R E Q U E N C Y (% ) 
DRIVER TURN L O W E D CEDED N A L L E D AND STATISTICAL SIGNIFICANCE 

Yes 55.5 
Yes NS 52.3 

No 46.8 
Yes NS 52.0 

No 51.7 
Right NS 49.0 

Yes 42.7 
Yes NS 39.4 

No 36.6 
No .01 47.7 

No 56.1 
Male .01 67.0 

Yes 65.1 
Yes .01 58.0 

No 46.7 
Yes .05 61.9 

No 68.2 
Left .01 66.0 

Yes 61.2 
Yes NS 60.7 

No 59.8 
No .01 69.0 

No 74.1 
.01 

Yes 68.2 
Yes NS 68.0 

No 67.7 
Yes NS 66.7 

Right 
No 65.1 

Yes 65.5 
Yes NS 54.4 

NS 64.5 

No 52.4 
No .05 63.0 

No 
Female 

68.5 
.01 71.0 

Yes 78.2 
Yes .05 70.8 

No 58.0 
Yes .05 75.5 

No 84.5 
Left 

Yes 72.7 
Yes NS 66.3 

NS 77.0 

No 59.5 
No .01 78.1 

No 83.5 

• Dependence of signaling frequency on sex of driver. 

movement, they represent 28 different factors. Giving a 
point value of 28 to the traffic lane with the most effect, 
and a point value of 1 to the one with the least effect on 
turning movements, a rating system was designed. The 
estimated effect of each traffic lane on turning movements 
was expressed by a point rate between 1 and 28. Applying 
this rating system, each test site was evaluated in respect 
to each turning movement, as shown in Table 39. Figure 
42 plots the point ratings against the corresponding observed 

turn-signaling frequencies. A correlation can be observed 
in spite of the fact that no attempt was made to eliminate 
the effect of other factors. For example, it was shown in 
foregoing sections that single vehicles signal more than do 
cars traveling in the middle of a platoon. This might 
partially explain the low signaling frequencies at site 6, 
where during field observations cars were continuously 
queued on the sTOP-sign-controlled exit ramp waiting to 
enter 17th Avenue. 
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T A B L E 36 

I N F L U E N C E OF FOLLOWING V E H I C L E ON 
T U R N SIGNALING 

T A B L E 37 

I N F L U E N C E OF PLATOON INVOLVEMENT ON 
TURN SIGNALING 

SIGNALING F R t Q U E N C V ( % ) SIGNALING F R E Q U h N C y (% ) 
SEX DIR. - — — SEX DIR. . . _ — 
O F O F W H E N NOT SIGNIFI­ O F O F SINGLE CAR IN SIGNIFI 
DRIVLR TURN F O L L O W E D F O L L O W L D CANCE DRIVLR TURN V t H I C L I - PLATOON CANCL 

M R 52.0 47.1 NS M R 56.1 52.3 0.05 
L 61.0 69.0 0.01 L 74.1 58.0 0.01 

F R 66.7 63.0 NS F R 68.5 68.0 NS 
L 75.5 78.1 NS L 83.5 70.8 0.01 

Variables Representing Driver-Vehicle Unit 

SEX O F DRIVER 

It was found that female drivers signaled more of their 
turns than did male drivers. The observed average signaling 
frequency of female drivers was 71 percent, as opposed 
to 57 percent by male drivers. Data grouped by test sites 
resulted in the following: 

SIGNALING F R E Q U E N C Y ( % ) 
STUDY _ S T A T I S T I C A L 
S I T E M A L E F E M A L E D E P E N D E N C E 

1 67.6 81.0 Highly sign. 
2 56.6 72.6 Highly sign. 
3 50.7 61.3 Significant 
4 63.7 82.4 Highly sign. 
5 44.4 52.4 Not sign. 
6 
7.1 

28.4 52.5 Highly sign. 
1 
8 12.0 25.5 Highly sign. 

• No data collected at site 7. 

T A B L E 38 

A V E R A G E TURN-SIGNALING F R E Q U E N C I E S 
A T STUDY SITES 

STUDY 
S I T E 

DESCRIPTION 

Signal-controlled, four-leg intersection; 
heavy turning volumes 
Signal-controlled T-intersection; heavy 
traffic on through street 
Traffic-actuated signal, turning phases, 
turning lanes, divider islands; four-leg 
intersection 
T-intersection; STop-sign control on side 
street 
Signal-controlled T-intersection of exit 
ramp with arterial street 
T-intersection of exit ramp with city street; 
STOP-sign control on exit ramp 
Exit ramp on Interstate 71 in urban area 
Lane change into deceleration lane at 
exit on Interstate 71 

AVG. % 
SIGNALING 

69 

62 

53 

67 

45 

33 
29 

14 

USE OF AUTOMOBILE 

Drivers of trucks, taxicabs, and delivery cars, classified as 
commercial vehicles, were assumed to differ in signaling 
behavior from drivers oi passenger vehicles. The data 
show that drivers of passenger vehicles signaled more at 
every test site included in this study (sites 1 to 6) than 
did drivers of commercial vehicles. Statistical analysis 
of the summarized data showed highly significant de­
pendence. 

P R E S I N C E O F PASSENGERS 

The assumption that presence of passengers influences the 
driver's turn-signaling behavior was tested on data grouped 
by test sites. The following is a tabulation of the data and 
the results of the statistical analysis: 

SIGNALING F R E Q U E N C Y ( % ) 
T E S T D R I V E R D R I V E R W I T H S T A T I S T I C A L 
S I T E A L O N E PASSENGERS D E P E N D E N C E 

1 56.8 74.7 Highly sign. 
2 60.5 64.5 Not sign. 
3 52.3 53.7 Not sign. 
4 66.1 75.0 Significant 
5 41.6 51.9 Highly sign. 
6 24.0 90.0 Highly sign. 
7" — — — 
8 13.9 14.0 Not sign. 

• No data collected at site 7. 

The presence of passengers always coincides with the 
higher signaling frequencies. 

DIRECTION OF TURNS 

Test sites 1 to 6 are included in this study. Left turns 
were signaled more at every location. Statistical depend­
ence was found to be significant or highly significant at 
every location. The higher influence with other traffic 
associated with left turns is a possible explanation. This 
higher risk, however, was not present at sites 2, 3, and 5. 
At test sites 2 and 5, vehicles entering the T-intersection 
from the side street during the green phase did not inter­
fere with any traffic movements. 

The observed signaling frequencies were 57 percent 
vs 51 percent and 56 percent vs 42 percent, respectively, 
the higher percentage representing signaling for left turns. 
At site 3, left turns are controlled by turning lanes and 
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turning phases. Right turns are controlled by turning lanes 
and Y I E L D signs. Nevertheless, 65 percent of the left 
turns were signaled, compared with 30.5 percent signaling 
of right turns. The point rating system discussed in a 
foregoing section, which considers all possible traffic 
movements present, attempted to account for the difference 
in signaling frequencies for left and right turns. 

AGE O F AUTOMOBILE 

Late model automobiles (namely 1962 and 1963 models) 
were distinguished from older models during the field 
studies. The assumption was made that owners of new 
automobiles would be more careful drivers. It was ex­
pected that more careful driving would result in a higher 
signaling frequency. The data show that drivers of late 
model automobiles signaled more at every test site than 
did drivers of older automobiles. The statistical test on 
the summarized data indicated a highly significant statis­
tical dependence. Because older cars are more likely to 
have technical defects than relatively new ones, it was 
felt to be necessary to collect some information on total 
percentage of cars with defective turn signals. During 
1963, in Franklin County, Ohio, 10,282 trucks and 201,956 
passenger cars were safety checked during the 1963 volun­
tary vehicle safety check. On trucks, 2.6 percent of the 
front and 2.8 percent of the rear turn indicators were 
found to be defective. On passenger vehicles only 0.8 
percent and 0.6 percent were found to be defective on 
the front or rear, respectively. This is not significant to 
account for higher signaling frequencies by late model 
automobiles. 

Conclusions 

The objectives of this study phase were to investigate the 
use of turn signals at urban intersections and freeway exits, 
and relate variations in signaling frequencies to some char­
acteristic factors of the environment and the driver-vehicle 
unit. It was hoped that some pattern in variation of signal­
ing frequencies would be found, so as to enable drawing 
some conclusion about the driver who operates the turn 
indicators. The analysis of the data indicates the following 
relationships between frequencies of turn signaling and 
characteristics of environment and the driver-vehicle unit: 

1. Presence of preceding turning vehicle reduces sig­
naling frequencies. 

2. Signaling by preceding vehicles increases signaling 
frequencies of the following vehicles. 

3. Single vehicles signal more than vehicles traveling in 
the middle of platoons. 

4. The number of interfering traffic movements, as well 
as the number of lanes, increases signaling frequencies. 

5. Male drivers signal less than female drivers. 
6. Drivers of commercial vehicles signal less than drivers 

of passenger vehicles. 
7. Presence of passengers appeared to increase signaling 

frequencies. 
8. Drivers of new vehicles signaled more than drivers 

of older vehicles. 

The result of this study phase fulfilled the expectation, 

T A B L E 39 

OBSERVED SIGNALING F R E Q U E N C I E S AND 
POINT RATING OF TURNING MOVEMENTS 

T U R N 
DIREC­ SIGNAL­ POINT 

S I T E APPROACH TION ING ( % ) RATING 

1 N. High St. L 88 88 
R 66 66 

15th Ave. L 77 76 
R 57 66 

2 N. High St., N L 93 120 
N. High St., S R 63 52 
Oakland Park Rd. L 57 42 

R 51 36 
3 Olentangy Rd. L 54 62 

R 31 28 
Lane Ave. L 69 86 

4 N. Star Rd. L 87 66 
R 70 50 

Kinnear Rd. L 67 48 
R 62 40 

5 Exit ramp L 56 38 
R 42 24 

6 Exit ramp L 36 78 
R 28 32 

7 1-71, N (Broad) R 29 — 
8 1-71, S (161) R 14 — 

as the influence of a number of factors on driver's turn-
signaling behavior was detected consistently in the obser­
vations. Some other factors did not prove to have any 
influence. 

It appears that signaling is considered more important 
at intersections of city streets than at freeway exits. At 
sites 5 and 7, the same group of drivers was observed 
twice. First, as they entered the exit ramp at site 7 where 

K) 20 30 40 50 60 70 80 90 100 IK) 120 BO 
Ruling of Turning Movement 

Figure 42. Correlation between observed signaling frequencies 
and point ratings of turning movements. 
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29 percent of them signaled. Second, they were observed 
as they entered Broad Street from the exit ramp during 
the green signal phase. There the signaling frequencies 
were found to be 45 percent, even though at a signalized 
T-intersection, such as site 5, there is no interference what­
soever between turning movements and through traffic. 

It is also difficult to interpret why female drivers signal 
more than male drivers or why drivers of passenger ve­
hicles signal more than drivers of commercial vehicles. 
One might say that increased confidence in one's driving 
practices may result in lower signaling frequencies. 

USE OF TURN SIGNALS DURING OVERTAKING 

In this study phase, signaling behavior of drivers on ex­
pressways was investigated. In the preceding section, sig­
naling frequencies at exits (sites 7 and 8) were already 
discussed. It will be recalled that 29 percent of the turns 
into the exit ramp were signaled at site 7, where no de­
celeration lane is provided. At site 8 only 14 percent of 
the drivers signaled as they entered the deceleration lane 
connecting the exit ramp with Interstate 71. 

In this phase of the study signaling practices were 
observed during overtaking maneuvers. The observations, 
made from test vehicles traveling along the highway, were 
recorded on a portable tape recorder by one or two ob­
servers traveling in one vehicle. 

First Study 

In the first study, observers traveling at a moderate speed 
on Interstate 71 recorded the signaling behavior of all 
overtaking vehicles. The following conditions were con­
sidered: 

1. Sex of driver. 
2. Presence of passenger. 
3. Age of automobile. 
4. Use of vehicle. 
5. Direction of lane change (from left lane to right 

lane or from right lane to left lane). 

In the nearly 2,000 observations made, it was found 
that 20.5 percent of all lane changes were signaled. 
Commercial vehicles signaled 51.2 percent compared with 
15.9 percent signaling by passenger vehicles. This was 
the only significant difference in signaling frequencies. 
Statistical dependence of signaling on other factors was 
found to be not significant. The following is a tabulation 
of results: 

S I G N A L I N G S T A T I S T I C A L 

F A C T O R F R E Q U E N C Y ( % ) T E S T 

Male drivers I 5 . 7 ~ Not sign. 
Female drivers 16.9 Not sign. 
Commercial vehicle 51.2 Highly sign. 
Passenger automobile 15.9 Highly sign. 
1963 and 1962 models 15.2 Not sign. 
Older models 16.2 Not sign. 
Driver alone 14.7 Not sign. 
Driver with passengers 17.4 Not sign. 

Second Study 

It was found in the study of turn signaling at intersections 
that the complexity of a turning movement, measured by 
the number of possible conflicting traffic movements at 
the intersection, increased frequencies of turn signaling. 
In case of overtaking, the number of overtaken vehicles 
and the presence of vehicles following the overtaking ve­
hicle could measure the complexity of overtaking ma­
neuvers. Inasmuch as the data were collected on four-lane 
divided expressways, opposing traffic had no influence on 
overtaking vehicles. 

Signaling behavior of overtaking vehicles was observed 
under four different conditions representing various degrees 
of risk involved in the maneuvers. These conditions were 
created by arranging one or two test (observer) vehicles 
in special positions in relation to each other. Altogether, 
four conditions were simulated, as described in the fol­
lowing and represented graphically in Figure 43. No com-
merical vehicles, sports cars, trailers, or station wagons 
were included in the observations. 

CONDITION 1 

In condition 1 one test vehicle was traveling in the outside 
lane at a velocity between 35 and 50 mph. Only those 
overtaking vehicles were observed which were not fol­
lowed by other vehicles within 300 ft. This situation was 
considered as a basic overtaking maneuver that requires 
the minimum precaution from the driver of the overtaking 
vehicle. It was expected that the lowest signaling fre­
quencies would be observed under this condition. 

CONDITION 2 

Two test vehicles were traveling at approximately 40 mph 
in the outside lane. They maintained a spacing of 300 
to 400 ft until a single vehicle approached the rear test 
vehicle. The rear test vehicle then increased its speed 
and reduced the spacing to a minimum safe distance. 
The overtaking vehicle in this situation had to overtake 
two vehicles, the second of which expressed by the de­
scribed maneuver some desire, or at least the ability, to 
travel at a higher velocity than the first vehicle. In this 
situation there would be a greater need for signaling of 
intention to overtake by the observed vehicle and, there­
fore, signaling frequencies were expected to be higher 
than for condition 1. 

CONDITION 3 

The simulation of this situation again required two test 
vehicles traveling at a 300- to 400-ft spacing as in condition 
2. Those single vehicles were observed which had over­
taken the rear vehicle and returned to the main lane. 
The rear vehicle then increased its velocity and closely 
followed the observed vehicle. Inasmuch as signaling of 
intention to change lanes is generally intended for following 
rather than preceding vehicles, signaling frequencies were 
expected to be higher in this situation than under con­
ditions 1 and 2. 
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CONDI I ION 4 

This situation is similar to condition 3, except that the 
overtaking rear test vehicle would follow the observed 
vehicle from the inside lane. To overtake the first ve­
hicle, the observed vehicle had to cut in front of the rear 
test vehicle. This situation represented the highest need 
for signaling because the highest apparent risk was in­
volved in this overtaking maneuver. 

Discussion of Results 

The nature of the data sought required low volumes on 
the test sites, which made data collection rather time 
consuming. Altogether, 800 observations were made. As 
shown by the following, the results fulfilled the expecta­
tions: 

[ ^ > ^ | Ob!.uivur's Vohiclo 

I I Ovcrt.ikinn Vohicle 

SIG­ DID NOT 
N A L E D SIGNAL % SIG­

CONDI! ION ( N O . ) ( N O . ) N A L E D 

1 25 175 12.5 
2 31 169 15.5 
3 66 134 33.0 
4 87 113 43.5 

As in the intersection study, drivers were found to be 
quite reasonable in the use of turn indicators if only the 
trend in signaling frequencies is considered. 

SUMMARY OF STUDY 

Driving an automobile in today's fast moving traffic is a 
strenuous task. The driver continuously observes the en­
vironment, evaluates the observations, and makes decisions. 
Decisions are followed by actions. Delay in decision or 
action may result in accidents. However, delay can be 
reduced if drivers signal their intentions. 

Of the intervehicular systems currently available, the 
turn indicators can be used to express intentions of two 
different movements; namely, change of lane and change of 
direction. Little is presently known about the extent to 
which such signals are used. It is assumed that drivers use 
turn signals to increase safety of turning movements and 
to expedite traffic flow. 

Signaling frequencies were observed at intersections, on 
exit ramps, and during overtaking on expressways. More 
than 10,000 observations were made. Along with signaling 
behavior of the observed vehicle, several factors repre­
senting the environment and the special characteristics 
of the observed vehicle were recorded. The data were 
compiled and classified according to the investigated fac­
tor. Statistical dependence of turn-signaling frequencies on 
observed factors was tested. To check for consistency of 
results, not only summarized data, but also several groups 
of data, were investigated for the influence of some factor. 
For example, dependence of signaling frequencies on sex 
of drivers was found to be highly significant at each 
intersection. 

It was found that factors which increased signaling 
frequencies can quite readily be considered to increase 
the responsibility of the driver. For example, single ve-
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Figure 43. Oliscrved .signaling frequemies under four condi­
tions of oreitaking. 

hides signaled more than drivers finding themselves in 
the middle of a platoon. When geometric layout and 
traffic control were investigated for their effect on signal­
ing frequencies, it was found that a simple rating system 
based on possible conflict between turning vehicles and 
other traffic movement showed correlation between signal­
ing and conflict. Figure 42 illustrates the point. Presence 
of passengers and driving a new automobile were also 
observed to increase signaling frequencies. Both can be 
assumed to increase the responsibility of the driver. Ob­
servation of signaling during overtaking under four con­
ditions intended to simulate different degrees of risk, 
likewise indicated a relationship between conflict and 
signaling frequency. It would be more difficult to explain 
why drivers turning into the through street at a traffic-
signal-controllcd T-intcrsection would signal more than, for 
example, under condition 4 during overtaking. It is likewise 
perplexing why drivers entering an exit ramp on a high­
speed expressway would only signal 29 percent, when 
the same drivers were observed to signal 45 percent at the 
end of the ramp, which terminated in a traffic-signal-con-
trollcd T-intenscction, so no conflict could be expected by 
the driver of the turning vehicle. 

On the results of this study, two general conclusions 
can be drawn, as follows: 

1. Drivers are more apt to use turn indicators in city 
driving than in expressway driving. 
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2. Both in city driving and in expressway driving, sig­
naling frequencies increase with the responsibility of the 
driver during the maneuver considered. 
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CHAPTER T E N 

TRAFFIC FLOW DATA COLLECTION AND ANALYSIS 

Accurate traffic flow data for a group of vehicles as it 
progresses along the roadway may be obtained through 
the techniques developed in this study. A 70-mm camera, 
mounted in a helicopter, was used to obtain the photog­
raphy. Average errors in the spacing and velocity deter­
minations were 0.75 ft and 0.4 mph, respectively. The 
major bottleneck is the time and instrumentation required 
to extract the data from the photographs. 

Analysis indicates fairly close agreement between ob­
served shock-wave speed and the theoretical wave speed 
as developed by Lighthill and Whitham.* The sample is 
small, however. 

The phenomena of traffic flow have been and are being 
investigated in the research studies of various disciplines, 
and numerous theories have been advanced to describe 
and predict the movement of vehicles along the roadway. 

Two general approaches—macroscopic and microscopic 
—are taken by investigators of traffic flow. The macro­
scopic approach considers the principles governing the 
simultaneous movement of a large number of vehicles. 
The microscopic approach considers traffic movement on 
the basis of the behavior of the driver-vehicle unit. 

At present there is no generally accepted or validated 
theory or model of traffic flow that deals with the propaga­
tion of disturbances in highway traffic, the amplification 
and attenuation of such disturbances, and their effect on 
traffic volumes and safety. The lack of knowledge concern­
ing the interactions of vehicles as they progress along the 
roadway, which involve both the macroscopic and micro­
scopic aspects of traffic flow, is at least partially due to the 
absence of satisfactory techniques for collecting the essen­
tial data. Better definition and understanding of the basic 
traffic flow parameters are required if theoretical investi-

• L I G H T H I L L , M . J . , and W H I T H A M , G . B . , "On Kinematic Waves I I . 
A Theory of Traffic Flow on Long Crowded Roads." HRB Spec. Rep. 79 
(1964) pp. 7-35 

gations are to lead to improved traffic flow through modi­
fication of these parameters. 

In order to study traffic flow characteristics, it is neces­
sary to obtain spacing and velocity data, at relatively short 
time intervals, on a group of vehicles as it progresses along 
the roadway. Data collected in the past have been limited 
in the number of vehicles studied (car-following models), 
or the number of spacing and velocity determinations for 
each vehicle. If aerial photographs with standard overlap 
are taken from an airplane, a given vehicle is generally not 
imaged on more than two or three of the photographs, 
thereby permitting only two or three spacing determinations 
and one or two velocity determinations. Wires or pneumatic 
tubes on the roadway, or observers, can be used to collect 
data on many vehicles; but only a few spacing or velocity 
determinations on a given vehicle can be obtained prac­
tically, and data collection is limited to a preselected loca­
tion. 

The objectives of this study were (a) to develop photo-
grammetric techniques to obtain accurate spacing and 
velocity data on platoons of vehicle as they progress along 
the roadway, (b) to use these data to define traffic flow 
characteristics, and (c) to develop and/or validate theories 
of traffic flow. 

DATA COLLECTION 

A test car, identifiable from the air, was introduced into 
the traffic stream and followed by a helicopter, which 
maintained a position directly above the test car as it pro­
gressed along the highway. 

Vertical photographs of the traffic and roadway for 
approximately mile ahead of and behind the test car 
are taken with a Maurer P-2, 70-mm reconnaissance camera 
at a known time interval. Essentially the same group of 
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vehicles is imaged on each photograph, as the driver of the 
test car is instructed to "float" with the traffic. 

The data collection procedure is illustrated in Figure 44. 
A photograph is taken when the helicopter is at position H 
and the vehicles are at positions 1, 2, and 3. At the end of a 
preset time interval, another photograph is taken from posi­
tion H' . The vehicles have moved to positions 1', 2', and 3', 
respectively. 

The photographic negatives were mounted on glass plates 
and the photocoordinates of each vehicle and several photo-
identifiable natural ground control points were read at the 
OMI-Bendix A P / C Analytical Stereoplotter. 

The photocoordinate data were transferred to punch 
cards for processing in an I B M 7094 computer. The vehicle 
photocoordinates were converted to ground coordinates 
through suitable transformations based on the ground con­
trol points. Then cumulative distance (termed D-distance 
in this study) along the roadway from an arbitrary point 
at the beginning of the test section to each vehicle on each 
photograph was computed from the vehicle ground coordi­
nates. 

Spacings were determined by subtracting the D-distance 
of the following vehicle from that of the lead vehicle for 
the same photograph. In Figure 44, the spacing between 
vehicles 1 and 2 is equal to (D._, — D , ) on the first photo­
graph and (D,' — £ ) / ) on the second photograph. 

The velocity of a vehicle is determined by dividing the 
change in its D-distance on two successive photographs by 
the known time interval between exposures. In Figure 44, 
the velocity of vehicle 1 is ( D / — £ ) , ) / A / and the velocity 
of vehicle 2 is (£) / — D.J/St where At is the time interval 
between the two exposures. 

Seven photographic flights were made using either infra­
red Ektachrome or Plus-X panchromatic film. Photographs 
of the traffic surrounding a test car were taken at 1-sec inter­
vals. The photographic scale approximated 1:12,000 in 
each flight. Each photograph covered a little less than 
'/2 mile of roadway. 

A sequence of 101 photographs from one flight was 
selected for detailed analysis. This sequence provided a 
good example of platoon interactions, the traffic charac­
teristics changing from free-flowing to congested and then 
back to free-flowing within the 100-sec time period. 

Photo-identifiable ground control points, such as lamp 
post bases and manhole covers, were selected at an average 
spacing of 186 ft. A total of 41 points was required to 
control the 7,500 ft of roadway included in the study sec­
tion. A third-order ground survey was made to determine 
the ground coordinates of these points. 

The photocoordinates of the center of the photograph, 
each ground control point, and the front-center of each 
vehicle imaged on each of the 101 photographs were de­
termined. An average of 38 vehicles and eight to ten 
ground control points appeared on each photograph. 

The cumulative distance traveled along the roadway by 
each vehicle in each photograph was computed. The spac­
ings between vehicles on the same photograph and the 
velocity of each vehicle whenever it appeared on consecu­
tive photographs were computed from the cumulative dis­
tances. Approximately 3,700 spacings and velocities were 
computed. 

TIME-DISTANCE DIAGRAMS AND TRAFFIC FLOW DATA 

The D-distances of each vehicle were plotted as ordinates 
against time as an abscissa to obtain vehicle trajectories on a 
time-distance diagram. The time-distance diagrams ob­
tained from the data previously described are shown as 
Figures 45 and 46 for the inside (median) and outside 
(curb) lanes, respectively. These diagrams graphically 
illustrate variations in volume, density, spacings, and veloci­
ties as the group of vehicles progresses along the roadway. 

The traffic flow data obtained are in error due to inaccu­
racies in the data collection and reduction equipment and 
techniques, and due to approximations made in the com-

o Ground Control Points 

I I Vehicles 
/ / ' / / / / > / ' 

Haiire 44 Proiediire for loUeitina traffic flow data by aerial photoarapliy. 
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putation procedures. An error analysis indicated the aver­
age errors in the spacing and velocity determinations were 
0.75 ft and 0.4 mph, respectively. The error analysis in­
cluded consideration of the effect of the focal plane shutter. 

tilt of the camera axis, vertical alignment of the roadway, 
vehicle height above the roadway, accuracy of the photo-
coordinate determinations, lens and film distortions, and 
accuracy of the time interval between exposures. 

VEHICLE TTUJECTDRIES 
(INSIDE LANE) 

Figure 45. Vehicle trajectories for inside (median) lane. 



65 

The photogrammetric techniques formulated and tested 
in this study can provide a type of data not heretofore 
available to those studying traffic flow phenomena—accu­
rate traffic flow data continuous in both time and space. 

Accurate vehicle trajectories, with corresponding spacing 
and velocity data, were obtained. The major bottleneck 
was, and still is, the reduction of the data available on the 
photographs to usable form. This factor alone may well 

VEHICLE TRAJECTORIES 
(OUTSIDE LANE I 

TIME (S£CONDSI 

Figure 46. Vehicle trajectories for outside (curb) lane. 
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determine the economic feasibility of the aerial survey 
techniques for traffic studies. 

It is impractical, if not impossible, to obtain the same 
data, with comparable accuracy, through ground-based 
measurement techniques. 

ANALYSIS 

A preliminary investigation of the "wave" phenomenon 
discussed by Lighthill and Whitham * was conducted. 

Kinematic waves are likely to occur on any stretch of 
road when the traffic is more dense in front, and less dense 
behind. As the less dense (and higher speed) traffic 
"catches up" with the more dense (slower moving) traffic, 
a kinematic wave is generated. When vehicles enter the 
disturbance, their speed is reduced suddenly. 

Figure 47 shows an enlarged portion of the vehicle tra­
jectories for the outside (curb) lane of traffic as shown in 
Figure 46. These trajectories were derived from photo­
graphs of traffic flow on Interstate Highway 71 in Colum­
bus, Ohio, during the afternoon peak flow. They illustrate 
the rapid deceleration accompanying a kinematic wave, as 
previously mentioned. Unfortunately, the helicopter was 
moving at a faster speed than the vehicles, and the dis­
turbance was not recorded after a time of 58 sec. 

The space-mean-speed, n^, of the eleven vehicles in zone 
B (behind the disturbance) is 30.5 mph. The density, kj„ 
computed from the mean spacing, is 81.0 veh per mile. The 

• Op. cit. 

flow, Qji ( = kgH]!), is 2,470 veh per hour. This value is 
relatively high for traffic flow, but the sample is small (11 
vehicles) and the data were collected on a 12-ft lane of 
Interstate Highway 71 in an urban area. 

The space-mean-speed in zone A (ahead of the wave), 
w,,, is 1.57 mph; the density, k^, is 194 veh per mile; and 
the flow, Qj„ is 304 veh per hour. 

These two flow conditions, before and after the wave, are 
indicated as points B and A, respectively, in Figure 48. 
The mean vehicle paths would be parallel to the radius 
vectors OB and OA. A hypothetical flow-concentration 
curve has been sketched in for illustrative purposes. 

The speed of a shock wave, according to Lighthill and 
Whitham, is equal to A Q/A k, the slope of the chord join­
ing the two points on the flow-concentration curve which 
represent conditions behind and ahead of a shock wave 
(points B and A, Fig. 48) . The theoretical shock velocity 
is ^Si^={Qj,-QB)/(kA-k„) X ( 3 0 4 - 2 4 7 0 ) / ( 1 9 4 -
81) = - 19.2 mph. 

The straight-line (constant velocity) portions of the 
vehicle trajectories in zones A and B were extended until 
they met (Fig. 47) . These intersections are marked by 
small circles. The slope of the straight line fitted to these 
circles was determined to be —16.0 mph, and represents 
the observed shock velocity. 

The theoretical and observed values are of the same 
magnitude, but this preliminary study only indicates the 
type of analysis which could be carried out with more 
data. 

CHAPTER E L E V E N 

THEORETICAL ASPECTS OF TRAFFIC CONTROL 

A new problem which has arisen from the increasing num­
ber of motor vehicles on the roads and streets is how to 
control traffic so that an optimum number of vehicles can 
be transported continuously. To solve this problem, the 
stability of traffic flow appears to be even more important 
than the absolute maximum in traffic capacity, if traffic flow 
is liable to break down under the absolute maximum 
condition. Studies of the volume-density relationships 
{q-k curve) indicate that traffic flow is highly unstable 
at maximum flow conditions, and small disturbances can 
cause a breakdown, which often leads to intolerable delays 
during peak-hour traffic. 

Although such breakdowns were observed at many free­
ways, it is extremely difficult to determine what influences 
actually caused the breakdown. Volumes up to 2,400 veh 
per lane per hour were observed for short periods before 
a platoon of efficiently moving vehicles was reduced to a 
traffic jam, and it often takes a long time before the pile-

up again assumes the state of flowing traffic. Shock waves 
were named as the cause of these pileups by some of the 
control engineers for traffic surveillance systems; however, 
the term "shock waves" is used rather vaguely. 

In this investigation, a theoretical approach was used to 
study the continuity of traffic flow and to develop a theory 
based on the flow-density relationship, because these two 
factors can be measured for traffic control purposes. The 
necessary equipment has been developed and has been 
installed at the Holland Tunnel in New York, and at the 
Eisenhower Expressway in Chicago, with good success. 

RELATIONSHIP BETWEEN TRAFFIC FLOW AND 
CONCENTRATION 

Lighthill and Whitham's ( / ) hypothesis that the flow, q, in 
vehicles per hour is a function of the concentration, k, 
in vehicles per mile, which determines the space mean speed 
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for a specific condition, has been supported by the investi­
gations using aerial survey methods (see Chapter Ten) . 
Using 

q = vk (6) 

in which 

q = flow of traffic, in vehicles per time unit; 
V = space mean speed; and 
k — concentration of traffic, in vehicles per length of road 

and letting <t) {x, t) be the cumulative number of vehicles 
which have passed a point x on the road by the time t, the 
flow of traffic can be expressed as the time rate at which 
vehicles are passing a fixed point, x, or 

3()) 

and the concentration of traffic is 

?)x 

Then 

(7) 

(8) 

(9) 

If a stable continuous flow of traffic is to be maintained, 
$ is a constant, di^/dx — O, and the velocity, v = dx/dt, 
is a constant along <t>. 
The equation of continuity can then be written as 

Using E q . 6, or 

in which 

•dx^-dt 

q = ck 

•dq 

•dk 

(10) 

(11) 

(12) 

changes along the route can be defined by partial differen­
tiation as 

9* 
3jc ~'^dx 

and changes in density with time as 

3/ ~ c 3r 
The continuity equation may then be written as 

dk 3* „ 
^ 3 i + 3 7 = « 

or 

(13) 

(14) 

(15) 

(16) 

Each of these equations has a solution of 3A:/3f = c' as a 
characteristic (2) along which k and q are constant. It 
follows then that the speed {v=q/k) is also constant along 
a characteristic; i.e., in a kinematic wave as defined by 
Lighthill and Whitham (7) . Kinematic waves caused by 
small disturbances travel at smaller speeds than traffic rela­
tive to the road, and appear to propagate opposite to the 
direction of traffic flow. A vehicle going through kinematic 

waves (i.e., flow characteristics which carry constant veloci­
ties) is temporarily slowed down, and will then accelerate 
to the previous speed of traffic flow. Because it has been 
shown previously that the continuity equations (Eqs. 15 
and 16) have solutions for 3^/3/ = c' as a characteristic 
along which both k and q are constant, c (k) is also a con­
stant. The differential equation 

c=dx/dt (17) 

becomes, by integration. 

(18) X = Ct + Xo 

with Xo representing the point where the characteristic in­
tersects with the X axis, in the x-t plane (Fig. 49). The 
flow velocity, v, then has the constant value Vo (x^) along 
the characteristic through x; i.e., 

V (x,t) =x — ct (19) 

Considering the changes in velocity, dv/dt, when a vehi­
cle proceeds on its path, v = dx/dt, along a characteristic, 
the following conditions are valid: 

V = v „ (x„) (20) 

and 

dt dt 
(21) 

X — c t + x„ (22) 

' X ~ C X^y i (23) 

dx„ 
dt 

dx , dx^ 
- dt dt 

(24) 

dxo dx/dt — c XQ 
dt ~ 1 + c' jc„ f 

(25) 

However, v = dx/dt along the trajectory of a car in the 
time-space diagram and 

dv _ , V — C X Q 
(26) 

Because the continuity equations (Eqs. 15 and 16) do 
have solutions as characteristics along which k and q, and 
consequently v, are constants, any acceleration to which 
the vehicle may be subjected while going through a char­
acteristic tends to approach zero. If c' (x^) > 0, then upon 
this condition the characteristics will form a fan. Should 
c' ( j C o ) < 0, the expression will become negative, and the 
characteristic will be stationary or move in a direction 
opposite to the flow of traffic. It can then be expected that 
the characteristic will intersect with other characteristics, 
causing a discontinuity or shock wave in the traffic flow; 
that is ( fromEq. 22), 

x„ = x — ct (27) 

Although Xa represents the point where the characteristic 
intersects with the x axis, it is also a constant along the 
characteristic, and c represents the speed of the kinematic 
wave propagating constant flow, density, and velocity. 
Discontinuities are generated when two continuities propa­
gated by kinematic waves meet. The speed of propagation 
can be determined as follows: 
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Vehicle Trajectories 

X = ct + X 

Distance, x 

Figure 49. Theoretical conditions for a kinematic wave ami the characteristic. 

Along the vehicle paths x = x{t) in a traffic lane carrying 
a platoon of cars, disturbances are propagated and 

dt' 

Substituting Eqs. 7 and 8 in E q . 28 gives 

9$ dx 3$ 
•di~dt^^t 

(28) 

rf$ , dx 
•dt 

It has been shown that along a characteristic 

dx dq 
dt ~ dt 

and 

«/((> 
Hi q—kc 

(29) 

(30) 

(31) 

From the limited data which have been obtained by pho-
togrammetric techniques E q . 31 appears to be valid. Fairly 
continuous conditions with regard to q, k, and c were 
recorded for time intervals of about 35 sec. Unfortunately, 
the characteristic was lost after that period when following 
the test vehicle in the adjoining traffic lane with the heli­
copter. More research is needed to further verify this 
theory, as no attempt has been made to follow a kinematic 
wave. 

Following a discontinuity (shock wave) traveling at a 
speed 

the number of vehicles entering the shock wave must be 
equal to the number leaving the shock wave, or 

di^_(hj 
dt ~ dt 

(33) 

in which $1 represents the flow before the shock wave and 
the flow behind it. Thus, when entering, 

«?<)),/<// = — u 

and when leaving, 

d<ii. 
I t 

q, — k,u 

and along the path of the shock wave 

9i — k i U = q.^ — k.,u 

and 

.. _ — 1' 

(34) 

(35) 

(36) 

(37) 

M = dx/dt (32) 

It might be concluded from E q . 37 that the velocity of 
the shock wave is zero and therefore some explanation 
should be given here. It has been shown that conditions 
in a kinematic wave are constant and continuous along 
the characteristic. This, however, does not imply that they 
are the same for all kinematic waves and—as shock waves 
are generated when two kinematic waves intercept each 
other—the respective traffic flows, 9,, q.,, and concentra­
tion, k„ k.^, are expected to be different. This does not con-
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tradict the assumption that the flow differential relation 
(Eq . 33) holds for the short duration of a shock wave. In 
fact, if 9i = q, and ^, = k.,, the speed of propagation will 
be the same for both characteristics, the kinematic waves 
cannot intercept each other, and no discontinuity will be 
generated. 

From observations at the John Lodge Freeway in Detroit, 
and at other freeways, it appears that kinematic waves (i.e., 
the propagation of disturbances accompanied by a decrease 
in speed and traffic flow) are frequently responsible for the 
buildup of traffic jams. The term "shock wave" is some­
times used in publications for kinematic waves as originally 
described by Lighthill and Whitham ( i ) . 

The influence of a kinematic wave can be shown by the 
following example: Figure 50, showing vehicle trajectories 
obtained through the evaluation of aerial photographs at 
time intervals of 1 sec, indicates the generation of a kine­
matic wave between zones A and B. The straight-line 
(constant) speed portions were extended until they met. 
The intersections are marked by small circles. It can be 
seen that the disturbance travels at an almost constant speed 
of 14.8 mph. The small variations from a straight line can 
be expected to be caused to some extent by measuring 
errors. 

Traffic conditions in zone A show uniform velocities and 
a very high flow of 2,350 vph. It is interesting to note that 
lane changes (vehicles 545, 544, 433, 828, and 823) have 
no noticeable influence, even at this high traffic flow. The 
kinematic wave, however, slows traffic down from an 
original speed of about 30.5 mph to between 2.5 and 7.9 
mph. Recovery time for traffic to go through this range of 
low speed is between 7 sec (at 7.9 mph) and more than 
9 sec (at 2.5 mph). However, traffic which has been 
running close to or at the peak capacity does not recover 
fully. After going through the disturbance, flow is reduced 
to about 1,600 vph. 

Constant inflow at the rate of about 2,300 vph will widen 
the characteristic zone of seriously reduced traffic flow, 
forming a jam condition for a length of road which is 
spreading at the speed of the kinematic wave. It is in­
teresting to note that traffic recovers to a flow of approxi­
mately 1,650 vph only. This capacity has been observed 
to be maintainable continuously under normal conditions 
with fairly uniform traffic composition. It was also found 
that the peak capacity of 2,300 vph can only be maintained 
for a short period of time at present traffic conditions, with 
full driver control, and no supporting driver aid system. 

AUTOMATIC CONTROL S Y S T E M S 

It was found that the velocity of propagation for disturb­
ances (kinematic waves) is as given by E q . 12. 

It also can be assumed that any changes in speed will be 
propagated more readily if vehicles travel with small gaps 
between the leading and trailing vehicles. In this situation, 
drivers have to react faster than at wide spacings of vehicles. 
As there is no rigid connection between vehicles, however, 
all changes in velocity will be propagated with a delay time, 
T , which is dependent on the concentration of vehicles. 

That is. 

or \i •• (38) 

where u is a constant velocity. 
Traffic flows at a speed, v, and as it will be the driver of 

the trailing car who has to react to speed changes of thte 
lead car, disturbances will be propagated opposite to the 
direction of traffic flow at the velocity |i. Thus, 

c = v - u (39) 

dq 

dk 
V — u 

or, substituting Eq . 6, 

^ - 1 
d k ~ k =— - u 

Integrating gives 

and 

d k \ k ) 

'k 

Because 9 = 0 for jam condition, k = kj and 

9 = - In y 

Substituting E q . 38 gives 

r k, T k 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

This relationship reveals that traffic flow is a function of 
a coupling factor; i.e., the speed at which disturbances are 
propagated. The factor, T , is not uniform in a driver-
controlled system and also depends on the spacing of 
vehicles. The expression "In { k / k j ) " indicates that the 
relationship of traffic density to the density in a traffic jam 
condition, determined by traffic composition and by traffic 
control, also influences the magnitude of traffic flow. It 
further explains the diff̂ erent shape of the q—k curve found 
in experiments with closely controlled traffic m facilities like 
the Lincoln and Holland Tunnels in New York where rather 
high traffic densities were experienced. 

The most important result, however, appears to be that 
if the delay time, T , can be kept constant, as it would be in 
an automatic longitudinal control system, traffic capacity 
will be determined by the ratio of the chosen density and 
the packing density (i.e., the jam condition plus a delay 
factor depending on the sensitivity of the control system). 

Disturbances (kinematic waves) will be propagated in 
such a system but no shock waves will be generated because 
the characteristics will travel along parallel paths and will 
not intercept each other, if vehicles are spaced uniformly. 
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Figure 50. Influence of a kinematic wave. 
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C O N C L U S I O N S 

It has been demonstrated that traflfic flow depends on two 
factors—the delay time, T , in propagating changes, and the 
ratio of traffic density of moving traffic to the density of 
traffic in jam conditions. Velocity and traffic composition 
are hidden factors in 

1 1 (46) 

because speed is a function of volume and density, and the 
number of vehicles per unit length of traffic lane is related 
to traffic composition. The propagation and characteristics 
of disturbances (kinematic waves) and the formation of 
shock waves in traffic flow have been explained and some 
of the resulting consequences for automatic control sys­
tems have been discussed. 

The validity of the theoretical aspects of traffic flow 
and control, however, should be verified by field data. 
Methods for the measurement of data on traffic flow, kine­

matic, and shock waves have been developed. However, 
more research is needed in this area, although the limited 
data available appear to support the theoretical considera­
tions. 
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CHAPTER T W E L V E 

LONGITUDINAL CONTROL SYSTEMS FOR PLATOON MOVEMENT 

Sensing and communication between vehicles can be ap­
plied to two different areas, as follows: 

1. Improving road safety, and reducing traffic accidents. 
2. Increasing traffic capacity of existing facilities and 

increasing the safe journey speed. 

Both aspects have been considered, because it has been 
shown (Appendix C ) that the greatest rewards from a 
sensing and communication system can be expected on 
freeways during peak-hour traffic under urban or semi-
urban conditions. This applies to accidents (on freeways 
the accident rate is lower than on other roads, but due to 
the high traffic volumes the total number of accidents is 
high) as well as to the increase of capacity and speed. 

The most frightening accident on freeways is the mass 
pileup of rearend collisions caused by weather conditions 
or by kinematic wave or shock wave at high traffic densities. 

The many concepts of useful communicated information 
were reduced to a longitudinal control system in light of 
the problems encountered in freeway traffic. Possible means 
of communication were investigated, and it was found that 
an infrared source-sensor appears to be a feasible system 
for longitudinal control if simplicity, cost, reliability, and 
automatic identification of the target (i.e., the leading car 
in the car-following situation) are considered to be the 
most important factors. 

Basically, two systems can be envisaged—a vehicle-con­
tained sensing and communication system and a system 
which is essentially part of the structure of the freeway. 
Both systems must include facilities for the vehicle as well 
as for the highway. The infrared ( I R ) system, which is 
essentially a vehicle-contained system, relies on a minimum 
of equipment added to the highway structure for guidance 
and lane coding. A continuous, roadway-contained, sensing 
and communication system must transfer information to 
the moving vehicles. This also requires some receiving and 
servo equipment in the vehicle. Thus, some special vehicle-
contained equipment will be necessary under all circum­
stances. 

The study reported in this chapter covers the basic prin­
ciples of any longitudinal control system and is valid for 
the vehicle-contained and for the highway-contained sensing 
and communication systems. 

Two different control functions appear to be most useful 
to achieve longitudinal control in traffic flow. These are: 

1. Duplication of the acceleration pattern of the lead 
vehicle by the trailing vehicle. 

2. Differential speed between the lead vehicle and the 
trailing vehicle. 

Both control functions are compatible with the I R system. 
A system based merely on the spacing of vehicles does not 
appear to be very promising, for reasons discussed later. 

SOME BASIC CONSIDERATIONS O F TRAFF IC FLOW 

Assume that an acceleration is applied to the trailing vehi­
cle after a time delay, T , to adjust its velocity to the velocity 
of the leading vehicle. N vehicles are traveling in a platoon, 
so that the (« -I- l ) th vehicle is following the nth vehicle. 
Also, let V„ (t) be the speed of the «th vehicle at time t, 
and V„ (t) its longitudinal acceleration. Then V„ (t + T) 
represents the acceleration of the wth car at time t + T. The 
factor T means that an attempt will be made by the trailing 
vehicle after some delay to adjust its speed to the speed of 
the leading car. I f the leading vehicle is decelerating the 
trailing vehicle will travel with the original speed for the 
time T before any deceleration will be introduced. During 
this delay time the gap between the vehicles will be reduced, 
and it is assumed that both vehicles will then decelerate at 
the same rate. The remaining gap size between the vehicles 
represents a safety factor. Absolute safety can be attained 
if the gap is big enough to allow the trailing vehicle to come 
to a safe stop when the leading vehicle hits a fixed object 
in the road. Marginal safety can be attained when the 
following car has time to react and by braking fully, can 
come to a safe stop behind the lead vehicle. In an emer­
gency both vehicles will skid to a safe stop with a minimum 
gap left between the vehicles. It is assumed that maximum 
deceleration will be the same for both vehicles and the 
accident situation, which may call for violent decelerations 
beyond the capability of a motor vehicle, is not considered. 
This, in fact, is the condition with regard to the spacing of 
vehicles which is frequently found in dense traffic on urban 
freeways. 

For both conditions (i.e., the safe traffic flow and the 
marginally safe traffic flow) traffic flow can be determined 
(9) . For safe flow, the separation between vehicles con­
sists of the distance covered, V T , during the reaction time, 
T , the actual braking distance, v-7(2 u g), and the distance 
between the centers of the stopped vehicles, n is the co­
efficient of friction and the gravitational constant, g, is 32 
ft per sec per sec. Let t be the combined time, consisting 
of making a decision and reacting. The safe spacing is then 

the flow is 

and 

J = ; - h V f -I- c 
2ug 

q = — — v(v-72^g +vt + c)-
s 

(47) 

(48) 

+ t (49) 
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from which 

and 

(50) 

v= \2\if;c (51) 

For n = 0.6 (dry pavement) and c = 20 ft, and for maxi­
mum traffic flow, V = 27.6 ft per sec. — 18.8 mph. 

The reaction time, T , has been determined to be in the 
range of 1 to 2 sec. Gazis, Herman, and Rothery (2) re­
port an average reaction time of 1.55 sec. Ohio State 
University observers informally report a mean reaction time 
of 1.4 sec. For the calculations in this report an average 
reaction time of T = 1.5 sec was chosen. Describing the 
reaction time will yield a higher maximum flow. 

For marginally safe flow the spacing is given by 

.V = V / + (• (52) 

and the flow by 

q=v(vt + c) • (53) 

The most important difference in the characteristics of 
safe and marginally safe flow is that an optimum speed 
can be determined for the safe flow whereas marginally 
safe flow has no optimum speed. E q . 53 shows that traffic 
flow increases with v and some value must be introduced 
for a maximum speed to arrive at a realistic value at low 
densities. Figure 51 shows the function of traffic flow 
against traffic density for the idealized conditions of safe 
and marginally safe traffic flow using an average reaction 
time of 1.5 sec. Also shown is the observed mean flow-
concentration curve for the Eisenhower Expressway in 
Chicago. No reason can be given as to why traffic is 
moving slower at higher densities than would have been 

necessary for safe flow with the rather long reaction time 
assumed. 

The individual driver is probably more interested in 
a reduction of the trip time than in thê  magnitude of total 
traflic flow. Figure 52 shows traffic flow as trip time; 
it appears to be very significant that the trip time can be 
reduced by almost 57 percent if a 10 percent reduction 
of .the traffic flow can be accepted. The obtainable traffic 
volume, however, is rather low, as the assumed conditions 
meet the requirements for safe flow spacing. 

It has been said before that reducing the reaction time 
will bring some increase in safe traffic flow. Figure 53 
shows traffic flow as a function of reaction time; it can be 
seen that in adopting the standards for "safe flow" (i.e., 
sufficient space between vehicles to allow for a safe stop of 
the trailing vehicle even if the lead vehicle should hit a fixed 
object on the road) rather low traffic volumes can be ob­
tained even with an unrealistically short reaction time. This 
flow would be reduced by another 10 percent to get more 
acceptable trip times. The eflFect of different reaction times 
from 0.5 to 1.5 sec is shown by three flow concentration 
curves m Figure 54. A desirable speed of 50 mph would 
reduce these values by about 15 percent if the very safe 
flow conditions are to be maintained. It is interesting to 
note that traffic conditions in the New York tunnels, 
where maximum flow combined with highest safety stand­
ards must be maintained, are similar to the conditions 
described before. The average speed in these tunnels is 
about 20 mph at high traffic volumes. 

Marginally safe flow is extremely sensitive to a reduc­
tion time, especially at higher speeds (Fig. 55) . Grime 
( / ) measured a mean value of about 0.7 sec for an alert, 
ready driver to depress the brake pedal after an expected 
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Figure 52. Traffic flow vs trip time. 

stimulus under an information load corresponding to city 
driving. Thus, for the average driver a range in T from 0.7 
to 1.5 sec appears to be a reasonable assumption. Figure 55 
shows that this range can produce a marginally safe traffic 
flow from about 1,900 to 3,400 vph per traffic lane. 
Sensing and communication between vehicles will most 

likely produce a uniform and considerably reduced re­
action time, T , depending on the sensitivity of the system. 
Although little gain in traffic volume and velocity can be 
expected from a system relying on the safe flow concept, 
considerable gain in volume and velocity can be expected 
from a marginally safe system. The increase in traffic 
flow in such a system is a function of T and the velocity, v. 
Figure 56 displays these functions for T = 1.5, 1.0, and 
0.5 sec. It can be seen that the gain in volume is rather 
small for velocities over 50 mph at reaction times of 1.0 
and 1.5 sec. A reaction time of T = 0.5 sec, however, 
still provides substantial gain at velocities over 70 mph. 

CONTROL S Y S T E M S 

It has been said previously that basically two different con­
trol systems are possible, as follows: 

1. Acceleration control; i.e., the following car dupli­
cates the acceleration pattern of the lead car after a 
delay (reaction time, x). 

2. Differential speed control; i.e., a system which con­
trols the velocity of the trailing car so that the speed dif­
ference between the leading and the trailing cars becomes 
zero. 

Acceleration Control 

It has been shown that the gain produced by a sensing and 
communication system for safe flow condition is rather 
small. Therefore, the acceleration control system will 
only be discussed for marginally safe flow. 

Figure 57 shows the time-distance diagram for two 
vehicles traveling at a marginally safe spacing. Consider 
the two cars of zero length separated in steady flow by 
a distance vt. The vertical separation of the two paths iS 
then t, a constant, and the horizontal separation is vt, which 
changes with the velocity. 

If the lead car undergoes an acceleration, the following 
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car duplicates the acceleration a time, T , later. I f the 
initial spacing is vt, it duplicates the lead car's acceleration 
at the same point on the road. The vertical spacing, T , 
however, will not change. Adding a constant spacing, Sj, 
the spacing in a traffic jam condition to account for the 
length of the vehicles, yields that an initially marginally 
safe spacing 

! ! = V t + Sj (54) 

remains marginally safe as long as the lead car does not 
reverse its velocity. 

Consider vehicles in a traffic lane starting to move from 
a jam condition with the spacing Sj and v„(/) —0 for 
0 < t < nr -with v„(0) = 0. The movement is controlled 
by the acceleration control system as described before and 

2000 

vAt + r)=v„_, ( 0 (55) 

Then 

I ' v„(p + T ) d p = j ' ^ v „ . , ( p ) d p (56) 

where p is a dummy variable of integration. The right-
hand side of this equation is v„_, ( 0 — v„_i (0) . To inte­
grate the left-hand side, let u (p) = v„ (p + T ) S O that 
u (P) = v„ ( p + T ) and 

j v „ ( p + r ) d p = u ( p ) d p = u ( t ) - u { 0 ) = 

V„(r + r ) - v „ ( r ) (57) 

The integral applying the foregoing boundary conditions 
is then 

v„(t + r) = v„ , ( t ) , t > 0 (58a) 

which may be written 

v „ ( 0 = v„ , ( f - T ) , r > 0 (58/)) 

Integrating from the jammed state, the spacing between 
the (« — 1 )th and the nih car, s„(t), is the integral of their 
relative velocity plus the initial jammed spacing, Sj, or 

(P) -v„(p)]dp + (59) 

Using 

v „ ( 0 = v„ , ( r - T ) , t > r 

,(p)clp + f v„ , ( p ) d p -

(60) 

= j v„_,(p)dp + j v„ 

v„ t(p — T)dp (61) 

and under q — p — r 

^(p-T)dp 
j v„_^(p-T)dp= j v„ i(q)dq 

= j v„_,(q)dq + j v„ ,{q 

so that 

( p ) d p + , t > T 

)dq (62) 

(63) 
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Figure 54. Effect of reaction time on traffic flow at "very 
safe" levels. 

At any time for which v„ , ( / ) has been constant for the 
preceeding T sec, 

s,M = rv„.,(t) +s, (64) 

and for the steady state 

S„(00) = r V{C0) + (65) 

From these calculations it appears that the spacing 
compatible with acceleration control is the same spacing 
as derived from the marginally safe flow. This may be 
considered as the natural spacing for optimum traffic flow. 

Differential Velocity Control 

Assume that the velocity of the lead car is continuously 
available to the trailing vehicle and that the differential 
velocity, v„_, — v„, can also be determined continuously. 
The response of the trailing car is characterized by a lag 
time of the sensing and communication system, and the 
reaction time of the driver, if it is used as a driver aid 
system. 
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The system responds to the relative velocity between 
cars traveling in a platoon in accelerating or decelerating 
trailing vehicles at a rate proportional to such relative 
velocities between vehicles. Then 

v„(r + T ) = X [ v „ . , ( < ) - v „ ( 0 ] (66) 

in which \ is the constant of proportionality. Stability 
of the flow is an important consideration for longitudinal 
control systems. Appendix D gives the considerations 
and the mathematical treatment of the stability problem, 
which, for an essentially sinusoidal variation in the speed 
of the leading vehicle, leads to the conclusion that the 
amplitude of the variation will be amplified as it passes 
from car to car down the traffic stream unless 

2 X T < 1 . (67) 

Figure 58 shows the maximum "marginally safe" flow 
for velocities of 20, 40, and 60 mph with differential 
velocity control when the stability condition (Eq. 67) is 
satisfied. It can be seen that only reaction times of less 
than about 0.8 sec will produce results which are of in­
terest for the increase of present traffic capacities. 

The natural spacing of vehicles can be determined in a 
similar way as this has been done for the acceleration con­
trolled system. Assume a platoon of vehicles in a traffic 
lane beginning to accelerate from a jam condition with 
the spacing, Sj, to a velocity according to the governing 
equations of relative velocity control. The spacing, s„, 
between the nth and the (n + 1 )th car is then 

If k is chosen to just satisfy the stability condition 2 X T = 1, 
the minimum spacing satisfying this condition is 

(69) 

or, in a general form. 

••S, + 2T v „ ( f + T ) 

s = Sj + 2TV (70) 

"At) (68) 

m which T is the average response (reaction) time. 
Defining the steady flow density as A: = l / s , the volume 

is then q—vk. Figure 59 shows the stable natural flow 
as a function of velocity for different reaction times. It 
can be seen that only a small increase can be obtained 
at speeds over 40 mph and reaction times longer than 
0.7 sec. Shorter response (reaction) times can lead to 
a considerable increase, and with T = 0.4 a traffic volume 
of 3,500 vph per lane has been calculated for a speed of 
60 mph. Figure 60 shows the range in traffic volumes 
with different reaction times and the resulting traffic 
density in vehicles per mile per traffic lane. 

Comparing relative velocity control with acceleration 
control it can be seen that the natural spacing for relative 
velocity control is twice that for acceleration control, and 
the resulting traffic volume is half that of the volume 
obtained at equal speeds with acceleration control. 

Distances between vehicles calculated as the natural 
spacing have been termed as marginally safe, although 
the spacing reduces to the jam spacing before the speed 
of the following vehicle is reduced to zero. For practical 
applications, an additional safety factor might be intro­
duced with the kj spacing, and the volume will then be 
somewhat less than the "natural" flow shown in the 
diagrams. 

Marginally Safe Flow As A 
Function Of Reaction Time 
at Vanous Speeds 

c = 2 0 f t 

v = 40 mph-i v = 60mph 

V =20 

0 4 0.6 Q 8 10 12 14 
Reaction T ime.T , sec 

2 0 

Figure 55. Effect of reaction time on traffic flow at "marginally safe" 
levels. 

PROPAGATION O F D ISTURBANCES 

It has been pointed out previously that improvement in 
traffic capacity from a relative velocity control system 
begins with reaction times smaller than about 0.7 sec. 
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Figure 5 6 . Effect of speed on traffic flow at "marginally safe" levels. 
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This suggests that automatic relative velocity control should 
be the aim of the whole development. For such a system, 
however, the propagation of disturbances will be of great 
importance. This problem has been considered in more 
detail in Appendix D , and only an indication of the method 
and the results is presented here. 

Considering a most sensitive relative velocity control 
system with no delay in reacting to speed changes of the 
lead vehicle, traffic flow will be governed by 

v „ ( 0 = X [ v „ _ i ( / ) - v „ ( / ) ] ( 7 1 a ) 

which may be written as 

v i ( 0 = X [ v „ ( / ) - v , ( f ) ] ( 7 1 6 ) 

or 

v , ( 0 + X v , ( 0 = X v „ ( 0 ( 7 1 c ) 

in which v„(/) is the forcing function and v, ( / ) is the 
system response. Multiplying through by an integrating 
factor, e^', gives 

d 

TiME.t 

dt 
le>^i v , ( 0 ] = X e ^ ' v „ ( / ) 

which, with v, (/„) = a „ readily integrates to 

e '^ ' v , ( f ) — eH,a, = X f e^i>Va{p)dp 

( 7 2 ) 

( 7 3 ) 

or 

e ^ ' P - ' i Vo{p)dp ( 7 4 ) 

In a platoon of cars this value of v^it) then becomes the 
forcing function for the second car; i.e.. 

Tfioifino Velticle 

t - Constant 
Lead Vehicle 

DISTANCE, X 

Figure 57. Time-distance diagram for two vehicles traveling 
at a "marginally safe" spacing. 

which is integrated in the same way for t > to with 
^ - ( ' o ) =o-2. Repeating this process n times yields the 
velocity for the nth car, or 

v „ ( f ) = X [ v „ . i ( 0 - v „ ( f ) ] 

A simpler solution can be obtained if 

v , ( 0 = V o ( l - X - > \te-^') 

( 7 6 ) 

( 7 7 ) 

v , ( 0 = X [ v , ( 0 - v , ( 0 ] (75) 
corresponding to the first car braking from the steady 
speed, v,„ momentarily coming to rest, and then acceler-
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— V=40 60 mph 

A Fur ction Of f eaction Tir ne 

— V=40 mpn\ \ 

'0 mpfN. 

0 0.2 0 4 0.6 0 8 10 1.2 14 16 
Reaction T i m e , T , sec 

Figure 58. Effect of reaction time on traffic flow at the naturally .stable level. 

18 2 0 



78 

4 0 0 0 | 

3 0 0 0 

« 2CXXD 

1000 

I 1 
Relafive Veiocify Control 
Stable Natural Flow As 
A Function Of Velocity 
For Selected Reaction 
Times 

0 4sec 

T= 0 7 s e c 

r = / .Osec 

r=l 5 sec 

30 40 
Speed , V , mph 

Figure 59. Effect of speed on traffic flow at the naturally stable level. 

ating slowly to the original speed, v„. If the following cars 
are all traveling at speed Vg originally, 

(^0" . . A < v „ ( 0 = Vo 1 - X - 1 e>^- (78) 

is the velocity program of the following cars under relative 
velocity control with no reaction delay. This result is 
obtained by the iteration process of the general solution. 

(79) 

This is a Poisson distribution function, and the resulting 
distortions in the velocity of vehicles traveling in a pla­
toon may therefore be called a Poisson wave. Figure 
61 shows a sequence of graphs illustrating how this wave 
propagates. It can be seen that only the first vehicle 
comes to a full stop as required by the foregoing condi­
tion for E q . 78. The second vehicle reduces its speed to 
20 percent, the third to about 30 percent, and the fourth 
to about 40 percent of the original speed, and after 10 
sec the steady-flow condition will be reassumed by the 
first five vehicles. Disturbances in a relative velocity con­
trolled system do attenuate if the stability condition 
2 X T < 1 is maintained. 

Other velocity controlled systems may be simulated 
by using the appropriate reaction (response) time. 

By its very nature, the acceleration control system does 

not provide any attenuation of disturbances. It can be seen 
from Figure 57 that disturbances do not travel along the 
road in such a system, but can be expected to remain 
stationary in relation to the road. More research will be 
necessary on the subject. It appears, however, from the 
results obtained so far that high traffic volumes can be 
obtained from quickly responding, non-attenuating, ac­
celeration control systems, whereas the slowly responding, 
attenuating, relative velocity control system will yield 
much lower possible traffic volumes. It hardly must be 
emphasized that a self-dampening system is desirable 
because amplified disturbances might well lead to the 
demanding of acceleration values beyond the capability of 
a motor vehicle. Even a non-attenuating system without 
any amplification can produce rather uncomfortable riding 
characteristics. 

It appears that the answer lies somewhere between the 
two control systems. Considering a control system under 
which the following car's acceleration after a delay, T, 
is given by a linear combination of the lead car's velocity 
and acceleration, 

v„it + T ) = Kv„ , ( 0 + X [ v „ i ( 0 - v „ ( f ) ] (80) 

with K and X constant. 
The evaluation and transformation of this equation 

(see Appendix D ) leads to the approximate definition of 
the flow region accessible by combined acceleration and 
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Figure 61. Time sequence illustrating propagation of a single 
Poisson wave. 

relative velocity control. Figure 62 shows that area for a 
uniform reaction (response) time of T = 0.6 sec. • The 
proportion of acceleration control is indicated by the 
factor K; 0 < K < I. It can be seen that the range is 
from more than 2,000 vph per lane at 30 mph and full 
relative velocity control to more than 4,300 vph per lane 
at 60 mph and full acceleration control. The speed 
range from 30 to 60 mph has been chosen because it 
appears as a feasible range with the present design 
standards of urban freeways. 

HEADWAY CONTROL 

The prototype which has been built making use of the 
IR system employs headway measurement in addition 
to relative speed control, and it appears desirable to dis­
cuss the problem of headway control more in detail. 
Headway control of the I R system was designed as an 
additional safety factor to aid differential speed control. 
Its purpose is twofold, as follows: 

1. Headway control is employed to compensate for any 

drift in the electronic system. If the trailing car assumed 
a slightly higher speed than the leading car, caused by some 
slight error, the trailing car would finally reduce the 
headway to zero if both vehicles are traveling at a constant 
speed. To maintain a collision-free flow, however, a 
minimum spacing (i.e., the natural spacing) must be 
observed. Furthermore, the natural spacing reduces to 
the jam spacing before the speed of the following car 
vanishes. Under this condition, no space would be left 
theoretically between the bumpers of vehicles traveling in 
a platoon. 

2. The second consideration takes care of the possibility 
that any automatic system will most probably be introduced 
first as a driver aid system. Some possibility must be pro­
vided to set the headway in accordance with his driving 
attitude. 

These two aspects are taken care of by the headway 
control provided in the prototype of the I R system, al­
though this control parameter is only a secondary function 
of the system. 

It is of some interest to consider a system which is 
based on the desired spacing between successive vehicles. 
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FLOW REGION ACCESSIBLE BY 
COMBINED ACCELERATION AND 
RELATIVE VELOCITY CONTROL 

0 6 sec 
264 veil/mi 

No Attenuation of 
Disturbances 

Increasing 
Attenuation of 
Disturbances 

100 200 
k, Concentration, veh /mi 

300 

Figure 62. Area of flow-concentration diagram available for a 
uniform reaction time of 0.6 sec. 

Then the spacing is proportional to the speed of the fol­
lowing car, and 

v„(t)=Mlx„_,(t)-x„{t) - c ] (81) 

in which c is a factor depending on the length of the 
car. Appendix D describes the theory of such a system, 
and only the consequences in controlling vehicle move­
ment by headways are discussed here. 

I f spacing is in error of only one car length in a head­
way controlled system, the acceleration demand for the 
following car will increase to almost 60 ft per sec per sec. 
Such accelerations are clearly beyond the capability of 
present motor vehicles. Weakening the response leads 
to a reduction of the dampening characteristics, and will 
lead to overshooting and oscillatory movement. It ap­
pears that such a control system will produce, to say the 
least, a rather unpleasant ride and appears to be unac­
ceptable for road traffic. 

CONCLUSIONS 

The theoretical investigation of control systems has shown 
that considerable improvement in traffic flow and traffic 
safety can be obtained with the help of a longitudinal 

control and guidance system. The range of possible 
improvements in traffic flow appears to be determined by 
relative velocity control at the lower end and duplication 
of the acceleration pattern of the leading car at the upper 
end. Other considerations are the stability of the control 
system and the attenuation of disturbances propagated 
along a platoon of cars. It has been found that a relative 
velocity controlled system will be stable if 2 X T < 1, and 
that disturbances will attenuate in such a system. An 
acceleration controlled system can be expected to be 
stable insofar as shock waves will not be formed, and 
disturbances will not be amplified if certain conditions in 
the spacing of vehicles and in the response of the system 
are met. Nevertheless, every disturbance will be propa­
gated along the platoon of moving vehicles. 

It appears that the solution to the problem of longi­
tudinal control will be between the two extremes of rela­
tive velocity control and acceleration control. More re­
search, and especially field tests, will be necessary before 
a final answer on the required attenuation of disturbances 
can be given. 

For traffic safety, two possibilities have been studied— 
the "safe traffic flow," which will provide a safe stopping 
distance for the trailing car even if the leading vehicle 
should suddenly hit a fixed object in its traffic lane; and 
the "marginally safe traffic flow," which assumes that all 
vehicles traveling in a platoon can come to a stop and 
no rear-end collisions will occur, if the maximum possi­
ble deceleration is applied to any one of the vehicles 
in the platoon. 

Using "natural spacing" as required by the control con­
ditions, it appears that rear-end collision can at least be 
reduced, if not completely avoided, for normal traffic con­
ditions with the acceleration and the relative velocity 
control system. More research on the subject will, how­
ever, be necessary to determine the minimum spacing 
which must be added to the natural spacing for optimum 
safety. This will reduce the maximum traffic flow some­
what for both systems, but the reduction is expected to 
be small. 

Mean reaction times around 0.5 sec are not uncom­
monly reported. Should further studies indicate that 
this mean reaction time may be achieved with a suitable 
driver aid system for longitudinal control, these calcula­
tions indicate that a traffic capacity of 3,000 to about 
4,000 vph per lane may be achieved, satisfying the neces­
sary stability conditions and a reasonable attenuation 
(/l = 0.8) of disturbances in the flow. 

More research will be necessary to determine the con­
ditions which will provide sufficient stability. It also 
appears desirable to test the I R system in platoon move­
ments of about 10 vehicles. So far, all road tests have 
been carried out with only two vehicles. 
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APPENDIX A 

VEHICLE INSTRUMENTATION 

Research efforts reported herein were accomplished for the 
most part on Interstate expressways. Extensive use was 
made of two highly instrumented vehicles. This discussion, 
however, emphasizes one of the research vehicles, an instru­
mented Chevrolet (Figs. 1 and 2 ) , because of its repre­
sentative characteristics and because it played the major 
role in this research. The following discussion considers 
each of the principal systems and characteristics of this 
vehicle, and discusses comparable systems in both ve­
hicles when they differ substantially. 

EQUIPMENT POWER 

The nature of the recorder used in the first experimental 
vehicle necessitated several hundred watts of 110-v, 60-
cycle power. This was obtained through use of a motor-
generator set mounted in the rear of the vehicle. A stand­
ard electric fuel pump with a pressure regulator provided 
the necessary gasoline from the vehicle's fuel supply, and 
a flexible tube and muffler vented the exhaust through the 
rear window. 

The Chevrolet (second vehicle), however, was equipped 
with both 12-v and 24-v dc alternator systems driven di­
rectly from the vehicle's engine, each capable of supplying 
100 amp at or near engine idle. Lead-acid storage batteries 
served as ballast in these dc systems. Al l requirements 
for 100-v ac power in the Chevrolet were met with solid-
state inverters. 

RECORDING EQUIPMENT 

All major recording requirements were met with oscillo­
graph recorders; a 6-channel Honeywell Visicorder was 
employed in the first vehicle, and a 50-channel Consoli­
dated Electrodynamics Corporation recorder (Fig. 2) was 
used in the second. Supplemental voice recording and 
single-channel, low-frequency dc recordings were per­
formed with a Bell 4-track stereo tape deck. 

The use of oscillograph recorders has several major 
advantages: (1) a visual record is obtained, particularly 
important when doing exploratory research; (2) each 
channel can be monitored as it is recorded; (3) no addi­
tional equipment is necessary to work with the recorded 
data; and (4) a permanent record is obtained at mini­
mum cost. 

INSTRUMENT POWER 

The majority of the transducers employed in these two 
vehicles required 10-v dc power, which was obtained 
from the vehicle power supply regulated to the desired 
accuracy by solid-state voltage regulators. 

T R A N S D U C E R S 

The type of transducer employed in this equipment was 
entirely a function of the signal being monitored. Al l 
control positions, such as steering, throttle, and brake, 
were monitored with conventional potentiometers in a 
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balanced bridge circuit suitable for that function. Other 
transducers included a dc tach-generator coupled to the 
speedometer cable to provide a voltage proportional to 
speed, accelerometers and jerk meters mounted in the 
appropriate planes of interest, and other specialized trans­
ducers as needed for specific applications. 

Figure 3 shows the "yo-yo" device used for measuring 
the headway and relative velocity of the instrumented 
vehicle with respect to the leading vehicle. In operation, 
the electric motor applies a frictional torque to a drum 
which has 600 ft of 0.005-in. silver alloy wire wound 
on it. The free end of this wire is attached to a leading 
vehicle. A potentiometer is gear-driven from this drum, 
such that its resistance changes in proportion to the 
amount of wire removed from the drum, while a dc tach-
generator provides a voltage proportional to the rate at 

which wire is withdrawn from the drum. These changes 
are, in turn, proportional to headway and relative velocity. 

WIRING U Y O U T 

Cables lead from all transducers, power supplies, and 
sensors to a central junction point in the rear (trunk) of 
the vehicle. From this point, instrument power and the 
transducer signals are distributed to the appropriate cir­
cuit board in the 40-board rack located at the rear of 
the vehicle's passenger compartment. Here, one board 
contains the signal processing equipment for one of the 
channels being recorded. Leads then connect from this 
module board rack to the adjacent recorder. Al l auxiliary 
equipment is connected to and gets its power through 
the central junction point in the rear of the vehicle. 

APPENDIX B 

DIFFERENTIAL MODELS RELATING TO INTERVEHICULAR COMMUNICATIONS 

A number of analytic models or mathematical representa­
tions of vehicle flow and physical phenomena have been 
suggested as having possible relevance to studies of inter-
vehicular communication. This appendix reviews several 
of these models and discusses their applicability to com­
munication problems. Emphasis is given to differential 
follower models, fluid flow analogies, and kinematic wave 
representations. 

DIFFERENTIAL FOLLOWER MODELS 

Attention is directed initially to the single-lane dynamics 
of pairs of vehicles as shown in Figure B-1, in which 
H represents time or distance headway. Let A'„(/), X'^^t), 
andA^"„(r) denote the position, velocity, and acceleration 
of car n at time t. Then if T is reaction time, H'^^^it + T) 
is the relative velocity of car n -j- 1 at time t + T. 

General differential followers are written in at least three 
forms: 

X"„ = f(H„,X'„.H'„,H"J (B- la ) 

X'„ = /(«„, H'„, H\, X\, X\.,) (B-1 fc) 

H„ = f{X'„. X"„, X'„_„ X"„_,) ( B - l c ) 

Some authors (e.g., / ) have included other factors, such as 
response to brakelights, in their general models, but there 
is no known attempt to include these sorts of factors in 
analytic solutions or in experiments. 

As can be seen, the forms listed are nearly equivalent. 
For example, Kometani and Sasaki (2) worked with 

X„U - T ) - X„,,U - T ) = A ^ V C - T) 
+ B' ( t - T ) + B X„^^(t) + bo (B-2) 

in which bg is a constant accounting for car length and 
minimum tolerable motionless headway, whereas Helly (1) 
used 

X\{t + T)^C, X\i^O) - X'„(t) + C, X„.At) 
- X M - D (B-3) 

in which D is desired moving headway. The two expres­
sions differ only in the functional forms by which X, X', 
X" are represented. The first form ( E q . B-2) employs a 
quadratic velocity term, whereas E q . B-3 includes accelera­
tion in the termJD. 

These differential followers are simply time-dependent 
differential equations relating position, velocity, and accel­
eration of one car to (usually) its predecessor. Their justi­
fication in every case rests with the degree to which they 
conform to real data. Thus, the different forms which have 
been used are simply attempts to pick the functional com­
bination which best fits automotive behavior. 

Pipes ( i ) , and Chandler, Herman, and MontroU (4) 
were among the first to use differential followers. They used 
models of the form 

X'„ = m„) (B-4a) 

and 

X \ = / ( / / „ , / / '„) (B-4fc) 

respectively. The Chandler et al. experiments determined 
the constants multiplying H„ and H'„. Their results indi-
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cated a very low correlation between X"„ and H„. Thus, 
being able to neglect either X"„ or H,„ they dropped H„, 
and obtained a perfect differential of the form 

X"„(t)=AH'„{t-T) (B-5«) 

which conveniently integrates to 

X'„ = A ' H A t - T ) {B-5h) 

a linear relationship. Kometani and Sasaki independently 
selected a similar form, obtained as a result of considering 
the distance car n would travel in time T, plus the distance 
it travels in stopping from a given V, and subtracting the 
distance which a slower leading vehicle moves over the 
same time. 

Linear relationships of X',, and H„ do not yield stability 
or other proper behavior in mass flow. They suffice only 
for small variations in velocity and are unrealistic in that 
no upper (or lower) limits are placed on X'„. In order to 
correct such weaknesses, Kometani and Sasaki developed 
the expression given by E q . B-2, which is of the general 
form 

H„=f(H',r.X'„) (3-6) 

Experiments using movie recordings were run under urban 
conditions (only two cars in the area, however), during 
which the behavior of a follower was forced by lead-vehicle 
velocity fluctuations. Coefficients for E q . B-2 were ob­
tained for two speed ranges; these values are given in 
Table B-1. 

The factors of interest are the low dependence on 
squared velocities, and the shift in "reaction time" between 
the two speed classes. These experiments were accom­
panied by a Fourier analysis of the speed fluctuation of the 
following car when the lead car undergoes sinusoidal 
variations in velocity. They assumed the motion of any 
vehicle, n, is represented by 

X„{t) = V„ + Z(t) (B-7) 

The input (lead vehicle) is 

Z ( 0 = 5 sin wt (B-7a) 

and the motion of the followers is a series of the form 
Y(t) {= velocity) = sin (wr — $,) 

+ A,s\t\(wt-^,)+ (B-8) 

A consequence of this analysis was that spacing will in­
crease or decrease according to the linear form Vi 
[aS- + j 8 ^ " | A„'], where S and A are obtained from fre­
quency analysis. 

Differentiation of the quadratic follower yields 

H'„(t) = 2a H'„it - T ) + B X"„{t - T) (B-9a) 

or. more generally, 

A / / ' „ ( r ) = C A " ' „ ( 0 (B-9A) 

which suggests that velocity changes over an interval of 
length T (reaction time) are proportional to following 
vehicle acceleration at the beginning of the interval. This 
certainly seems reasonable when T is small with respect to 
vehicle dynamic changes. It also provides a simple means 
of verifying the differential follower. From Table B-1 the 
empirical value of T, which is 0.5 sec, can be imposed on 

car n + 1 

( X X X ) ( X X X ) Direction of Flow 

Figure B-1. Geometry of two vehicles following in single lane. 

the time axis of the Ohio State University test vehicle out­
put. It appears from inspection that the velocity curve 
could be closely approximated by linear pieces of length 
0.5 sec. In this respect the Kometani and Sasaki formula­
tion (Eq . B-2) appears to be empirically testable. 

The form V"„(t) — f(H'(t — T)), mentioned earlier, 
has been investigated by Herman and Potts (5 ) , who em­
ployed linear, two-piece linear, and inverse headway forms. 
Experiments by Chandler, Herman, and MontroU (4) con­
firmed the inverse rule as being the best of the three. The 
tests were conducted at General Motors and in the New 
York tubes. In each experiment a least-squares fit of A 
(the determined value of the constant in E q . B-5fl) as a 
linear function of H„{t— T) calculated as the mean spac­
ing was completed. Although the fits were not exceptionally 
good, it did not appear that nonlinear functions would 
yield improvement. The slope, .i4o of the least-squares 
function was employed as the coefficient in the inverse 
rule; i.e., 

X'\{t) =A ( B - I O ) 

The value of A„ varied somewhat with each set of runs. 
It seems to increase with the average velocity of the runs, 
which suggested that improvement might be obtained if it 
was a function of X'„. The value ot Af, can be considered, 
at best, a statistical property. By the nature of its derivation 
it is a macro quantity (i.e., gross flow measure) more than 
a micro (i.e., based on single-car properties). In the plot 
presented for the Lincoln Tunnel tests, the derived A„ is 
20.3 mph, but calculation shows that for certain single 
runs in that series the constant, A, took values of 8 mph and 
of 41 mph. There thus appears to be nothing binding 
about A„\ i.e., it is a statistical quantity. Some slight 

T A B L E B-1 

C O E F F I C I E N T S FOR KOMETANI AND SASAKI 
D I F F E R E N T I A L FOLLOWER EQUATION 

VALUi; FOR 

COEFF. VLL. < 30 MPH 25 MPH < VEL. < 50 MPH 

A —B' —B' 
B' 0.00028 sec-7m 0.0085 sec-7m 
B 0.58 sec 0.78 sec 
T 0.5 sec 0.75 sec 
h 4.13 m — 
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additional insight regarding /!„ can be had by considering 
the alternative form of the inverse H follower. Integrat­
ing the X"„ form yields 

X'„(t) = V = A„\n{H{t)/L) (B-11) 

in which L was chosen as car length because H is measured 
from front to front of cars. Thus, for the Lincoln Tunnel 
case, H = 2.7L, or about 30 to 35 ft, results in a velocity 
of 20.3 mph on the average. 

The velocity form of the relation is of further interest 
in that the authors comment favorably on the close rela­
tion of their A^ values with the velocities reported and 
derived for maximum flow in the New York tubes. The 
flow relation derived by Greenberg (6) is 

q^C K \n(,K/K) (B-12) 

in which C is similar to /1,„ is jamming concentration, 
and K is the independent variable (in this case concentra­
tion). Comparison of E q . B-11 with E q . B-12 makes it 
reasonable to state that q — flow = Vd, where d is the 
density of cars. It seems extremely reasonable to define 
jamming concentration, Kj, as that concentration where 
cars are bumper to bumper; i.e., where H = L. Density 
equals headway divided into some unit of length. Thus, 

and 

Setting 

K, = C/L 

K = C/H 

(B-13a) 

(B-13ft) 

Vd=dAo l n ( « / L ) = d Ao ln ( |7^ ) = ̂ » d \n{K,/K) 

yields 

(B-14) 

(B-15) q = A„K\n(Kj/K) 

since, by definition, d = K. 
That various investigators have found their functions to 

fit better when the coefficients correlating H and X" are 
very small is not at all surprising. This is especially the 
case in view of the fact that the other relationship usually 
correlated is H' vs X". By several lines of argument, 
there must be a high correlation between H and X', which 
implies a high correlation between H and H'. 

It is clear that, for car-following, the distance average 
velocity must be the same for all vehicles involved. The 
more precise the given headway relationship desired, the 
more the followers must match velocities. Discrepancies in 
velocity in car-following are linearly related to changes 
in H, with the constant multiplier being time. A similar 
relation exists between H' and X", but there need not 
be such a relation between ends of the chain (between 
A"'and/ / ) . 

One way to evaluate A", H relationships is to consider 
the constraints which act on X". Consider the car-following 
option: I f A", > X'„ the restrictions are vehicle decelera­
tion capability and collision avoidance. The latter con­
straint can be handled by assuming that X\ is not chang­
ing. The constraint then becomes 

where 

X".t = H' 

tH' <H 

If it is assumed that under the conditions H' is 
average value, 

l/t>H'/2H 

which yields 

X",> 
2H 

(B-16a) 

(B-166) 

twice the 

(B-17) 

(B-18) 

A plot of this restriction for several values of H' and 
H is shown in Figure B-2. Note that such a constraint 
comes into play only when the driver chooses to use the 
minimum X" for a given (//, / / ' ) pair. Any values of 
A"'a greater than these minima can be used at any point 
of the space above (to either the left, or above, or both) 
the minimal point. The similarity of this X" constraint 
to certain car-following models is clear. 

The next consideration must be what it is that a 
driver does when he attempts to maintain / / ' or H" at 
some value. Assume that a non-zero H" exists, and that 
he wants to keep a zero / / ' . Given this situation, there 
are at least three ways in which the driver can obtain 
H' and H" information. He can use vehicle cues, such 
as exhaust smoke or car tilt. He can use lead-car en­
vironment, such as rate of passing roadside objects. 
Finally, he can use his estimations of H and its derivatives. 
(The important additional source of information, ex­
pected lead-car behavior, has been temporarily neglected.) 
Any information the follower obtains about H" from 
purely H data must come from his extracting time derivi-
tives of H. In terms of task load, however, it is noted 
that if the driver is to obtain actual H" data, he must 
by the continuity theorems sample H at a very high rate 
—in fact, nearly continuously. Even then, he is likely 
to develop gross errors if there are any errors in his 
headway time data. In order to match accelerations, the 
driver must watch the lead car continuously. Such a 
process is unlikely, and becomes even more so when one 
considers the rapid changes that occur in X". We are 
thus led to expect that if the driver uses H data for 
knowledge of X'\ or H" he probably does so in a gross 
fashion. That is, he literally compares one headway with 
another taken a bit later and makes an estimate of the 
resulting / / ' . Taking a third point and comparing the 
two intervals can give him an estimate of H". Note that 
the latter estimate is unnecessary unless very precise H 
is required, or unless the lead car is stopping rapidly. (In 
the fast-stop case, there are so many cues and changes of 
such large magnitude that H' estimates are hardly neces­
sary.) The control process as it is now described is at 
all times a function of threshold of detection, which is 
in turn a function of X', X", H, H', and / /" . With the 
foregoing considerations as a guide, it should be possible 
in some cases to write relationships and constraint equa­
tions relating to sampling rate, situation dynamics, and 
reaction times. 
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M O D E L S B A S E D O N F L U I D F L O W 

Models based on fluid mechanics and kinematics are use­
ful when treating instability of traffic flow and go a long 
way toward isolating critical variables in traffic flow 
which do not involve the human factor. 

The best known fluid analogy is that by Greenberg (6 ) , 
in which the flow density relationship previously men­
tioned (Eq. B-12) was developed. Imagine a length of 
pipe whose diameter changes at various rates with respect 
to the distance, S, from one end. To say the flow through 
this pipe is treated as one-dimensional is to say that 
diff'erences in forward velocity across the diameter are 
neglected; i.e., at any point on any diameter the velocity 
vector parallel to the axis of the pipe is the same as any 
other. It should be noted that the possibility of a changing 
pipe cross-section has not been eliminated. Traffic flow 
models all use one-dimensional flow, and in particular are 
strictly concerned with laminar flow. (Indeed, there is 
but a single layer of particles.) If the fluid is compressible, 
use may be made of thermodynamic descriptions such 
as isothermal, adiabatic, or isentropic, all of which are 
conceivable by analogy in traffic flow. 

The basic equations governing pure fluid flow include 
a continuity equation, a momentum equation, an energy 
equation, an equation of state, a thermodynamic relation 
such as isentropic behavior, and others relating to spe­
cific situations. For steady flow, the continuity equation 
takes the form 

11 = 50' 

K, K, / I , = X , V.A., (B-19) 

whereas for unsteady flow one must include provision for 
changes in density (at a point) with time, resulting in 

(B-20) 

Both the energy and the momentum equations are de­
rived from Newton's second law, and are thus some­
times lumped under the title "motion equation" when 
the differential form is used. This form can be obtained 
by considering an element of fluid in the pipe, and 
equating forces on it with its acceleration. One obtains an 
expression of the form 

> ^ ^ . + c o s ^ + ^ ^ = 0 
G ds a 

(B-21) 

The cos 0 term is concerned with gravitational effects for 
streamlines at an angle of 90-6 with horizontal, and is 
dropped for applications to traffic under an assumed 
level flow. The symbol G is usually written as gamma, 
the specific mass, and when E q . B-21 is multiplied through 
by the gravitational force, g, gives 

K cIs 
+ = 0 (B-22) 

where K is density. Inasmuch as is the particle ac­
celeration along a streamline. 

K ds 
(B-23) 

This result (Eq. B-23) involves assumptions of steady. 

H'2 20+ 

H = 250' 

15 22.5 30 37 5 45 

Relative Velocity H', mph 

Figure B-2. Behavior of acceleration constraint (Eq. B-18) as 
a junction of H and W. 

frictionless flow, the latter of which presents no difficulties 
to traffic models. 

The remaining unexplained form is pressure, p. Pressure 
imposes problems for analogy, and must be handled by 
introducing a momentum equation for a particle of fluid, 

S f - = A : G ( K . „ „ - F i „ ) (B-24) 

in which 

F = force on particle (in this case, horizontal); 
K = density; 
Q = volume flow of fluid through a small rectangle; 

V„„f = fluid velocity out (downstream end) of rec­
tangle; and 

K j „ = fluid velocity in (upstream end) of rectangle. 

It is desired to use E q . B-24 to derive necessary conditions 
for small discontinuities of flow. By considering flow 
on both sides of a discontinuity of magnitude dK, dV, 
the continuity equation (Eq . B-19) yields 

KVA = {K + dK) {V+ dV) A (B-25) 

This reduces to 

KdV + VdK = 0 (B-26) 

and when applied properly to the momentum equation (it 
is assumed that the only component of F is pressure in 
the pipe) produces an expression for the velocity neces­
sary for formation of a shock wave; viz., 

V-^dp/dK (B-27) 

One can say that this is the velocity at which a small 
disturbance will travel through the fluid. Let this velocity 
be C, the speed of sound. Then 

dp = C- dK (B-28) 

yields 

V' = - \ / K dpids = - ( C - V A : ) {dKlds) (B-29) 

which Greenberg calls "the equation of motion of a one-
dimensional fluid." He calls C a "parameter that is de-
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termined from the state of the fluid." For example, using 
the assumptioris of an ideal gas, one gets C = g K RT, 
where the only non-constant is T, temperature. 

Implicitly, Greenberg solves the problem of unsteady 
flow by saying that 

V=V {s, t) (B-30) 

and putting everything into the differential form, 

"dV dV dK 
^ + C ^ - ^ - = 0 (B-31) 

a? 3.? 35 

Once this is done, it is possible to introduce the con­
tinuity equation again, and to obtain the relations 

iKdV/dK)- = C- (B-32a) 

du/dK = - C/K (B-32A) 

and 

(B-32C) F = C l n { K j / K ) 

It is imperative to note that this derivation included an 
assumption that V is a function only of density K. This 
is applied to the partial derivatives after account of the 
nonsteady equation of motion has been taken, and is thus 
not contradictory. Of course, it mandates 

V = f ( K ) (B-33) 

V = r ( K ) = f , { K . K') = f,(H. H') (B-34) 

Because nothing is introduced in the derivation to re­
quire an additional relation affecting V, the only un­
answered question is the function, f.^. This is what the 
fluid model supplies. It is now clear that the constant, 
AQ, used in differential followers is analogous—in fact, 
equal—to C^. 

It can be seen that the fluid model and the inverse H 
model are based essentially on the same assumptions. 
One added ingredient in the fluid model is the under­
standing afforded of C . A relevant comment here is that 
C depends on various variables of the system, these in 
turn being related to C depending on the assumptions 
made about the total system behavior. Recall the ideal 
gas relationship, whcih yielded C = {gGRT)'', where C 
is a function of the variable temperature. Temperature, in 
kinematic thermodynamics, is related to the energy level 
of a group of particles, which in turn is related to their 
squared mean velocities. Without more careful analysis, 
there is, at least, the implication that for traffic flow 
Af, should be made a function of mean traffic velocity. 

K I N E M A T I C W A V E S 

A unique treatment of traffic dynamics has been made by 
Lighthill and Whitham (7) using kinematic waves. It is 
of interest at this point primarily for the light it sheds 
on the work previously considered. 

A kinematic wave results from the assumption that 
flow can be described with a relation between density, 
distance, and flow; i.e., with a continuity equation alone. 
With the functional relationships in part yet undefined. 

3/ ^ 3 x 

One fact which follows from the form of this equation is 
that just one wave velocity exists for any set of con­
ditions. This is in contrast to most descriptions of flow, 
which involve other factors in addition to continuity. 
The more complex descriptions usually result in quadratic 
forms, which in turn result in more than one wave velocity 
for a given set of conditions. 

What is a wave? Admittedly, previous discussion has 
been directed to "ordinary flow" rather than waves. The 
theory of kinematic waves does not deal with ordinary 
flow, but considers pulses of flow. Imagine a long stream 
of cars passing through a section of highway, and suppose 
that all conditions are steady with the exception of the 
input flow. (Perhaps the input is controlled by a light, 
and the flow varies with the road which is being emptied 
into the section under study.) Then at any time and 
point (actually, subsegment) on the section, there will 
be a particular flow. By the assumptions mentioned, 
particular values of flow will "pulse" along the length 
of the segment. A kinematic wave is essentially a flow 
pulse. The set of waves is the set of differing flow values 
that travel along the study segment. With respect to 
the unitary wave velocity, the pulses travel in one di­
rection only; for other models one can get pulses travel­
ing in two. The direction of the waves is the same as 
that of the traffic flow, but the velocity is seldom as 
great. 

By assuming the possibility of writing a relation between 
q and K with x held constant, one can write 

_39_ 

dK 
(x a constant) 

which yields 

3f dx 

(B-36fl) 

(B-366) 

after multiplying the continuity equation through by C . 
This says that if q is to be constant one must have 

V = ^ = -C (B-31) 

and thus flow is constant on waves with velocity C . 
Because fluid velocity is given by V — q/K, C may be 
expressed as 

C = d/dK{VK) = V + KdV/dK (B-38) 

(B-35) 

if q is constant. In this form, C is a function of q. This 
form makes clear that the velocity of the waves will be 
greater or less than that of the stream velocity as dV/dK 
is positive or negative. In traffic flow, velocity is con­
sidered a decreasing function of K. It follows that one 
could easily make a few predictions about what would 
happen if ways are found to shift the value of dV/dK. 

Kinematic waves, it will be noticed, are actually pulses 
of flow, and should not be confused with shock waves 
such as those treated in fluid mechanics. The kinematic 
theory does, however, provide a means of considering its 
own form of shock wave, one which is entirely analogous 
to fluid mechanic shock. By application of the same 
basic rules (continuity) to the conditions involving one 
wave's overtaking another, one can find an expres-
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sion for kinematic shock wave velocity. Essentially, 
for the flow to transition from one wave to another 
of different flow, we must equate shock velocity, U, to 
\q/^K. Thus, shock velocity is {q, — q,)/{K.. — Ki) 
when two waves are involved. 

If a flow-density curve is available, techniques are 
available to determine flow velocity, wave velocity, and 
shock velocity when something is known about the en­
vironment. Several of these are described in the references. 
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APPENDIX C 

RELATIONSHIP BETWEEN HEADWAY DISTRIBUTION AND ACCIDENTS 

D E F I N I T I O N O F S T U D Y B A S E 

One of the problems encountered in establishing a refer­
ence base relates to the variability of the probability of 
accidents and of traffic flow dynamics. This prompted 
the classification of the base into a number of environ­
mental and geometric sections. For instance, in discussing 
the probability of accidents, it is more meaningful to 
state the probability of an accident occurring on a vertical 
curve, than to merely state the probability of an accident 
occurring on an undefined mile of freeway. 

The objectives of the study were to "reduce the proba­
bility of accidents, increase the average speed of vehicles, 
and allow the movement of a greater volume of traffic." 
Each of these three objectives, however, is not equally 
applicable on every section of highway. For example, 
there is currently no need for a communication system 
to allow movement of a greater volume of traffic on 
rural Interstate highways. The capacity of these high­
ways is more than adequate for the present volumes. Thus, 
a further classification into specific situations where one 
or more of the objectives of the project are applicable 
becomes necessary. 

If density is used as the independent variable and velocity 
and volume are plotted as dependent variables, a graph 
of the general form shown in Figure C-1 results. Three 
different relationships are found as the density increases 
from zero to a very compact situation. Each of these 
three density ranges has been separated for detailed study 
in this phase of the project. The reason for this separa­
tion is that as the relationships between the variables 

change, the problem associated with them also changes. 
The three separate density ranges will be referred to as 
zones A, B, and C . 

The characteristics of zone A are those of a demand 
situation which is sufficiently low to permit each driver 
to operate his vehicle in an independent manner. This 
results in the average velocity remaining constant through­
out this zone. Inasmuch as the volume of ffow is equal 
to the average velocity times the density, the volume 
increases linearly with density. 

Zone B represents the density range in which the 
average velocity is decreased due to vehicle-to-vehicle 
interactions. The increase in density, however, is large 
enough to offset the decrease in velocity, thus the volume 
through this range remains approximately constant. In 
this density range, the drivers do not operate in an inde­
pendent manner; their operation is affected by other 
vehicles. 

Zone C represents the density range in which the state 
of congestion has progressed to the stage where the de­
crease in velocity is greater than the increase in density. 
As a result, the volume of flow decreases. In the density 
range, as in zone B, the driver does not operate in an 
independent manner, but is affected by other vehicles. 

These three zones may be characteristic of three dif­
ferent sections of highway separated in space, or the 
same section separated in time. Every section of urban 
freeway is likely to pass through all three zones at some 
time during the day, whereas certain rural sections of the 
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• Zone A — Zone B Zone C ' 
D E N S I T Y -

Figure C-l. Generalized form of density-volume-velocity re­
lationships. 

Interstate highway will never, at least for some time to 
come, operate in any zone except zone A . 

Two independent methods have been developed for 
classifying the entire system of freeways and expressways 
into subsections with similar characteristic base values 
for either the probability of accidents or the relationships 
of traffic dynamics. The purpose of these classifications 
is to break the problems, as described in the introduction, 
into problem areas that can be more rigidly defined and 
attacked. The relative importance of each of the three 
objectives can now be specified for each such subsection. 
This was not possible when looking at the freeways in 
their entirety. 

The relative importance of the three objectives is sig­
nificantly different for different speeds of traffic. The 
economic importance of the objectives at various speed 
levels is shown in Figure C-2, which shows that as speed 
increases the time cost decreases at a decreasing rate. 
The cost of accidents also decreases, not as rapidly as 
time costs, and reaches a fairly constant value at a speed 
of about 45 mph ( / ) . 

Because the objectives of this study are stated in com­
parative terms, it is more meaningful to look at differen­
tial cost rather than at absolute values, between two points 
on the graph. It is quite clear, for instance, that when 
the speed increases beyond 60 mph, operating costs in­
crease more rapidly than time cost decreases. Thus, if 
speed is increased beyond 60 mph, without changing 
vehicle design, the net result would be increased cost. 
For this reason, the costs associated with a velocity of 
60 mph were considered as base time costs. A true base 
cost for accident costs could not be established as readily, 
because the frequency of accidents may be reduced at 
any velocity level. At this point, therefore, the base cost 
of accidents was assumed to be zero; in other words, it 
would be possible to eliminate all accidents with an inter-
vehicular communication system. This assumption is the 
limiting case, but is useful in the classification of freeways 
into sections for study purposes. 

The time cost per mile for a speed of 60 mph is given 

as $0.0195 by Haikalis and Hyman. Thus, the minimum 
cost attainable for accidents and time costs is $0.0195 
per vehicle-mile. It is not so much the base cost which 
is relevant to this analysis, but the manner in which these 
costs vary with the speed. For example, at 60 mph the 
total cost above the base cost is due to accident costs. 
However, if the speed is reduced to 40 mph, the increase 
in accident costs is only $0.0020 per mile while the in­
crease in time costs is $0.0098 per mile. At this speed 
the time costs represent about 75 percent of the increase 
costs beyond the base of $0.0195 per vehicle-mile. Fig­
ure C-2 shows that as the speed is decreased even further, 
the percentage of the costs attributable to time costs 
decreases. 

With this perspective view on vehicle operating costs it 
is possible to look at the subsections listed previously and 
determine which of the three objectives of this study has 
the promise of the greatest return. This provides a lead 
toward the economically most feasible type of communi­
cation system. 

Based on the foregoing information two separate study 
areas were delineated for further study: The sections 
with low demand, with the goal toward reducing accidents; 
the sections with high demand, primarily with the goal 
toward increasing flow, and only secondarily toward re­
ducing accidents. Because the communications systems 
which will accomplish these two goals are likely to differ, 
it was important to separate them for detailed study. 

E S T A B L I S H M E N T O F A C C I D E N T B A S E 

The initial step in the establishment of a set of base data 
to which accident rates could be compared was to find 
a common means of evaluating all accidents. The term 
used for this purpose was the direct economic cost. 

Values on the cost of accidents were found in H R B 
Bull. 263 (2 ) , from which the values given in Table C - l 
were extracted. This table gives the relationship between 
cost and severity of accidents. The last column is an 
estimate of present-day (1963) accident cost as a means 
of determining where the need for communication sys­
tems might exist. 

Another factor evaluated was the type of accident. 
This analysis was necessary because of the difference in 
the types of accident occurring in each study section. 
These costs are given in Table C-2. 

Tables C - l and C-2 make possible the -comparison of 
different sections of highway, once the frequency of acci­
dents by type and severity is known. Various physical 
factors had to be considered in this study. Pertinent data 
for those elements which significantly affected the fre­
quency of accidents are given in the following tables. 

Traffic volume was found to have a significant effect 
on the frequency of accidents on urban freeways, but not 
in those on rural freeways. The relationship found on 
urban freeways was given by Moskowitz (5) as 

Acc. rate/mil. veh-mi = 0 . 1 6 9 8 ( A D T ) " ( C - l ) 

The relationship between traffic volume and the acci­
dent rate was investigated for rural freeways in Ohio. 
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Figure C-2. Relationship of cost parameters to speed. 
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This analysis included data from all completed sections 
of the Interstate System in Ohio and the Ohio Turnpike. 
Unexpectedly, regression analysis of these data indicated 
that volume did not significantly affect the accident rate. 

Nevertheless, high volumes do affect the accident rate 
and low volumes do not, making it apparent that the 
accident rate in urban areas is somewhat higher than it 

T A B L E C-1 

D I R E C T ECONOMIC COST OF ACCIDENTS 

COST PLR ACCIDENT ( $ ) 

ACCIDENT MASS., UTAH, I L L . , EST., 
CLASS 1953 1955 1958'" 1963 

Non-injiiry 203 299 212 250 
Injury 862 1,277 1,600 1,800 
Fatal 5,212 3,690 9,500 10,000 
All, avg. 382 491 412 450 

• Based on an estimated 1.84 involvement per accident 

T A B L E C-2 

D I R E C T ECONOMIC COST OF ACCIDENTS 
BY A C C I D E N T T Y P E 

COST PER ACCIDENT ( $ ) 

ACCIDtNT MASS., UTAH, E S T . , 
T Y P E 1953 1955 1963 

Collision with: 
Fixed object 414 366 475 
Other object 105 158 175 
Other vehicles: 

Angle 327 666 400 
Rear-end 482 573 550 
Head-on 709 1642 800 
Sideswipe 276 483 350 

Non-collibion 608 583 700 
All, avg. 382 491" 450 

•This value is high due to the fact that 36.4 percent of all collisions 
in Utah are rear-end collisions, which are relatively expensive, whereas 
only 20.5 percent of Massachusetts collision accidents are of the rear-end 
type. 
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is in rural areas. A literature search indicated that this 
was true, as indicated by Table C-3, from which a value 
of 1.00 accidents per million vehicle-miles was selected as 
the base value to be used on rural freeways. 

The distribution of accident frequencies is significantly 
different from one rural freeway to another. The average 
cost of accidents used in this analysis was adjusted to 
account for this difference. Table C-4 lists the distribution 
of accident frequencies as determined in the analysis of 
accidents on rural freeways in Ohio. 

Using the 1963 estimated cost of accidents given in 
Table C-1 and averaging the distributions of Table C-4, 
the average cost of an accident is found to be $987 on 
rural freeways. 

This value is more than twice the value found for 
streets and rural highways, other than freeways, which 
indicates that accidents tend to be more severe on this 
type of highway. This finding confirmed the validity of 
the decision to study communication systems that had 
as the primary objective prevention of accidents on rural 
freeways. 

The distribution of accident types was studied to de­
termine whether this would have a significant effect on 
accident costs. Table C-5 gives the percentage of acci­
dents on rural freeways, by type. These percentages, when 
combined with the cost of accidents by type (Table C-2) 
do not significantly affect the average cost of an accident. 

The geometry of the highway appeared to have little 

effect on accident type. In the case of the upgrade portion 
of a vertical curve, the percentage of rear-end accidents 
increased from 25.5 to 32.8 and the fixed object accidents 
from 32.5 to 39.3. In the case of horizontal curvature, the 
percentage of fixed object accidents increased from 32.5 
to 49.3, whereas the percentage of rear-end accidents 
decreased from 35.5 to 20.9. These percentages would 
not change the average accident cost beyond the limi­
tations of accuracy used in this study. They will, however, 
play a more important role in determining where, when, 
and what information must be communicated. 

The accident relationships which exist on urban free­
ways were not studied in the same detail as on rural 
freeways because of the different primary objective of 
the communication system in each of the two areas. 

The variations in accidents with certain geometric 
factors were discussed previously. A more detailed discus­
sion of these relationships is included here. 

The percentage of all accidents, by type, that involve a 
collision with another vehicle was found to be 43 on 
rural freeways in Ohio. Collision with a fixed object 
and non-collision-type accidents accounted for the other 
57 percent. These percentages vary with the geometry 
of the highway. Table C-6 gives the percentages of col­
lision accidents under a number of geometric conditions. 
The effect of these variations on the cost of accidents can 
be calculated by combining these values with those given 
in Table C-2 and the accident rates found for different 
geometric situations. The results of this analysis are 
shown in Figure C-3. These values indicate the theoretical 

T A B L E C-3 

A C C I D E N T R A T E S FOR S E L E C T E D F R E E W A Y S 

F R E E W A Y 

L O C A T I O N 

Urban: 
Texas 
Detroit 

Rural: 
Ohio 
Ohio Tpk., 1962 

June-Nov. 1963 
California 

(4) 
( 5 ) 

(5) 

A C C I D E N T S 

( N O . / M I L . V E H . - M I . ) 

2.28 
2.81 

1.29 
0.73 
0.66 
1.00 

T A B L E C-5 

DISTRIBUTION OF A C C I D E N T T Y P E S ON R U R A L 
OHIO F R E E W A Y S 

A C C I D E N T 

T Y P E 

D I S T O I B U T I O N 

( % ) 

Rear-end 25.5 
Sideswipe 6.6 
Fixed object 32.5 
Stopped or stopping vehicle 10.9 
Other 24.5 

T A B L E C-4 

S E V E R I T Y OF A C C I D E N T S ON OHIO R U R A L 
F R E E W A Y S 

A C C I D E N T 

S E V E R I T Y 

Fatal 
Injury 
Property damage 

D I S T R I B U T I O N ( % ) 

O H I O F R E E W A Y S , 

1961, 1962 
O H I O T U R N P I K E , 

1961,1962, 1963 

1.7 
39.5 
59.8 

1.6 
35.0 
63.4 

T A B L E C-6 

DISTRIBUTION OF COLLISION ACCIDENTS ON 
OHIO EXPRESSWAYS, BY G E O M E T R Y 

A C C I D E N T D I S T R I B U T I O N ( ' 

A C C I D E N T U P D O W N H O R I Z . 

T Y P E T O T A L G R A D E G R A D E C U R V E 

Collisions with other veh. 43.0 50.5 35.5 39.0 
Other 57.0 49.5 64.5 61.0 
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Figure C-3. Accident costs preventable and not preventable by increased intervehicular com­
munication at certain geometric features. 

maximum limit of accident benefits that can be derived 
from increased intervehicular communication at these 
specified locations. 

The upgrade sections of vertical curves have the highest 
rate of preventable accident costs. The savings in this 
situation could be as high as $0.0018 per vehicle-mile 
compared to the average savings of $0.00043 per vehicle-
mile for the entire highway downgrades. It must be 
remembered, however, that there are more miles of tangent, 
approximately level highways than there are vertical and 
horizontal curves, and that nearly 65 percent of the 
accidents on rural freeways occur on tangent, level sections. 

Thus, although increased communications may show 
the greatest return per unit length on vertical curves, the 
largest absolute return will come from the straight, level 
sections of freeways. 

H E A D W A Y D I S T R I B U T I O N A N D A C C I D E N T R A T E S 

The variation in accident rates, reflected by accident costs 
per million vehicle-miles, has been established. A study 
was conducted to determine the variations in flow patterns 
associated with locations of different accident rates. It 
was felt that some relationship between variations in flow 
and variations in accident rates could be established. This 
would indicate the type of information that must be com­
municated to the drivers in order to reduce the proba­
bility of accidents. 

The two components of traffic flow that are considered 
to be most significant in simulation studies of the longi­
tudinal control type are relative velocity and headway, 
or, more specifically, a combination of these. I f the 
relative velocity is high and the headway is short, a 

dangerous situation exists. Thus, if a combination of 
these two characteristics is found to be more prevalent in 
a high-accident area than in a low-accident area, and a 
relationship between these two events can be found, this 
relationship may provide the key to one method of re­
ducing the occurrence of accidents. 

The theoretical relationship between relative velocity, 
spacing, and accidents can be derived from the equations 
of translational motion. That is, the combinations of 
relative velocity and spacing at which the following car 
cannot avoid a rear-end collision in case of emergency 
braking (except by lateral movement) can be calculated, 
based on certain assumed parametric values. Then, by 
varying these values, their effect on this relationship can 
be determined. 

The equations used to develop this theoretical envelope 
of relationships in which accidents are unavoidable by 
the driver of the second vehicle if the .lead vehicle assumes 
maximum possible deceleration are 

{V,,^' = (,V,,,y + la,S, ( C - l ) 

{V,,^'={V.,^^y + 2a,_S., (C-2) 

S,+d = S., (C-3) 

S=V.,,At,) (C-4) 

in which 

^'i,2 = velocity of lead vehicle at time 2; 
F i i = velocity of lead vehicle at time 1; 
^2,2 = velocity of following vehicle at time 2; 
Ko,i = velocity of following vehicle at time 1; 

fli = acceleration of lead vehicle; 
fla = acceleration of following vehicle; 
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S, — distance moved by lead vehicle from time 1 to 
time 2; 

S.. = distance moved by following vehicle from time 
1 to time 2; 

S = distance following vehicle moved during reaction 
time, t,; and 

d = initial spacing between vehicles. 

Solving these equations for d, when the final velocity 
of each vehicle is 0, gives 

d = V,,, t, + 
2a. 

(Via)' 
2a, 

(C-5) 

Inasmuch as K^,, — V, . , is the relative velocity of the 
two vehicles at time 1, or previous to any action by the 
lead vehicle, this value can be plotted versus d. Then 
the locus of such points defines the envelope within which 
an accident is preventable without lateral movement. The 
position of this safety envelope is sensitive to changes in 
any of the parameters F , ,, V, „ /,, and a,. 

The safety envelopes formed by values of 16 ft/sec/sec 
for a, and a^, 60 mph for K , , , , and reaction times of 
0.50, 0.75, 1.00, 1.25 and 2.00 sec were constructed from 
the equations given. Data on relative velocity and head­
way distributions on various segments of rural highways 
in Ohio were analyzed to determine whether a relation­
ship exists between the percentage of vehicles outside 
this envelope and the accident rate. 

The data obtained from the field observations were 
plotted on a relative velocity-spacing graph containing the 
various safety envelopes and the percentage of the vehicles 
falling outside each envelope was determined. These per­
centages were plotted against the accident rates at that 
location and a least-squares analysis was conducted to 
determine the equation of the line of best fit through the 
data, and the coefficient of correlation. The results of 
this analysis are given in Table C-7. 

Figures C-4, C-5, C-6, C-7, and C-8 show the plots 
and the regression line determined for reaction times of 

T A B L E C-7 

LEAST-SQUARES EQUATION AND C O E F F I C I E N T OF 
C O R R E L A T I O N FOR H E A D W A Y DISTRIBUTION 
(REACTION T I M E ) VS A C C I D E N T R A T E 

M I N I M U M C O E F F . O F 

R E A C T I O N H E A D W A Y C O R R E ­

TIMfc ( S E C ) ( F T ) E Q U A T I O N " L A T I O N 

0.50 44 A = 1.52 -1- 0.91 P 0.64 
0.75 66 A = 1.45 -1- 0.18/' 0.62 
LOO 88 A = L37 + 0.09 P 0.59 
L25 110 A = 1.29 + 0.07 P 0.63 
2.00 150 A — 1.18 + 0.06 P 0.60 

' A = accident rate per million vehicle-miles. 
P = percentage of vehicles outside the safety envelope. 

0.50, 0.75, 1.00, 1.25, and 2.00 sec, respectively. The 
correlation coefficient is nearly the same for all reaction 
times selected. This analysis indicated that some relation­
ship exists between the percentage of drivers outside this 
definition of safety and the accident rates, but it failed 
to show a strong relationship. 

A similar study was reported by Crowther and Shumate 
(6) . The results of that study indicate a good relationship 
between short headways and accident rates. The authors 
conclude that any program which is successful in reducing 
the number of vehicles following at short headways is 
likely also to reduce the accident rate. 

Although the same conclusion cannot be drawn from 
this analysis, the data secured for the Crowther-Shumate 
analysis were not exactly the same as the data used in 
the analysis conducted in connection with this research 
project. 

T R A F F I C F L O W D Y N A M I C S 

A literature search was conducted to determine the rela­
tionships between volume, density, and speed that exist 
on the freeways today. These relationships, when defined, 
will serve as a basis for comparing relationships obtained 
through the use of intercommunications systems. 

Three different freeways with similar characteristics were 
compared. Freeways in Detroit (7) , Chicago (8), and 
Atlanta (9) , for which data were available, were used 
to draw volume-density curves (Fig. C-9 ) . Certain simi­
larities were found, and some differences. Three zones, 
common to all three freeways, could be differentiated on 
the density scale. Zone A exists up to a density of approxi­
mately 30 veh per mile, zone B from 30 to about 60 veh 
per mile, and zone C at densities greater than 60 veh 
per mile. The peak volume occurred at a density of 
50 to 55 veh per mile in all three cases. 

The major difference was in the peak volumes that 
occurred. The Detroit freeway peaked at over 2,000 vph 
per lane, the Chicago freeway at 1,800, and the Atlanta 
freeway at 1,600. This difference may be caused by 
differences in geometry at the study locations, such as the 
nearness to access or exit points, bottleneck, or differences 
in gradients. For purposes of this study, the differences 
are not as important as the similarities. The fact that the 
volume increases linearly with the density up to a peak 
volume at a density of 50 veh per mile, and then falls 
off rapidly in all these cases is the relationship of impor­
tance. 

Volume-density curves obtained in tunnel flow (70) 
were plotted on the same graph as those for the multi-
lane freeways just discussed. The data lead to the conclu­
sion that the number of lanes influences these relationships 
significantly. The volume-density relationships exhibited 
in the Lincoln Tunnel and the Holland Tunnel are less 
steep in the low-density range and reach a peak volume 
at a considerably higher density than on the three-lane 
freeways. The tunnels maintain a higher volume at high 
densities than do the freeways. 
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Figure C-4. Relationship between headway distribution and accident rale for reaction time of 
0.50 sec (44 ft). 
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Higher volumes on freeways mean that for the same 
vehicle spacing, drivers will maintain a higher velocity on 
multi-lane facilities than in the tunnels. The reason for 
this behavior may well offer a clue as to what type of 
information needs to be communicated to change the 
volume-density relationship in a desirable way. 

The basic difference between flow in a tunnel and flow 
on a multi-lane facility is the option to change lanes, when 
these are available on the multi-lane freeways. In fact, as 
the density on multi-lane freeways increases to the point 
where lane changing is no longer possible, the volume falls 
off to the volumes found in tunnels at the same density. 
At density of about 80 veh per mile, or an average spacing 
of approximately 40 ft, the volume-density relationships 
are similar for the two types of facilities. 

The significance of this difference to this project is ex­
tremely pertinent. It indicates an area in which increased 
communication may yield higher volumes and higher 
speeds on freeways. I f the driver behaves differently 
with the communication presently available to him, in­
forming him of conditions in adjoining lanes of a freeway, 
an increase in the amount of information on these condi­
tions might increase this behavior even further. 

In summary, there is a difference between traffic flow 
characteristics for one-lane flow and multi-lane flow. The 
reason for this difference, at least in part, appears to be a 
knowledge of traffic conditions existing in adjoining lanes. 
If this is true, the difference may be increased by com­
munication of information on these traffic conditions. 

T R A F F I C F L O W 

There is no simple method for establishing a theoretical 
maximum limit to traffic volumes or densities which can 
be obtained by increased intervehicular communication. 
Part of the reason is that the effect of communicable 
information on ffow is not known. Certain observations 
have been made; however, no acceptable theory of traffic 
flow has yet been developed. 

One of the objectives of the research being conducted 
was to determine the effect of different types of com­
munication on certain driver parameters. If, in addition 
to this information, the effect of driver parameters on 
traflSc flow can be established, the link between driver 
reaction to increased information and the resulting effect 
on traffic flow will be completed. 

The car-following model described in Chapter Eleven 
is one means by which the effect of parameter variations on 
flow dynamics is evaluated. 

Testing and evaluating of this effect could be simplified 
if a subclass of driving behavior were to be separated 
out for more detailed study. Because this study deals 
with density, it was felt that this subclass should be 
related to density. 

Traffic density can most easily be measured and ex­
pressed as a function of gaps between successive vehicles. 
This at the same time provides a convenient measure of 

increased density, because reducing these gaps leads to 
dense traffic conditions. Therefore, the approach of this 
study was to investigate the effect of improved communi­
cation on 8„ where g, is the gap between the /th and 
the (/ + l ) thcar . 

The distribution of gaps has been measured by others 
many times and it has been found that a Pearson type I I I 
distribution is a good theoretical distribution for approxi­
mating the actual distribution. The equation for this 
distribution is 

fix) = 

in which x is the gap length in time and X and K are 
parameters describing the extent of randomness. 

The parameters K and k are related to each other by 

K / \ = x (C-7) 

A set of values for K and X that describe the observed gap 
distribution at the volumes under consideration (approxi­
mately 2,200 vph) are K - 4 and X = 2.45 (11). 

The effect of gap reduction, 2^J^„ gt, cannot be studied 
unless some method is available to describe to what ex­
tent gap length, g„ can be changed. Unfortunately, no 
such data are available; however, an approximation of 
this relationship can be developed from logical reasoning 
and introspection. First, there is some minimum spacing 
beyond which no reduction in spacing will be possible by 
improved communication. Second, the probability of in­
ducing a driver to decrease the gap in front of him 
increases as the size of the gap increases. Third, the 
absolute value of the change in gap size will increase as 
the gap size increases. Fourth, there is some value in 
spacing at which the driver is driving independently from 
the lead vehicle and therefore cannot be induced to close 
the gap by the methods under study. 

A family of curves relating the probability of a given 
change to the distance changed over a bounded range 
will satisfy these conditions. I f it is assumed that the 
probability of inducing a change follows a Poisson distri­
bution, this family of curves will be Poisson curves. 

Assumed values for the limiting boundaries are 33 ft * 
and 400 ft and the relationship to be investigated in 
this study says that the value of Ag in this distribution is 

Ag=(g-33)/2 (C-8) 

in which g is any gap length in general. The equation of 
the Poisson curve thus becomes 

P(^) = Ag- (C-9) 

in which P(x) is the probability that exactly x randomly 
arranged vehicles will be observed in a unit length of road. 
Then the expected value of any curve in this family is 
the mean value, or Ag. 

» If a reaction time of 2.5 sec (as recommended by the AASHO 
"Blue Book") and a maximum deceleration of 0.359 is used, a minimum 
distance of approximately 33 ft is obtained 
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Therefore, the total gap reduction, ;,'„ can be 
calculated by multiplying the percentage of a certain size 
gap times the volume times the mean value of the gap 
reduction summed over all intervals. 

For purposes of identifying a subclass of vehicles for 
detailed study, a curve of gap reduction versus gap size 
was constructed (Fig. C-10) . A cumulative curve of gap 
reduction versus gap size (Fig. C-11) was also constructed 
to determine the optimum (in terms of reduced gaps) range 
through which the information should be communicated to 
the driver. 

Based on the assumptions used. Figures C-4 through 
C-8, and the more linear part of Figure C-11, indicate 
that the optimum subclass of drivers to whom communica­
tion should be conveyed are those with a gap size from 
50 ft to 160 ft. This is quite important in that it sets 
boundaries in the limits, both maximum and minimum, 
in which information need be communicated. Because 
there are special problems related to communicating infor­
mation at both extremes of distance, an analysis of this 
type can be used to indicate to what extent these prob­
lems need to be considered. 

The results of this example indicate an increase of about 
29 percent in the density by communicating only to the 
drivers whose gap is not between 50 ft and 160 ft. 
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GAP SIZE ( f t ) 

Figure C-10. Relationship between gap reduction and gap size; 
A G = possible gap reduction, Ag, times the number of vehicles 
with the gap size indicated. 

The conclusion of this study is that there is expected 
to be some range of gap sizes that will yield the largest 
return of benefit in terms of increased density. The identi­
fication of this range can be calculated, based on assump­
tions relative to the effect of increased information to 
the driver. 

The problem associated with the communication of 
information over very close and very far distances can be 
limited to the range of distances that will provide the 
largest benefit per unit .of investment. The example 
analysis indicated that this range need not be very large 
for a sizable increase in the density of flow. 
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APPENDIX D 

THEORY OF INTERVEHICULAR CONTROL SYSTEMS 

R E L A T I V E V E L O C I T Y C O N T R O L 

The second "pure" control system studied was the relative 
velocity follower, for which the acceleration of the fol­
lowing car is proportional to the time rate at which the 
gap between it and the car immediately ahead is in­
creasing, this acceleration being applied to the following 
car after a delay, T . Retaining the notation used previously, 

I>„a + r ) = X [ K „ . , ( 0 - V„( / ) ] (66) 
which represents the dynamical relation governing changes 
in the state of the flow for this class of model control 
systems. 

The stability of the flow is an important consideration for 
these control systems. It is clear from actual considera­
tions that V„(t) must be absolutely integrable (i.e., the 
car must eventually run out of gas). By the Riemann-
Lesbeque lemma, P'„(0 and V,^(t) have Fourier trans­
forms, or 

(r^->* V„(t) dt ( D - 1 ) 

and 

K„(o)) = J" e-'-* V„(t) dt = iw j e-"' V„(t) dt 

= ia,V„M ( D - 2 ) 
The transform of the governing differential equation is 

obtained by multiplying through by e-'"' and integrating 
over the whole line; that is, 

j°° e V„(t + T)dt = \ e-'"' V„.,(t) dt 

- k j ' ' e'^'V„(t)dt = klV„M-V„(o,)] ( D - 3 ) 

The left side of this equation may be written 

e y„(t + T) dt 
glWT j 

_ g i M T I er'-" V „ ( p ) d p ( D - 4 ) 

in which p — r -|- T , so that 

e V„(t + T) dt = iue"-"^ V„(o,) 

Therefore, the differential equation becomes 

i,oe"^r K J o . ) = X [F„_,(««) - K M ] 

Solving for V„(<•>) yields 

KM = [1 + (a>) \-' V„M 
and performing this operation once again 

V„(<o) = [1 + toX-' e'"^]-- F„_,(ai) 

so that n-fold iteration gives 

K„(o)) = [1 -t- toX-' e*"'-]-« Fo(o)) 

If the inversion is defined as 

the inversion of the foregoing equation will be 

V„(t) = ^ / e'"' VJa,) dm 

-u: [1 -I- I&.X ' Vo(a,) do, 

( D - 5 ) 

( D - 6 ) 

( D - 7 ) 

( D - 8 ) 

( D - 9 ) 

21^7-00 

( D - 1 1 ) 

If, now, V„(t) is replaced by U — v„(t), where 1/ is a 
constant "steady-state" speed, the form of the system of 
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the governing differential-difference equation will be un­
altered; i.e. 

F ( f ) = - v ( 0 (D-12) 
so that E q . 66 becomes 

- v„U + r)=X [ -v„ . i (0 + v„(0] (D-13) 
or 

v„U + r ) = \ [v„.i(0 - v„(0] (D-14) 

which is the same differential equation. The foregoing 
consideration will then hold for these v„'s as well, and 

v„(<u) = [1 -I- icoX-^ c'"'-]-" Vgio,) (D-15) 

The v„'s are again absolutely integrable, but may closely 
approximate a pure sinusoidal e""', so that a "resonance" 
can occur, if, for any a>, 

1-I-ioX ^ = 0 (D-16) 

Hence, the stability of the flow, in the sense that dis­
turbances are not amplified, requires that 

|1 -I- toX-i > 1, for all 6) , (D-17) 

be a necessary condition. 
To see the implications of this condition, it is only 

necessary to remark from the theory of complex variables 
that 

z = x + iy = lx-+y-]-ie'« ( D - I 8 ) 

in which tan 0 — x / y . So we may write 

1 + i<uX-' e'"T = 1 — sin or + ia>X-^ cos <UT 
= [(1 — a.X-1 sin W T ) - + (wX-' cos ior)] C " (D-19) 

in which 

tan V = (wX-i cos UT){ \ — aX"' sin W T ) - ' (D-20) 

Thus, the amplitude factor will satisfy the inequality 

1 1 - f - t o X - ' > 1 (D-21) 
whenever 

(1 — a.X-1 sin O I T ) - + (wX-' cos an) > 1 (D-22) 

and, expanding, 

0 ) - X - (sin- aiT + cos- CUT) — 2euX-i sin o)T > 0 (D-23) 

so 
to- \-- > 2a)X-i sin euT (D-24) 

or 

|w|> 2X|sina)T] (D-25) 

for all to, whenever 2XT < 1, the equality holding only 
a t « = 0. 

Once it is clear that only the neighborhood ot to = 0 
is of interest, sin OIT may be expanded about zero, retaining 
only the first terms and the foregoing result 

> Isin oyrl'^ toT 

becomes 

— > 6 )7 1 > 2XT 

(D-26) 

(D-27) 

Although the response of the system to a unit input 
function may be calculated, the pressure of time has 

prevented carrying this through in sufficient detail for 
discussion here. 

To calculate the natural spacing between cars controlled 
by relative velocity, it is supposed initially that the vehicles 
are parked together with no space between them (an 
approximate join spacing will be added later). For a 
reaction time, T , then, 

v „ ( 0 = 0 0 < r < n T , n = 0 , 1 , 2 , . . . (D-28) 

V n ( 0 = X [ v „ . i ( r - T ) - v „ ( r - r ) L nrKt, (D-29) 

together with the initial condition Vo(0) = 0, the spacing 
between the nth and (« — 1 )th car is 

^„(0 = Ĵ  Wn-iiP)-v„(p)]dp (D- 30) 

which leads to 

[0, 0 < f < ( n - l ) T , n =1,2,3,-• 

/: 
/ " v . . . 
J ( n - l ) T 

v„_i(p)dp, ( « - l ) r < / < 

(P)dp 

+ 

Consider 
JtIT 

[* [V„_t 
JtIT 

(D-31) 

(P)—v„{p)]dp, / > nx 

(P) — v„(p)]t /p f o r f > n T 

Let p = q — T so that q=(n-\-l)T when p = nr and 
9 = f -f T when p = t. Then 

/: K - i ( P ) -v„(p)]dp 

-L [v„-i(9 - T ) - v„(9 - r ) ] dq (D-32) 
' ( n - l ) T 

But it has been shown previously that 

Y V„(9) = v„ . , (9 - r ) - v„(9 - r ) (D-33) 

so the right side becomes 

v„(.q)dq I f ' " " 
^ J intliT 

= Y K ( f + T ) - v „ ( ( n - + - 1 ) T ) ] (D-34) 

To compute v„ [(n -|- 1)T] , it is noted that v„ ( t ) = 0 
for 0 < f < f i T and v„(r) for 0 < « < nr so that for 
nT < (M -I- 1)T, v„ = Xv„_i (.t + T). Utilizing these con­
ditions. 

v„(/) = X 

therefore, 

v „ [ ( n + l ) r ] 

/ v „ . i ( p -

J tlT 

f ( « + l ) T 

= ^ / v„. 
JnT 

r)dp (D-35) 

(p + r)dp (D-36) 

• Since vnC/) =0; Or^ir^nr, 
v„-i(p) — vi.(p) = 0; 0 ^ < ^ ( n — 1 ) T 

but from (n — 1)T to nr the (n — l)th vehicle accelerates while the nth 
vehicle does not react for a time T ; i.e., nr. 
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and letting s = p — T so that s = nr when p = (n -f 1 ) T 
and J = ( « — 1 ) T when p = m. 

J (n - i lT 
(s)ds (D-37) V „ [ ( « + l ) r ] : 

Now, returning to 

s M = r v „ . , ( p ) r f p 

J ( H - D T 

+ f ' K - i ( p ) - vAP)]dp, nr < t (D-38) 
JtIT 

and utilizing the results immediately above. 

S„{t)= v„.i(p)dp 
J in-liT 

- i - - J - { v „ ( * - l - T ) - v „ [ ( n + 1 ) T ] } 

J(.« 

- / • 
J i n 

V„-i(p)*/p + V „ ( f - | - T ) 

' ( n - l ) T 

v„.,(s)ds^\-^v„U + r) (D-39) 
' ( H - D T 

Therefore, with complete generality 

S„ (0=X-^v„(r + r) (D-40) 

is the natural spacing for point cars. Adding in the spacing 
in a traffic jam, the natural controlled spacing is 

S„(f) = 5j + X-> v(r + r ) (D-41) 

With this result for the spacing and the stability condi­
tion 2XT 1, it is possible to calculate the maximum stable 
natural flow under relative velocity control. It is clear that 
higher steady-state flow will occur for larger values of X. 
The largest X yielding stable flow is X = (.2T)-K With this 
value of X, the natural steady-state spacing is 

S = S,-\- 2rV (D-42) 

and the corresponding flow is 

q = V(Sj -h 2rVy^ (D-43) 

Setting the steady state mean density 

k = iSj -\- 2x7) - ' (D-44) 

and letting S, = kf^, 

k = ( * j - i + 2 T F ) - ' (D-45) 

and 

* V + k2TV = 1 (D-46a) 

or 

2TV = (A-i - k,-^) (D-46ft) 

V = (2r)-Mk-' - Jt^-i) (D-46c) 

Then, since q=Vk 

qr= (2T)-iAr(* • - V ) (D-47) 
9 = ( 2 T ) - H 1 ( D - 4 8 ) 

Thus, steady natural flow under relative velocity control 
is exactly one-half the steady natural (marginally safe) 
flow under acceleration control, at the same values for 
mean density and mean reaction time. However, under 

acceleration control disturbances do not attenuate, but are 
propogated undiminished down the lane of cars. In traffic 
following stable relative velocity control, each sinusoidal 
component except the zero frequency is diminished in 
amplitude as the disturbance passes from car to car down 
the lane (the higher frequencies being more rapidly attenu­
ated) . 

Because the natural spacing is a linear function of reac­
tion time, the average natural spacing is the spacing cor­
responding to the mean reaction time of the drivers (if each 
driver drives according to his own "constant" reaction 
time). 

The natural spacing for point cars ( E q . D-40) vanishes 
prior to v„ ( f ) ; that is, the natural flow, under relative 
velocity control, is not collision free. On the contrary, with 
natural spacing, collisions are inevitable. Because the maxi­
mum v„(0, such that v„ (f -f T ) = 0 , is ugr, is would ap­
pear that adding a spacing ugr^ to the natural spacing 
would give the following car room to stop. Such reasoning, 
however, might be specious and the entire subject of the 
minimum collision-free spacing under relative velocity 
control requires further study. 

R E L A T I V E V E L O C I T Y C O N T R O L W I T H 

Z E R O R E A C T I O N T I M E 

The traffic flow in this instance is governed by 

v„(0 = X[v„_i(/)-v„(0] (D-49) 

The acceleration of the first vehicle is then 

Vi(0 = X [ V o ( 0 - V i ( 0 ] (D-50) 

which may be written as 

v i ( 0 + X v i ( 0 =Xvo (0 (D-51) 

This in turn integrates to 

/ - ^ f ^ ' " ' ' ' ( P ) ] « ' P = ^ j ^ ' e>^PVo(p)dp (D-52) 

which yields 

e>^t Vi(0 - e^t" v{t,) =k [' e^P \„(p)dp (D-53) 

But if Vi (/o) = « ! , V i ( / ) may be expressed as 

V i ( f ) - a, e-J'C-'o' -I- X ̂  e^^f-f v„{p)dp (D-54) 

The governing equation for the second car is 

^ 2 ( 0 = J ^ K ( 0 - v , ( 0 ] (D-55) 

where Vj ( / ) may be looked upon as the forcing function 
for the second car. 

This equation may then be integrated to yield, as before, 

v^it) - a2C-'̂ <*-V + ^ J' e'̂ *'"" {q)dq (D-56) 

in which is defined in the same manner as a^; i.e., V j 
(?o) and, in general, v„ {t„) —a„. Substituting the 
first result (Eq. D-54) , with t replaced by q, into E q . D-56, 
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v , ( 0 =a . , c - ^ " - ' n ' + Xa, [ c-^«-'o>c^<«-'>«/9 

+ X- ^ dq j ' e^'f "Vo(p)dp 

and integrating gives 

+ X- ; dq \ e^'f " v„{p)dp 

(D-57) 

(D-58) 

I t is now possible to write an expression fo r the velocity 
of the n" ' vehicle, or 

( n ) 

/ H ! 

e,\(P (p)dp (D-59) 

in which 
f 

( « 

= f ds [ dr f dx ( ' e>^">-" v„(p)dp 
J*« J ' . J'« -/'„ (D-60) 

and a„ ^ii-tn — ii-m ('o) • 

The identity 

d" f (t — u)»^ 

dr^l,^Tn^f^"^'"=^^'' 
enables integration of the second term in Eq. D-60. 

Verification of this identity is quite elementary; that is, 

f d"r{t-u)«-n ^, 

' ( n ~ l ) \ ( t - u y ' 
( « - l ) ! 

nu)du 

= [' nu)du^j{t) 

because / ( / „ ) = 0. 
Integrating the identity n times f rom /„ yields 

(D-62) 

(D-63) 

But the left side is just an n-fold perfect differential, so 
it follows that 

(111 

•i 
dt 

' {t-u)« 

( « - 1 ) ! 
f(u)dii (D-64) 

therefore, 

f t f t 

J,,1^W^^"^''" = ],/^"^'^" (D-65) 

Letting u = t + t^ — p, then du = — dp so p = t when 
M = f„ and p = /„ when H = t. 

I . 

•I 
Jf in-\)l f(t + t„~p)dp 

f , , ( « - l ) ! 

The original equation is then 

f { t + t , - p ) d p (D-66) 

Hp)dp = - — f ^ fit + 'o - P)dp (D-67) 

and i f / ( O = c^' v„(t), this becomes 

( I l l 

e^vvjp)dp 

and multiplying through by X" e-^' yields 

p\(p (I Vo{p)dp 

- { n - \ ) \ j 

e ^'P v„{t + t„-p)dp 

i p - O " >e \Pv„U+t„-p)dp (D-69) 

This allows writ ing the velocity of the nth vehicle as 

+ ( „ — l ) ] ] ^ is~t„)"-^e^'v„U-t,-s)ds (D-70) 

a result which specializes to the solution of Pipes (7 ) fo r 
the special cases he treats and may be compared with 
the result of Newell ( 2 ) . 

Particularily simple solutions to 

v „ ( 0 = X [ v „ _ , ( 0 - v „ ( 0 ] (D-71) 
result i f 

V, ( 0 = K„( I - X-i \te->^') (D-72) 

which corresponds to the first car braking f r o m the 
steady-speed K,„ momentarily coming to rest, and then 
slowly accelerating back toward V^. I t is assumed that 
v„(0) = V o f o r r t = 2, 3 

The equation for the second car is 

v . ( 0 = X [ v , ( 0 - v , ( r ) ] (D-73) 

v , ( 0 + X v , ( 0 = X v , ( / ) (D-74) 

Mult iplying by the integrating factor e^' and integrating 
yields, as before. 

e>^t v , ( / ) = v.,(0) + X U)dt (D-75) 
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But V2 (0) = V„ and v^(t) is defined by Eq. D-72, so 

e^t v^( / ) =V^ + W o j ' e>^' (1 - kte-^')dt (D-76) 

and 

A A ^ 0 

Therefore, wi th simplification, 

or 

2! 

(Xf) = 

e-^t (D-78fl) 

786) 

The velocity of the nth vehicle may now be written by 
inspection 

v „ ( 0 = l^o( 1 - •̂-̂  «^ e-^') (D-79) 

A spacing quite analogous to the "very safe" spacing 
under acceleration control may be calculated f o r this 
control system; i.e., 

v„( f ) = ^ [ v „ - i ( / ) - v „ ( / ) ] (D-80) 

We consider a steady stream of traffic moving at the 
speed Ko and require that the nth car have sufficient 
space to come to a stop without collision, i f the (n — l ) t h 
car comes to rest instantaneously (v„_i = 0 ) . The braking 
of the fol lowing car is then governed by 

v„( f ) + Xv„(0 = 0 (D-81) 

and, integrating. 

/. ' [c^*v„(/)]df = 0 

yields 

But 

so 

ĉ * v „ ( / ) - v „ ( 0 ) = 0 

v„(0) = V, 

Integrating Eq. D-85 gives 

(D-82) 

(D-83) 

(D-84) 

(D-85) 

v„(t)dt=Voj^ er^'dp (D-86) 

in which 

Therefore, 

V „ ( 0 = ^ [ ^ n ( 0 ] 

which gives 

But the initial displacement jc„(/ = 0) = 0, so 

x „ ( 0 = ^ ( l - ^ - ^ ' ) (D-90) 

Af t e r a long time (i.e., c"^' ^ 0) the displacement x„ ( / ) 
approaches the very safe spacing under relative velocity 
control, s, and 

s = \-^V^ (D-91) 

adding in the spacing in a traffic jam, s,, 

s^s, + \-^V„ (D-92) 

COMBINED ACCELERATION AND 
RELATIVE VELOCITY CONTROL 

This section considers a control system under which the 
fol lowing car's acceleration, after a delay, T , is expressed 
as a linear combination of the lead car's relative velocity 
and acceleration, or 

V„{t + r ) = X ( f ) + X [K„. , ( 0 - 7 „ ( 0 ] (D-93) 

i n which K and X are constants. 
Taking the Fourier transform of Eq. D-93, 

e^^ 7„(a , ) = KmV„_, M + X[7„_i (<-) - V^M] 
(D-94) 

or 

K„(a.) (X + i W " ^ ) = (X + io>K) V„.^{<^) 

so F„ (o)) may now be expressed as 

(D-95) 

As in previous sections, n-fold iteration w i l l yield 

F „ ( o . ) = r ^ ^ t - ( ^ l v „ ( . ) 

(o.) (D-96) 

Now, i f there is to be stability i n this case, 

| X + io.«: 
X + iW*"'-

< 1 

(D-97) 

(D-98) 

which may be written 

/ X + i o ^ W X - ^ V 

Vx + /cue'"'-y V ^ - / 
and 

which gives 

X2 + 0,2^2 

X2 + <a-' — 2<aX sin a>T 
< 1 (D-lOO) 

X2 -1- 6.2X2 < X2 + <«2 - 2<aX sin CUT (D-101) 

(D-87) and 

2aiXsin<uT < 0.2(1 — J K ^ ) (D-102) 

The crucial range here is in the neighborhood of zero, 
(D-88) < » T ^ 0 , so that sin M T 0, so that sin <aT««<aT and, 

therefore, 2 o. X sin IUT- 2(UX((UT). Under these conditions, 
the inequality becomes 2XT < 1 — K^, as a necessary con­
dit ion fo r stability. But k — 0 implies the condition of 

(D-89) Section 2, whereas X = 0 implies the situation discussed in 
Section 1, i f all vehicles are to have the same steady-state 
velocity. 
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The spacing between vehicles, s(t), is given by 

^(0 = *o + iy„-Ap) - VAp)]dp (D-103) 

or, utilizing Eq. 93, 

V„{t + r ) = KV„,,U) + W„-r(t) - V„U)] (D-104) 

Therefore, 

[ | /„_,(p) - VAP)] = X-'[V'„(p + r ) - X K „ - i ( p ) ] 
(D-105) 

and s (t) becomes 

^(0 =s„ + \-' j'^ [V„(p + r ) - KV„.dp)] dp (D-106) 

Now, using the conditions K„( f ) = 0, 0 < < < r fo r n = 1, 
2, and V„ (0) = 0 ; letting s = p + T, so that ds = dp 
and J = T when p = 0 and S = t + T when p = f, 

= j„ + X->[K„(/ + r ) - P ' „ ( r ) ] 

- X - ' K [ K „ _ , ( 0 - K „ . , ( 0 ) ] (D-107) 

But, f r o m the foregoing, V„ ( T ) = 0 and V„_, (0) = 0, 
so s ( r ) may be expressed as 

5 ( f ) = *o + X-'[K„(< + T ) - X F „ . , ( f ) ] (D-108) 

I f X = 0 and K = l , sU) w i l l be an indeterminate expres­
sion and one must return to the natural spacing given under 
"Relative Velocity Control." 

The asymptotic spacing is found when the flow is steady; 

i.e., 

V „ « + T ) = K „ . , ( t ) (D-109) 

or 

S:^Sj + \ - ' ( l - K ) V (D-110) 

The steady natural flow satisfying the stability condition, 
X"' = 2 T ( 1 — K-)-^, found earlier, allows writ ing 

(D-111) 

or 

S = .I + 2T(1 + K ) - ' V 

The average steady spacing is the average of the steady 
spacings as before, allowing T to be thought of as a mean 
reaction time. The average density may be defined as the 
reciprocal of the average spacing, 

k = \ / s (D-113) 

or 

k = [s, + 2T{\-\rK)-'VY^ (D-114) 

The natural flow 

q = kV = V[s, + 2T{\ + K)~'V]-^ {D-115) 

may also be written as a function of the density, by solving 
for V i n E q . D114, or 

V = { k - ^ - k f ^ ) ( ^ — \ (D-116) 

in which k-^ — Sj. Substituting this expression fo r V in ^ 
= VK gives 

q^kik-^-kr^)(^-^^J^^ (D-1 

9 = ( 1 ^ - " ^ ^ ( D - l 

17a) 

nb) 

I t is to be noted here that the l imit ing stable natural flow 
under combined acceleration and relative velocity control 
is intermediate between that of pure acceleration control 

q = ^ ( l - k / k , ) 

and that of pure relative velocity control 

k/k,) 

( D - l 18) 

( D - l 19) 

As in the case of pure relative velocity control, the 
maximum collision free flow is not yet known, but i t is 
thought to be slightly smaller than the natural flow for 
small T . I t is possible to show that collisions do not occur 
for zero reaction time; that is, for natural flow governed by 

V„U) = A:K„_,(f) -I- X[I /„_ , (0 - I / „ ( 0 ] (D-120) 

when, for stability, 0 < k < \. 
I n the case of point cars in natural flow, the spacing is 

.y„(0 =\-'lV„(t)-KV„.,(t)] (D-121) 

f r o m which i t is clear that a negative value of s„ ( / ) would 
correspond to a collision, so s„ ( f ) > 0. 

To show this, the contrary is assumed; that is, fo r some 
f, j„ ( f ) < 0 or V„ — KV„_i < 0. Then fo r all cars moving 
forward, V„ — V„_:, < 0, because 0 < A: < 1, and there­
fore X(K„- i — V„) > 0. Furthermore, i f by definition g ( 0 
= V„ U) —KV„_i{t), and since gU) is not always nega­
tive (i.e., it is initially zero), it must "go" negative. From 
the continuity of g (t), there is a right-hand neighborhood 
of the zero where i t first starts to "go" negative, such that 
g it) < 0 for t in that neighborhood. However, f r o m the 
governing differential equation, 

V„U) - KV„-,{t) = X [ K „ . , ( 0 - V „ ( / ) ] (D-122) 

( D - l 12) or 

^(0 = X [ K „ _ i ( 0 - K „ ( 0 ] (D-123) 

it has previously been shown that the quantity on the right 
side is always positive, therefore g ( r ) > 0. This contradic­
tion implies that the initial assumption was incorrect; i.e., 
collisions cannot occur. This proof also gives some indica­
tion of the difliculty to be expected when calculating the 
maximum collision-free flow with non-zero reaction time. 

HEADWAY CONTROL 

Under the headway control system, the headway (or spac­
ing control) itself is the control input, the acceleration of 
the fol lowing car being taken as proportional to the devia­
tion of the time headway f r o m the desired headway. This 
kind of control may be taken as a natural extension of the 
rule-of-thumb put fo r th in the California Vehicle Code, that 
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the driver t ry to maintain a spacing of one car length fo r 
every 10 mph in speed. According to this rule, the desired 
spacing between successive vehicles is simply proportional 
to the fol lowing car's speed; that is, 

v „ ( 0 = M-r„-i(0 - Xnit) - c] (D-124) 
with due allowance f o r the length of a car, c. The differ­
ence between the true speed and the desired speed may then 
be taken as an error signal controlling the acceleration of 
the fol lowing vehicle. F rom the previous section, 

vM = K v„'U) ~Kv„U) (D-125) 

where the desired speed is that given by Eq. D-124. There­

fore, 

v „ ( 0 = K{^ilx„,,(t) - x^) - c] - v „ ( 0 } (D-126) 

The application of a reaction time is omitted here because 
of the unsatisfactory performance of this k ind of control, 
even as an automatic system. Further, a second-order sys­
tem of differential-difference equations is by no means 
elementary. This equation may be written, with v„ (<) = x„ 
( f ) , a n d v „ ( 0 = x „ ( 0 , a s 

x\ + Kx„ + K^„ = X ^ ( * „ . i - c) (D-127) 

which may be integrated i n a variety of ways. To simplify 
the notation somewhat, write / — x„.i — c and x = x„, or 

x + Kx + KpiX = Kix.f (D-128) 

Let y^=x,yi = x so the vector 

and the above equation becomes 

in which 

and 

HI) 

( D - I 2 9 ) 

(D-130) 

(D-131) 

(D-132) 

Eq. 132 may be verified by performing the indicated 
matrix multiplication; i.e., 

i=(v) 
(j)=(-"..-'.)(-)-(.:,) — 

or 

X 

KpLX-Kx 

which yields two equations— 

x = x + 0 

which is just an identity, and 

X = - Kx - Kfix + K^^fU) 

or 
x + Kx + K^LX = K^fit) (D-136fe) 

(D-135) 

and this is the original equation (Eq. D-128) . Mult iplying 

y ^ A y + FU) (D-137) 

by the integrating factor c--** gives 

e - * ' y A y = e-''FO) (D-138a) 

or 

~ l e * ' y ] = e'*'Fit) (D-138A) 

and integrating gives 

/ , ' Tt [^•* '>;1 '^ '= " (D-139) 

er-'*l(f) -y(Q) = e *PF(p)dp {D-140) 

Letting j ; ( 0 ) = ^ , „ we may write 

y(t)=e^ty,+ j ' e-^^P *'F(p)dp (D-141) 

Now we have only to evaluate e^'. Then 

e.4* = j g X f 7 - i {D-142) 

in which 

7^' .4 j r = X (D-143) 

and \ is a diagonal matrix. Mult iplying f r o m the lef t by T, 

TJ^^AT=T\ {D-144) 

But f r o m elementary matrix theory, TT" ' = 1. Therefore, 

AT=T\ ( D - I 4 5 ) 

in which 

(D-146) 

(D-147) 

(D-148) 

so 

X, X , ) (x, X 3 ) ( o x , ) ^̂ "̂ "̂ ^̂  

(^-K^i- XXi -K^i - xx )̂ ( X, ̂  x,̂ ) ^ 

which yields the two identities, X, = X, and Xj = Xj , and 
the two characteristic equations 

\,- + KKi + K^^O (D-151fl) 

and 

\^' + Kk., + KiJi = 0 (D-1516) 

with the solutions 

(D-136a) and 

(D-153) 
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Inasmuch as 

154) 

so 

Eq. D-142 becomes 

H 0 e v A - x , 1 ; x , - x , 

_ 1 / 1 1 \ / X ^ A ' - e M \ 
X 2 - X i \ X i X j / V - X i c V e V / 

X, - X, V ^1 ^2 - c^.') Keh' - \ e \ * ) ^ * ^ 

- X, - x A (X2 - X, AO/^A^/ j ^ ^ " ' ^ ^ ^ 

which, with r replaced by r — p, becomes 

Xj - Xi V (̂X2 e>^/t-P' - Xi e\( '-?))X | it/ ^ 

(D-157) 

Having 

y ( / ) = e ' i * y o + e^»-P'Fdp (D-158) 

and taking the ( 1 , 1) element, 

y , = ^ ( / ) = (Xi, - Xi e^.') 
Xa Xj 

+ ( c V - eV ) - i i2L 
X2 Xj 

( D - I 5 9 ) 

3- = i ( / ) = (X, X2 e V - X, X, e V ) 
X., - Xi 

+ X , X , ( e V - c V ) 

+ /•( 
x , - x j 

and the ( 1 , 2) element 

' X, - X, 

(X2 e V - J " - X, e\"-»>)f(p)dp 

(D-160) 

When X < 4/1 one gets imaginary values fo r X, and Xj . 
I f / i = A : / 2 and 2iv = (A: , - 4*:/^), 

X, = - A - i V (D-161) 

= - / i + ,V (D-162) 

K - K = 2 i v (D-163) 

X„ Xj = + ^ =/CjLi (D-164) 

and 

(Xj e'^i' — X, e V ) = «-*'{(— ft + »V) (cos W — i sin vt) 

— (h + iv) (cos W - I - i sin xO) = 2iV cos (D-165) 

Likewise, 

gx,f _ ^x,/ e-^t 2i sin (D-166) 

soac(0 becomes 

;ic(0 = c-*' cos vt (HO)) + e-'" v-' sin ( i ( 0 ) ) 

4- v - i ( f t= + "2)^^^ e-"" p ' s in v ( r - p ) / ( p ) r f p 

(D-167) 
a damped oscillatory solution. Weakening K corresponds 
to reducing h and thus reducing the damping present. I t 
is felt that a system which leads to overshoot and oscil­
lation on paper wi l l almost certainly be unacceptable on 
the road. 
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