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NATIONAL COOPERATIVE HIGHWAY RESEARCH PROGRAM

Systematic, well-designed research provides the most
effective approach to the solution of many problems facing
highway administrators and engineers. Often, highway
problems are of local interest and can best be studied by
highway departments individually or in cooperation with
their state universities and others. However, the accelerat-
ing growth of highway transportation develops increasingly
complex problems of wide interest to highway authorities.
These problems are best studied through a coordinated
program of cooperative research

In recognition of these needs, the highway administrators
of the American Association of State Highway Officials
initiated in 1962 an objective national highway research
program employing modern scientific techniques. This
program is supported on a continuing basis by funds from
participating member states of the Association and it re-
ceives the full cooperation and support of the Bureau of
Public Roads, United States Department of Transportation.

he Highway Rcscarch Board of the Naiionai Academy
of Sciences-National Research Councii was requested by
the Association to administer the research program because
of the Board's recognized objectivity and understanding of
modern research practices. The Board is uniquely suited
for this purpose as: it maintains an extensive committee
structure from which authorities on any highway transpor-
tation subject may be drawn; it possesses avenues of com-
munications and cooperation with federal, state, and local
governmental agencies, universities, and industry; its rela-
tionship to its parent organization, the National Academy
of Sciences, a private, nonprofit institution, is an insurance
of obiectivity; it maintains a full-time research correiation
staff of specialists in highway transportation matters to
bring the findings of research directly to those who are in
a position to use them.
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The program is developed on the basis of research needs
identified by chief administrators of the highway depart-
ments and by committees of AASHO. Each year, specific
areas of research needs to be included in the program are
proposed to the Academy and the Roard by the American
Association of State Highway Officials. Research projects
to fulfill these needs are defined by the Board, and qualified
research agencies are selected from those that have sub-
mitted proposals. Administration and surveillance of re-
search contracts are responsibilities of the Academy and
its Highway Research Board.

The needs for highway research are many, and the
National Cooperative Highway Research Program can
make significant contributions to the solution of highway
transportation problems of mutual concern to many re-
sponsible groups. The program, however, is intended to
complement rather than to substitute for or duplicate other
highway research programs.

This report is one of a series of reports issued from a continuing
research program conducted under a three-way agreement enlered
into in June 1962 by and among the National Academy of Sciences-
National Research Council, the American Association of State High-
way Officials, and the 11, S. Rurean of Public Roads. Individual fiscal
agreements are executed annually by the Academy-Research Council,
the Bureau of Public Roads, and participating state highway depart-
menis, members of the American Association of State Highway
Officials.

This report was prepared by the contracting research agency. It has
been reviewed by the appropriate Advisory Panel for clarity, docu-
mentation, and fulfillment of the contract. It has been accepted by
the Highway Research Board and published in the interest of an
effectual dissemination of findings and their application in the for-
mulation of policies, procedures, and practices in the subject
problem area.

The opinions and conclusions expressed or implied in these reports
are those of the research agencies that performed the research., They
are not necessarily those of the Highway Research Board, the Na-
tional Academy of Sciences, the Bureau of Public Roads, the Ameri-
can Association of State Highway Officials, nor of the individual
states participating in the Program,
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FOREWORD

By Staff

Highway Research Board

The prediction of intercity travel and the determination of the social and economic
factors affecting the amount and distribution of the travel is the subject of this
report. The findings will be of particular interest to the regional transportation
planner who is concerned with travel estimates on transportation facilities at a
regional scale. The researchers utilized the general techniques for estimating high-
way travel within urban areas as a basis for this analysis, The findings indicate the
need to stratify trip generation and distribution into two separate predicting func-
tions with social and economic factors used primarily to estimate trip generation.

The basic techniques for estimating travel within urban areas were believed to pro-
vide a relevant procedure for estimating travel in rural areas. The research was
organized to process external origin-and-destination surveys in order to aggregate
total trips and other activities by time rings from the survey area. A nationwide
network was produced for trip distribution purposes. In this network more than
3,000 centroids were used, representing each county or county equivalent. A series
of activity measures at each centroid was determined, including population, em-
ployment, income, bank deposits, etc. External origin-and-destination data were
acquired and processed for 22 cities in Tennessee, Wisconsin and Missouri where
coding of trips was by standard city-county-state notation.

Two distinctly different methods of analysis to develop predicting equations
were undertaken. In the first, the generation and distribution functions are combined
first for all of the survey cities and for total trips. Basic regression analyses are
performed to produce the predicting equations. Subsequently, these are stratified by
survey city size, by survey trip purpose, and by many of the social-economic mea-
sures of trip attraction in the rest of the universe. Using these stratifications, addi-
tional regression analyses are performed to test various equation forms and the
correlation between variables. The predicted trips from the regression equations
are then compared with actual survey data.

In the alternate analysis procedure, the survey data are utilized to determine
the amount and characteristics of intercity trip generation. Equations are developed
to estimate trips per capita for total trips, business oriented trips and non-business
oriented trips using cordon population as the independent variable. Equations are
also developed for total vehicle-hours of intercity travel by the same trip classifica-
tions. These results provide a basic estimating procedure for the number of intercity
trips made to and from a specifically sized community. The distribution developed
in the first method can then be used to determine the spatial distribution of the trip
patterns.

Knowledge gained from this research will be useful in understanding the
various factors which influence travel through the rural area. Although more effort
is recommended to produce a more accurate predictive model, the results included
here represent a contribution in the development of intercity traffic distribution
techniques and a needed beginning in the development of intercity trip generation
techniques.
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SUMMARY

SOCIAL AND ECONOMIC FACTORS
AFFECTING INTERCITY TRAVEL

This report describes a research study to define the social and economic factors
affecting intercity travel and to use the resulting relationships with existing traffic
prediction tools to predict intercity travel.

The basic data used in the study were the external origin-and-destination sur-
veys of 22 cities. Extensive computer processing of these data was required in order
to make the data comparable—a factor which limited to some degree the scope of
the project. Although a wide geographical and city size range was sought in the
selection of O-D samples, the 22 sample cities which were adaptable for use were
not as varied as desired. In addition to the surveys, a second source was the U.S.
Census, from which a series of 14 commonly available social and economic factors
were selected and recorded on tape for every county or county equivalent in the
continental United States.

The trip data from all the O-D studies were summarized by trip purposes and
by increasing time rings from the study area centroids. This type of summariza-
tion enabled the analysts to obtain significant information from the study, particu-
larly with regard to trip distribution by time ring.

A stepwise regression analysis computer program was used to determine the
relationship between trips and social and economic data. Five basic equation forms
and 395 regression equations were developed during the project. These forms and
equations resulted from the stratification of the O-D data by population ranges and
trip purposes. Comparisons of the actual O-D trips with the synthesized trips were
made for selected cases using a “panacea” general computer program.

The significant findings of this research project include the following:

1. External origin-and-destinations surveys constitute an excellent source of
data for use in the development of analytical procedures for estimation of intercity
trips. This is particularly true when the predicting equations are for all trips or for
trips by major purposes exclusive of social-recreation trips. The value of the external
survey data for use is enhanced particularly if origins and destinations are coded to
the IBM state and county code system, the cordon line location is well defined, and
the purpose classifications used are in accordance with standard definitions. For
future research in this area the identification of the location of residence (zone of
production) of the survey trips would be an additional benefit.

For social and recreation trips the use of urban area external origin-and-des-
tination survey data is not sufficient. Future studies of these trips depend on external
origin-and-destination surveys taken at the recreation area. These surveys, however,
should also be coded to the state-county classification system and should include
standard identification of trip purposes if they are to have the maximum utility.

2. The use of readily available Census data on a county basis is recommended
because it does provide sufficient variables for a study of this type. Also, many of



these variables are regularly projected by the Bureau of the Census, which permits
the estimation of future travel through the use oI data availabie on a nationwide
basis.

3. Population relationships, combined with travel time, appear to be the major
indicators of trip distribution characteristics. Although other social and economic
variables appeared to be as significant as population, in certain instances the regres-
sion analysis showed that population was selected consistently as a principal inde-
pendent variable in the formulation of the intercity distribution formulas.

4. Use of social and economic factors and stratification of cities by size and
by social and economic characteristics appear to be significant in the development
of trip generation formulas. The research has indicated that population relationships
alone are not sufficient to predict trip generation even though this variable, with time,
did correlate well with the origin-and-destination data as far as distribution was
concerned. Analysis of data by population stratification indicates that additional
research, relating the social and economic structure of a city 1o (rip generalions,
is needed, particularly in cities with less than 10,000 people.

5. The research indicates that two views are possible in developing predic-
tion equations for intercity travel. One stance involves the development of a single

ation or family of eqnations to predict generation and distribution simultaneonsly.
The second view holds that two sets of equations should be developed—the first
to predict generation based on social and economic factors and the second to
predict distribution using population and time relationships. Both procedures have
been investigated in this study. However, because the problem of intercity trip
estimation seems to be in the area of generation, it is anticipated that procedures
which estimate generation and distribution separately will prove more promising.
It is recommended that future research be directed to further classification of this
method.

6. Existing trip prediction tools can be successfully used as the basis for
developing intercity travel prediction equations providing some control can be
exercised over the origin-and-destination data collection procedures. The lack of
data standardization has introduced some error and unfortunate additional process-
ing effort into the study. This was unfortunate, because the need to process addi-
tional surveys was evident but had to be limited during this study for the sake of
economy and program continuity.

Intercity travel estimating procedures described in this report are a major

i sgmalBos

for this type of travel. To date, this study has been concerned with highway
vehicle travel stratified by trip purpose and city size. In the work which follows
and builds on the findings described herein, attention should be given to the refine-
ment of these factors and to the inclusion of additional studies of recreation time,
travel mode, trips defined as production and attraction, trip generation, and travel
time and travel cost controls. In refining the procedures and in developing alternate
ones, it will be necessary to expand data coverage to include more very small and
very large cities and to provide a larger geographic coverage to determine whether
regional influence significantly affects the results derived from the spacial and
size interrelations as reported herein.

Without these additional refinements the equations developed probably provide
a reasonably accurate description of intercity travel in most areas of the country.
With the additional refinements the ability to predict intercity travel to the same
standards of accuracy as is currently possible for intracity travel is nearly assured.



CHAPTER ONE

INTRODUCTION AND RESEARCH APPROACH

There has been considerable national interest in the pros-
pect of high-speed intercity land travel in the Boston-
Washington corridor. Other heavy transportation corri-
dors between urban areas are also being considered for
new transportation modes with improved operating charac-
teristics. The effect of these new proposals on future travel
patterns is receiving considerable attention from many
public transportation agencies and private industry.

Travel has changed dramatically since 1945 when con-
sidered in terms of cost, speed, and comfort. Yet today
only 28 percent of the present population has ever flown.
Does this imply that air travel today is just a fraction of
its ultimate potential? Existing air travel is overloading the
air corridors between some urban areas and more par-
ticularly at the air terminals. Is this a restraint to the
ultimate potential for intercity travel by air?

As the Interstate Highway System nears completion with
its improvement to travel times and safety, the travel of
people between urban areas rises at a rate that is not
totally explained by the increases in population.

Rail passenger travel has continually decreased as a
significant factor in the intercity travel market. Passenger
comfort and convenience have been cited as principle
causes.

Changing social conditions such as increased leisure time
and rising family income are expected to modify current
intercity travel patterns by increasing both time and money
available to potential travelers.

The desire for intercity travel at a level in excess of the
actuality of the occurrence is an inherent factor identified
by Lansing (7).

The character of the nation has changed from rural
orientation with 40 percent of the population in urban
areas in 1900 to an urban orientation with over 63 percent
of the population in urban areas in 1965.

These changes have a direct effect on the intercity travel
in many ways, as follows:

1. Many social and business needs of people within an
urban area are satisfied by the available activities within
that urban area. This factor tends to reduce the intercity
travel on a per capita basis below that which occurs in
smaller urban places.

2. Business is becoming increasingly more flexible and
mobile. Business travel is a manifestation of this new
flexibility, with the result that business travel is an increas-
ing proportion of intercity travel.

3. Business travel is a function of the affluence and
value of the traveler to the organization he represents.
Therefore, time becomes an important consideration and
has a value to both the traveler and his organization. The
distribution of per capita income in favor of residents of
large urban areas encourages more travel by common car-

rier (air) in order to minimize the total cost of essential
business travel by this group.

4. Common carrier service to small urban areas is not
as available as it is to large metropolitan areas, with the
result that less travel to and from the small areas is
accomplished by common carrier on a per capita basis
than is accomplished by residents of the large urban areas.

5. Travel is a function of disposable income, with the
result that areas with higher per capita incomes will spend
more dollars per capita in travel than will areas with
correspondingly lower per capita incomes. This factor
encourages higher total travel rates by residents of large
urban areas than by residents of smaller ones providing
that the larger urban areas have more disposable incomes
per capita and it is well distributed over the entire
population.

6. Intercity travel distances for the average trip vary
with the size of the urban area from which the trip
originates. The ability to satisfy a need of the traveler
would appear to explain this characteristic.

From these factors a number of considerations which
will affect the future patterns of intercity trip travel
emerge with some consistency. More of the nation’s
population will be located in urban areas. Higher per
capita incomes and more leisure time are projected for
most of the population. Business relationships within or-
ganizations will continue to be less parochial. Advertising
and communication will be more effective in describing the
available attractions of all areas of the nation and the
world. The time required to travel between desired points
will decrease even more dramatically; however, the travel
cost will not change as appreciably.

The present characteristics of intercity travel would
indicate that travel by residents of small urban areas is
predominately essential travel and that changes in ac-
cessibility will have only a relatively minor effect in in-
creasing intercity travel from these areas. This is caused
by the constraint of cost, which states that intercity travel
is limited principally by its cost with time being a second-
ary but significant factor (/). In large metropolitan areas
it appears that travel is constrained by available time for
travel to activities which are not available within the
urban area. Increases in accessibility which will result
from the completion of the Interstate Highway System and
the development of new intercity transportation modes will
have an appreciable effect on the travel patterns of the
residents of these areas. With more leisure time, higher
per capita income and increased advertising, the future
intercity travel by residents of these areas could increase
dramatically.

Air travel has a large untapped market from which to
draw if the problems associated with air corridor and ter-



minal congestion can be solved. The development of larger-
erale jet aircraft ic evnected ta have a maiar effect on thic

problem, particularly for long trips (over 1,000 miles).

PURPOSE AND SCOPE

This report is based on the premise that correlations exist
between the intercity trips produced and attracted by an
area; the social-economic characteristics of the area; and
the spacial distribution of the social-economic characteris-
tics of those other areas competing for trips. Further, it
is based on the philosophy that (1) the development of a
inethod vi incthods (o estimate these tiips should be based
on a systematic, uniform, and consistent approach utilizing
commonly available transportation planning tools and
techniques; and (2) the social-economic data used to
obtain trip transfer data should be readily available and
suitable for forecasting the future.

If these premises hold, it can be hypothesized that the
relationships developed for test cities can be applied to
other urban areas to determine unknown trip distributions
of existing travel or applied to the projections of the
various social-economic factors to develop future trip
distributions to and from a particular urban area or to and
from all urban communities in a region.

This research project, then, provides an opportunity to
develop usable techniques for estimating intercity trip
transfer based on economic and social factors.

RESEARCH APPROACH

Analysis procedures selected initially for this study were
organized and the program was divided into phases which
are described as follows:

Study Organization and Research of Previous Work

This phase included the study design and organizations, a
survey of existing literature relating to the project, a
search for data to be used in the project, and an assembly
of all previous expcricncc in the area of research.

Assembly and Reduction of Data

In this phase the assembly of origin-and-destination (O-D)
and social and economic characteristic data, and the com-
pilation and reduction of these data for use in the project,
were completed.

Application of Present Techniques

Current techniques for predicting travel and the extent to
which intercity traffic can be predicted with these methods
were evaluated.

Development and Application of New Study Techniques

Based on the evaluations of the previous phase, methods
were developed to estimate intercity travel. Included also
was the evaluation of alternative or additional economic or
social factors that could be used to improve the methods
for predicting intercity travel.

Comparison and Evaluation

This phase involved the application of the method or
methods developed in the previous phase and the compari-
son of the results to trip transfer data already developed.
Trip production and its relation to social-economic fac-
tors and trip distribution were analyzed. Stratifications of
data to develop independent equations were used where
possible with attention given to regional variations, eco-
nomic factors, spacial distribution of various sized citics or
varying city functions and the effect of exceptional
transportation service between city pairs.

PROCEDURES FOLLOWED

Urban transportation planning procedures have charac-
teristically involved the conduct of origin-and-destination
studies to determine pattcrns of urban travel. The ex-
ternal portion of the origin-and-destination study specifi-
cally obtains information pertaining to trips to, from,
and through the urban area in question by interviewing a

sample of the vehicle drivers crossing the boundary of the

study area (external cordon). Information obtained from

these drivers generally includes:

1. Date and time of trip interview.

Trip purpose.

Vehicle type.

Number of passengers.

Information pertaining to the place of origin and
destination of the trip.

Sal el o

The information for each trip is generally coded on a data
card along with factors which indicate the number of
actual trips that the particular trip sample represents. The
methods used for coding external origin-and-destination
surveys vary from city to city; however, many studies have
utilized a uniform coding procedure for describing places
of origin and destination. This procedure uses the codes
published in the 1961 IBM Manual Numerical Code for
States, Counties and Cities of the United States (16) to
systematically number states, counties within states, and
cities within states. The use of this uniform origin-and-
destination coding system in this project made possible the
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survey which utilized this system. Once processed, the
origin-and-destination trip data couid then be correiated
with available social-economic data.

The procedure developed for processing the origin-and-
destination data was based on the modification of a series
of selected transportation computer programs which are
currently being used for urban iransportaiion planning.
The programs were modified to enable many external
origin-and-destination surveys to be processed economically
and to permit the tabulation of trips between a specific
survey area and 3,075 other locations (counties or county
equivalents) in a nationwide network. The program
modifications and their subsequent application to the study
further allow for the distributed trips to be stratified by
travel time, by purpose, or by selected origins and destina-
tions. Social and economic data pertaining to each of the
3,075 counties were also stratified by travel time from each
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survey area. The stratified trip data and social-economic
data were then coded for subsequent input into a series of
regression analysis programs to determine the correlation
between the available data.

National Network Development

A network representing all the major highways in the
United States was developed to determine the time dis-
tribution of trips and social-economic factors relative to
each individual origin-and-destination survey area (the
network is illustrated in Figures 1 and 2). Each of the
3,075 counties or county equivalents in the nation is
represented by a “centroid” representing the center of the
population mass of the county. The centroids were inter-
connected by a series of links representing the existing
roadway system in 1960. The year 1960 was selected so
as to be compatible with the census data which comprise
the majority of the social-economic data used in the
project and with the external origin-and-destination sur-
veys. (A majority of the O-D surveys were conducted
within two years of 1960.) Each link was assigned a length
and speed reflective of actual intercity driving times. Us-
ing the coded network data as input, trees were built for
each survey city. In each case the network description was
modified so that the survey city under study was Zone 1.

Collection of Origin-and-Destination Data

Origin-and-destination external cordon survey data were
gathered from various state highway departments. A ques-
tionnaire requesting O-D data was sent to the following
states: Missouri, Minnesota, Ohio, Tennessee, Michigan,
Kentucky, Wisconsin, Illinois, Iowa, and Indiana. In
addition, questionnaires were sent to selected cities, in-
cluding Boston and San Antonio, regarding the availability
of O-D data. Of the data available only those from eight
cities in Tennessee, eleven cities in Wisconsin, and seven
cities in Missouri existed in a format suitable for use in
the project. These data were used. However, as the
project progressed four of these sources had to be aban-
doned because some of the interview cards were missing.
Sources of origin-and-destination data of other modes of
travel were also investigated, including rail, bus, and air.

Processing External Origin-and-Destination Surveys

As previously indicated, a prerequisite for the selection of
an external origin-and-destination survey for use in this
study was adherence to the IBM Manual Numerical Code
for States, Counties and Cities of the United States. In
this coding system, each state is numbered sequentially
from 1 to 49 in alphabetical order. The counties within
each state are numbered in alphabetical order with a five-
digit state-county code ranging from 01001 to 49047.
These codes are not numbered in ascending numerical
sequence. To facilitate the processing of the external sur-
vey data for the selected cities, the counties were re-
assigned numbers ranging from 2 to 3126 (the additional
numbers are used to define a centroid for each state)
through the use of an equivalent deck of data cards. The

external origin-and-destination cards were then processed
to determine the number of trips between the external
survey city, representing a particular county, and each of
the other 3,075 counties in the network.

In selecting the external surveys to be used in the study it
was decided to analyze a number of varying sized cities in
order to identify the relationship of city size to trip genera-
tion and distribution. The 26 cities enumerated in Table 1
were originally selected for processing. Those four cities
indicated by asterisks were not used because interview
cards were missing. Figure 3 shows the location of the
22 cities from which usable data were obtained. The
processing of the O-D surveys varied slightly among cities,
but the procedures were very similar.

A total of 664,022 trips between the usable 22 study
areas and each of the 3,075 other zones in the nationwide
network was processed. These trips were then categorized
by purpose. They were (1) work, (2) business, (3) social-
recreation, and (4) others.

Collection of Social-Economic Data

A major problem arose which had as its result a limiting
effect upon the scope of the development of trip predict-
ing equations based on varied social and economic factors.
The problem involved the relationship of the social and
economic factors which were collected on a county basis to
the urbanized (city) cordon area. Thus, although the data
could be readily related to destinations (other counties),
they could not be easily related to origins (the O-D study
city cordon area).

The only data common to both counties and city study
areas represented area and population. Although a few
of the larger studies had data on family income, employ-
ment, dwelling units, and vehicle ownership statistics, simi-
lar data were not obtainable in printed form for the other
study areas, the reason being that the cordon line did not
coincide with any political or census tract boundaries. It
appeared that the only possible means of acquiring this
information would be to assume it, using the populations
and areas of the city, study area, and county as guide lines;
however, in many cases such a procedure would have
produced little else but a crude estimate and might have
introduced considerable error into any results obtained
using such data. Thus, only population and area, or some
combination thereof (density, etc.) was usable. In the final
analysis only the population within the cordon was in-
corporated into the trip predicting equations derived in this
project. The following available and pertinent social-
economic factors were obtained for the 3,075 counties in
the network and punched into data cards:

1. Total population

2. Standard Metropolitan Statistical Area (SMSA)
population

3. Population of counties not in a SMSA and having
less than 50,000 inhabitants

4. Population of counties having more than 50,000
inhabitants

5. Population of SMSA’s having less than 1,000,000
inhabitants
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Figure 2. Section of nationwide link node network showing detail.

10.
11.
12.

Population of SMSA’s having more than 1,000,000
inhabitants
Population of urban counties

. Population of rural non-farm counties

Aggregate income
Total employment
Total bank deposits
Recreation factor

13. Population of counties having less than 20%
population increase from 1950 to 1960

14. Population of counties having more than 20%
population decrease from 1950 to 1960

A time distribution of these factors was made from the
twenty-two study areas to the 3,075 counties in the net-
work. The output from this procedure was a tabulation of
each of the total county factors by 10-minute increments
from each study area. This information was then used as
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input for the regression analysis program so that a cor-
relation could be established between trips and the various
social and economic factors.

Based on the assumption that a better correlation would
exist between trips categorized by purpose and various
social and economic factors, the total all purpose data
were reprocessed to obtain the four trip purposes (work,
business, social-recreation, and others). The special trip
distributions included:

1. Trips to SMSA’s
2. Trips to counties whose population is greater than

50,000

3. Trips to counties not in an SMSA and whose popula-
tion is less than 50,000

4. Trips to SMSA’s whose population is greater than
1,000,000

5. Trips to SMSA’s whose population is less than
1,000,000

This stratification of trips was intended to separate urban-
and rural-oriented trips for subsequent correlation with
social-economic factors.

Summary charts (Appendix C) include detailed infor-
mation about trip classification for the 22 cities in the
sample.

REGRESSION ANALYSIS

Several available regression analysis computer programs
were reviewed as to their capabilities for use in this project.
A program written by the University of California (Los
Angeles) School of Medicine was selected. This program,
BMDO2R, provides for the transformation of variables to
other forms, such as logarithm, reciprocal, exponential,
etc. It computes a sequence of multiple linear regression
equations in a stepwise manner. At each step, one variable
is added to the regression equation.

The variable added is the one which makes the greatest
reduction in the error (least sum of squares). Equiva-
lently, it is the variable which has the highest partial
correlation with the dependent variable partialed on the
variables which have already been added, and equivalently,
it is the variable which, if it were added, would have the
highest F-value. In addition, variables can be forced into
the regression equation and automatically removed when
their F-values become too low. Regression equations with
or without the regression intercept may be selected. Also,
the program has flexibility in the choice of input formats so
that both individual cities and groups of cities could be
processed.

The origin-destination data, along with the social eco-
nomic factors (which were processed independently), were
combined and summarized on data cards for each study
area for input to a series of regression analysis programs.
These cards include the time ring, total trips, the fourteen
social-economic factors, trips by purpose, the five special
distributions of trips, trips greater than 35 minutes, and the
population within the cordon.

The time rings were developed in the following manner:
A distribution program was used to distribute total trips,
purpose trips, and the fourteen social-economic factors

TABLE 1

CITIES FROM WHICH ORIGIN AND DESTINATION
DATA WERE OBTAINED

CITY 1960 poP.
1. St. Louis, Mo. 750,026
2. Kansas City, Mo." 475,539
3. Kansas City, Kan.* 121,901
4. Springfield, Mo. 95,865
5. St. Joseph, Mo. 79,673
6. Joplin, Mo. 38,958
7. Cape Girardeau, Mo.” 24,947
8. Elkhorn, Wis. 3,586
9. Green Bay, Wis. 62,888

10. Lake Geneva, Wis. 4,929

11. Waupaca, Wis. 3,984

12. Monroe, Wis. 8,178

13. Oconomowac, Wis. 6,682
14. Madison, Wis. 126,706
15. Sheboygan, Wis. 45,747
16. Sturgeon Bay, Wis. 7,353
17. West Bend, Wis. 9,969
18. Burlington, Wis. 5,856
19. Chattanooga, Tenn. 130,009
20. Nashville, Tenn." 170,874
21. Rogersville, Tenn. 3,121
22. Athens, Tenn. 13,100
23. Humboldt, Tenn. 8,482
24. Morristown, Tenn. 21,300
25. Columbia, Tenn. 17,624
26. Dyersburg, Tenn. 12,499

a Not used; interview cards missing.

from the study area (home node) to all other counties in
the U. S. in 10-minute concentric circles. The input to
this program is as many as nine binary trip tapes or tapes
containing the social-economic factors and a binary tape of
interzonal travel times (skim trees). The output lists in
10-minute time intervals the total trips or factors which
fall in these groupings up to 2,000 minutes. For the re-
gression cards it was decided that some grouping of the
time rings would be necessary. Assuming that the trips
which are to be predicted diminish as the distance from
the study area increases, it was decided to group the data
for the regression analysis in the following manner:

0 to 400 min in 10-min increments
400 to 600 min in 50-min increments
600 to 1000 min in 100-min increments

1000 to 2000 min in 200-min increments

The midpoint of the time ring is the value punched on
the regression cards. Thus, in the first time ring, which
ranges from Q to 10 min, the midpoint is 5 min. The last
value the distribution program lists is the number of trips,
bank deposits, etc., which are more than 2,000 min from
the study area. The midpoint of this value, which is the
last observation on the regression cards, is halfway be-
tween 2,000 and the most distant point in the network.
This point is read off the time tree, which lists the travel
time from the home node to all other counties in the
universe. By grouping the data, the number of observa-
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tions was reduced from 200 to approximately 50. The
number of cheervations did not remain constant for all the
cities due to the fact that if there were no trips destined in
a particular time ring the other data in the ring were split
with half going to the preceding ring and half to the fol-
lowing ring. The time of the remaining two rings, then,
had to be changed so that it represented the midpoint of
the new data ring. This same procedure was followed in
grouping all the data, population, bank deposits, etc.,
which were used in the regression equations. It was found
by manual calculations and plotting that the relationship
which exists between trips, ring population, cordon popu-
lation and time is logarithmic; thus, it was necessary to
take the log of every variable used.

Rasically two types of regression runs were made—one
where the equation form was fixed, and the other where
the program picks the equation form. An example of the
former case is where the input data took the form:

(Cord. pop. % Ring pop.)

log (Trips) = log Time® (1)
and the solution became
p P v 3 oxp
Trips = Constant (Conl. pop: X RiDEPOP.)™ (2)

Time?®
The basis for trying this particular equation form stems
from the basic P/D relationship, where the interchange
between any two areas is proportional to the mass of one
area multiplied by the mass of the other divided by some
type of friction factor. In this case mass is the population
of the two areas and the friction factor is the cube of time.

In the other case, an initial run is made using trips as
the independent variable with approximately 50 dependent

variables to see which variables have a high correlation
with trins. The program then selects, in a stepwise man-
ner, the variable which makes the greatest reduction in the
error (sum of squares). The run is terminated when the
specified number of steps is reached. The result of a
typical three-step regression analysis program takes.the
following form:

(Cord. pop.)exr (Ring pop.)exp
Timeexr

Trips = Constant (3)

Regression runs were made:

1. For each city using total trips as the dependent
variable.
2. For each city using trips to certain population strati-

fentinemg oo tha danoa i . 1 ‘
1iCatlidnsg as inc m,pcudent variables; that 18, Standard

Metropolitan Statistical Areas (SMSA’s); SMSA’s with
population greater than 1,000,000; SMSA’s with popula-
tion less than 1,000,000; counties with population greater
than 50,000; counties not in SMSA’s with population less
than 50,000.

3. For each city using purpose trips as the dependent
variable; that is, work, business, social-recreational, other.

4. Grouping individual cities into popuiation groups and
using trips by city size group as the dependent variable.
There were 395 regression equations derived as the project
progressed.

Comparisons of actual O-D trips with the synthesized
trips (trips obtained by solving the regression analysis
predicting equation) were made for all of the above cases
using a “panacea” (general purpose) computer program
which does repetitive form sheet calculations on the
IBM 704, 7090, and 7094.

CHAPTER TWO

FINDINGS-RESULTS AND ANALYSIS

TRIP DATA

The results of processing the origin-and-distinction ex-
ternal cordon survey data are summarized in Tables C-1 and
C-2, which report the various characteristics of trip distribu-
tions for the 22 individual cities, the four groups of cities
based on cordon population, and the summary of all 22
cities. An external trip is where one end of the trip has its
origin or destination within the cordon and the other end is
located outside the study area. There were 664,022 external
trips processed.

The average number of trips per study area is 30,183
and the average population for these areas is 109,710. The

average trip length is 49.6 minutes, which appears to indi-
cate the trend toward longer intercity trips and also re-
flects the longer commuter trips. The average number of
counties which are linked to the study area by trip trans-
fers is 396, or 13 percent of the counties in the nationwide
network. There is, however, wide variation in this value
among the individual study areas. For example, Athens is
connected only to 80 counties, but at the other extreme the
corresponding figure for St. Louis is 1,008. Thus, on an
average day the trips originating or terminating in the
St. Louis study area have origins or destinations in 33 per-
cent of the counties in the continental United States. This
is an astonishing figure when considering the area of the



U. S. It indicates the great importance of the large metro-
politan areas in the nation today. Of all the trips, only
182,873, or 27.5 percent, have trip lengths greater than
35 minutes, which indicates that approximately three-
fourths of the trips made have their origins or destinations
in counties adjacent to the study area.

Characteristics of Intercity Travel

The real problem involved in the analysis of intercity
travel is the determination of whether such travel is prin-
cipally a function of location, a function of community
size, or a function of the characteristics of the people who
live within the community. With this in mind, the sum-
mary charts were analyzed and these relationships in-
vestigated. The results of this study indicate that city size
is the most significant variable affecting the number of
trips made and the total vehicle-miles of travel made during
those trips. Table 2 summarizes the relationship of city
size (population) to trips per capita, average trip length
and vehicle hours per capita for total, business and non-
business trips over 35 minutes in length. The total trip
section of Table 2 indicates the significance of the city
size. Figure 4 shows the city size-trips per capita relation-
ship. Figure 5 shows the relationship of city size and aver-
age trip length for trips over 35 minutes in length for the
study cities. Although the deviations from the curve in
Figure 5 are not as consistent as those in Figure 4, it is evi-
dent that as city size decreases trips per capita increase and
as city size increases the average trip length becomes longer.
The variations which do occur from a normal, smooth
curve are the result of spacial location and special char-
acteristics of the community. This latter factor is most
notably apparent in the smaller Wisconsin cities (Sturgeon

TABLE 2
CHARACTERISTICS OF INTERCITY TRAVEL*
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Bay, Lake Geneva, Waupaca) where the survey data were
taken on a summer week-day and reflect considerable non-
business travel for vacation purposes and, therefore, longer
trip length than would be the case if the survey had been
conducted during the spring and fall months of the year.
If the trips over 35 minutes are multiplied by the average
trip length for trips over 35 minutes, the product is the
number of vehicle-hours of travel per capita for trips over
35 minutes for each study area. These data, recorded in
Table 2 and shown graphically in Figure 6, also emphasize
the relationship of travel and city size as a meaningful indi-
cator of intercity travel.

Analyzing all three parameters—trips per capita, average
trip length, and vehicle-hours per capita—indicates certain
general observations regarding intercity travel. First, the
inverse relationship between population size and trips per
capita emphasizes the role of the small city as a trip pro-
ducer and that of the large city as a trip attractor. As
pointed out in the literature survey (Appendix B), the
logic behind this phenomenon is the fact that individuals
can satisfy their needs—that is, work, shop, and transact
business—much closer to their homes in large urban areas
than in the smaller ones.

Second, the fact that trip lengths are longer for the
larger cities appears to be explained by the location of
a greater number of major businesses and industries pro-
ducing long business trips. The fact that more people with
larger amounts of disposable incomes are concentrated in
the large cities could account for longer vacation-type trips.

Third, the relationship between vehicle-hours per per-
son and average trip length gives an indication of trip
volume and distribution to and from the study area. That
is, it would appear that a considerable volume of short-
distance intercity trips are made per capita to and from the

TOTAL TRIPS

BUSINESS TRIPS b NON-BUSINESS TRIPS ¢

AVG. TRIP AVG. TRIP AVG. TRIP

TRIPS / LENGTH  VEH-HR/ TRIPS / LENGTH  VEH-HR/ TRIPS/ LENGTH  VEH-HR/

CITY POPULATION CAPITA (M1) CAPITA CAPITA (M1) CAPITA CAPITA (mr) CAPITA
St. Louis, Mo. 1,456,673 0.0238 3.89 0.0925 0.0141 3.72 0.0524 0.0097 4.14 0.0401
Chauanou%.. Tenn. 242,096 0.0792 2.19 0.1732 0.0612 2.02 0.1235 0.0180 2.76 0.0497
Madison, Wis. 169,236 0.1515 2.38 0.3600 0.0971 2.25 0.2180 0.0544 2.61 0.1420
Springfield, Mo. 109,768 0.1220 2.88 0.3520 0.0738 2.58 0.1910 0.0482 3.35 0.1610
reen Bay, Wis. 96,407 0.1271 1.96 0.2430 0.0725 1.76 0.1275 0.0546 2.12 0.1155
St. Joseph, Mo, 84,165 0.1633 2.21 0.3620 0.0744 237 0.1762 0.0850 2.09 0.1775
Sheboygan, Wis. 60,000 0.1160 2.06 0.2390 0.0765 1.61 0.1235 0.0395 293 0.1155
Joplin, Mo. 40,914 0.2750 2.02 0.5530 0.1596 1.94 0.3090 0.1154 2.10 0.2440
Morristown, Tenn. 27,000 0.2450 1.25 0.3061 0.1842 1.22 0.2253 0.0614 1.32 0.0812
Columbia, Tenn. 26,000 0.1459 1.47 0.2130 0.1062 1.25 0.1326 0.0396 2.04 0.0808
West Bend, Wis. 15,520 0.2650 1.08 0.2880 0.1545 1.06 0.1640 0.1105 1.12 0.1240
Athens, Tenn. 13,100 0.2161 1.32 0.2861 0.1698 1,31 0.2218 0.0468 1.37 0.0645
Dyersburg, Tenn. 12,499 0.2900 1.71 0.4950 0.2170 1.62 0.3514 0.0718 1.98 0.1420
Sturgeon Bay, Wis. 10,000 0.2395 2.40 0.5779 0.0609 2.44 0.1489 0.1786 2.40 0.4290
Burlington, Wis, 8,700 0.4080 1.08 .4400 0.2360 1.12 0.2630 0.1720 1.03 0.1770
Humboldt, Tenn. 8,650 0.0669 4.03 0.2695 0.0626 2.64 0.1653 0.0043 24,30 0.1039
Monroe, Wis. 8,170 0.4810 1.29 0.6210 0.2488 1.37 0.3414 0.2319 1.20 0.2793
Oconomowoe, Wis. 8,000 0.2450 1.30 0.3190 0.2079 1.17 0.2430 0.0370 2.05 0.0759
Lake Geneva, Wis. 5,500 0.9340 293 2.7200 0.2691 2.36 0.6356 0.6664 3.16 2.1054
Waupaca, Wis. 4,500 0.5450 1.67 0.9060 0.2910 1.51 0.4420 0.2540 1.82 0.4640
Elkhorn, Wis. 3,600 —a —d — —d —d —d —d —
Rogersville, Tenn. 3,121 0.4480 3.00 1.3480 0.3762 1.99 0.7494 0.0727 8.67 0.6306

a Trips greater than 35 min.

b Includes work and business as defined in this study,
¢ Includes all trips except work and business.

4 Omitted because of inconsistent data.
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sinaller cities as opposed to the larger cities. Although
large cities have longer trip lengths, the volume of these
trips per capita is lower. This phenomenon can be related
to social and economic characteristics of the different areas
by hypothesizing that the trips about the smaller cities are
trips to satisfy work and local personal business and are
made to nearby service centers, whereas the longer trips in
the larger urban areas are more of a regional business or
recreation nature.

In each of these three cases, although the variations
which occur from a smooth graph may be attributed to the
spacial location of the community under study, relative to
other communities in close proximity, these variations
may also be caused by inconsistencies in and among the
survey procedures used to obtain the data provided for this
project. Furthermore, it is undoubtedly true that certain
unusual conditions have occurred on the days of some
surveys which are not average for the community under
consideration. In the organization of the material for this
study, it was impossible in many cases to determine
whether such conditions actually existed, although in the
case of the Wisconsin cities it is known that these surveys
were conducted during a summer weekday and do reflect
a considerable distortion because of the non-business vaca-
tion travel which occurs in these recreationally oriented
areas.



From these relationships it can be inferred that equa-
tions expressing these relationships can be developed to
predict the number of trips over 35 minutes for any area
and to predict the total vehicle-hours of travel for any city.
If formulas can be developed which accurately predict the
distribution of trips for a given city or for cities in different
population groups, it logically follows that the analytical
procedures required to develop trip production and those
procedures required to develop distribution can be com-
bined to express completely intercity trip transfers. Any
modifications which are required in order to make the two
equation types compatible can be accomplished through
the control relationship of total trips per capita or total
vehicle-hours of travel for the given city under study. This
conclusion is a basic finding of this study, and while it may
not accurately describe all situations, it seems to give
reasonable answers for those study areas which were
investigated in this project. It is assumed that the basic
relationships would hold for other communities in the
United States; however, because the exact relationships de-
termined in the study were based on only three states,
representing only two or three regions, modifications may
be necessary in applying them to the other regions of the
United States. Only further research in this area will
determine their applicability.

Equations developed describing production and trip
length relationships on both a total basis and by business
and non-business trip purposes are presented in the next
section. Distribution equations are discussed in a later
section of this report.

TABLE 3
COMPARISON OF ACTUAL AND EQUATION VALUES
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TRIP PRODUCTION EQUATION

The number of total external trips per capita over 35 min-
utes long crossing the cordon line around an urban area
can be relatively well predicted by

11.0
(Cord. pop.) 202

which has been graphically depicted in Figure 4.

Trips/Capita = 4)

Comparison of Actual and Equation Values

Table 3 shows a comparison between the study data and
the values obtained from Eq. 4.

The number of business trips per capita greater than
35 minutes can be predicted by

6l

Business trips/ Capita = W

(5)
Figure 7 graphically depicts and Table 3 compares the
actual values with those obtained by use of Eq. 5.

The number of non-business trips per capita greater than
35 minutes can be predicted by

435
(Cord. pop.)-847

Figure 8 graphically depicts and Table 3 compares the
actual values with those obtained by use of Eq. 6.

It is evident that intercity trips greater than 35 minutes
are closely related to the cordon population of the study
areas under consideration.

From the data investigated, this relationship is one of
the most stable developed in this study. However, al-

Non-business trips/Capita =

(6)

TRIPS PER CAPITA

TOTAL [RIPS 2

BUSINESS TRIPS b NON-BUSINESS TRIPS ¢

cITY POPULATION ACTUAL  EQ. DIFF. ACTUAL  EQ. DIFF. ACTUAL  EQ. DIFF.

St. Louis, Mo. 1,456, 673 0.0238  0.0418 —0.0180 0.0141 0.0123 0.0018 0.0097 0.0026 0.0071
Chatlanoogv Tenn. '242,096 0.0792  0.0865 —0.0073 0.0612  0.0363 0.0249 0.0180 0.0125 0.0055
Madison, Wis. 169,236 0.1515 0.0944 0.0571 0.0971 0.0452 0.0519 0.0544  0.0165 0.0379
Springfield, Mo. 109,768 0.1220  0.1178 0.0042 0.0738  0.0598 0.0140 0.0482  0.0239 0.0243
Green Bay, Wis. 96,407 0.1271 0.1234 0.0036 0.0725 0.0639 0.0086 .0546  0.0262 0.0284
St. Joseph, Mo. 84,165 0.1633 0.1298 0.0335 0.0744  0.0685 0.0059 0.0850  0.0301 0.0549
Sheboygan, Wis, 60,000 0.1160  0.1466  —0.0306 0.0765 0.0843 — 0.0078 0.0395 0.0392 0.0003
Joplin, Mo. 40,914 0.2750 0.1710 0.1040 0.1596  0.1048 0.0548 0.1154  0.053 0.0618
Morristown, Tenn. 27,000 0.2450  0.2025 0.0425 0.1842  0.1350 0.0592 0.0614  0.0774  —0.0160
Columbia, Tenn. 26,000 0.1459 0.2048  —0.0589 0.1062  0.1396 —0.0334 0.0396  0.0791  —0.0395
West Bend, Wis. 15,520 0.2650  0.2520 0.0130 0.1545 0.1883 —0.0338 0.1105 0.1225  —0.0120
Athens, Tenn, 13,100 0.2161 0.2687  —0.0526 0.1698 0.2089 —0.0391 0.0468 0.1440  —0.0972
Dyersburg, Tenn. 12,499 0.2900  0.2763 0.0137 0.2170  0.2163 0.0007 0.0718 0.1510  —0.0792
Sluri,con Ba{v Wis, 10,000 0.2395 02973  —0.0578 0.0609 0.2440  —0.1831 0.1786  0.1790  —0.0004
Burlington, 1 8,700 0.4080 0.3158 0.0922 0.2360 0.2663 — 0.0303 0.1720 0. 2014 — 0.0294
Humboldt, 8,650 0.0669 03171 —0.2502 0.0626  0.2699 —0.2073 - —
Monroe, Wis 8,170 04810  0.3231 0.1579 0.2488 0.2773 —0.0285 — —
Oconomowoc, Wi.s, 8,000 0.2450  0.3261 —0.0811 0.2079  0.2798 —0.0719 00370 02208 —0.1838
Lake Geneva, Wis. 5,500 0.9340  0.3769 0.5571 0.2691 0.3506 —0.0815 0.6664  0.2979 0.3685
Waupaca, Wis. 4,500 0.5450  0.4086 0.1364 0.2910 0.3954  —0.1044 0.2540  0.3537 — 0.0997
Elkhorn, Wis. 3,600 —d —d —d —d — —d — —d —d
Rogersville, Tenn. 3,121 0.4480  0.4714  —0.0234 0.3762  0.4959  —0.1197 0.0727  0.4769  — 0.4042

a Equation: Trips/capita = 11.0
i (Cordon population)0-252
61
B - . i g
Equation: Business trips/capita {Cordon popuiation) 0.
435

< Equation: Non-business trips/capita =

: (Cordon population)°-5¢
4 Omitted because of inconsistent data.
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Figure 7. Business trips per capita in relation to city
size, for trips greater than 35 min.

though this question holds very well for trips greater than
35 minutes, no similar equation could be developed with
as good a correlation for trips less than 35 minutes.

Of the trips greater than 35 minutes, it is generally true
that for average weekday travel the percentage of business
trips increases as the city size increases, although the
differences are minor. Percentages of business trips of the
total trips range from 60% maximum to 25% minimum.
However, as the longer trips are considered (8 hours or
more) the percentage of the total trips for business pur-
poses decreases. In this case, the range is 55% to 20%
except for one or two special cases, This change implies
ihat non-business irips are, on the average, longer than
business trips.

It is significant to note that trips respond weli to cordon
population relationships despite the geographical location
of the survey city. However, the geographical location of
the survey city does affect trip distribution. In fact, it is
probably the most important predictor of trip distribution.

TRIP LENGTH EQUATION

Although distribution is affected by the spacial relation-
ship between populations, business trip and non-business
trip lengths vary despite their common spacial relationship
to population. This is shown by observing that business
trips average approximately 10% shorter than the total
trip average, whereas non-business trips average approxi-
mately 10% longer than the total trip average. It can also
be shown that the longer the trips considered, the greater
the percentage of non-business trips made.
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Mot Plotted: Lske Ueneve, Wiscessin 0.6664; 5,500;
Figure 8. Non-business trips per capita in relation to
city size for trips greater than 35 min.

Average Trip Length—All, DBusiness, and Non-Business
Comparison of Actual and Equation Values

The following equations have been developed to predict
average trip lengths for total trips, business trips and non-
business trips.

(1) Total trips:

(Cord. pop.)°-=7#

Avg. trip length = 11.05 (7)

(2) Business trips:

(Cord. pop. )&=+

Avg. trip length = i35 (8)

(3) Non-business trips:

(Cord. Pop‘)ti.:ii.’»
15.4
Figures 5, 9, and 10 graphically depict and Table 4

compares the actual values with those obtained from the
equations.

Avg. trip length = 9)

VEHICLE-HOURS EQUATION

Vehicle-hours per capita is derived from multiplying trips
per capita by average trip length for the various trip
purposes. Thus, this product appears to be particularly
valuable as a control parameter in relating trip volumes
and distributions. The vehicle-hours-per-capita parameter
is inversely related to population, although the scatter of

o
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Figure 9. Average trip length in relation to city size
for business trips greater than 35 min.

TABLE 4

COMPARISON OF ACTUAL AND EQUATION VALUES
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Humboll, Tennassee 24.30; 8,650
Lake Genava, Wisconsin  3.16; 5,500
Oconomowoe, Wisconsin  2.05; 8,000
Elkhorn, Wisconsin

Rogersville, Tennesses 8.67 3,121
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Figure 10. Average trip length in relation to city
size for non-business trips greater than 35 min.

AVERAGE TRIP LENGTH (MI)

ALL TRIPS & BUSINESS TRIPS b NON-BUSINESS TRIPS ©

crry POPULATION ACTUAL  EQ. DIFF, ACTUAL  EQ. DIFF. ACTUAL EQ. DIFF.
St. Louis, Mo. 1,456,673 3.89 4.66 —0.77 3.72 4.35 —0.63 4.14 5.66 —1.52
Chaltanooga, Tenn. 242,096 2.19 2.83 —0.64 2.02 2.64 — 0.62 2.76 3.21 —0.45
Madison, Wis. 169,236 2.38 2.56 —0.18 2.25 2.41 —0.16 2.61 2.87 —0.26
Springfield, Mo. 109,768 2.88 227 0.61 2,58 2.12 0.46 3.35 2.49 0.86
Green Bay, Wis. 96,407 1.96 2.19 —0.23 1.76 2.06 —0.30 212 2.41 —0.29
St, Joseph, Mo. 84,165 2.21 2.12 0.09 237 1.99 0.38 2.09 2.29 —0.20
Shcboy}ﬁn. Wis. 60,000 2.06 1.93 0.13 1.61 1.81 — 0.20 293 2.08 0.85
Joplin, Mo. 40,914 2.02 1.73 0.29 1.94 1.64 0.30 2.10 1.84 0.34
Morristown, Tenn. 27,000 1.25 1.54 —0.29 1.22 1.45 —0.23 1.32 1.61 —0.29
Columbia, Tenn, 26,000 1.47 1.53 —0.06 1.25 1.44 —0.19 2.04 1.59 0.45
West Bend, Wis. 15,520 1.08 1.32 —0.24 1.06 1.25 —0.19 1.12 1.35 —0.23
Athens, Tenn, 13,100 1.32 1.26 0.06 1.31 1.20 0.11 1.37 1.28 0.09
Dyersburg, Tenn. 12,499 1.71 1.24 0.47 1.62 1.17 0.45 1.98 1.26 0.72
Sturgeon Bae/‘,’ Wis, 10,000 2.40 1.17 1.23 2.44 1.11 1.33 2.40 1.18 1.22
Burlington, Wis. 8,700 1.08 1.13 —0.05 1.12 1.08 0.04 1.03 1.13 —0.10
Humboldt, Tenn. 8,650 4.03 1.12 2.91 — — — 24.30 1.12 23.18
Monroe, Wis. 8,170 1.29 1.11 0.18 - — — 1.20 1.10 0.10
Oconomowoc, Wis, 8,000 1.30 1.10 0.20 1.17 1.04 0.13 2.05 1.10 0.95
Lake Geneva, Wis., 5,500 293 0.99 1.94 2.36 0.94 1.42 3.16 0.98 2.18
Waupaca, Wis. 4,500 1.67 0.94 0.73 1.51 0.89 0.62 1.82 0.92 0.90
Elkhorn, Wis, 3,600 —d —d — —d —a — == - —d
Rogersville, Tenn. 3,121 3.00 0.85 2.1 1.99 0.80 1.19 8.67 0.88 7.79

0278
a Equation: Average trip length — (Cordonpopulation)

11.05
0.274
b Equation: Business trip average length — (Cordon p. lo lp;;nlton)
0,815
¢ Equation: Non-business trip avg. length = (Cordon p{:];l;!alion)

4 Omitted because of inconsistent data.
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the data is considerable, especially for total trips. Fig-
ures 6, 11, and 12 graphicaily dopici tacsc iclationships.
No doubt the scatter is indicative of cumulative errors
involved in the multiplication of equations containing
inherent normal errors. The following equations were
derived to predict vehicle-hours per capita for total trips,
business trips and non-business trips:

(1) Total trips:

. 1
Veh-hr/Capita = (Cord, pop.)o11t (10)
(2) Business trips:
. 5.45
Veh-hr/Capita = (Cord. pop.)"#& 11)
(3) Non-business trips:
o 28.25
Veh-hr/Capita = W (12)

Table 5 compares the actual values with those determined
from the equations.

TRIP PREDICTION EQUATIONS

As the result of trying a number of variables, it was found
that in most cases the variables cordon population, ring
population, and time, when used in an equation, expressed
relationships which correlated with actual trips better than
any other combination of three variables. Although some
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Rogersville, Tennessee  0.749; 3,12

Figure 11. Vehicle-hours per capita in relation to
city size for business trips greater than 35 min.

equations did incorporate other variables, most of the
aauation farme were huilt around the three variables for
the sake of simplicity.

It was found that 395 equations derived as part of the
study could be categorized into five basic equation forms.
The first takes the form

Time = Const. (Trips/Ring pop./Cord. pop.)**® (13)

This particular equation form was used for trips to (1) the
entire universe; (2) Standard Metropolitan Statistical
Areas whose population is greater than 1,000,000;
(4) SMSA’s whose population is less than 1,000,000;
(5) counties whose population is greater than 50,000; and
(6) counties not in a SMSA and whose population is less
than 50,000. Two runs for each of these categories were
made for all time rings and all time rings greater than
35 minutes for the 22 individual cities, and all 22 cities
combined, while the four groups of cities were processed
for just the time rings greater than 35 minutes, These runs
conslitlute 168 regression analysis equations, The objec-
tive of trying this equation form was to see how trips,
modified by the ring and cordon population, varied with
time. The best results were obtained when predicting trips
greater than 35 minutes, so, for ail the remaining regres-
sion runs, the trips less than 35 minutes in length were
excluded. This verified an assumption made befoie the
start of this project that it would be difficult, if not im-
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Figure 12. Vehicle-hours per capita in relation to
city size for non-business trips greater than 35 min.
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COMPARISON OF ACTUAL AND EQUATION VALUES—VEHICLE HR PER CAPITA

VEHICLE-HOURS PER CAPITA

ALL TRIPS 8 BUSINESS TRIPS b NON-BUSINESS TRIPS ©
CITY POPULATION ACTUAL  EQ. DIFF. ACTUAL  EQ. DIFF. ACTUAL  EQ. DIEF.
St. Louis, Mo. 1,456,673 0.0925 0.1984 —0.1059 0.0524 0.0545 —0.0021 0.0401 0.0148 0.0253
Chattanooga, Tenn, 242,096 0.1732 0.2433 —0.0701 0.1235 0.0970 0.0265 0.0497 0.0390 0.0107
Madison, Wis. 169,236 0.3600 0.2538 .1062 0.2180 0.1092 0.1088 0.1420 0.046 0.0952
Springfield, Mo. 109,768 0.3520 0.2667 0.0853 0.1910 0.1262 0.0648 0.1610 0.0597 0.1013
Green Bay, Wis. 96,407 0.2430 0.2702 —0.0272 0.1275 0.1310 —0.0035 0.1155 0.0632 0.0523
St. Joseph, Mo. 84,165 0.3620 0.2754 .0866 0.1762 0.1376 0.0386 0.1775 0.0679 1091
Sheboygan, Wis. 60,000 0.2390 0.2850 — 0.0460 0.1235 0.1531 — 0.0296 0.1155 0.0814 0.0341
Joplin, Mo. 40,914 0.5530 0.2976 0.2554 0.3090 0.1725 0.1365 0.2440 0.0991 .1449
Morristown, Tenn. 27,0 0.3061 0.3125 —0. 0.2253 0.1989 0.0264 0.0812 0.1244 —0.0432
Columbia, Tenn. X 0.2130 0.3144 —0.1014 0.1326 0.2011 — 0.0685 0.0808 0.1250 —0.0442
West Bend, Wis. 15,520 0.2880 0.3333 —0.0453 0.1640 0.2380 —0.0740 0.1240 0.1682 — 0.0442
Athens, Tenn, 13,100 0.2861 0.3401 — 0.0540 0.2218 0.2512 —0.0294 0.0645 0.1846 —0.1201
Dyersburg, Tenn. 12,499 0.4950 0.3424 0.1526 0.3514 0.2547 0.0967 0.1420 0.1883 — 0.046.
Sturgeon Bay, Wis. 10,000 0.5779 0.3496 0.2283 0.1489 0.2725 —0.1236 0.4290 0.2124 0.2166
Burlington, Wis. 8,700 0.4400 0.3546 0.0854 0.2630 0.2853 —0.0223 0.1770 0.2260 — 0.04%0
Humboldt, Tenn. 8,650 0.2695 0.3558 — 0.0863 0.1653 0.2930 —0.1277 0.1039 0.2297 —0.1258
Monroe, Wis. 8,170 0.6210 0.3584 0.2626 0.3414 0.2946 0.0468 0.2793 0.2354 0.0439
Oconomowoc, Wis. 8,000 0.3190 0.3586 — 0.0396 0.2430 0.2948 —0.0518 0.0759 0.2374 —0.1615
Lake Geneva, Wis. 5,500 2.7200 0.3745 2.3455 0.6356 0.3323 0.3033 2.1054 0.2891 1.9163
Waupaca, Wis. 4,500 0.9060 0.3831 0.5229 0.4420 0.3562 0.0858 0.4640 0.3243 0.1397
Elkhorn, Wis. 3,600 — —d —d —d —4 — — —d —d
Rogersville, Tenn. 3,121 1.3480 0.4500 0.8980 0.7494 0.4007 0.3487 0.6306 0.3929 0.2377

1
(Cordon population ) o114
545

a Equation: All trips, vehicle-hours per capita —
.

b Equation: Business trips, vehicle-hours per capita —

¢ Equation: Non-business trips, vehicle-hours per capita — 28.25

4 Omitted because of inconsistent data.

possible, to predict intra-metropolitan or intra-area trips,
the reason being the multitude of factors which influence
trips of this length.

In using the second equation form, it was decided to
make trips the dependent variable so that they would be
easier to work with, and so that the synthesized trips could
be compared with the actual trips.

(Ring pop. X Cord. pop.)*®*r
Time?

Trips = Const. (14)
This equation form was used to derive a general equation
for all cities, four grouped equations, and 22 individual
equations for total trips. This equation was modified by
simply using cordon crossings greater than 35 minutes
instead of cordon population and was called Equation 14A.
The equation then becomes a distribution equation rather
than a prediction equation. This type of equation would
be quite useful in a city which had recently undertaken an
external cordon O-D survey. For other cities, Equation 14
would have to be used.

In the third equation, the exponent 3 was removed from
the variable, time, and the product of ring population and
cordon population was separated into two variables, or

(Cord. pop. )exp (Ring pop_) exp

Trips = Const. (Time)

(15)

A general equation for all cities, four grouped equations,
and 22 individual equations were derived for total trips.
Again these equations were modified by substituting cordon
crossings greater than 35 minutes for cordon population
(called Eq. 15A).

(Cordon population) %82

(Cordon population) .62

The form of the fourth equation is

(Cord. pop. X Ring pop.)e*r
(Time) exp

Trips = Const. (16)
The same set of equations was derived for Egs. 16 and 16A
as for the previous basic equation forms.

A ten-step regression analysis program was run to deter-
mine the best correlation between trips and 16 selected
variables; thus, many varied equation forms were likely to
occur. The variables consisted of the log of time; total
population; SMSA population; population of counties
greater than 50,000; population of counties less than 50,000
and not in a SMSA; population of SMSA’s greater than
1,000,000; population of SMSA'’s less than 1,000,000 urban
population; rural population; aggregate income; total em-
ployment; bank deposits; population of counties with less
than average growth; population of counties with greater
than average growth; cordon crossings greater than 35
minutes; and total trips. For the general equation (all
counties combined) the equation form was:

(Cord cross. > 35 min)* (Bank deps.)

Trips = Const. (Time) =

(17)

This was the most common equation form, but others did
occur for the four city groupings and the 22 individual
cities. This same procedure was followed for the purpose
1 (work trips), purpose 2 (business trips), purpose 3-4
(social-recreation trips), and purpose 5 (other trips). In
all these ten stepwise regression runs there was little im-
provement in the multiple R after the third step. In fact,
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in a few instances, the F-level for the third variable was
ton emall tn he entered (lecs than N 01)

The development of these equations proceeded in a
logical manner from the preparation of total trip equations,
of trip equations for certain population stratification and
of trips by purpose through the preparation of trip equa-
tions for city population groupings. In each case, the
multiple R indicator was used to check the ability of the
variables selected to reproduce the O-D trip data.

After regression runs were made using total trips as the
independent variable, it was felt that a better correlation
could be obtained by using trips to (1) SMSA’s, (2)
SMSA'’s whose population is greater than 1,000,000, (3)
SMSA’s whose population is less than 1,000,000, (4)
counties whose nopulation is greater than 50,000 and (5)
counties not in an SMSA and whose population is less than
50,000, instead of total trips. The results, however, were
disappointing, for the multiple R was slightly less for
these stratified trips than for total trips.

Trips by purpose were then run against the same selected
variables; however, little improvement was anticipated
after reviewing the above results. The multiple R in this
case for all cities was 0.83, while this indicator was .83,
0.70, 0.78 and 0.70 for all cities, purpose 1, 2, 3-4 and 5
trips, respectively. This seems to indicate that purpose 1
(work) and purpose 3-4 (social-recreation) are more
closely predicted than the purpose 2 (business) and pur-
pose 5 (other) trips. Thus, subdividing total trips into the
four trip purpose categories resulted in no improvement in
prediction accuracy. This observation was confirmed when
the actual O-D trips were compared with the synthesized
trips (trips obtained by solving the regression analysis
predicting equation). It seems evident, therefore, that by
subdividing total trips by purpose or into the five population
ranges no improvement in prediction accuracy can be ex-
pected. The reason for this appears to be related to the
number of observations involved. For example, given that
the all-purpose trips greater than 35 minutes for a particular
city are 20,000 and the purpose 1, 2, 3-4 and 5 trips are
5,000 each and there are predicting equations for each of
these, there would be a greater chance of significant errors
occurring in the equations derived from the smaller number
of samples. Thus, if total trips were predicted by adding pur-
pose trips, a greater error might be made than if total trips
were predicted. The latter method tends to rectify a pro-
portion of the errors through compensation. The work trip
prediction equation appears to be an exception.

Because the population of the generator has a significant
effect on the rate of trip production (as the population
increases, the ratio, trips per person, decreases), it was
decided to categorize the 22 study areas into four groups
based on cordon population. The groupings were (1) less
than 10,000, (2) between 10,000 and 30,000, (3) between
30,000 and 100,000, and (4) greater than 100,000. This
procedure does not stratify the trips of a city, but groups
the cities together so that instead of having one general
equation for all cities, four equations are obtained to be
used according to the size of the area. Regression analysis
runs were made upon grouping the cities as indicated.

For cities with:
Fupulativu <X 16,000

Hrys e (Ring pop. ) o-7148s
Trips = 41,454 [_ T O — A (18)

Population 10,000 to 30,000
Trips = 1,132,000

(CO!‘(‘. pﬁp.)u..‘nnl«l (Ring pop.)n_mn.m
I: (Tiine) 2.78291 =i (19)
Population 30,000 to 100,000
Trips = 2,367,000
(Cord. pap.) 917490 (Ring pop.)0-77084 T i 46
(Time) 2-78652 (20)

Population > 100,000
Trips = 1,326,100

(Cord. pop.) 952563 (Ring. pop.) 0-5040% P
(Time)2-57651 B

in which irips are iwo-way vehicie trips (inbound and oui-
bound); cordon population is in 100,000’s; ring population
is the population of a time ring, in 1,000’s; time is the time
from the city center to the time ring, in minutes; 4 is a
factor which is calculated from existing data

__Actual intercity trips
Computed intercity trips /°

In the research it was determined that 4 has the following
tentative valucs bascd on the data cvaluated to datc:

Population < 10,000

A = 4.71 (bascd on Humboldt, Tenn,, and

Monroe, Wis.) (21)

Population 10,000-30,000
A =241 (based on Columbia, Tenn.) (22)

Population 30,000-100,000
4 — 1 04 (haced an St Tacenh Mn ) (213)
A =196 (based on St. Joseph, Mo.) (23)
Population > 100,000
A = 1.16 (based on St. Louis, Mo.) (24)

Using Equation Form 15 as an example, the multiple
R for the average of all cities is 0.83, while for cordon
populations less than 10,000, between 10,000 and 30,000,
between 30,000 and 100,000, and greater than 100,000,
the multiple R’s are 0.73, 0.77, 0.82 and 0.87. Thus, a
trend is evident which says that as the areas increase in
population the correlation increases. This is understand-
able for two reasons. First, from a statistical viewpoint, it
is more difficult to predict smaller volumes than larger vol-
umes, for the reliability of the data increases as the size of
the sample increases. Second, the smaller cities are more
noticeably affected by the surroundings. If, for example, a
primarily residential city which has a population of 9,000
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is located 10 miles from a diversified city of 250,000 with
no other large cities in the near vicinity, chances are that a
majority of the trips crossing the city limits of the smaller
city will be destined to the large center of population. And
as a city increases in population to 100,000, 200,000, etc.,
it becomes more self-sufficient so fewer of its inhabitants
will leave the city to carry out their everyday activities.

SELECTION OF A TRIP PREDICTION EQUATION

As mentioned, this project involved the generation of a
great many equations expressing intercity travel. In select-
ing an equation or equations to predict travel the selection
must be based upon ability to predict both volumes and
distributions within generally accepted ranges of accuracy.
Measures of accuracy include an analysis of the multiple
R coefficient of correlation to determine the degree of
correlation between the equation and the data from which
it was developed and an analysis of measures of dispersion
(that is, standard deviation, variance, etc.) between actual
trips and predicted trips.

The analysis of the multitude of equations was made
casier because of the similarity of many of them. The
predicting equations (as opposed to the distribution de-
scribing equations) include Equation Forms 14, 15 and
16. The coefficients of correlation for the three general
equation forms are 0.82, 0.83, and 0.83, respectively.
Therefore, it appears that for all practical purposes any of
these equation forms does as good a job of correlating with
actual data as either of the other two.

Equation Form 15 was selected over the other equation
forms as a trip production equation since it is more flexible
in allowing for differing coefficients and exponents on the
variables—a quality which fits in well with the advocation
of such procedures by others. If, for instance, Equation 14
is used, one must accept the exponent 3 for the time vari-
able. If Equation 16 is used, cordon population and ring
population must be raised to the same power.
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In view of the not too encouraging results of the trip
productions, it was decided to compare the predicted trip
distributions with the actual distributions to evaluate the
equation’s ability to distribute trips. It was assumed that
if the distributions proved accurate then the magnitude-
determining components of the equations, rather than the
relative differences required revision or factoring up. Equa-
tion 15 was selected for this analysis in keeping with the
previously mentioned selection logic.

Figures 13 through 16 illustrate the comparison between
the actual O-D trip distribution and the synthesized dis-
tribution for selected study cities using both the general
Equation 15 and the grouped Equation 3. (No comparison
is shown for cities of less than 10,000 population since the
predicting equation developed here was of a different
format.)

Examining these figures, it will be noticed that Columbia,
Tenn., which is in the 10,000 to 30,000 population class,
exhibits similar distribution patterns for both the O-D and
synthesized trips. This is true in spite of the fact that the
general and grouped equations underpredicted the O-D
trips greater than 35 minutes by 1,497 and 2,216, respec-
tively. The actual number of O-D trips is 3,791.

St. Joseph, Mo., which is in the 30,000 to 100,000
population class, has 13,415 O-D trips greater than 35
minutes. The general equation underpredicted this value
by 8,038, while the grouped equation was 6,567 low; how-
ever, the three distribution curves are nearly the same.

The final class of cities are those with cordon popula-
tions greater than 100,000. There are 34,722 O-D trips
greater than 35 minutes crossing the St. Louis external
cordon. The general equation overpredicts their value by
1,965 and the grouped equation underpredicts by 4,929
the actual number of trips. But here again the three distri-
bution curves are very close throughout the entire length
of the graph.

CHAPTER THREE

EVALUATION

This project has led to the selection of a family of equations
as the best predictors of intercity travel. These equations
are based on city population size—a factor which others
(5) (9) have repeatedly indicated was a major indicator of
economic importance and trip production and attraction.
Although coefficients of correlation indicated a relatively
close correspondence between the equation variables and
the actual data, the comparison of actual trips with pre-
dicted trips did not exhibit this close correspondence as

trips tended to be underpredicted. However, trip distribu-
tions, predicted and actual, did show a close correspon-
dence, indicating that the major problem yet existing in the
development of an accurate intercity trip predicting for-
mula lies in the area of magnitude. The use of either of the
two methods will correct for the discrepancies in trip
magnitude inherent in the equations derived in this project.

The lack of a high degree of trip volume prediction
accuracy in this project is not surprising in view of the
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ambitious undertaking of the project and the problems
encountered along the way. As discussed earlier, problems
ul Jaia avaiiabiiity and processing, which required sub-
stantial amounts of project time, limited the amount of
time and the depth of analysis which this particular study
could expend on the refinement of the basic equations.
Thus, for instance, although trip purpose equations were
developed, they did not exhibit a high level of prediction
accuracy, probably in large part because of the lack of
refinement of social and economic indicators of trip pro-
duction.

Although it is shown in the literature review (Appendix
B) that travel volume changes do not correspond well with
population changes, the regression program evidently re-
jected a large number of social and economical variables as
trip indicators in prefercnce to population relationships.
This phenomenon may or may not be considered significant.
It may be that the procedure of grouping data by city size
and then deriving equations may have in reality grouped
“apples and oranges” with the result being the selection of
population—a variable tending to blend data and perhaps
offset significant characteristics—as the pertinent variable
with the rejection of others. Also, it may be that other
indices of community structurc such as land use, industry
type, etc., not used in this project, should be considered.
What then appears to be of paramount importance in any
further research along thesc lines is an in-depth analysis
of city characteristics and 2 more definitive city grouping

and analysis based on these characteristics. An analysis of
seasonal travel differences may also be relevant here.

Although the lack of closer correlations or the involve-
ment of a greater variety of social and economic factors in
the equations may be viewed as disappointing by some, in
light of the original intent of this project—the use of exist-
ing techniques and available data—this project has been
of considerable value. This project has indicated that exist-
ing techniques can be used successfully in developing inter-
city travel prediction equations providing that some control
can be exercised over the raw data used. Many errors have
been introduced in the data by the lack of uniform criteria
in conducting O-D studies across the nation. In connec-
tion with the analysis of data by region and season, this
project had to abandon such hopes because of the lack of
suitabie sampies, both in number and in seasonal and
geographical distributions.

The valuc of this project then must be that of developing
a solid base, both with regard to operating techniques and
data handling and with regard to definite knowledge upon
which to rely for further refinement of the basic relation-
ships expressed. As such, a definite milestone in the analy-
sis of intercity travel has been reached—onc in fact in
which, for the first time, so large an amount of data has
been assembled and used for these purposes. As a resull, a
major portion of the investigation of intercity travel has
been accomplished. The task of refinement can now
proceed with greater ease.

CHAPTER FOUR

RECOMMENDED ADDITIONAL RESEARCH

This project has scrved to provide a foundaiion of basic
relationships to predict intercity travel. Because of the
vasiness of such a field of investigation, additional research
is necessary to follow upon and refine the results of this
project. Those areas requiring further investigation in-
clude:

1. Investigation of Additional Large City and Very Small
City Data—The analysis of the cities by population group-
ing has indicated the need for more data in both the large
city groups and the small city groups (population 10,000).
The lack of enough data in the large city grouping no doubt
has prejudiced the empirically derived equations consider-
ably in favor of the smaller cities. The large deviations in
the less than 10,000 city grouping appear to indicate that
the characteristics of these cities bear further scrutiny in
addition to the need for additional samples.

2. Investigation of Regional and Seasonal Differences.—

Additional data samples should be obtained by census divi-
sion (region) and by season so that regional and seasonal
effects upon intercity travel can be accounted for. How-
ever, this latter data requirement might be quite difficult to
fulfill.

3. Investigation of Cities by Additional Stratifications.—
As has been pointed out, further investigations are required
regarding the structures—social and economic—of the
study cities. More definitive stratifications of data based
on these characteristics, as well as city size stratifications,
would appear to be of considerable value in future investi-
gations.

4. Determination of the Best Method of Trip Prediction.
—The method of predicting intercity travel, both trip
volumes and distribution, also deserves further research.
Two basic prediction-method stances have been mentioned,
one using a single equation to predict both volume and
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distribution and the other using two equations, one for
generation and the other for distribution. This report does
not recommend one over the other, although it may be that
the second method might be more desirable since the
project has led to the hypothesis that a family of distribu-
tion curves for various time rings from the study city might
result in a better method of distributing trips. As part of
the search for the best method of trip prediction, future
studies should include the comparative analysis of travel
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time and travel costs expended to the social and economic
characteristics of the study cities.

5. Stratification of Travel by Resident-Non-Resident.—
The trip prediction equations developed in this report pre-
dict two-way daily trips by residents and non-residents
combined. Studies should be made to determine whether
trips by residents and trips by non-residents should be
separately predicted for the representation of total intercity
travel.
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APPENDIX B
LITERATURE REVIEW

BASIC CHARACTERISTICS AND TRENDS IN INTERCITY
TRAVEL

A series of well-documented existing characteristics and
past trends were reviewed in an attempt to relate available
data to preliminary hypotheses. The basic data which were
considered in the initial stages of the study are discussed in
the sections in this appendix under the following headings:

1. Intercity Travel—Magnitude and Frequency

. Intercity Travel—Traveler Characteristics

. Intercity Travel—Trip Purpose

. Intercity Travel—Mode Choice

. Intercity Travel—Regional Influences

. Intercity Travel—Relation to City Size and Function

AL A WN

The purpose of this preliminary investigation of trends was
to discern patterns from previous surveys and research
which might be more clearly defined by the research pro-
gram established for this study.
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Intercity Travel-—Magnitude and Frequency

Mobility is a significant characteristic of contemporary
society. This trend is reflected in the growth of intercity
travel, as shown in Figure B-1. Between 1930 and 1963,
travel between cities increased 375 percent to a total of
approximately 825 billion passenger miles (1963). Al-
though intercity travel volume is increasing, it is increasing
neither uniformly nor in relation to population changes.
Per capita travel has increased from 1,792 miles per year
in 1930 to 4,374 miles in 1963 (Table B-1). Figure B-2
shows the percentage changes in yearly travel (in passenger
miles) and in population. While population changes are
uniform, yearly travel volume changes are very erratic.
That travel volume changes are not directly related to
population changes suggests that other influences, such as
the characteristics of people, weather, and general social
and economic factors, significantly affect travel volumes.

While travel growth has not paralleled population growth
in any consistent manner, it does show a very close relation-
ship to the nation’s economic growth as measured by the
Gross National Product (Figure B-3). This relationship
suggests that travel and technological advancement are
closely related since the latter factor has fostered industrial
growth and increased disposable income and has created a
demand for improved transportation facilities.

Intercity travel magnitude has been measured historically
in terms of passenger miles. Only recently (in the 1963
Census of Transportation (2)) has the measure been ex-
panded to include person trip stratifications. The results of
that census are summarized in Table B-2.

Travel magnitude in terms of passenger miles per capita
is often used to identify travel trends (Table B-1). While
this measure serves a statistical purpose, it does not indicate
individual travel preferences and variations. Some groups
of people make few trips * while others make many.
Individual trip frequency is shown in Figure B-4. Note, for
example, that a relatively small percentage (25%) of the
* Here and throughout this volume a frip means a journey between a point
of origin and a point of destination unless otherwise noted. This definition

is different from that of the Bureau of Census which defines a trip as being
made to and from an out-of-town place (that is, a round trip).

TABLE B-1
INTERCITY TRAVEL 1930-1963

PASS.-MI. POPULATION PASS.-ML./
YEAR (MILLIONS) (MILLIONS) CAPITA
1930 220,000 122.77 1792
1935 232,000 127.25 1823
1940 309,000 131.67 2347
1945 331,000 132.48 2498
1950 473,000 150.70 3139
1955 665,000 164.30 4047
1960 759,000 178.46 4253
1963 2 825,000 188.62 4374

2 Estimated.

Source: 6National Association of Motor Bus Owners, Bus Facts, 31st Edi-
tion, p. 6.
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people make ten or more trips in a year. While this group
is small, it accounts for 81% of all trips made (Table
B-3). Lansing (/) has characterized those who make fre-
quent trips (those 6% making 32 or more trips) as having
(1) high income, (2) a high school or college education,
(3) a residence in a metropolitan area, and (4) an age in
the 25-to-54-year range.

Intercity travel [requency varies not only with the indi-
viduals involved but also with the time of the year. Table
B-4 indicates seasonal variations as determined by the 1963
Census of Transportation. :

Intercity Travel—Traveler Characteristics

Although intercity travel is increasing in the United States,
not every individual has the same propensity or ability to
travel. Rescarch indicates that the amount of travel a
person does can be related to certain characteristics peculiar
to him. Of these characteristics, income education, occupa-
tion, and age are particularly indicative of travel propensity.
Although these characteristics are discussed separately, it is
really their composite effect which finally establishes a
person’s travel habits.

Figures B-5 and B-6 indicate the effect of income on
travel; the higher the income, the lower the percentage of
adults who take no trips in a year (Figure B-5) and the
greater the number of people who take 10 or more trips
(Figure B-6). The fact that the number of adults in the
higher income ranges has increased between 1955 and 1962
helps to explain the general over-all increase in intercity
travel.

Education is closely related to income. Therefore, adults
of a higher educational level travel more than those of a
lower educational level. Lansing (/) points out that adults
with at least a high school education travel more at all
stages in their life cycle than other adults.

TRIPS AND TRAVELERS SUMMARY
OF SELECTED TRAVEL CHARACTERISTICS

TOANCY
(IN MILLICNS)

FACTOR TRIPS P TRAVELERS ¢
Total 257 487 ‘
Purpose of trip:

Business 54 66

Visits to friends and relatives 103 219

Other pleasure 55 123

Personal or family affairs 45 79

Size of party:

1 person 141 141
2 persons 58 116
3 or 4 persons 42 145
5 + persons 16 85
Duration of trip:
1 day 17 32
Overnight:
1 night 78 157
2 nights 66 127
3 to 5 nights 49 87
6 to 9 nights 21 39
10 + nights 26 45
Distance:
U.S. trips:
Under 50 miles 59 103
50 to 99 miles 60 121
100 to 199 miles 73 141
200 to 499 miles 41 78
500 4 miles 19 34
Outside U.S.2 5 10
Means of transportation:
Automobile 215 435
Bus 11 13
Air carrier 14 17
Railroad 8 10
Other 9 12

* Includes destinations in Canada, Mexico, and U.S. outlying areas.

1 Trips are vehicle round Lrips of 100 miles (one-way) or an overnight
trip out of town at any distance.

¢ Travelers are individuals making a trip. If a person makes more than
one trip, he is counted as a traveler each time he makes a trip. A single
trip involving 5 lpctsons from the same houschold would be counted as 1
trip and 5 travelers.

AS)ourc.‘:l‘: U. S. Bureau of Census, 1963 Census of Transportation, TC63
s P. 4.
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TABLE B-3
TRAVEL FREQUENCY 1962

DISTRIBUTION DISTRIBUTION

NUMBER OF OF TRAVELERS OF TRIPS
TRIPS TAKEN 2 (%) (%)

2-4 42 9

6-8 20 10
10-18 18 17
20-38 12 22
40-78 6 20
80 or more 2 22
Total 100 100

& Round trips multiplied by two.
Source: (1).

The relationships between occupation and intercity travel
are noted in Figure B-7. The professional and managerial
occupations account for the highest number of trips per
capita.

The effect of age on travel can be seen in Figure B-8;
the higher the age group, the greater the percentage of
adults who make no trips during the survey year. It should
also be noted that the percentage of adults who make no
trips is either approximately constant or decreasing for age
groups through age 44. After age 44, the percentage
increases.

Generally speaking, although age has an effect on inter-
city travel, a characteristic closely related to age—one’s
position in the life cycle *—appears to have a pronounced
effect not only upon travel generally but also upon some of
the other dependent travel variables. Figures B-9 and B-10
show the effect of position in the life cycle on frequency of
travel within income groups and by education level. These
m cycle are defined as follows:

(1) Young, single
(2) Young, married, no children
(3) Married, children

(4) Over 45, married, no children
(5) Over 45, single
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Figure B-5. Percentage of adults at dif-
ferent income levels who took no trips 100
miles by any mode during survey year.
(Source: (1).)
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TABLE B-4

SEASONAL VARIATIONS
IN INTERCITY TRAVEL, 1963

TRIPS 2 PERCENT
SEASON (MILLIONS) OF TOTAL
First quarter 57 22
Second quarter 65 25
Summer quarter 78 31
Fourth quarter 57 22
All 257 100

2 Vehicle round trips (from origin to destination and back).

graphs seem to indicate that within income ranges and
higher educational ranges, young married people with no
children travei more frequently than others.

Intercity Travel—Trip Purpose

That a person’s desires can be more completely satisfied in
an area other than the one in which he resides is the basic
reason for travel. While travel, therefore, attempts to fulfill
a multiplicity of rational or irrational desires, these desires
can be grouped into a few descriptive categories for analy-
sis. The 1963 Census of Transportation (2) uses the
following desire or trip purpose categories:

Business

Visits to friends and relatives
Other pleasure

Personal and family affairs

Lansing (/) has combined these categories into two
groups—business and non-business—for ease of discussion
by grouping the last three Census categories into the
non-business group. Lansing described the non-business
grouping as being composed of personal affairs, and vaca-
tion and pleasure travel; however, this latter grouping gen-
erally combines the two Census groupings, visits to friends
and relatives and other pleasure.
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Figure B-6. Percentage of adults at dif-
ferent income levels who took 10 or more
trips = 100 miles by any mode during
survey year. (Source: (1).)
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Figure B-7. Trips per capita by occupational grouping,
1963. (Source: Bur. of Census, Statistical Abstract of U.S.
1963, p. 219.)

Table B-5 indicates the percentages of trips made for
each trip purpose as determined by the 1563 Census of
Transportation. It is quite apparent that non-business trips
account for the largest percentage (79% ) of the total trips.
Also, it should be noted that the majority of non-business
trips are for vacation and pleasure. This could be signifi-
cant when forecasting future travel. The motivations for
business and personal affairs are logical, but the motivations
for vacation and pleasure travel trips are not always so.
Lansing (I) points out that the motivations for non-
business trips are often varied and highly complex. He

income Groups
A-Under §3000 C- $6000-9999
B-$3000- 5999 D-$10,000 and over
2.0 T

o VA N V4|
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Young Young Marrled Over 4 Over 45
Single Marrisd Children Mar rlllﬂ Single
No Children No Children

Figure B-9. Effect of income on frequency of travel
on trips = 100 miles for adults in different life cycle
groups, 1962, (Source: (1).)
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Figure B-8. Percentage of adults in dif-
ferent age groups who took no trips = 100
miles by any mode during survey year.

(Source: (1).)

categorizes these motivations as follows: (1) desire for
social prestige, (2) desire for social contact, and (3) desire

t(\r “-:d“ndnnl oratificatinne Tha Hirct ~catacare o AiffFonls
..... grauncaultns. anf nrst CatCglry 1S Giimncunt

lo isolate but there is no doubt that it does exist. The
second motive arises in large part from the increased
mobility of families, the subsequent separation of relatives
and friends, and the desire to maintain personal ties. The
third motive includes such desires as sight-seeing, adven-
ture, and curiosity.

The fact that trips are made to satisfy certain desires
indicates that a value is placed by the trip maker upon
those desires. His decision to make a trip depends on how
he reconciles his cost of traveling with the importance of
satisfying a travel desire. Cost of traveling is based pri-
marily on the mode used and thus trip purpose often affects
mode choice.

The relationship of income, age, occupation and educa-
tion to trip purpose is useful in more fully understanding
intercity travel. Table B-6 indicates that most business

2.0

B 1 oo thon o High Schoal Hilgh School Graduate or
Graduate More

1.50

T

o

o
S

N

o

NN

Scale of Frequency of Travel

\\
NN

AN

W

N
W

00 i
Younq,Small Young Married Over 45 Over 45
Marrled Chlldren Marrled Single
No Children No Children

Figure B-10. Effect of education on frequency of travel on trips
= 100 miles for adults in different life cycle groups, 1962.
(Source: (I).)



trips are made by persons in the $7,500 to $14,999 family
income range. The highest percentages of non-business
trips are made by persons in the $4,000-$5,999 family
income brackets. Investigating the percentage of trips by
purpose within income ranges shows that the higher the
income bracket, the greater the percentage of trips made
for business purposes and consequently the lower the per-
centage for non-business purposes.

Relationships between age and trip purpose are shown in
Figure B-11. The preponderance of the total business trips
accounted for by the 25-54 age groups (69% ) is immedi-
ately evident. However, relatively little variation in non-
business trip-making among groups can be found, except
in the older age groups (55-64 and 65 or greater). The
fact that distribution of non-business trips by age-group
closely follows the distribution of all trips indicates that
age has less an effect upon non-business trips than on
business trips. Analyzing trip purpose distribution within
age groups (Figure B-12) one also finds that the greater
percentages of business trips are made by persons in the
25 through 54 age groups. These observations are con-
sistent with the fact that these years are the major working
years. Higher percentages of non-business trips are found
in the 6-to-24-year age group. The highest percentage of
business trips occurs in the 45-to-54 age group, and the
highest proportion of non-business trips occurs in the
under-6-years age group.

Figure B-13 seems to indicate a relationship between
occupation and trip purpose. Considering all occupational
groupings, the greater percentage of business trips made by
the professional and managerial group is evident. When
non-business trips are considered, one finds that the crafts-
man group makes about as many trips as the professional
group, and together these groups account for 72% of the
non-business trips. Within occupational groups (Figure
B-14) the high percentage of business trips is again evident
for the professional group, as well as the high proportion of
non-business trips for the craftsman group.

Seasonal influences also affect trip purpose in intercity

TABLE B-6
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TABLE B-5

PERCENT DISTRIBUTION OF TRIPS
BY PURPOSE, 1963

PURPOSE OF TRIP PERCENT
Business 21
Non-business:
Visits to friends and relatives 40
Other pleasure 21
Personal or family affairs 18
All 100

travel. The high percentage of yearly trips occurring in the
summer quarter was mentioned and attributed to vacation
trips. Table B-7 gives the seasonal travel variations by trip
purpose. Here the high percentage of vacation trips in the
summer months is obvious, as well as the corresponding
lower percentage of vacation trips during the first six
months of the year.

Intercity Travel—Mode Choice

Figure B-15 shows the percentage distribution of trips by
mode for the years 1955 and 1962. The dominance of the
automobile is illustrated, as is the fact that this popularity
is increasing (82% in 1955 and 86% in 1962). While air
travel comprises a small percentage of total travel, it should
be noted that it is rapidly increasing in popularity. These
increases have occurred at the expense of rail and bus
travel, which have decreased during this period (combined
loss of 5% ). Figure B-16 depicts yearly changes in pas-
sengers carried by mode using 1964 as the index year. The
rapid changes in airline and auto travel are quite apparent,
as are the decreases in bus and railroad travel.

Modal choice is influenced by trip purpose. Figure B-17
compares the percentage use of a particular mode by trip

PERCENT DISTRIBUTION OF TRIPS BY PURPOSE
OF TRIP AND BY FAMILY INCOME, 1963

DISTRIBUTION BY FAMILY
INCOME WITHIN A TRIP
PURPOSE GROUP

DISTRIBUTION BY PURPOSE
WITHIN AN INCOME GROUP

NON- NON-
ALL BUS. BUS. ALL BUS. BUS.
FAMILY INCOME TRIPS TRIPS TRIPS TRIPS TRIPS TRIPS
All incomes 100 21 79 100 100 100
Under $2,000 100 9 91 11 5 13
$2,000 to $3,999 100 10 90 12 6 13
$4,000 to $5,999 100 14 86 20 14 21
$6,000 to $7,499 100 22 78 14 15 14
$7,500 to $9,999 100 25 75 16 19 15
$10,000 to $14,999 100 32 68 12 20 10
$15,000 and over 100 39 61 8 15 6
Not reported 100 16 84 7 6 8




30

25
T3 Al Purpose Trips l
o i
= Cusiuess Tiipe
Non-Business Trips
20
»
e
=
-
° s
€
3
o - -
w 2 Z
= %
Z Z
5—
0 # o
18-24 25-34 35-44 45-54 55-64 650r>
Age Group

Figure B-11. Distribution percentage by purpose by age, 1963.

Census, 1963 Census of Transportation.)

purpose with the percentage use of these modes for all
purposes. It indicates that although rail and bus uses are
approximately the same, and thus do not seem to be signifi-
cantly related to a particular trip purpose, significant differ-
ences do exist for automobile and air users when only
business trips are considered. Here the automobile de-
creases in popularity as a travel mode (86% of all trips as
compared to 78% for business trips) while the airlines
have gained in popularity (7% of all trips as compared to
15% for business trips).

That there are modal choice differences in intercity travel
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Figure B-12. Trip distribution by purpose within age groups,
1963. (Source: Bur. of Census, 1963 Census of Transporta-
tion.)

(Source: Bur. of

is evident. Why these choices are made is paramount to
the understanding of present and future intercity travel. In
his study of modal choice in intercity travel, Lansing (3)
divides the travel market according to trip purpose and
distance traveled. He then asserts that three basic variables
are important determinants of modal choice within these
divisions. These variables are:
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Figure B-13. Percent distribution of purpose trips by
occupational groupings, 1963. (Source: Bur. of Census,
1963 Census of Transportation.)
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TABLE B-7

PERCENT SEASONAIL VARIATIONS IN INTERCITY
TRAVEL BY PURPOSE, 1963
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NON-BUSINESS

PERSONAL
VACATION  AND
AND FAMILY
SEASON BUSINESS PLEASURE AFFAIRS  TOTAL ALL
First qtr. 28 52 20 72 100
Second qtr. 22 58 20 78 100
Summer qtr. 16 70 14 84 100
Fourth qtr. 20 63 17 80 100
(1) Financial Considerations.—Factors such as income s
of the traveler and the relative price of transportation. 90
(2) Availability and Accessibility of Mode.—Factors
related to auto ownership, terminal accessibility and sched- g
uling problems. X
(3) Quality of Service and Personal Preferences.—
Choice of mode for business purposes appears to be affected 2
by different variables than that for non-business travel. 550
Time (and its cost) is probably the biggest single factor 3
influencing mode choice for business trips. 80
In his multivariate analysis of modal choice Lansing (3) 30
found that availability and frequency of service of common
carriers between pairs of large cities greatly affected busi- »
ness purpose mode choice. In large cities, common carriers 10
were selected over autos more often than in cities with a
population of 50,000 or less. Since smaller cities generally e E it Calliras Seryles Ratired
have a lower common carrier availability and frequency of Mangerial  Sales  Chberare.  Workers
service than larger cities, this observation appears to indi- B Business Trips 3 Non-Business Trips
cate that auto travel to the smaller cities is selected to save Figure B-14. Percent distribution of trips by purpose
time or, conversely, that time advantages accruing from the within occupational groups, 1963. (Source: Bur. of
use of air carriers are only significant on major routes Census, Census of Transportation, 1963.)

between large cities.
The accessibility of common carrier terminals is also

important in choice of business purpose mode choice. 100

Based on information obtained in a 1960 survey regarding W loa5
the time to reach air terminals and board planes, Lansing = - 1962
estimated that the average air trip would involve over two 80 52

A

hours of time in addition to the time in the aircraft.

N

For a distance equal to two hours driving time, an auto
would more likely be chosen than an airplane. For non-

W

R

business trips, time is usually not so critical and therefore

A

availability and accessibility of common carrier service is
not as significant in choice of mode. However, whether the

\\\\

e
N

Per Cent of All Trips
[¢J
o

traveler owns an auto is highly significant in choice of mode

for non-business trips. If an auto is owned the owner has a 30
greater tendency to use it instead of using common carriers.

. . i . 20 %/

Lansing’s studies (3) also seem to indicate that family ?/,/

income is a much more powerful predictor of mode for o é
business trips than for non-business trips. He points out 4 % % M | 7]
that employers wish to economize on the time of well-paid Aure Ale fall L

employees, and therefore, send them by