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Systematic, well-designed research provides the most 
effective approach to I.he olution of many problems facing 
highway administrators and engineers. Often, highway 
problems are of local interest and can best be studied by 
highway departments individually or in cooperation with 
their state universities and others. However, the accelerat­
ing growU1 of highway transportation develop increasingly 
complex problems of wide interest to highway authorities. 
These probJcms are best studied through a coordinated 
program of cooperative rP.sP.arrh 

In recognition of these needs, the highway administrators 
of ihe American Association of Stall: Highway Officials 
initiated in 1962 an objective national highway research 
program employing modern scientific techniques. This 
program is supported on a continuing basis by funds from 
participating member states of the Association and it re­
ceives the full cooperation and support of the Bureau of 
Public Roads, United States Department of Transportation. 

The Highway R;,saarch Board of the Naiiunai Academy 
of Sciences-National Research Council was requested by 
the Association to administer the research program because 
of the Board's recognized objectivity and understanding of 
mocl rn ·e earch practices. The Board is uniquely suited 
for this purpose as: it maintains an extensive committee 
structure from which authorities on any highway transpor­
tation subject may be drawn; it possesses avenues of com­
munications and cooperation with federal, state, and local 
governmental agencies, universities, and industry; its rela­
tionship to its parent organization, the National Academy 
of Sciences, a private, nonprofil institution, is an insurance 
of objectivity; it maintains a full-tin1e research correiation 
staff of specialists in highway transportation matters to 
bring the findings of research directly to those who are in 
a position to use them. 

The program is developed on the basis of research needs 
identified by chief administrators of the highway depart­
ments and by committees of AASHO. Each year, specific 
areas ot research needs to be included in the program are 
proposed to the Academy and the Board by the American 
Association of Slate Highway Officials. Research projects 
to fulfill these needs are defined by the Board, and qualified 
research agencies are selected from those that have sub­
mitted proposals. Administration and surveillance of re­
search contracts are re ponsibilities of the Academy and 
its Highway Research Board. 

The needs for highway research are many, and the 
National Cooperative Highway Research Program can 
make significant contributions to the solution of highway 
transportation problems of mutual concern to many re­
sponsjble groups. The program, however, is intended to 
complement rather than to substitute for or duplicate other 
highway research programs. 

This report is one of a series of reports issued from o continuing 
research program conducted under n three-way agreement entered 
into in June 1962 by and among the National Academy of Sciences­
National Research Council, the Amedcan Association of Stotc High­
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FOREWORD 
By Staff 

Highway Research Board 

The prediction of intercity travel and the determination of the social and economic 
factors affecting the amount and distribution of the travel is the subject of this 
report. The findings will be of particular interest to the regional transportation 
planner who is concerned with travel estimates on transportation facilities at a 
regional scale. The researchers utilized the general techniques for estimating high­
way travel within urban areas as a basis for this analysis. The findings indicate the 
need to stratify trip generation and distribution into two separate predicting func­
tions with social and economic factors used primarily to estimate trip generation. 

The basic techniques for estimating travel within urban areas were believed to pro­
vide a relevant procedure for estimating travel in rural areas. The research was 
organized to process external origin-and-destination surveys in order to aggregate 
total trips and other activities by time rings from the survey area. A nationwide 
network was produced for trip distribution purposes. In this network more than 
3,000 centroids were used, representing each county or county equivalent. A series 
of activity measures at each centroid was determined, including population, em­
ployment, income, bank deposits, etc. External origin-and-destination data were 
acquired and processed for 22 cities in Tennessee, Wisconsin and Missouri where 
coding of trips was by standard city-county-state notation. 

Two distinctly different methods of analysis to develop predicting equations 
were undertaken. In the first, the generation and distribution functions are combined 
first for all of the survey cities and for total trips. Basic regression analyses are 
performed to produce the predicting equations. Subsequently, these are stratified by 
survey city size, by survey trip purpose, and by many of the social-economic mea­
sures of trip attraction in the rest of the universe. Using these stratifications, addi­
tional regression analyses are performed to test various equation forms and the 
correlation between variables. The predicted trips from the regression equations 
are then compared with actual survey data. 

In the alternate analysis procedure, the survey data are utilized to determine 
the amount and characteristics of intercity trip generation. Equations are developed 
to estimate trips per capita for total trips, business oriented trips and non-business 
oriented trips using cordon population as the independent variable. Equations are 
also developed for total vehicle-hours of intercity travel by the same trip classifica­
tions. These results provide a basic estimating procedure for the number of intercity 
trips made to and from a specifically sized community. The distribution developed 
in the first method can then be used to determine the spatial distribution of the trip 
patterns. 

Knowledge gained from this research will be useful in understanding the 
various factors which influence travel through the rural area. Although more effort 
is recommended to produce a more accurate predictive model, the results included 
here represent a contribution in the development of intercity traffic distribution 
techniques and a needed beginning in the development of intercity trip generation 
techniques. 
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SUMMARY 

SOCIAL AND ECONOMIC FACTORS 
AFFECTING INTERCITY TRAVEL 

This report describes a research study to define the social and economic factors 
affecting intercity travel and to use the resulting relationships with existing traffic 
prediction tools to predict intercity travel. 

The basic data used in the study were the external origin-and-destination sur­
veys of 22 cities. Extensive computer processing of these data was required in order 
to make the data comparable-a factor which limited to some degree the scope of 
the project. Although a wide geographical and city size range was sought in the 
selection of 0-D samples, the 22 sample cities which were adaptable for use were 
not as varied as desired. In addition to the surveys, a second source was the U.S. 
Census, from which a series of 14 commonly available social and economic factors 
were selected and recorded on tape for every county or county equivalent in the 
continental United States. 

The trip data from all the 0-D studies were summarized by trip purposes and 
by increasing time rings from the study area centroids. This type of summariza­
tion enabled the analysts to obtain significant information from the study, particu­
larly with regard to trip distribution by time ring. 

A stepwise regression analysis computer program was used to determine the 
relationship between trips and social and economic data. Five basic equation forms 
and 395 regression equations were developed during the project. These forms and 
equations resulted from the stratification of the 0-D data by population ranges and 
trip purposes. Comparisons of the actual 0-D trips with the synthesized trips were 
made for selected cases using a "panacea" general computer program. 

The significant findings of this research project include the following: 

1. External origin-and-destinations surveys constitute an excellent source of 
data for use in the development of analytical procedures for estimation of intercity 
trips. This is particularly true when the predicting equations are for all trips or for 
trips by major purposes exclusive of social-recreation trips. The value of the external 
survey data for use is enhanced particularly if origins and destinations are coded to 
the IBM state and county code system, the cordon line location is well defined, and 
the purpose classifications used are in accordance with standard definitions. For 
future research in this area the identification of the location of residence (zone of 
production) of the survey trips would be an additional benefit. 

For social and recreation trips the use of urban area external origin-and-des­
tination survey data is not sufficient. Future studies of these trips depend on external 
origin-and-destination surveys taken at the recreation area. These surveys, however, 
should also be coded to the state-county classification system and should include 
standard identification of trip purposes if they are to have the maximum utility. 

2. The use of readily available Census data on a county basis is recommended 
because it does provide sufficient variables for a study of this type. Also, many of 
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these variables are regularly projected by the Bureau of the Census, which permits 
tne estimation oi iuture travei through the use oi data avaiiabie on a nationwide 
basis. 

3. Population relationships, combined with travel time, appear to be the major 
indicators of trip distribution characteristics. Although other social and economic 
variables appeared to be as significant as population, in certain instances the regres­
sion analysis showed that population was selected consistently ·as a principal inde­
pendent variable in the formulation of the intercity distribution formulas. 

4. Use of social and economic factors and stratification of cities by size and 
by social and economic characteristics appear to be significant in the development 
of trip generation formulas. The research has indicated that population relationships 
alone are not sufficient to predict trip generation even though this variable, with time, 
did correlate well \'Vith the origin-and-destination data as far as distribution was 
concerned. Analysis of data by population stratification indicates that additional 
research, relating the social and economic slruclun: of a cily to lrip generalions, 
is needed, particularly in cities with less than 10,000 people. 

5. The research indicates that two views are possible in developing predic­
tion equations for intercity travel. One stance involves the development of a single 
P.mrntion or familv of P.mrntiom: to nrP.clid !YP.nP.rntion :mcl cli~trih11tion "im11lt:mP.011~lv -..1--------- -- -------J -- -.---------- -- s:------- 0------------ ------ --------------- -------------------.1-

The second view holds that two sets of equations should be developed- the first 
to predict generation based on social and economic factors and the second to 
predict distribution using population and time relationships. Both procedures have 
been investigated in this study. However, because the problem of intercity trip 
estimation seems to be in the area of generation, it is anticipated that procedures 
which estimate generation and distribution separately will prove more promising. 
It is recommended that future research be directed to further classification of this 
method. 

6. Existing trip prediction tools can be successfully used as the basis for 
developing intercity travel prediction equations providing some control can be 
exercised over the origin-and-destination data collection procedures. The lack of 
data standardization has introduced some error and unfortunate additional process­
ing effort into the study. This was unfortunate, because the need to process addi­
tional surveys was evident but had to be limited during this study for the sake of 
economy and program continuity. 

Intercity travel estimating procedures described in this report are a major 
first step in the continuing development of more accurate predicting procedures 
for this type of travel. To date, this study has been concerned with highway 
vehicle travel stratified by trip purpose and city size. In the work which follows 
and builds on the findings described herein, attention should be given to the refine­
ment of these factors and to the inclusion of additional studies of recreation time, 
travel mode, trips defined as production and attraction, trip generation, and travel 
time and travel cost controls. In refining the procedures and in developing alternate 
ones, it will be necessary to expand data coverage to include more very small and 
very large cities and to provide a larger geographic coverage to determine whether 
regional influence significantly affects the results derived from the spacial and 
size interrelations as reported herein. 

Without these additional refinements the equations developed probably provide 
a reasonably accurate description of intercity travel in most areas of the country. 
With the additional refinements the ability to predict intercity travel to the same 
standards of accuracy as is currently possible for intracity travel is nearly assured. 

.... -
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CHAPTER ONE 

INTRODUCTION AND RESEARCH APPROACH 

There has been considerable national interest in the pros­
pect of high-speed intercity land travel in the Boston­
Washington corridor. Other heavy transportation corri­
dors between urban areas are also being considered for 
new transportation modes with improved operating charac­
teristics. The effect of these new proposals on future travel 
patterns is receiving considerable attention from many 
public transportation agencies and private industry. 

Travel has changed dramatically since 1945 when con­
sidered in terms of cost, speed, and comfort. Yet today 
only 28 percent of the present population has ever flown. 
Does this imply that air travel today is just a fraction of 
its ultimate potential? Existing air travel is overloading the 
air corridors between some urban areas and more par­
ticularly at the air terminals. Is this a restraint to the 
ultimate potential for intercity travel by air? 

As the Interstate Highway System nears completion with 
its improvement to travel times and safety, the travel of 
people between urban areas rises at a rate that is not 
totally explained by the increases in population. 

Rail passenger travel has continually decreased as a 
significant factor in the intercity travel market. Passenger 
comfort and convenience have been cited as principle 
causes. 

Changing social conditions such as increased leisure time 
and rising family income are expected to modify current 
intercity travel patterns by increasing both time and money 
available to potential travelers. 

The desire for intercity travel at a level in excess of the 
actuality of the occurrence is an inherent factor identified 
by Lansing ( I ) . 

The character of the nation has changed from rural 
orientation with 40 percent of the population in urban 
areas in 1900 to an urban orientation with over 63 percent 
of the population in urban areas in 1965. 

These changes have a direct effect on the intercity travel 
in many ways, as follows: 

1. Many social and business needs of people within an 
urban area are satisfied by the available activities within 
that urban area. This factor tends to reduce the intercity 
travel on a per capita basis below that which occurs in 
smaller urban places. 

2. Business is becoming increasingly more flexible and 
mobile. Business travel is a manifestation of this new 
flexibility, with the result that business travel is an increas­
ing proportion of intercity travel. 

3. Business travel is a function of the affluence and 
value of the traveler to the organization he represents. 
Therefore, time becomes an important consideration and 
has a value to both the traveler and his organization. The 
distribution of per capita income in favor of residents of 
large urban areas encourages more travel by common car-

rier (air) in order to minimize the total cost of essential 
business travel by this group. 

4. Common carrier service to small urban areas is not 
as available as it is to large metropolitan areas, with the 
result that less travel to and from the small areas is 
accomplished by common carrier on a per capita basis 
than is accomplished by residents of the large urban areas. 

5. Travel is a function of disposable income, with the 
result that areas with higher per capita incomes will spend 
more dollars per capita in travel than will areas with 
correspondingly lower per capita incomes. This factor 
encourages higher total travel rates by residents of large 
urban areas than by residents of smaller ones providing 
that the larger urban areas have more disposable incomes 
per capita and it is well distributed over the entire 
population. 

6. Intercity travel distances for the average trip vary 
with the size of the urban area from which the trip 
originates. The ability to satisfy a need of the traveler 
would appear to explain this characteristic. 

From these factors a number of considerations which 
will affect the future patterns of intercity trip travel 
emerge with some consistency. More of the nation's 
population will be located in urban areas. Higher per 
capita incomes and more leisure time are projected for 
most of the population. Business relationships within or­
ganizations will continue to be less parochial. Advertising 
and communication will be more effective in describing the 
available attractions of all areas of the nation and the 
world. The time required to travel between desired points 
will decrease even more dramatically; however, the travel 
cost will not change as appreciably. 

The present characteristics of intercity travel would 
indicate that travel by residents of small urban areas is 
predominately essential travel and that changes in ac­
cessibility will have only a relatively minor effect in in­
creasing intercity travel from these areas. This is caused 
by the constraint of cost, which states that intercity travel 
is limited principally by its cost with time being a second­
ary but significant factor (1). In large metropolitan areas 
it appears that travel is constrained by available time for 
travel to activities which are not available within the 
urban area. Increases in accessibility which will result 
from the completion of the Interstate Highway System and 
the development of new intercity transportation modes will 
have an appreciable effect on the travel patterns of the 
residents of these areas. With more leisure time, higher 
per capita income and increased advertising, the future 
intercity travel by residents of these areas could increase 
dramatically. 

Air travel has a large untapped market from which to 
draw if the problems associated with air corridor and ter-
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minal congestion can be solved. The development of larger­
~,:-~!f:I' j':'t ~i!"':!"~f! i~ ':"~~~!~~ !0 h~v~ ~ m~inr Pff Prt nn thi~ 

problem, particularly for long trips ( over 1,000 miles). 

PURPOSE AND SCOPE 

This report is based on the premise that correlations exist 
between the intercity trips produced and attracted by an 
area; the social-economic characteristics of the area; and 
lhe spacial llislribulion of lhe socia)ceconomic characleris­
tics of those other areas competing for trips. Further, it 
is based on the philosophy that ( 1) the development of a 
iiiCthuJ ur iHc;lhuds iv cstiriiatc these trips should be based 
on a systematic, uniform, and consistent approach utilizing 
commonly available transportation planning tools and 
techniques; and (2) the social-economic data used to 
obtain trip transfer data should be readily available and 
suilable for furecasling the future. 

If these premises hold, it can be hypothesized that the 
relationships developed for test cities can be applied to 
other urban areas to determine unknown trip distributions 
of existing travel or applied to the projections of the 

distributions to and from a particular urban area or to and 
from all urban communities in a region. 

This research project, then, provides an opportunity to 
develop usable techniques for estimating intercity trip 
transfer based on economic and social factors. 

RESEARCH APPROACH 

Analysis procedures selected inilially for this study were 
organized and the program was divided into phases which 
are described as follows: 

Study Organization and Research of Previous Work 

This phase included the study design and organizations, a 
survey of existing literature relating to the project, a 
search for data to be used in the project, and an assembly 
of all previous experience in the area of research. 

Assembly and Reduction of Data 

In this phase the assembly of origin-and-destination (0-D) 
and social and economic characteristic data, and the com­
pilation and reduction of these data for use in the project, 
were completed. 

Application of Present Techniques 

Current techniques for predicting travel and the extent to 
which intercity traffic can be predicted with these methods 
were evaluated. 

Development and Application of New Study Techniques 

Based on the evaluations of the previous phase, methods 
were developed to estimate intercity travel. Included also 
was the evaluation of alternative or additional economic or 
social factors that could be used to improve the methods 
for predicting intercity travel. 

Comparison and Evaluation 

This phase involved the application of the method or 
methods developed in the previous phase and the compari­
son of the results to trip transfer data already developed. 
Trip production and its relation to social-economic fac­
tors and trip distribution were analyzed. Stratifications of 
data to develop independent equations were used where 
possible with attention given to regional variations, eco­
nomic factors, spacial distribution of various sized cities or 
varying city functions and the effect of exceptional 
transportation service between city pairs. 

PROCEDURES FOLLOWED 

Urban transportation planning procedures have charac­
teristically involved the conduct of origin-and-destination 
studies to determine patterns of urban travel. The ex­
ternal portion of the origin-and-destination study specifi­
cally obtains information pertaining to trips to, from, 
and through the urban area in question by interviewing a 
sample of the vehicle drivers crossing the ·boundary of the 
~huh, !ll"P".11 ( PVtPrn~l l"'nrrlnn \ Tnfnrm~tinn nht~inP.cl from 
._ ... __ J -·-- , - ··---··-.. --·--··, . - - - ~ -----------

these drivers generally includes : 

l. Date and time of trip interview. 
2. Trip purpose. 
3. Vehicle type. 
4. Number of passengers. 
5. Information pertaining to the place of origin and 

destination of the trip. 

The information for each trip is generally coded on a data 
card along with factors which indicate the number of 
actual trips that the particular trip sample represents. The 
me.thods used for coding external origin-and-destination 
surveys vary from city to city; however, many studies have 
utilized a uniform coding procedure for describing places 
of origin and destination. This procedure uses the codes 
published in the 1961 IBM Manual Numerical Code for 
States, Counties and Cities of the United States (16) to 
systematically number states, counties within states, and 
cities within states. The use of this uniform origin-and­
destination coding system in this project made possible the 

survey which utilized this system. Once processed, the 
origin-and-destination trip data couid then be correlated 
with available social-economic data. 

The procedure developed for processing the origin-and­
destination data was based on the modification of a series 
of selected transportation computer programs which are 
currently being used for urban transportation planning. 
The programs were modified to enable many external 
origin-and-destination surveys to be processed economically 
and to permit the tabulation of trips between a specific 
survey area and 3,075 other locations ( counties or county 
equivalents) in a nationwide network. The program 
modifications and their subsequent application to the study 
further allow for the distributed trips to be stratified by 
travel time, by purpose, or by selected origins and destina­
tions . Social and economic data pertaining to each of the 
3,075 counties were also stratified by travel time from each 



survey area. The stratified trip data and social-economic 
data were then coded for subsequent input into a series of 
regression analysis programs to determine the correlation 
between the available data. 

National Network Development 

A network representing all the major highways in the 
United States was developed to determine the time dis­
tribution of trips and social-economic factors relative to 
each individual origin-and-destination survey area ( the 
network is illustrated in Figures 1 and 2). Each of the 
3,075 counties or county equivalents in the nation is 
represented by a "centroid" representing the center of the 
population mass of the county. The centroids were inter­
connected by a series of links representing the existing 
roadway system in 1960. The year 1960 was selected so 
as to be compatible with the census data which comprise 
the majority of the social-economic data used in the 
project and with the external origin-and-destination sur­
veys. (A majority of the 0-D surveys were conducted 
within two years of 1960.) Each link was assigned a length 
and speed reflective of actual intercity driving times. Us­
ing the coded network data as input, trees were built for 
each survey city. In each case the network description was 
modified so that the survey city under study was Zone 1. 

Collection of Origin-and-Destination Data 

Origin-and-destination external cordon survey data were 
gathered from various state highway departments. A ques­
tionnaire requesting 0-D data was sent to the following 
states : Missouri, Minnesota, Ohio, Tennessee, Michigan, 
Kentucky, Wisconsin, Illinois, Iowa, and Indiana. In 
addition, questionnaires were sent to selected cities, in­
cluding Boston and San Antonio, regarding the availability 
of 0-D data. Of the data available only those from eight 
cities in Tennessee, eleven cities in Wisconsin, and seven 
cities in Missouri existed in a format suitable for use in 
the project. These data were used. However, as the 
project progressed four of these sources had to be aban­
doned because some of the interview cards were missing. 
Sources of origin-and-destination data of other modes of 
travel were also investigated, including rail, bus, and air. 

Processing External Origin-and-Destination Surveys 

As previously indicated, a prerequisite for the selection of 
an external origin-and-destination survey for use in this 
study was adherence to the IBM Manual Numerical Code 
for States, Counties and Cities of the United States. In 
this coding system, each state is numbered sequentially 
from 1 to 49 in alphabetical order. The counties within 
each state are numbered in alphabetical order with a five­
digit state-county code ranging from 01001 to 49047. 
These codes are not numbered in ascending numerical 
sequence. To facilitate the processing of the external sur­
vey data for the selected cities, the counties were re­
assigned numbers ranging from 2 to 3126 (the additional 
numbers are used to define a centroid for each state) 
through the use of an equivalent deck of data cards. The 

5 

external origin-and-destination cards were then processed 
to determine the number of trips between the external 
survey city, represen~ing a particular county, and each of 
the other 3,075 counties in the network. 

In selecting the external surveys to be used in the study it 
was decided to analyze a number of varying sized cities in 
order to identify the relationship of city size to trip genera­
tion and distribution. The 26 cities enumerated in Table 1 
were originally selected for processing. Those four cities 
indicated by asterisks were not used because interview 
cards were missing. Figure 3 shows the location of the 
22 cities from which usable data were obtained. The 
processing of the 0-D surveys varied slightly among cities, 
but the procedures were very similar. 

A total of 664,022 trips between the usable 22 study 
areas and each of the 3,075 other zones in the nationwide 
network was processed. These trips were then categorized 
by purpose. They were (1) work, ( 2) business, ( 3) social­
recreation, and ( 4) others. 

Collection of Social-Economic Data 

A major problem arose which had as its result a limiting 
effect upon the scope of the development of trip predict­
ing equations based on varied social and economic factors. 
The problem involved the relationship of the social and 
economic factors which were collected on a county basis to 
the urbanized (city) cordon area. Thus, although the data 
could be readily related to destinations ( other counties), 
they could not be easily related to origins (the 0-D study 
city cordon area). 

The only data common to both counties and city study 
areas represented area and population. Although a few 
of the larger. studies had data on family income, employ­
ment, dwelling units, and vehicle ownership statistics, simi­
lar data were not obtainable in printed form for the other 
study areas, the reason being that the cordon line did not 
coincide with any political or census tract boundaries. It 
appeared that the only possible means of acquiring this 
information would be to assume it, using the populations 
and areas of the city, study area, and county as guide lines; 
however, in many cases such a procedure would have 
produced little else but a crude estimate and might have 
introduced considerable error into any results obtained 
using such data. Thus, only population and area, or some 
combination thereof (density, etc.) was usable. In the final 
analysis ouly the population within the cordon was in­
corporated into the trip predicting equations derived in this 
project. The following available and pertinent social­
economic factors were obtained for the 3,075 counties in 
the network and punched into data cards: 

1. Total population 
2. Standard Metropolitan Statistical Area (SMSA) 

population 
3. Population of counties not in a SMSA and having 

less than 50,000 inhabitants 
4. Population of counties having more than 50,000 

inhabitants 
5. Population of SMSA's having less than 1,000,000 

inhabitants 
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(3,2) (Distance in Tenths of Miles) 
Figure 2. Section of nationwide link node network showing detail. 

6. Population of SMSA's having more than 1,000,000 

inhabitants 

7. Population of urban counties 

8. Population of rural non-farm counties 

9. Aggregate income 

10. Total employment 

11. Total bank deposits 

12. Recreation factor 

13. Population of counties having less than 20% 
population increase from 1950 to 1960 

14. Population of counties having more than 20% 
population decrease from 1950 to 1960 

A time distribution of these factors was made from the 
twenty-two study areas to the 3,075 counties in the net­
work. The output from this procedure was a tabulation of 
each of the total county factors by 10-minute increments 
from each study area. This information was then used as 
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input for the regression analysis program so that a cor­
relation could be established between trips and the various 
social and economic factors. 

Based on the assumption that a better correlation would 
exist between trips categorized by purpose and various 
social and economic factors, the total all purpose data 
were reprocessed to obtain the four trip purposes (work, 
business, social-recreation, and others). The special trip 
distributions included: 

1. Trips to SMSA's 
2. Trips to counties whose population is greater than 

50,000 
3. Trips to counties not in an SMSA and whose popula­

tion is less than 50,000 
4. Trips to SMSA's whose population is greater than 

1,000,000 
5. Trips to SMSA's whose population is less than 

1,000,000 

This stratification of trips was intended to separate urban­
and rural-oriented trips for subsequent correlation with 
social-economic factors. 

Summary charts (Appendix C) include detailed infor­
mation about trip classification for the 22 cities in the 
sample. 

REGRESSION ANALYSIS 

Several available regression analysis computer programs 
were reviewed as to their capabilities for use in this project. 
A program written by the University of California (Los 
Angeles) School of Medicine was selected. This program, 
BMD02R, provides for the transformation of variables to 
other forms, such as logarithm, reciprocal, exponential, 
etc. It computes a sequence of multiple linear regression 
equations in a stepwise manner. At each step, one variable 
is added to the regression equation. 

The variable added is the one which makes the greatest 
reduction in the error (least sum of squares) . Equiva­
lently, it is the variable which has the highest partial 
correlation with the dependent variable partialed on the 
variables which have already been added, and equivalently, 
it is the variable which, if it were added, would have the 
highest F-value. In addition, variables can be forced into 
the regression equation and automatically removed when 
their F-values become too low. Regression equations with 
or without the regression intercept may be selected. Also, 
the program has :flexibility in the choice of input formats so 
that both individual cities and groups of cities could be 
processed. 

The origin-destination data, along with the social eco­
nomic factors ( which were processed independently), were 
combined and summarized on data cards for each study 
area for input to a series of regression analysis programs. 
These cards include the time ring, total trips, the fourteen 
social-economic factors, trips by purpose, the five special 
distributions of trips, trips greater than 35 minutes, and the 
population within the cordon. 

The time rings were developed in the following manner: 
A distribution program was used to distribute total trips, 
purpose trips, and the fourteen social-economic factors 

TABLE 1 

CITIES FROM WHICH ORIGIN AND DESTINATION 
DATA WERE OBTAINED 
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CITY 1960 POP. 

1. St. Louis, Mo. 
2. Kansas City, Mo.• 
3. Kansas City, Kan." 
4. Springfield, Mo. 
5. St. Joseph, Mo. 
6. Joplin, Mo. 
7. Cape Girardeau, Mo." 
8. Elkhorn, Wis. 
9. Green Bay, Wis. 

10. Lake Geneva, Wis. 
11. Waupaca, Wis. 
12. Monroe, Wis. 
13 . Oconomowac, Wis. 
14. Madison, Wis. 
15. Sheboygan, Wis. 
16. Sturgeon Bay, Wis. 
17. West Bend, Wis. 
18. Burlington, Wis. 
19. Chattanooga, Tenn. 
20. Nashville, Tenn." 
21. Rogersville, Tenn. 
22. Athens, Tenn. 
23. Humboldt, Tenn. 
24. Morristown, Tenn. 
25. Columbia, Tenn. 
26. Dyersburg, Tenn. 

a Not used; interview cards missing. 

750,026 
475,539 
121,901 
95,865 
79,673 
38,958 
24,947 
3,586 

62,888 
4,929 
3,984 
8,178 
6,682 

126,706 
45,747 
7,353 
9,969 
5,856 

130,009 
170,874 

3,121 
13,100 
8,482 

21,300 
17,624 
12,499 

from the study area (home node) to all other counties in 
the U. S. in IO-minute concentric circles. The input to 
this program is as many as nine binary trip tapes or tapes 
containing the social-economic factors and a binary tape of 
interzonal travel times ( skim trees). The output lists in 
IO-minute time intervals the total trips or factors which 
fall in these groupings up to 2,000 minutes. For the re­
gression cards it was decided that some grouping of the 
time rings would be necessary. Assuming that the trips 
which are to be predicted diminish as the distance from 
the study area increases, it was decided to group the data 
for the regression analysis in the following manner : 

0 to 400 min in 10-min increments 
400 to 600 min in 50-min increments 
600 to 1000 min in 100-min increments 

1000 to 2000 min in 200-min increments 

The midpoint of the time ring is the value punched on 
the regression cards. Thus, in the first time ring, which 
ranges from O to 10 min, the midpoint is 5 min. The last 
value the distribution program lists is the number of trips, 
bank deposits, etc., which are more than 2,000 min from 
the study area. The midpoint of this value, which is the 
last observation on the regression cards, is halfway be­
tween 2,000 and the most distant point in the network. 
This point is read off the time tree, which lists the travel 
time from the home node to all other counties in the 
universe. By grouping the data, the number of observa-
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tions was reduced from 200 to approximately 50. The 
..... ..,_...~..-..- ,...,f ,..,.l,...~oT"Hrit;nn" rlirl nnt l"Pm!lln r-nns.t!=lnt fnr ::tll the 

cities due to the fact that if there were no trips destined in 
a particular time ring the other data in the ring were split 
with half going to the preceding ring and half to the fol­
lowing ring. The time of the remaining two rings, then, 
had to be changed so that it represented the midpoint of 
the new data ring. This same procedure was followed in 
grouping all the data, population, bank deposits, etc., 
which were used in the regression equations. It was found 
by manual calculations and plotting that the relationship 
which exists between trips, ring population, cordon popu­
lation and time is logarithmic; thus, it was necessary to 
take the log of every variable used. 

Basica!!y two types of regression runs were made-one 
where the equation form was fixed, and the other where 
the program picks the equation form. An example of the 
former case is where the input data took the form: 

l (T . )- l (Cord. pop. X Ring pop.) 
og nps - og Timea (1) 

and the solution became 

. C (Cord. pop. X Ring pop.) ~x,, 
Tnps = onstant T" 3 1me 

( 2) 

The basis for trying this particular equation form stems 
from the basic PI D relationship, where the interchange 
between any two areas is proportional to the mass of one 
area multiplied by the mass of the other divided by some 
type of friction factor. In this case mass is the population 
of the two areas and the friction factor is the cube of time. 

In the other case, an initial run is made using trips as 
the independent variable with approximately 50 dependent 

CHAPTER TWO 

FINDINGS-RESULTS AND ANALYSIS 

TRIP DATA 

The results of processing the origin-and-distinction ex­
ternal cordon survey data are summarized in Tables C-1 and 
C-2, which report the various characteristics of trip distribu­
tions for the 22 individual cities, the four groups of cities 
based on cordon population, and the summary of all 22 
cities. An external trip is where one end of the trip has its 
origin or destination within the cordon and the other end is 
located outside the study area. There were 664,022 external 
trips processed. 

The average number of trips per study area is 30,183 
and the average population for these areas is 109,710. The 

variables to see which variables have a high correlation 
with trips. The orogram then selects, in a stepwise man­
ner, the variable which makes the greatest reduction in the 
error ( sum of squares). The run is terminated when the 
specified number of steps is reached. The result of a 
typical three-step regression analysis program takes . the 
following form: 

. (Cord. pop.)exv (Ring pop.)exv 
Tnps = Constant T (3) 1meexp 

Regression runs were made: 

1. For each city using total trips as the dependent 
variable. 

2. For each city using trips to certain population strati­
:fication3 as the dependent varin.bles; that is, Standard 
Metropolitan Statistical Areas (SMSA's); SMSA's with 
popullltion greater than 1,000,000; SMSA's with popula­
tion less than 1,000,000; counties with population greater 
than 50,000; counties not in SMSA's with population less 
than 50,000. 

3. For each city using purpose trips as the dependent 
variable; that is, work, business, social-recreational, other. 

4. Grouping individual cities into popuiation groups and 
using trips by city size group as the dependent variable. 
There were 395 regression equations derived as the project 
progressed. 

Comparisons of actual 0-D trips with the synthesized 
trips ( trips obtained by solving the regression analysis 
predicting equation) were made for all of the above cases 
using a "panacea" (general purpose) computer program 
which does repetitive form sheet calculations on the 
IBM 704, 7090, and 7094. 

average trip length is 49.6 minutes, which appears to indi­
cate the trend toward longer intercity trips and also re­
flects the longer commuter trips. The average number of 
counties which are linked to the study area by trip trans­
fers is 396, or 13 percent of the counties in the nationwide 
network. There is, however, wide variation in this value 
among the individual study areas. For example, Athens is 
connected only to 80 counties, but at the other extreme the 
corresponding figure for St. Louis is 1,008. Thus, on an 
average day the trips originating or terminating in the 
St. Louis study area have origins or destinations in 33 per­
cent of the counties in the continental United States. This 
is an astonishing figure when considering the area of the 

... 



U. S . .It indicates the great importance of the large metro­
politan areas in the nation today. Of all the trips, only 
182,873, or 27.5 percent, have trip lengths greater than 
35 minutes, which indicates that approximately three­
fourths of the trips made have their origins or destinations 
in counties adjacent to the study area. 

Characteristics of Intercity Travel 

The real problem involved in the analysis of intercity 
travel is the determination of whether such travel is prin­
cipally a function of location, a function of community 
size, or a function of the characteristics of the people who 
live within the community. With this in mind, the sum­
mary charts were analyzed and these relationships in­
vestigated. The results of this study indicate that city size 
is the most significant variable affecting the number of 
trips made and the total vehicle-miles of travel made during 
those trips. Table 2 summarizes the relationship of city 
size (population) to trips per capita, average trip length 
and vehicle hours per capita for total, business and non­
business trips over 35 minutes in length. The total trip 
section of Table 2 indicates the significance of the city 
size. Figure 4 shows the city size-trips per capita relation­
ship. Figure 5 shows the relationship of city size and aver­
age trip length for trips over 35 minutes in length for the 
study cities. Although the deviations from the curve in 
Figure 5 are not as consistent as those in Figure 4, it is evi­
dent that as city size decreases trips per capita increase and 
as city size increases the average trip length becomes longer. 
The variations which do occur from a normal, smooth 
curve are the result of spacial location and special char­
acteristics of the community. This latter factor is most 
notably apparent in the smaller Wisconsin cities (Sturgeon 

TABLE 2 

CHARACTERISTICS OF INTERCITY TRAVEL• 

TOTAL TRIPS 

AVG. TRIP 
TRIPS / LENGTH VEII-JIR/ 

CITY POPULATION CAPITA (MI) CAPITA 

St. Louis, Mo. 1,456,673 0.0238 3.89 0.0925 
Chattanoo~, Tenn. 242,096 0.0792 2.19 0.1732 
Madison. is. 169,236 0.1515 2.38 0.3600 
Springfield, Mo. 109,768 0.1220 2.88 0.3520 
G'fcen l3ay, Wis. 96,407 0.1271 1.96 0.2430 
St . Joseph, Mo. 84,165 0.1633 2.21 0.3620 
Sheboygan, Wis. 60,000 0.1160 2.06 0.2390 
JopliJ1, Mo. 40,914 0.2750 2.02 0.5530 
Mo rristownt Tenn. 27,000 0.2450 1.25 0.3061 
Columbia, enn. 26,000 0.1459 1.47 0.2130 
West Bend, Wis. 15,520 0.2650 1.08 0.2880 
Athens, Tenn. 13,100 0.2161 1.32 0.2861 
Dyersburg, Tenn. 12,499 0.2900 1.71 0.4950 
Stuq1con Bay, Wis. 10,000 0.2395 2.40 0.5779 
Durlmgton , Wis. 8.700 0.4080 1.08 0.4400 
Humboldt, Tenn. 8,650 0.0669 4.03 0.2695 
Monroe, Wis. 8,170 0.4810 1.29 0.6210 
Oconomowoc., Wis. 8,000 0.2450 1.30 0.3190 
Lake Geneva. Wis. 5,500 0.9340 2.93 2.7200 
Waupaca, Wis. 4,500 0.5450 1.67 0.9060 
Elkhorn. Wis. 3.600 -· _d _:.o 

Rogersville, Tenn. 3,121 0.4480 3.00 1.3480 

• Trips greater than 35 min . 
h Includes work and buslnes.s as denned in this study , 
e Jnclude.s all trips except work and business. 
• Omlued because of incons istent dntn. 
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Bay, Lake Geneva, Waupaca) where the survey data were 
taken on a summer week-day and reflect considerable non­
business travel for vacation purposes and, therefore, longer 
trip length than would be the case if the survey had been 
conducted during the spring and fall months of the year. 
If the trips over 35 minutes are multiplied by the average 
trip length for trips over 35 minutes, the product is the 
number of vehicle-hours of travel per capita for trips over 
35 minutes for each study area. These data, recorded in 
Table 2 and shown graphically in Figure 6, also emphasize 
the relationship of travel and city size as a meaningful indi­
cator of intercity travel. 

Analyzing all three parameters-trips per capita, average 
trip length, and vehicle-hours per capita-indicates certain 
general observations regarding intercity travel. First, the 
inverse relationship between population size and trips per 
capita emphasizes the role of the small city as a trip pro­
ducer and that of the large city as a trip attractor. As 
pointed out in the literature survey (Appendix B), the 
logic behind this phenomenon is the fact that individuals 
can satisfy their needs-that is, work, shop, and transact 
business-much closer to their homes in large urban areas 
than in the smaller ones. 

Second, the fact that trip lengths are longer for the 
larger cities appears to be explained by the location of 
a greater number of major businesses and industries pro­
ducing long business trips. The fact that more people with 
larger amounts of disposable incomes are concentrated in 
the large cities could account for longer vacation-type trips. 

Third, the relationship between vehicle-hours per per­
son and average trip length gives an indication of trip 
volume and distribution to and from the study area. That 
is, it would appear that a considerable volume of short­
distance intercity trips are made per capita to and from the 

BUSINESS TRIPS lJ NON-BUSINESS TRIPS c 

AVG. TRIP AVG . TRIP 
TRIPS / LENGTH VEH-HR/ TRIPS/ LENGTH VEH-HR/ 
CAPITA (Ml) CAPITA CAPITA (MI) CAPlTA 

0.0141 3.72 0.0524 0.0097 4.14 0.0401 
0.0612 2.02 0.1235 0.0180 2.76 0.0497 
0.0971 2.25 0.2180 0.0544 2.61 0.1420 
0.0738 2.58 0.1910 0.0482 3.35 0.1610 
0.0725 1.76 0.1275 0.0546 2.12 0.1155 
0.0744 2.37 0.1762 0.0850 2.09 0.1775 
0.0765 1.61 0.1235 0.0395 2.93 0.1155 
0.1596 1.94 0.3090 0.1154 2.10 0.2440 
0.1842 1.22 0.2253 0.0614 1.32 0.0812 
0.1062 1.25 0.1326 0.0396 2.04 0.0808 
0.1545 1.06 0.1640 0.1105 1.12 0.1240 
0. 1698 1.31 0.2218 0.0468 1.37 0.0645 
0.2170 1.62 0.3514 0.0718 1.98 0.1420 
0.0609 2.44 0.1489 0.1786 2.40 0.4290 
0.2360 1.12 0.2630 0.1720 1.03 0.1770 
0.0626 2.64 0.1653 0.0043 24.30 0.1039 
0 .2488 1.37 0.3414 0.2319 1.20 0.2793 
0.2079 1.17 0.2430 0.0370 2.05 0.0759 
0.2691 2.36 0.6356 0.6664 3.16 2.1054 
0.2910 1.51 0.4420 0.2540 1.82 0.4{;40 

_d -" -· _d -" _d 

0.3762 1.99 0.7494 0.0727 8.67 0.6306 
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all trips greater than 35 min. 
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Figure 5. Average trip length for all trips greater than 35 
min in relation to city size. 

smaller cities as opposed to the larger cities. Although 
large cities have longer trip lengths, the volume of these 
trips per capita is lower. This phenomenon can be related 
to social and economic characteristics of the different areas 
by hypothesizing that the trips about the smaller cities are 
trips to satisfy work and local personal business and are 
made to nearby service centers, whereas the longer trips in 
the larger urban areas are more of a regional business or 
recreation nature. 

In each of these three cases, although the variations 
which occur from a smooth graph may be attributed to the 
spacial location of the community under study, relative to 
other communities in close proximity, these variations 
may also be caused by inconsistencies in and among the 
survey procedures used to obtain the data provided for this 
project. Furthermore, it is undoubtedly true that certain 
unusual conditions have occurred on the days of some 
surveys which are not average for the community under 
consideration. In the organization of the material for this 
study, it was impossible in many cases to determine 
whether such conditions actually existed, although in the 
case of the Wisconsin cities it is known that these surveys 
were conducted during a summer weekday and do reflect 
a considerable distortion because of the non-business vaca­
tion travel which occurs in these recreationally oriented 
areas. 

-



From these relationships it can be inferred that equa­
tions expressing these relationships can be developed to 
predict the number of trips over 35 minutes for any area 
and to predict the total vehicle-hours of travel for any city. 
If formulas can be developed which accurately predict the 
distribution of trips for a given city or for cities in different 
population groups, it logically follows that the analytical 
procedures required to develop trip production and those 
procedures required to develop distribution can be com­
bined to express completely intercity trip transfers. Any 
modifications which are required in order to make the two 
equation types compatible can be accomplished through 
the control relationship of total trips per capita or total 
vehicle-hours of travel for the given city under study. This 
conclusion is a basic finding of this study, and while it may 
not accurately describe all situations, it seems to give 
reasonable answers for those study areas which were 
investigated in this project. It is assumed that the basic 
relationships would hold for other communities in the 
United States; however, because the exact relationships de­
termined in the study were based on only three states, 
representing only two or three regions, modifications may 
be necessary in applying them to the other regions of the 
United States. Only further research in this area will 
determine their applicability. 

Equations developed describing production and trip 
length relationships on both a total basis and by business 
and non-business trip purposes are presented in the next 
section. Distribution equations are discussed in a later 
section of this report. 

TABLE 3 

COMPARISON OF ACTUAL AND EQUATION VALUES 

TRIPS PER CAPITA 

TOTAL 'CRIPS a 

CITY POPULATION ACTUAL EQ. DIFF. 

St. Louis, Mo. 1,456,673 0.0238 0.0418 -0.0180 
Chauanoo~ Tenn. 242,096 0.0792 0.0865 -0.0073 
Madison is. 169,236 0.1515 0.0944 0.0571 
Springfield, Mo. 109,768 0.1220 0.1178 0.0042 
Green Bay, Wis . 96,407 0.1271 0.1234 0.0036 
St. Joseph, Mo. 84,165 0.1633 0.1298 0.0335 
Sheboygan, Wis. 60,000 0.1160 0.1466 -0.0306 
Joplin, Mo. 40,914 0.2750 0.1710 0.1040 
Morristown, Tenn. 27,000 0.2450 0.2025 0.0425 
Columbia, Tenn. 26,000 0.1459 0.2048 -0.0589 
West Bend, Wis. 15,520 0.2650 0.2520 0.0130 
Athens, Tenn. 13,100 0.2161 0.2687 -0.0526 
Dyersburg Tenn. 12,499 0.2900 0.2763 0.0137 
Stur~con Bat,;..Wis. 10,000 0.2395 0.2973 -0.0578 
Burl n111on, 1s. 8,700 0.4080 0.3158 0.0922 
):iumboldt, Tenn. 8,650 0 .0669 0.3171 -0.2502 
Monroe, Wis. 8,170 0,4810 0.3231 0.1579 
Oconomowoc, Wis. 8,000 0.2450 0.3261 -0.0811 
Lake Geneva, Wis. 5,500 0.9340 0.3769 0.5571 
Waupaca, WI~. 4,500 0.5450 0.4086 0.1364 
Elkhorn Wis . 3,600 -· -· -· Rocersv.ltlc, Tenn. 3,121 0.4480 0.4714 -0.0234 

• Equation: Trips/capita 
11.0 

(Cordon populntion)"·""' 

• Equation: Business trips/ capita 
61 

(Cordon population) o.<1>0 

c Equation: Non-business trips / capita 
435 

(Cordon population)•·"" 
• Omitted because of inconsistent data. 
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TRIP PRODUCTION EQUATION 

The number of total external trips per capita over 35 min­
utes long crossing the cordon line around an urban area 
can be relatively well predicted by 

. IC . 11.0 
Tnps ap1ta = (Cord. pop.) u.so~ 

which has been graphically depicted in Figure 4. 

Comparison of Actual and Equation Values 

(4) 

Table 3 shows a comparison between the study data and 
the values obtained from Eq. 4. 

The number of business trips per capita greater than 
35 minutes can be predicted by 

61 
Business trips/Capita= -,-------,-­(Cord. pop.)o.Boo 

(5) 

Figure 7 graphically depicts and Table 3 compares the 
actual values with those obtained by use of Eq. 5. 

The number of non-business trips per capita greater than 
35 minutes can be predicted by 

435 
Non-business trips/ Capita= -c-::---,-----,---,---,, 

(Cord. pop.) 0•841 
(6) 

Figure 8 graphically depicts and Table 3 compares the 
actual values with those obtained by use of Eq. 6. 

It is evident that intercity trips greater than 35 minutes 
are closely related to the cordon population of the study 
areas under consideration. 

From the data investigated, this relationship is one of 
the most stable developed in this study. However, al-

BUSINESS TRIPS b NON- BUSINESS TRIPS c 

ACTUAL EQ. DIFF. ACTUAL EQ. DIPF. 

0.0141 0.0123 0.0018 0.0097 0.0026 0.0071 
0.0612 0.0363 0.0249 0.0180 0.0125 0.0055 
0.0971 0.0452 0.0519 0.0544 0.016S 0.0379 
0.0738 0.0S98 0.0140 0.0482 0.0239 0.0243 
0.0725 0.0639 0.0086 0.0546 0.0262 0.0284 
0.0744 0.0685 0.0059 0.0850 0.0301 0.0549 
0.0765 0.0843 -0.0078 0.0395 0.0392 0.0003 
0.1596 0.1048 0.0548 0.1154 0.0536 0.0618 
0.1842 0.1350 0.0592 0.0614 0.0774 -0.0160 
0.1062 0.1396 -0.0334 0.0396 0.0791 -0.0395 
0.154S 0.)883 -0.0338 0.1105 0.1225 -0.0120 
0. 1698 0.2089 -0.0391 0.0468 0.1440 -0.0972 
0.2170 0.2163 0.0007 0 .0718 0.1510 -0-0792 
0.0609 0.2440 -0.1831 0.1786 0.1790 -0.0004 
0.2360 0.2663 -0.0303 0.1720 0.2014 -0.0294 
0.0626 0.2699 -0.2073 
0.2488 0.2773 -0.0285 
0.2079 0.2798 -0.0719 0.0370 0.2208 -0.1838 
0.2691 0.3506 -0.0815 0.6664 0.2979 0.3685 
0.2910 0.3954 -0.1044 0.2540 0.3537 -0.0997 -· -· -· -· -· -· o·.3762 0.4959 -0.1197 0.0727 0.4769 -0.4042 
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Figure 7. Business trips per capita in relation to city 
size, for trips greater than 35 min. 

though this question holds very well for trips greater than 
35 minutes, no similar equation could be developed with 
as good a correlation for trips less than 35 minutes. 

Of the trips greater than 35 minutes, it is generally true 
th11t for average weekday travel the percentage of business 
trips increases as the city size increases, although the 
differences are minor. Percentages of business trips of the 
total trips range from 60% maximum to 25% minimum. 
However, as the longer trips are considered (8 hours or 
more) the percentage of the total trips for business pur­
poses decreases. In this case, the range is 55 % to 20% 
except for one or two special cases. This change implies 
that uosi-bus1ness tiips are, on the average, longer than 
business trips. 

It is significant to note that trips respond well to cordon 
population relationships despite the geographical location 
of the survey city. However, the geographical location of 
the survey city does affect trip distribution. In fact, it is 
probably the most important predictor of trip distribution. 

TRIP LENGTH EQUATION 

Although distribution is affected by the spacial relation­
ship between populations, business trip and non-business 
trip lengths vary despite their common spacial relationship 
to population. This is shown by observing that business 
trips average approximately 10% shorter than the total 
trip average, whereas non-business trips average approxi­
mately 10% longer than the total trip average. It can also 
be shown that the longer the trips considered, the greater 
the percentage of non-business trips made. 

2000 'I 
IOOO 

~ 
C j 100 

... 
5 
C , 
0. 
0 
a. 

10 

I I I I I 

M l"OUII l..ol fl UI 

• Tennessee Cities 

•Wlacftntin Cll lu 

• 
Equation 

'"' Trips/ c opi1a = 
435 

\ ,: (Cordon Popu!olton) 0•847 

\ 
"'I 

-~ 
' • ~ . r,.._ 

:::,.. -•• "" ,;;--........ __ 

• r--r--.. 

0,10 0,20 c.~o 0.40 

lrips per Capito 

tl&t P1e1u11: t. •b Ot.uvo .• Whccaaln o.6664; 5,500i 

1-----

I-

I-

---
0,50 

Figure 8. Non-business trips per capita in relation to 
city sf~,: / 0 1 trips greater than 35 m in. 

Average Trip Length-All, Dusiness, and Non-Business 
Comparison of Actual and Equation Values 

The following equations have been developed to predict 
average trip lengths for totai trips, business trips and non­
business trips. 

( 1) Total trips: 

(Cord . pop.) 0·~.s 
Avg. trip length= IJ.OS (7) 

(2) Business trips: 

(Cord. pop.) c .• ; , 
Avg. trip length= l l.

25 

( 3) Non-business trips: 

(Cord. pop.) 0 ··'16 
Avg. trip length= ----'---'----

15.4 

(8) 

(9) 

Figures 5, 9, and 10 graphically depict and Table 4 
compares the actual values with those obtained from the 
equations. 

VEHICLE-HOURS EQUATION 

Vehicle-hours per capita is derived from multiplying trips 
per capita by average trip length for the various trip 
purposes. Thus, this product appears to be particularly 
valuable as a control parameter in relating trip volumes 
and distributions. The vehicle-hours-per-capita parameter 
is inversely related to population, although the scatter of 
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Figure 9. Average rrip /e11grh i11 relation to city size 
for business trips greater than 35 min. 

TABLE 4 

COMPARISON OF ACTUAL AND EQUATION VALUES 

AVERAGE TRIP LENGTH (MI) 

ALL TRIPS a 

ClTY POPULATION ACTUAL EQ. DIFF. 

St. Louis, Mo. 1,456,673 3.89 4.66 -0.77 
ChnUanoow, Tenn. 242,096 2.19 2.83 -0.64 
Madison, is. 169,236 2.38 2.56 -0.18 
Springfield, Mo. 109,768 2.88 2.27 0.61 
Green -Bay, Wis. 96,407 1.96 2.19 -0.23 
St. Joseph, Mo. 84,165 2.21 2.12 0.09 
Sbcboy~n, Wis. 60,000 2.06 1.93 0.13 
Joplin, o. 40,914 2.02 1.73 0.29 
Morristown, Tenn. 27,000 1.25 1.54 -0.29 
Columbia. Tenn. 26,000 1.47 1.53 -0.06 
West Bend. Wis. 15,520 1.08 1.32 -0.24 
Athens, Tenn. 13,100 1.32 1.26 0.06 
Dyersburg, Tenn. 12,499 1.71 1.24 0.47 
Stuq;con BaW Wis, 10,000 2.40 1.17 1.23 
Durlmgton, is. 8,700 1.08 1.13 -0.05 
Humboldt, Tenn. 8,650 4.03 1.12 2.91 
Monroe, Wi.s. 8,170 1.29 1.11 0.18 
OconomowQc, Wis. 8,000 1.30 1.10 0.20 
Lake 0Mcvn, Wis. 5,500 2.93 0.99 1.94 
Waupaca, W.is. 4,500 1.67 0.94 0.73 
Elkhorn, Wis. 3,600 _d _d -· Rogersville, Tenn. 3,121 3.00 0.85 2.15 

A l . 
1 

th (Cordon populalion)•·m 
• Equati<ln: verage np eng = lt.OS 

. . (Cordon populntion)"·"'' 
b Equation: Business tnp average length = 

1 
I .2S 

. . (Cordon popu la!i<ln)•·• '" 
c Equation: No11-buslncss trip avg. length= 

15
_
4 

d Omlucd because of inconsistent data. 
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Figure JO. Average trip le11grh in relation to city 
size for non-b11si11ess trips greater than 35 min. 

BUSINESS TRIPS b NON-BUSINESS TRIPS c 

ACTUAL EQ. DJFF. ACTUAL EQ. DIFF. 

3.72 4.35 -0.63 4.14 5.66 - 1.52 
2.02 2.64 -0.62 2.76 3.21 - 0.45 
2.25 2.41 -0.16 2.61 2.87 - 0.26 
2.58 2.12 0.46 3.35 2.49 0.86 
1.76 2.06 -0.30 2.12 2.41 -0.29 
2.37 1.99 0.38 2.09 2.29 - 0.20 
1.61 1.81 -0.20 2.93 2.08 0.85 
1.94 1.64 0.30 2.10 1.84 0.34 
1.22 1.45 -0.23 1.32 1.61 -0.29 
1.25 1.44 -0.19 2.04 1.59 0.45 
1.06 1.25 -0.19 1.12 1.35 -0.23 
1.31 1.20 0.11 1.37 1.28 0.09 
1.62 1.17 0.45 1.98 1.26 0.72 
2.44 1.11 1.33 2.40 1.18 1.22 
1.12 1.08 0.04 1.03 1.13 -0.10 

24.30 1.12 23.18 
1.20 1.10 0.10 

1.17 1.04 0.13 2.05 1.10 0.9S 
2.36 0.94 1.42 3.16 0.98 2.18 
1.51 0.89 0.62 1.82 0.92 0.90 
_d -· _d _d -· _d 

1.99 0.80 1.19 8.67 0.88 7.79 
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the data is considerable, especially for total trips. Fig­
ures b, 11, anci J L. grapi1il:aiiy Uc;p;1,,..i. i.i;,~;;~ ;~!~!i~~~~iy~. 
No doubt the scatter is indicative of cumulative errors 
involved in the multiplication of equations containing 
inherent normal errors. The following equations were 
derived to predict vehicle-hours per capita for total trips, 
business trips and non-business trips: 

( 1) Total trips: 

Yeh-hr/Capita= (C d .
1 

) 0•114 or . pop. 

(2) Busim:ss trips : 

. 5.45 
Yeh-hr/Capita= (C d )oa· G or . pop. .. " 

( 3) Non-business trips: 

. 28.25 
Yeh-hr/Capita= (Cord pop.)o.r.o2 

(10) 

(11) 

(12) 

Table 5 compares the actual values with those determined 
from the equations. 

TRIP PREDICTION EQUATIONS 

As the result of trying a number of variables, il was found 
that in most cases the variables cordon population, ring 
population, and time, when used in an equation, expressed 
relationships which correlated with actual trips better than 
any other combination of three variables. Although some 
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Figure 11. Vehicle-hours per capita in relation to 
city size for business trips greater than 35 min. 

equations did incorporate other variables, most of the 
n~naf;nn fnrm<: WP.m. hnill aTOUDd the three VafiabJeS for 
the sake of simplicity. 

It was found that 395 equations derived as part of the 
study could be categorized into five basic equation forms. 
The first takes the form 

Time = Const. (Trips/ Ring pop./ Cord. pop.) exp ( 13) 

This particular equation form was used for trips to ( l) the 
enlire universe; (2) Standard Metropolitan Statistical 
Areas whose population is greater Lhan 1,000,000; 
( 4) SMSA's whose population is le s than l ,OUU,000; 
(5) counties whose population is greater than 50,000; and 
(6) counties not in a SMS ll nd whose population is less 
than 50 000. Two runs for each of these categories were 
m!'lde for aJI time rings and all time rings greater than 
35 minutes for the 22 individual cities, and all 22 cities 
combined, while the four groups of cities were processed 
for just the time rings greater than 35 minutes. These runs 
con lilute 168 regression analysis equalio . The objec­
tive of tryi!!g this equation form was to see bow trips, 
modified hy the ring and 1;0i:don population, varied wim 
1jme. The best results were obtained when predicting tri_ps 
greater than 35 minutes so, for all the remaining regres­
s.ion runs, the trips less than 35 minutes in length were 
excluded. This verified an assumption made befo the 
start of this project that it would be difficult, if not im-
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city size for non-business trips greater than 35 mi11. 
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TABLE 5 

COMPARISON OF ACTUAL AND EQUATION VALUES-VEHICLE HR PER CAPITA 

VEHICLB-HOURS PBR CAPITA 

ALL TRIPS a BUSINESS TRIPS b NON-BUSINESS TRIPS c 

CITY POPULATION ACTUAL BQ. DIFF. ACTUAL BQ. DIFF. ACTUAL BQ. DIFF. 

St. Louis, Mo. 1,456,673 0.0925 0.1984 -0.1059 0.0524 0.0545 -0.0021 0.0401 0.0148 0.0253 
Chauanooga, Tenn. 242,096 0.1732 0.2433 -0.0701 0.1235 0.0970 0.0265 0.0497 0.0390 0.0107 
Madison, Wis . 169,236 0.3600 0.2538 0.1062 0.2180 0.1092 0.1088 0.1420 0.0468 0.0952 
Springfield, Mo. 109,768 0.3520 0.2667 0.0853 0.1910 0.1262 0.0648 0.1610 0.0597 0.1013 
Green Bay, Wis. 96,407 0.2430 0.2702 -0.0272 0.1275 0.1310 -0.0035 0.1155 0.0632 0.0523 
St . Joseph, Mo. 84,165 0.3620 0.2754 0.0866 0.1762 0.1376 0.0386 0.1775 0.0679 0.1096 
Sheboygan, Wis. 60,000 0.2390 0.2850 -0.0460 0.1235 0.1531 -0.0296 0.1155 0.0814 0.0341 
Joplin, Mo. 40,914 0.5530 0.2976 0.2554 0.3090 0.1725 0.1365 0.2440 0.0991 0.1449 
Morristown, Tenn. 27,000 0.3061 0.3125 -0.0064 0.2253 0.1989 0.0264 0.0812 0.1244 -0.0432 
Columbia, Tenn. 26,000 0.2130 0.3144 -0.1014 0.1326 0.2011 -0.0685 0.0808 0.1250 -0.0442 
West Bend, Wis. 15,520 0.2880 0.3333 -0.0453 0.1640 0.2380 -0.0740 0.1240 0.1682 - 0.0442 
Athens, Tenn. 13,100 0.2861 0.3401 -0.0540 0.2218 0.2512 -0.0294 0.0645 0.1846 - 0.1201 
Dyersburg, Tenn. 12,499 0.4950 0.3424 0.1526 0.3514 0.2547 0.0967 0.1420 0.1883 -0.0463 
Sturgeon Bay, Wis. 10,000 0.5779 0.3496 0.2283 0.1489 0.2725 -0.1236 0.4290 0.2124 0.2166 
Burlington, Wis. 8,700 0.4400 0.3546 0.0854 0.2630 0.2853 -0.0223 0.1770 0.2260 - 0.0490 
Humboldt, Tenn. 8,650 0.2695 0.3558 -0.0863 0.1653 0.2930 -0.1277 0.1039 0.2297 -0.1258 
Monroe, Wis. 8,170 0.6210 0.3584 0.2626 0.3414 0.2946 0.0468 0.2793 0.2354 0.0439 
Oconomowoc, Wis. 8,000 0.3190 0.3586 -0.0396 0.2430 0.2948 -0.0518 0.0759 0.2374 - 0.1615 
Lake Geneva, Wis. 5,500 2.7200 0.3745 2.3455 0.6356 0.3323 0.3033 2.1054 0.2891 1.9163 
Waupaca, Wis. 4,500 0.9060 0.3831 0.5229 0.4420 0.3562 0.0858 0.4640 0.3243 0.1397 
Elkhorn, Wis. 3,600 -· -· -· -· - " -· _d -· -· Rogersville, Tenn. 3,121 1.3480 0.4500 0.8980 0.7494 0.4007 0.3487 0.6306 0.3929 0.2377 

• Equation: All trips, vehicle-hours per capita J 
, (Cordon population)•·'" 

• Equation: Business trips, vehicle-hours per capita 5.45 
(Cordon popula1ion)•·11Z 

28.25 • Equal.ion : Non-business trips, vehicle-hours per capita 

• OmiHed because of inconsistent dntn . 
(Cordon [)Opublllon) •·'"' 

possible, to predict intra-metropolitan or intra-area trips, 
the reason being the multitude of factors which influence 
trips of this length. 

In using the second equation form, it was decided to 
make trips the dependent variable so that they would be 
easier to work with, and so that the synthesized trips could 
be compared with the actual trips. 

T 
. C (Ring pop. X Cord. pop.) 0 ""r> 

nps = onst. T" 3 1me 
(14) 

This equation form was used to derive a general equation 
for all cities, four grouped equations, and 22 individual 
equations for total trips. This equation was modified by 
simply using cordon crossings greater than 35 minutes 
instead of cordon population and was called Equation 14A. 
The equation then becomes a distribution equation rather 
than a prediction equation. This type of equation would 
be quite useful in a city which had recently undertaken an 
external cordon 0-D survey. For other cities, Equation 14 
would have to be used. 

In the third equation, the exponent 3 was removed from 
the variable, time, and the product of ring population and 
cordon population was separated into two variables, or 

T
. _ C (Cord. pop.) cx11 (Ring pop.) •x1•(l

5
) 

nps - onst. (T' ) tme oxr, 

A general equation for all cities, four grouped equations, 
and 22 individual equations were derived for total trips. 
Again these equations were modified by substituting cordon 
crossings greater than 35 minutes for cordon population 
(called Eq. 15A). 

The form of the fourth equation is 

T . _ C (Cord. pop. X Ring pop.)""" (l
6

) 
nps - onst. (T" ) une ex1, 

The same set of equations was derived for Eqs. 16 and 16A 
as for the previous basic equation forms. 

A ten-step regression analysis program was run to deter­
mine the best correlation between trips and 16 selected 
variables; thus, many varied equation forms were likely to 
occur. The variables consisted of the log of time; total 
population; SMSA population; population of counties 
greater than 50,000; population of counties less than 50,000 
and not in a SMSA; population of SMSA's greater than 
1,000,000; population of SMSA's less than 1,000,000 urban 
population; rural population; aggregate income; total em­
ployment; bank deposits; population of counties with less 
than average growth; population of counties with greater 
than average growth; cordon crossings greater than 35 
minutes; and total trips. For the general equation (all 
counties combined) the equation form was: 

T 
. _ C (Cord cross. > 35 min)•xp (Bank deps.) ox" 

nps - onst. (T" ) 
1me """ 

(17) 

This was the most common equation form, but others did 
occur for the four city groupings and the 22 individual 
cities. This same procedure was followed for the purpose 
1 ( work trips), purpose 2 (business trips), purpose 3-4 
(social-recreation trips), and purpose 5 (other trips). In 
all these ten stepwise regression runs there was little im­
provement in the multiple R after the third step. In fact, 
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in a few instances, the F-level for the third variable was 
t00 !!!'2!! t0 ~~ ~!!_!P ! P~ ( lP~~ !h!ln ()flt ) 

The development of these equations proceeded in a 
logical manner from the preparation of total trip equations, 
of trip equations for certain population stratification and 
of trips by purpose through the preparation of trip equa­
tions for city population groupings. In each case, the 
multiple R indicator was used to check the ability of the 
variables selected to reproduce the 0-D trip data. 

After regression runs were made using total trips as the 
independent variable, it was felt that a better correlation 
could be obtained by using trips to ( 1) SMSA's, ( 2) 
SMSA's whose population is greater than 1,000,000, ( 3) 
SMSA's whose population is less than 1,000,000, ( 4) 
counties whose population is greater than 50,000 and (5) 
counties not in an SMSA and whose population is less than 
50,000, instead of total trips. The results, however, were 
disappointing, for the multiple R was slightly less for 
these stratified trips than for total trips. 

Trips by purpose were then run against the same selected 
variables; however, little improvement was anticipated 
after reviewing the above results. The multiple R in this 
case for aii cities was 0.83, whiie this indicator was 0.85, 
0.70, 0.78 and 0.70 for all cities, purpose 1, 2, 3-4 and 5 
trips, respectively. This seems to indicate that purpose 1 
(work) and purpose 3-4 (social-recreation) are more 
closely predicted than the purpose 2 (business) and pur­
pose 5 (other) trips. Thus, subdividing total trips into the 
four trip purpose categories resulted in no improvement in 
prediction accuracy. This observation was confirmed when 
the actual 0-D trips were compared with the synthesized 
trips ( trips obtained by solving the regression analysis 
predicting equation). It seems evident, therefore, that by 
subdividing total trips by purpose or into the five population 
ranges no improvement in prediction accuracy can be ex­
pected. The reason for this appears to be related to the 
number of observations involved. For example, given that 
the all-purpose trips greater than 35 minutes for a particular 
city are 20,000 and the purpose 1, 2, 3-4 and 5 trips are 
5,000 each and there are predicting equations for each of 
these, there would be a greater chance of significant errors 
occurring in the equations derived from the smaller number 
of samples. Thus, if total trips were predicted by adding pur­
pose trips, a greater error might be made than if total trips 
were predicted. The latter method tends to rectify a pro­
portion of the errors through compensation. The work trip 
prediction equation appears to be an exception. 

Because the population of the generator has a significant 
effect on the rate of trip production ( as the population 
increases, the ratio, trips per person, decreases), it was 
decided to categorize the 22 study areas into four groups 
based on cordon population. The groupings were ( 1) less 
than 10,000, (2) between 10,000 and 30,000, (3) between 
30,000 and 100,000, and ( 4) greater than 100,000. This 
procedure does not stratify the trips of a city, but groups 
the cities together so that instead of having one general 
equation for all cities, four equations are obtained to be 
used according to the size of the area. Regression analysis 
runs were made upon grouping the cities as indicated. 

For cities with: 
..... . .. . ,..,.. ,..,..,,. 
rupu1auu11 <........ 1v,uvv 

[
( Ring pop.) 0

·"·' "]A Trips= 41,454 (Time) u, 2~s 

Population 10,000 to 30,000 

Trips= 1,132,000 

(18) 

[
(Corel . pop.)ll.s11JL> (R ing pop.)o.1aon J A 

(19) 
(Time)2·78m 

Population 30,000 to 100,000 

Trips = 2,367,000 

[

((;orcl. non. )0 . 17490 (Ring non.)o. nos4 l 
' - •• L . , ,(Time);,,3632 r . , J A (20) 

Population > 100,000 

Trips= 1,326,100 

[
(Cord. pop.) o. 52563 (Ring. pop.) o.so,,ol] A 

(Time) 2 . 57051 

in which trips are two-way vehicie trips (inbound and uui­
bound); cordon population is in 100,000's; ring population 
is the population of a time ring, in l ,OOO's; time is the time 
from the city center to the time ring, in minutes; A is a 
factor which is calculated from existing data 

( 
= Actual in_lercit~ trip~ )· 

Computed 10terc11y traps 

In the research it was determined that A has the following 
tentative values based on the data evaluated to date: 

Population < 10,000 

A= 4.11 (based on Humboldt, Tenn., and 
Monroe, Wis.) (21) 

Population 10,000-30,000 

A= 2.41 (based on Columbia, Tenn.) (22) 

Population 30,000-100,000 

A - 1 Qi:; (h ~«•rl n.n '-lt Tn.o<•nh Mn\ (?'.I\ 
~.&. - _._._,.._, \V M. v .......... .._,.L.L ,._, ... ~..., ._._I;"'"'"' .&.o.a.'-'•/ , -..,/ 

Population > 100,000 

A= 1.16 (based on St. Louis, Mo.) (24) 

Using Equation Form 15 as an example, the multiple 
R for the average of all cities is 0 .83, while for cordon 
populations less than 10,000, between 10,000 and 30,000, 
between 30,000 and 100,000, and greater than 100,000, 
the multiple R's are 0.73, 0.77, 0 .82 and 0.87. Thus, a 
trend is evident which says that as the areas increase in 
population the correlation increases. This is understand­
able for two reasons. First, from a statistical viewpoint, it 
is more difficult to predict smaller volumes than larger vol­
umes, for the reliability of the data increases as the size of 
the sample increases. Second, the smaller cities are more 
noticeably affected by the surroundings. If, for example, a 
primarily residential city which has a population of 9,000 
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is located 10 miles from a diversified city of 250,000 with 
no other large cities in the near vicinity, chances are that a 
majority of the trips crossing the city limits of the smaller 
city will be destined to the large center of population. And 
as a city increases in population to 100,000, 200,000, etc., 
it becomes more self-sufficient so fewer of its inhabitants 
will leave the city to carry out their everyday activities. 

SELECTION OF A TRIP PREDICTION EQUATION 

As mentioned, this project involved the generation of a 
great many equations expressing intercity travel. In select­
ing an equation or equations to predict travel the selection 
must be based upon ability to predict both volumes and 
distributions within generally accepted ranges of accuracy. 
Measures of accuracy include an analysis of the multiple 
R coefficient of correlation to determine the degree of 
correlation between the equation and the data from which 
it was developed and an analysis of measures of dispersion 
( that is, standard deviation, variance, etc.) between actual 
trips and predicted trips. 

The analysi of the multitude of equations was made 
easier because of the similarity of many of them. The 
predicting e.quations (as opposed to the distribution de­
scribing equations) include Equation Forms 14, 15 and 
16. The coefficients of correlation for the three general 
equation forms are 0.82, 0.83, and 0.83, respectively. 
Therefore, it appears that for all practical purposes any of 
these equation forms does as good a job of correlating with 
actual data as either of the other two. 

Equation Form 15 was selected over the other equation 
forms as a trip production equation since it is more flexible 
in allowing for differing coefficients and exponents on the 
variables-a quality which fits in well with the advocation 
of such procedures by others. If, for instance, Equation 14 
is used, one must accept the exponent 3 for the time vari­
able. If Equation 16 is used, cordon population and ring 
population must be raised to the same power. 

CHAPTER THREE 

EVALUATION 

This project has led to the selection of a family of equations 
as the best predictors of intercity travel. These equations 
are based on city population size-a factor which others 
(5) (9) have repeatedly indicated was a major indicator of 
economic importance and trip production and attraction. 
Although coefficients of correlation indicated a relatively 
close correspondence between the equation variables and 
the actual data, the comparison of actual trips with pre­
dicted trips did not exhibit this close correspondence as 
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In view of the not too encouraging results of the trip 
productions, it was decided to compare the predicted trip 
distributions with the actual distributions to evaluate the 
equation's ability to distribute trips. It was assumed that 
if the distributions proved accurate then the magnitude­
determining components of the equations, rather than the 
relative differences required revision or factoring up. Equa­
tion 15 was selected for this analysis in keeping with the 
previously mentioned selection logic. 

Figures 13 through 16 illustrate the comparison between 
the actual 0-D trip distribution and the synthesized dis­
tribution for selected study cities using both the general 
Equation 15 and the grouped Equation 3. (No comparison 
is shown for cities of less than 10,000 population since the 
predicting equation developed here was of a different 
format.) 

Examining these figures, it will be noticed that Columbia, 
Tenn., which is in the 10,000 to 30,000 population class, 
exhibits similar distribution patterns for both the 0-D and 
synthesized trips. This is true in spite of the fact that the 
general and grouped equations underpredicted the 0-D 
trips greater than 35 minutes by 1,497 and 2,216, respec­
tively. The actual number of 0-D trips is 3,791. 

St. Joseph, Mo., which is in the 30,000 to 100,000 
population class, has 13,415 0 -D trips greater than 35 
minutes. The general equation underpredicted this value 
by 8,038, while the grouped equation was 6,567 low; how­
ever, the three distribution curves are nearly the same. 

The final class of cities are those with cordon popula­
tions greater than 100,000. There are 34,722 0-D trips 
greater than 35 minutes crossing the St. Louis external 
cordon. The general equation overpredicts their value by 
1,965 and the grouped equation underpredicts by 4,929 
the actual number of trips. But here again the three distri­
bution curves are very close throughout the entire length 
of the graph. 

trips tended to be underpredicted. However, trip distribu­
tions, predicted and actual, did show a close correspon­
dence, indicating that the major problem yet existing in the 
development of an accurate intercity trip predicting for­
mula lies in the area of magnitude. The use of either of the 
two methods will correct for the discrepancies in trip 
magnitude inherent in the equations derived in this project. 

The lack of a high degree of trip volume prediction 
accuracy in this project is not surprising in view of the 
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ambitious undertaking of the project and the problems 
encountered along the way. As discussed earlier, problems 
u~ U<ll<l '1V<tiiaoiiity anci processing, wrucn reqmrec1 sub­
stantial amounts of project time, limited the amount of 
time and the depth of analysis which this particular stucly 
c-Ould expend on the refinement of the basic equations. 
Thus, for instance, although trip purpose equations were 
developed, they did not exhibit a high level of prediction 
accuracy, probably in large part because of the lack of 
refinement of social and economic indicators of trip pro­
duction. 

Although it is shown in the literature review (Appendix 
B) that travel volume changes do not correspond well with 
population changes, the regression program evidently re­
jected a large number of social and economical variables as 
trip indicators in preference to population relat.iou ··hips. 
This phenomenon may or may not be considered significant. 
It may be that the procedure of grouping data by city size 
and then deriving equations may have in reality grouped 
"apples and oranges" with the result being the selection of 
population-a variable tending to blend data and perhaps 
off et ignificant characteristics-as the pertinent variable 
with the rejection of others. Also. it may be that other 
indices of community structure such as land use, industry 
type, etc., not used in this project, should be considered. 
What then appears to be of paramount importanc in any 
further research along these lines is an in-depth ana lysis 
of ity haracteri ·tics and a more definitive city grouping 

CHAPTER FOUR 

and analysis based on these characteristics. An analysis of 
seasonal travel differences may also be relevant here. 

Although the lack of closer correlations or the involve­
ment of a greater variety of social and economic factors in 
the equations may be viewed as disappointii1g by some, in 
light of the original intent of this project- the use of exist­
ing techniques and available data-this project has been 
of considerable value. This project has indicated that exist­
ing techniques can be used successfully in developing inter­
city travel prediction equatious proviuing that ome control 
can be exercised over the raw data used. Many errors have 
been introduced in the data by the lack of uniform criteria 
in conducting 0 -D studies across the nation. In connec­
tion with the analysis of data by region and season, this 
project had to abandon such hopes because of the lack of 
suiiable sampies, both in number and in seasonal and 
geographical distributions. 

The vuluc of lhis project theu musL be that of developing 
a solid base, both with regard to operating techniques and 
data handling and with regard to definite knowledge upon 
which to rely for further refinement of the basic relation­
ships ex.pressed. As such, a definite milestone in the analy­
sis of intercity travel has been renched-onc in fact in 
which, for the first time, so large an amount of data has 
been assembled and used for these purposes. As a result, a 
major portion of the investigation of intercity travel has 
been accomplished. T he task of refinement can now 
proceed with greater ease. 

RECOMMENDED ADDITIONAL RESEARCH 

This project has served to provide a fou11dalion uf basic 
relationships to predict intercity travel. Because of the 
vasiness of such a field of investigation, additional research 
is necessary to follow upon and refine the results of this 
project. Those areas requiring further investigation in­
clude: 

1. Investigation of Additional Large City and Very Small 
City Datn.-The analysis of the cities by population group­
ing has indicated the need for more data in both the large 
city groups and the small city groups (population 10,000). 
The lack of enough data in the large city grouping no doubt 
has prejudiced the empirically derived equations consider­
ably in favor of the smaller cities. The large deviations in 
the less than 10,000 city grouping appear to indicate that 
the characteristics of these cities bear further scrutiny in 
addition to the need for add itional samples. 

2. Investigation of Regional and Seasonal Differences.-

Additional data samples should be obtained by census divi­
sion (region) and by season so that regional and seasonal 
effects upon intercity travel can be accounted for. How­
ever, this latter data requirement might be quite difficult to 
fulfill. 

3. Investigation of Cities by Additional Stratifications.­
As has been pointed out, further investigations are required 
regarding the structures-social and economic-of the 
study cities. More definitive stratifications of data based 
on these characteristics, as well as city size stratifications, 
would appear to be of considerable value in future investi­
gations. 

4. Determination of the Best Method of Trip Prediction. 
- The method of predicting intercity travel, both trip 
volumes and distribution, also deserves further research. 
Two basic prediction-method stances have been mentioned, 
one using a single equation t?- predict both volume and 



distribution and the other using two equations, one for 
generation and the other for distribution. This report does 
not recommend one over the other, although it may be that 
the second method might be more desirable since the 
project has led to the hypothesis that a family of distribu­
tion curves for various time rings from the study city might 
result in a better method of distributing trips. As part of 
the search for the best method of trip prediction, future 
studies should include the comparative analysis of travel 
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2. Intercity Travel-Traveler Characteristics 
3. Intercity Travel-Trip Purpose 
4. Intercity Travel-Mode Choice 
5. Intercity Travel-Regional Influences 
6. Intercity Travel-Relation to City Size and Function 

The purpose of this preliminary investigation of trends was 
to discern patterns from previous surveys and research 
which might be more clearly defined by the research pro­
gram established for this study. 
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Intercity Travel-Magnitude and Frequency 

Mobility is a significant characteristic of contemporary 
society. This trend is reflected in the growth of intercity 
travel, as shown in Figure B-1. Between 1930 and 1963, 
travel between cities increased 375 percent to a total of 
approximately 825 billion passenger miles (1963) . Al­
though intercity travel volume is increasing, it is increasing 
neither uniformly nor in relation to population changes. 
Per capita travel has increased from I, 792 miles per year 
in 1930 to 4,374 miles in 1963 (Table B-1). Figure B-2 
shows the percentage changes in yearly travel (in passenger 
miles) and in population. While population changes are 
uniform, yearly travel volume changes are very erratic. 
That travel volume changes are not directly related to 
population changes suggests that other influences, such as 
the characteristics of people, weather, and general social 
and economic factors, significantly affect travel volumes. 

While travel growth has not paralleled population growth 
in any consistent manner, it does show a very close relation­
ship to the nation's economic growth as measured by the 
Gross National Product (Figure B-3). This relationship 
suggests that travel and technological advancement are 
closely related since the latter factor has fostered industrial 
growth and increased disposable income and has created a 
demand for improved transportation facilities. 

Intercity travel magnitude has been measured historically 
in terms of passenger miles. Only recently (in the 1-963 
Census of Transportation (2)) has the measure been ex­
panded to include person trip stratifications. The results of 
that census are summarized in Table B-2. 

Travel magnitude in terms of passenger miles per capita 
is often used to identify travel trends (Table B-1). While 
this measure serves a statistical purpose, it does not indicate 
individual travel preferences and variations. Some groups 
of people make few trips* while others make many. 
Individual trip frequency is shown in Figure B-4. Note, for 
example, that a relatively small percentage (25%) of the 

• Here and throughout this volume a trip means a journey between a point 
of origin and a point of destination unless otherwise noted. This definition 
is different from that of the Bureau of Census which defines a trip as being 
made to and from an out-of-town place (that is, a round trip). 

TABLE B-1 

INTERCITY TRAVEL 1930-1963 

PASS.-MI. POPULATION PASS.-MI./ 

YEAR (MILLIONS) (MILLIONS) CAPITA 

1930 220,000 122.77 1792 
1935 232,000 127.25 1823 
1940 309,000 131.67 2347 
1945 331,000 132.48 2498 
1950 473,000 150.70 3139 
1955 665,000 164.30 4047 
1960 759,000 178.46 4253 
1963 a 825,000 188 .62 4374 

• Estimated. 

Source : National Association of Motor Bus Owners, Bus Facts, 31st Edi­
tion, p. 6. 
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people make ten or more trips in a year. While this group 
is small, it accounts for 81 % of all trips made (Table 
B-3). Lansing ( 1) has characterized those who make fre­
quent trips (those 6% making 32 or more trips) as having 
( 1) high income, (2) a high s~hool or co.liege education, 
(3) a residence in a metropolitan area, and ( 4 ) an age in 
the 25-to-54-yeur range. 

Intercity Lravd frequency varies not only with the indi­
viduals involved but also with the time of the year. Table 
B-4 indicates sea onal variations as determined by the 1963 
Census of ra n portation. 

Intercity Travel-Traveler Characteristics 

Although intercity travel is increasing in the United States, 
not every individual has the same propensity or ability to 
travel. Research indicates that the amount of travel a 
person does can be related to certain characteristics peculiar 
to him. Of these char11 I ristics, income, educa t:on, occupa· 
lion, and age are particularly indicative of travel propensity. 
Although these characteristics are di cu ed separately, it is 
really their composite effect which finally establishes a 
person's travel habits. 

Figures B-5 and B-6 indicate the effect of income on 
travel; the higher the income, the lower the percentage of 
adults who take no trips in a year (Figure B-5) and the 
greater the number of people who take 10 or more trips 
(Figure B-6). The fact that the number of adults in the 
higher income ranges has increased between 1955 and 1962 
helps to explain the general over-all increase in intercity 
travel. 

Education is closely related to income. Therefore, adults 
of a higher educational level travel more than those of a 
lower educational level. Lansing (1) points out that adults 
with at least a high school education travel more at all 
stages in their life cycle than other adults. 
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TABLE B-2 

TRIPS AND TRAVELERS SUMMARY 
OF SELECTED TRAVEL CHARACTERISTICS 
(I~J ~~1ILLIO:NS) 

FACTOR TRIPS b 

Total 257 

Purpose of irip: 
Business 54 
Visits to friends and relatives 103 
Other pleasure 55 
Personal or family affairs 45 

Size of party: 
1 person 141 
2 persons 58 
3 or 4 persons 42 
5 + persons 16 

Duration of trip: 
1 day 17 
Overnight: 

1 night 78 
2 nights 66 
3 to 5 nights 49 
6 to 9 nights 21 
10 + nights 26 

Distance: 
U.S. trips: 

Under 50 miles $9 
50 to 99 miles 60 
100 to 199 miles 73 
200 to 499 miles 41 
500 + miles 19 

Outside U.S.• 5 

Means of transportation: 
Automobile 215 
Bus 11 
Air carrier 14 
Railroad 8 
Other 9 

TRAVELERS • 

487 

66 
219 
123 
79 

141 
116 
145 

R5 

32 

157 
127 
87 
39 
45 

103 
121 
141 
78 
34 
10 

435 
13 
17 
10 
12 

• Includes destinations in Cnnad3, Mexico. and U.S. outlying areas. 
1, T rips are vehicle round t:rips of 100 mHcs (one-way) or an ovemiglll 

trip out of town at an1 distance. 
• Trnvelers :tro Individuals making a trip. JJ a person mnk"-5 more thll.D 

one trip, he is counted ns n traveler each t.ime he mnkes a trip. A single 
trip involving S persons from the srunc. household would be counted as 1 
trip and S tcnvclcrs. 

Source: U. S. Bureau of Census, 1963 Census of Transportation, TC63 
(A), p . 4. 
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TABLE B-3 

TRAVEL FREQUENCY 1962 

NUMBER OF 
TRIPS TAKEN a 

2-4 
6-8 

10-18 
20-38 
40-78 
80 or more 

Total 

DISTRIBUTION 

OF TRAVELERS 

(%) 

42 
20 
18 
12 
6 
2 

100 

• Round trips multiplied by two. 

Source: (J). 

DISTRIBUTION 

OF TRIPS 

(%) 

9 
10 
17 
22 
20 
22 

100 

The relationships between occupation and intercity travel 
are noted in Figure B-7. The professional and managerial 
occupations account for the highest number of trips per 
capita. 

The effect of age on travel can be seen in Figure B-8; 
the higher the age group, the greater the percentage of 
adults who make no trips during the survey year. It should 
also be noted that the percentage of adults who make no 
trips is either approximately constant or decreasing for age 
groups through age 44. After age 44, the percentage 
increases. 

Generally speaking, although age has an effect on inter­
city travel, a characteristic closely related to age-one's 
position in the life cycle *-appears to have a pronounced 
effect not only upon travel generally but also upon some of 
the other dependent travel variables. Figures B-9 and B-10 
show the effect of position in the life cycle on frequency of 
travel within income groups and by education level. These 

• Stages in the life cycle are defined as follows: 
(1) Young, single 
(2) Young, married, no children 
(3) Married, children 
( 4) Over 45, married, no children 
(5) Over 45 , single 
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Figure B-5. Percentage of adults at dif­
ferent income levels who took no trips JOO 
miles by any mode during survey year. 
(Source: (I).) 

TABLE B-4 

SEASONAL VARIATIONS 
IN INTERCITY TRAVEL, 1963 

SEASON 

First quarter 
Second quarter 
Summer quarter 
Fourth quarter 
All 

TRIPS a 

(MILLIONS) 

57 
65 
78 
57 

257 

• Vehicle round trips (from origin to destination and back). 

27 

PERCENT 

OF TOTAL 

22 
25 
31 
22 

100 

graphs seem to indicate that within income ranges and 
higher educational ranges, young married people with no 
children travel more frequently than others. 

Intercity Travel-Trip Purpose 

That a person's desires can be more completely satisfied in 
an area other than the one in which he resides is the basic 
reason for travel. While travel, therefore, attempts to fulfill 
a multiplicity of rational Of irrational desires, these desires 
can be grouped into a few descriptive categories for analy­
sis. The 1963 Census of Transportation (2) uses the 
following desire or trip purpose categories: 

Business 
Visits to friends and relatives 
Other pleasure 
Personal and family affairs 

Lansing (1) has combined these categories into two 
groups-business and non-business-for ease of discussion 
by grouping the last three Census categories into the 
non-business group. Lansing described the non-business 
grouping as being composed of personal affairs, and vaca­
tion and pleasure travel; however, this latter grouping gen­
erally combines the two Census groupings, visits to friends 
and relatives and other pleasure. 
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Figure B-6. Percentage of adults at dif­
ferent income levels who took 10 or more 
trips ~ 100 miles by any mode during 
survey year. (Source: (J ).) 
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Figure B-7. Trips per capita by occupational grouping, 
1963. (Source: Bur. of Census, Statistical Abstract of U.S. 
1963, p. 219.) 

Table B-5 indicates the percentages of trips made for 
each trip purpose as determined by the 1963 Census of 
Transportation. It is quite apparent that non-business trips 
account for the largest percentage (79%) of the total trips. 
Also, it should be noted that the majority of non-business 
trips are for vacation and pleasure. This could be signifi­
cant when forecasting future trnvel. The motivations for 
business and personal affairs are logical, but the motivations 
for vacation and pleasure travel trips are not always so. 
Lansing (J ) points out that the motivations for non­
business trips are often varied and highly complex. He 
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Figure B-9. Effect of income on frequency of travel 
on trips ~ 100 miles for adults in different life cycle 
groups, 1962. (Source: (]).) 
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Figure B-8. Percentage of adults in dif­
ferent age groups who took no trips~ 100 
miles by any mode during survey year. 
(Source: (]).) 

categorizes these motivations as follows: ( 1) desire for 
social prestige, (2) desire for social contact, and (3) desire 
fer individual gratifications. The first category is difficult 
lo isolate but there is no doubt that it does exist. The 
second motive arises in large part from the increased 
mobility of families, the subsequent separation of relatives 
and friends, and the desire to maintain personal ties. The 
third motive includes such desires as sight-seeing, adven­
ture, and curiosity. 

The fact that trips are made to satisfy certain desires 
indicates that a value is placed by the trip maker upon 
those desires. His decision to make a trip depends on how 
he reconciles his cost of traveling with the importance of 
satisfying a travel desire. Cost of traveling is based pri­
marily on the mode used and thus trip purpose often affects 
mode choice. 

The relationship of income, age, occupation and educa­
tion to trip purpose is useful in more fully understanding 
intercity travel. Table B-6 indicates that most business 
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Figure B-10. Effect of education on frequency of travel on trips 
~ 100 miles for adults in different life cycle groups, 1962. 
(Source: (]).) 
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trips are made by persons in the $7,500 to $14,999 family 
income range. The highest percentages of non-busin.ess 
trips are made by persons in the $4,000-$5,999 family 
income brackets. Investigating the percentage of trips by 
purpose within income ranges shows that the higher the 
income bracket, the greater the percentage of trips made 
for business purposes and consequently the lower the per­
centage for non-business purposes. 

Relationships between age and trip purpose are shown in 
Figure B-11. The preponderance of the total business trips 
accounted for by the 25-54 age groups (69%) is immedi­
ately evident. However, relatively little variation in non­
business trip-making among groups can be found, except 
in the older age groups (55-64 and 65 or greater). The 
fact that distribution of non-business trips by age-group 
closely follows the distribution of all trips indicates that 
age has less an effect upon non-business trips than on 
business trips. Analyzing trip purpose distribution within 
age groups (Figure B-12) one also finds that the greater 
percentages of business trips are made by persons in the 
25 through 54 age groups. These observations are con­
sistent with the fact that these years are the major working 
years. Higher percentages of non-business trips are found 
in the 6-to-24-year age group. The highest percentage of 
business trips occurs in the 45-to-54 age group, and the 
highest proportion of non-business trips occurs in the 
under-6-years age group. 

Figure B-13 seems to indicate a relationship between 
occupation and trip purpose. Considering all occupational 
groupings, the greater percentage of business trips made by 
the professional and managerial group is evident. When 
non-business trips are considered, one finds that the crafts­
man group makes about as many trips as the professional 
group, and together these groups account for 72 % of the 
non-business trips. Within occupational groups (Figure 
B-14) the high percentage of business trips is again evident 
for the professional group, as well as the high proportion of 
non-business trips for the craftsman group. 

Seasonal influences also affect trip purpose in intercity 

TABLE B-6 

TABLE B-5 

PERCENT DISTRIBUTION OF TRIPS 
BY PURPOSE, 1963 

PURPOSE OF TRIP 

Business 
Non-business: 

Visits to friends and relatives 
Other pleasure 
Personal or family affairs 

All 

29 

PERCENT 

21 

40 
21 
18 

100 

travel. The high percentage of yearly trips occurring in the 
summer quarter was mentioned and attributed to vacation 
trips. Table B-7 gives the seasonal travel variations by trip 
purpose. Here the high percentage of vacation trips in the 
summer months is obvious, as well as the corresponding 
lower percentage of vacation trips during the first six 
months of the year. 

Intercity Travel-Mode Choice 

Figure B-15 shows the percentage distribution of trips by 
mode for the years 1955 and 1962. The dominance of the 
automobile is illustrated, as is the fact that this popularity 
is increasing (82% in 1955 and 86% in 1962). While air 
travel comprises a small percentage of total travel, it should 
be noted that it is rapidly increasing in popularity. These 
increases have occurred at the expense of rail and bus 
travel, which have decreased during this period ( combined 
loss of 5 % ) . Figure B-16 depicts yearly changes in pas­
sengers carried by mode using 1964 as the index year. The 
rapid changes in airline and auto travel are quite apparent, 
as are the decreases in bus and railroad travel. 

Modal choice is influenced by trip purpose. Figure B-17 
compares the percentage use of a particular mode by trip 

PERCENT DISTRIBUTION OF TRIPS BY PURPOSE 
OF TRIP AND BY FAMILY INCOME, 1963 

DISTRIBUTION BY FAMILY 

DISTRIBUTION BY PURPOSE INCOME WITHIN A TRIP 

WITHIN AN INCOME GROUP PURPOSE GROUP 

NON- NON-

ALL BUS. BUS. ALL BUS. BUS. 
FAMILY INCOME TRIPS TRIPS TRIPS TRIPS TRIPS TRIPS 

All incomes 100 21 79 100 100 100 
Under $2,000 100 9 91 11 5 13 
$2,000 to $3,999 100 10 90 12 6 13 
$4,000 to $5,999 100 14 86 20 14 21 
$6,000 to $7,499 100 22 78 14 15 14 
$7,500 to $9,999 100 25 75 16 19 15 
$10,000 to $14,999 100 32 68 12 20 10 
$15,000 and over 100 39 61 8 15 6 
Not reported 100 16 84 7 6 8 
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Figure B-11. Distribution percentage by purpose by age, 1963. 
Census, 1963 Census of Transportation.) 

purpose with the percentage use of these modes for all 
purposes. It indicates that although rail and bus uses are 
approximately the same, and thus do not seem to be signifi­
cantly related to a particular trip purpose, significant differ­
ences do exist for automobile and air users when only 
business trips are considered. Here the automobile de­
creases in popularity as a travel mode (86% of all trips as 
compared to 78% for business trips) while the airlines 
have gained in popularity (7% of all trips as compared to 
15 % for business trips). 

That there are modal choice differences in intercity travel 
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Figure B-12. Trip distribution by purpose within age groups, 
1963. (Source: Bur. of Census, 1963 Census of Transporta­
tion.) 
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is evident. Why these choices are made is paramount to 
the understanding of present and future intercity travel. In 
his study of modal choice in intercity travel, Lansing (3) 
divides the travel market according to trip purpose and 
distance traveled. He then asserts that three basic variables 
are important determinants of modal choice within these 
divisions. These variables are: 
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TABLE B-7 

PERCENT SEASONAL VARIATIONS IN INTERCITY 
TRAVEL BY PURPOSE, 1963 

SEASON 

First qtr. 
Second qtr. 
Summer qtr. 
Fourth qtr. 

( 1) Financial Considerations.-Factors such as income 
of the traveler and the relative price of transportation. 

(2) Availability and Accessibility of Mode.-Factors 
related to auto ownership, terminal accessibility and sched­
uling problems. 

(3) Quality of Service and Personal Preferences.­
Choice of mode for business purposes appears to be affected 
by different variables than that for non-business travel. 
Time (and its cost) is probably the biggest single factor 
influencing mode choice for business trips. 

In his multivariate analysis of modal choice Lansing (3) 
found that availability and frequency of service of common 
carriers between pairs of large cities greatly affected busi­
ness purpose mode choice. In large cities, common carriers 
were selected over autos more often than in cities with a 
population of 50,000 or less. Since smaller cities generally 
have a lower common carrier availability and frequency of 
service than larger cities, this observation appears to indi­
cate that auto travel to the smaller cities is selected to save 
time or, conversely, that time advantages accruing from the 
use of air carriers are only significant on major routes 
between large cities. 

The accessibility of common carrier terminals is also 
important in choice of business purpose mode choice. 
Based on information obtained in a 1960 survey regarding 
the time to reach air terminals and board planes, Lansing 
estimated that the average air trip would involve over two 
hours of time in addition to the time in the aircraft. 

For a distance equal to two hours driving time, an auto 
would more likely be chosen than an airplane. For non­
business trips, time is usually not so critical and therefore 
availability and accessibility of common carrier service is 
not as significant in choice of mode. However, whether the 
traveler owns an auto is highly significant in choice of mode 
for non-business trips. If an auto is owned the owner has a 
greater tendency to use it instead of using common carriers. 

Lansing's studies (3) also seem to indicate that family 
income is a much more powerful predictor of mode for 
business trips than for non-business trips. He points out 
that employers wish to economize on the time of well-paid 
employees, and therefore, send them by air because it is 
fastest. 

NON-BUSINESS 

PERSONAL 

VACATION AND 

AND FAMILY 

BUSINESS PLEASURE AFFAIRS TOTAL ALL 

28 
22 
16 
20 

52 20 72 100 
58 20 78 100 
70 14 84 100 
63 17 80 100 
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Figure B-15. Perce lit distribution of intercity trips. 
(Source: (J).) 
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For non-business travel, choice of mode appears to be 
little affected by family income except in the selection of 
the type of common carrier. In this case high income 
people tend to select air and rail travel over bus travel for 
vacation and pleasu1·e, non-business, common carrier trjps 
(Figure B-18). 

Another important consideration in choice of mode is 
relative price between the various modes for parties of 
several people. This is especially true for non-business 
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Figure B-18. Percent of common carrier vacario11 
and pleasure trips by mode for different income 
levels, 1956. 
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Figure B-17. Percent distribution of mode 
choice by trip purpose. (Source: (]).) 

travel. While choices among common carriers are little 
affected by this variable, the choice between an auto and 
a common carrier is highly affected. Lansing's studies (3) 
indicate that as the size of the party increases, the greater 
the tendency to travel by auto than by common carrier. 
This is because the cost of automobile travel is practically 
invariant up to parties of six while common carrier travel 
cost is additive. 

Personal preferences also have an effect on choice of 
travel mode; ho1.-1ever, they are more significant in deter ... 
mining a mode for non-business travel than for business 
travel. Business travel mode choice appears to be based on 
speed, not particularly on the way people like to travel. 
Preferences appear to be extremely significant in the choice 
between air and rail, and rail and bus for non-business 
travel. Although personal preferences do influence mode 
choice, other factors often appear to take precedence. 
Table B-8 indicates that of those people who preferred air 
travel, 41 % were influenced by other considerations and 
traveled by auto. 

Trip distance appears to signiticantly affect the competi­
tive position of the various travel modes. Figure B-19 
indicates the percentage of passenger miles accounted for 
by each mode by trip distance in 1955. Note the decrease 
in auto use as trip length increases and the increase in air 
travel. While rail travel increases slightly at longer dis­
tances, bus travel remains constant at all distances. Figure 
B-20 indicates the percentages of trips accounted for by 
each mode at various distance ranges by trip purpose. 
While the trends in Figure B-19 are similar to those in 
Figure B-20, the latter graph emphasizes the greater use of 
autos at all distances for non-business trips and the greater 
use of aircraft for business trips. 

Availability of service is related to choice of mode at 
various distances. Lansing notes (3) that at shorter dis­
tance all trips ( especially business trips) are made by 
common carrier more often on frequent-service highly 
traveled routes ( denoted by city size), whereas at distances 
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greater than 1,000 miles, service availability is not as 
important a factor in mode selection. 

Few statistical data appear to be available on the effect 
of income and personal preferences on mode choice as trip 
distance increases. However, inferences are possible. For 
example, from the fact that air travel increases with income 
and that more air trips are made at greater distances, one 
could infer that more long-distance air trips are made by 
individuals with high incomes than those of lower incomes. 
Also, it would appear safe" to say that personal preferences 
as to the selection of a travel mode for longer distances are 
based on comfort and convenience factors. 

Intercity Travel-Regional Influences 

That regional differences in intercity travel do exist is 
clearly evident in Table B-9. More trips are made in the 
South and North Central census regions than in the others. 
Not only are there differences in regional travel volumes, 
but there are also differences in the frequency with which 
people make .trips in various regions. Figure B-21 approxi­
mates the number of regional trips per capita and points 
out the increased travel frequency in the western and 
southern regions. Lansing's studies of adults making fre­
quent trips ( 10 or greater) also verifies the regional differ­
ences in trip frequency (Figure B-22). 

In discussing regional travel differences this report is 
concerned only with intra-regional trips. Although it could 
be argued that economic differences in the regions affect 
interregional travel, the fact that over 82 % of all trips 
made are intra-regional (Table B-10), and that the per­
centages of origins and destinations to other regions are 
relatively small makes it quite difficult to relate social and 
economic characteristics significantly to these differences. 
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TABLE B-8 

RELATIONSHIP OF ACTUAL MODE 
USED TO THAT PREFERRED FOR AUTO 
AND AIR TRAVEL, 1962 

PREFERRED MODE n 
ACTUAL (%) 
MODE ALL 
USED (%) AIR AUTO 

Air 28 59 4 
Auto 72 41 96 

Total 100 100 100 

• Indicates mode preference of those persons using the mode in Col. 1. 
Source : (J). 
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Figure B-19. Percent of passenger miles 
accounted for by each mode of travel by dis­
tance to destination. (Source: (1) .) 
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TABLE B-9 

REGIONAL INTERCITY TRIP ORIGINS, 1957 

CENSUS NO. OF TRIPS % OF 

REGION (MILLIONS) TOTAL 

Northeast 44 19 
North Central 68 29 
South 76 33 
West 42 18 

Total 231 100 

An understanding of regional travel differences must 
begin with an assessment of the factors which influence 
travel. By isolating these variables, one can i.l1t:n inspect 
regional attributes with respect to these variables and 
attempt to relate travel to them. 

Table B-11 is a li&ting by region, of those population 
characteristics mentioned above as significantly related to 
travel. Basing travel propensity on frequent-traveler char­
acteri tics ( uch a income, educational level, age, and 
occupation) it might be expected that regional travel inten­
·ity as measured by per capita trips, would be ranked from 
high to low as follows: 

1. West 
2. Northeast 

Norlhecu1 North Central South Wea, 
Reolon 

Figure B-21 . Trips per capita by region, 1963. 
(Source: Bur. of Census, "Population E-s!imates"-
1965.) 

TABLE B-10 

3. North Central 
4. South 

Figure H-21 shows that this expectation of ranking is 
not realized except for the West region. The South, last in 
all frequent-traveler characteristics except age, is second in 
per capita intercity trips. The face that regional per capita 
trips disagree with frequent-traveler characteristics does 
not necessarily invalidate these relationships. Rather, what 
the e findings indicate is that the characterisliC8 apparently 
hnvc different weighls or that other (actors have a greater 
effect on travel. 

Other factors which appear to affect travel are popula­
tion distribution and density. As given in Table B-12, the 
ranking of regions by population and by total trips coincide, 
thus apparently inclicating a direct relationship between 
population and trips. However, these regional rankings do 
not hold for per capita trips. But, if regional population 
density is compared with per capita trips, as in Table B-12, 
an exact inverse correspondence results. It seems, then, 
that regional travel differences can be explained more 
easily by population distribution and population density. no 
doubt as reflected by city size and spacing, than by the 
social and ecuuornic characteristics of the travelers. 

Data relating to trip purpose by region are not readily 
available; however it would appear that certain per capita 
difference should exist. For instance, fewer business trips 
might be made in the highly population ncentrated 
Norlhea t and North entraJ regions than in the South and 
in the West. The logic behind this generalization is based 
on the theory that there are more opportunities to transact 
business without making intercity trip in tJie more densely 
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Figure B-22. Percent of adults living in dif­
jerent regions who took 10 or more trips by 
any mode, 1962. (Source: (J).) 

PERCENT DISTRIBUTION OF TRIP ORIGINS BY REGION, 1963 

DESTINATIONS (PERCENT OF TRIPS OF ORIGIN) 

NORTH OUTSIDE 
ORIGIN NORTHEAST CENTRAL SOUTH WEST U.S. TOTAL 

Northeast 85 3 8 1 3 100 
North Central 4 82 8 4 2 100 
South 6 5 87 1 1 100 
West 1 4 3 89 3 100 

= --
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TABLE B-11 

REGIONAL CHARACTERISTICS 

POPULATION 

PERCENT 
POPULATION OF U.S. AREA PERCENT POP.PER 

REGION (1960) POP. (SQ. Ml.) U.S. AREA SQ. MI. 

Northeast 44,677,819 24.9 163,593 4.6 273.1 
North Central 51,619,139 28.8 754,485 21.2 68.1 
South 54,973,113 30.7 876,935 24.9 62.7 
West 28,053,104 15.6 1,753,961 49.3 16.0 

INCOME EDUCATION 

AGGREGATE MEDIAN PERCENT PERCENT MEDIAN SCHOOL 
INCOME INCOME UNDER OVER YRS. 
(MILLION$) (DOLLARS) $3,000 $10,000 COMPLETED 

Northeast 93,462 6,191 14.2 17.9 10.7 
North Central 97,942 5,892 18.7 15.5 10.7 
South 80,911 4,465 33.0 10.3 9.6 
West 59,350 6,348 15.7 19.0 12.0 

AGE OCCUPATION 

PERCENT PERCENT 
MEDIAN 5 YR. OVER PERCENT PERCENT 
AGE (YR.) OR LESS 21 YEARS 65 OR OVER WHITE COLLAR 

Northeast 32.4 
North Central 29.7 
South 27.3 
West 28.8 

populated areas-the Northeast and the North Central 
regions-than there are in the more sparsely populated 
areas. 

As shown in Figure B-23, mode choice appears to be 
affected somewhat by regional differences. Looking first at 
the use of automobiles, the ranking of regions is in reverse 
order to the population density magnitudes in these regions 
(see Table B-12). A check of automobiles owned in the 
regions revealed that those regions low in auto choice are 
also low in the proportion of the population owning autos 
(Table B-13). Thus, lower auto use appears to be prevalent 
in the highly populated areas where auto ownership may 
be low because of traffic congestion problems, availability 
of other transportation modes, or low-income economic 

TABLE B-12 

10.4 63.6 10.1 43.7 
11.6 60.3 9.8 39.8 
11.7 57.9 8.3 37.7 
11.5 59.8 8.6 45.6 

conditions. Choice of air travel for intercity trips appears 
to be significantly different only in the West. Here, no 
doubt, the greater distances between cities and the advan­
tage of air travel for long distances account for the in­
creased percentage of air travel in the west. Rail travel 
choices appears to be fairly consistent throughout the 
nation, although slight differences occur in the Northeast 
and West. Bus travel appears to be more popular in the 
West and South. In the West, this may be because bus 
service is more suited to the low-density western areas than 
other types of common carrier transportation. In the 
South, where incomes are much lower than in other re­
gions, the price advantage of buses over other common 
carriers might be reflected in the greater bus popularity. 

REGIONAL RANKINGS BY POPULATION, TOTAL TRIPS, TRIPS PER CAPITA AND POPULATION DENSITY, 1963 
(FROM HIGH TO LOW) 

POP. BY TOTAL TRIPS BY TRIPS/ BY POP. POP./ 
RANK BY POI'. (MILLIONS) TIUPS (MILLIONS) CAPITA TIC DENSITY SQMI 

1 South 58 South 85 West 1.52 Northeast 287 
2 North Central 53 North Central 76 South 1.46 North Central 70 
3 Northeast 47 Northeast 49 North Central 1.43 South 66 
4 West 31 West 47 Northeast 1.04 West 18 
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TABLE B-13 

AUTO OWNERSHIP BY REGION. 1962 

REGION 

Northeast 
North Central 
South 
West 

All 

Source: (]) . 

PERCENT 

OWNING 

66 
77 
69 
76 

72 

Intercity Travel-Relation to City Size and Function 

Travel enables people to satisfy their desires in areas other 
than the one in which they live. Opportunities to satisfy 
human desires increase with city size, for as city size 
increases so do the number and variety of goods available 
for consumption and the opportunities for entertainment. 
Thus, it might be expected that as city size increases the 
amount of travel away from the city (by residents) de­
creases and the amount of travel to it (by non-residents) 
increases. That this is true is evidenced by the graph 
(Figure B-24) compiled from Bureau of Public Road 
statistics from various origin-and-destination studies. The 
graph shows that as the populations of cities increase, the 
motor vehicle trips per resident decrease. 

City size and spatial distribution is based on the city's 
economic importance and on its accessibility. Cristaller's 
Central Place Theory broadly illustrates these relationships. 
Cristaller assumed that a certain amount of productive 
land supports an urban center, and that the center exists to 
perform services for the surrounding land. From this 
assumption, the hypothesis followed that the larger the city 
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Figure B-23. Percent of adults living in different regions 
who traveled by various modes, 1962. (Source: (1).) 

the larger the tributary area it possesses. Thus, it would be 
expected to find a hierarchy of cities ranging from small 
trading villages which perform the simpler functions for a 
small tributary area to larger cities which perform more 
varied and complicated functions for larger tributary areas, 
which, incidentally, encompass the smaller areas. Cris­
taller's theory works well for a homogeneous area; how­
ever, the location of natural resources and transportation 
facilities (as influenced by physical geography) somewhat 
modifies the theory. 

Location near resources and transportation routes has 
caused cities to develop through their performance of 
specialized functions for the nation in addition to their 
performance of central place functions. Nelson (4) has 
classified American cities as to economic function based on 
employment percentages. His classifications include ( 1) 
manufacturing, ( 2) retail trade, ( 3) professional service, 
( 4) transportation and communication, ( 5) personal serv­
ice, (6) public administration, (7) wholesale trade, (8) 
finance, insurance and real estate, and (9) mining towns. 
Table B-14 gives the average percentage of persons gain­
fully employed in these activity groups by city size (popula­
tion) groupings. The predominance of retail and profes­
sional services in the smaller cities is readily apparent, as 
are the greater percentages of manufacturing, personal ser­
vice, administration, and finance activities in the larger 
cities. These data emphasize the general position of the 
smaller cities as retailing centers and of the larger cities as 
centers of production, administration, and varied services. 

Accessibility to transportation facilities has encouraged 
city development and functional specialization. The loca­
tion of the fargest cities of the nation along the sea coasts 
and along major transcontinental transportation routes is 
no mere coincidence. It reflects the fact that cities have 
located in the best economic position in relation to a 
trading market and to the transportation routes in the 
market area. 
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Reviewing the foregoing statements about city size and 
function and relating them to intercity travel, it would be 
expected that most intercity travel gravitates toward the 
larger cities in a hierarchical manner as people attempt to 
satisfy their desires. The ability for a city to satisfy desires 
is indicative of the attraction it possesses. The area from 
which it attracts trips is the city's trading area. Since travel 
requires time and money it would be expected that a person 
would minimize his travel time and cost in most cases. 
Thus, it should also be expected that most of the trips to or 
from a city would be concentrated in the city's trading area. 

The analysis of city size and function as related to travel 
appears to explain certain regional differences in per capita 
travel noted. Figure B-25 indicates the percentage of cities 
which fall into population groupings by region. The large 
percentage of smaller cities ( those having a population of 
10,000 or less) in the South is quite evident, as is the lack of 
cities of over 500,000. Figure B-26 compares regional 
population distribution by city size. The large percentage 
of the population in smaller southern towns ( those less 
than 10,000) and the low percentage of regional popula­
tion in larger cities in the South is apparent. In relating 
this population distribution to intercity travel, it appears 
that a larger proportion of the population in the South is 
not able to satisfy its needs at its place of residence. Thus 
these people are forced to travel more often and farther. 
The large percentages of population living in the bigger 
cities in the Northeast and North Central regions apparently 
accounts for the lower per capita travel in these regions, 
since desires are more likely to be satisfied by these resi­
dents in their own urban area. High per capita trips in the 
West, however, appear not to be explained by city size. In 
fact one might expect that with the smaller number of 
cities in the largest areal region-indicative of greater dis-

TABLE B-14 
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tances between population centers-intercity travel per 
capita would be less. On the other hand, the greater afflu­
ency of the population in the West, as shown by income 
and education statistics, might serve as a stimulus for more 
frequent travel even with the greater city spacings. 

INTERCITY LINKAGE 

The intercity linkage concept is one that encompasses 
many fields of study and brings together a number of dis­
ciplines, including the fields of transportation, engineering, 
economics, business, planning, communications, geography, 
government, and sociology. The examination of the litera­
ture relating to these fields is a momentous task, but one in 
which a considerable amount of work has already been 
accomplished. In particular, the work of Marcou (5) was 
extremely helpful in bringing together the literature from 
these many fields. A complete list of the literature re­
viewed in connection with this research project regarding 
both inter-city linkage and characteristics and trends in 
inter-city travel can be found in the References and 
Appendix A. 

The basic concepts thus far advanced behind the phe­
nomena of interactance between two activities is based on 
the observance of a natural law describing such an oc­
currence-the Law of Gravity. Ullman (6) enlarges upon 
this basic concept and expresses the system of interaction as 
being composed of three major factors, which he describes 
as follows: 

1. Complementarity.-ln order to have an interaction 
between two areas there must be a demand in one and a 
supply in the other. For example, a steel industry in one 
area would use the iron ore produced in another area, not 
the copper produced in still another area. 

AVERAGE PERCENTAGE OF THOSE GAINFULLY EMPLOYED 
IN SELECTED ACTIVITY GROUPS 

FINAN., 

IN CITIES MANU- PRO- WHOLE- PERSONAL PUBLIC TRANS. INSUR., NO.OF 
OF FROM u FACTURE RETAIL FESSIONAL SALE SERVICE ADM. COMM. REAL EST. MINING CITIES 

10,000-
24,999 26.65 19.66 11.34 3.72 5.79 4.39 7.03 2.96 2.11 550 

25,000-
49,999 26.07 19.07 11.98 3.87 7.09 4.80 6.98 3.22 1.03 166 

50,000-
99,999 29.31 18.56 9.76 4.24 6.47 4.79 7.75 3.39 0.48 59 

100,000 
249,000 29.77 18.07 9.05 4.21 6.61 5.22 7.14 3.74 0.71 71 

250,000-
499,999 28.10 17.81 9.22 4.40 6.86 6.40 7.58 4.38 1.24 25 

500,000-
999,999 27.21 18.16 9.17 5.10 6.72 4.96 8.83 5.06 0.41 14 

1,000,000 
or more 30.86 16.32 8.97 4.15 6.42 6.92 7.35 4.75 0.16 12 

Average 27.07 19.23 11.09 3.85 6.20 4.58 7.12 3.19 1.62 897 

• Population range. 

Source: Nelson, Howard J., "A Service Classification of American Cities."· Economic Geography, Vol. 31, pp. 189-210 (1955). 
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Northeast North Central South 
Reg ion 

City Size Popu lotlon Ranges 

- 2500-10,000 
i:::.,;s 10,000- 50,000 
~ 50,000-100,000 
mII I00,000·500,000 

West 

C:J Greo1er than 5001000 

Figure B-25. Distribution of regional cities 
by size grouping, 1960. (Source: Bur. of 
the Census, 1960.) 

2. Intervening opportunity.-Complementarity, how­
ever, generates interchange between two areas only if no 
intervening complementary source of supply is available_ 
Thus, Florida attracts more amenity-seeking migrants from 
the Northeast than does more distant California. 

3. Transferability.-A final factor is required in an 
interaction system where transferability or distance is mea­
sured in real terms of transfer and time cost. If the dis­
tance between market and supply were too great and too 
costly to overcome, interaction would not take place in 
spite of perfect complementarity and lack of intervening 

C 
0 Rl1'1Jinn1, 

CJ Wes1 

opportunity. Alternate goods would be substituted where 
possible; that is, bricks would be used instead of wood, and 
so forth. 

As early as 1885, E. G. Ravenstine observed that a 
population center attracts migrants from other centers in 
relation to its population size and its distance away and 
that migrants leave according to the same principle. This 
statement is often called the P / D relationship. 

In 1929, W. J. Reilly suggested a law of retail gravitation 
which states the same basic law as Ravenstine except that 
Reilly used retail trade as the dependent variable and he 
placed an exponent of 2 on the distance variable. 

Probably the first major expression of what has been 
called the "gravity model" originated simultaneously with 
John Q. Stewart and George K. Zipf. Stewart based his 
theory on Boyle's investigation of gases and the study of 
matter as a mass. Stewart's expression describes demo­
graphic force as follows: 

in which 

F=G P,P, 
d,/ 

Pi = population of area i 
di; = distance between areas i and j 
G = a constant 

(B-1) 

Starting with the P/D relationship, George K. Zipf ex­
pressed the theory that the number of persons that move 
between any two communities in the United States whose 
respective populations are P 1 and P 2 and which are sepa­
rated by the shortest transportation distance, D, will be 
proportionate to the ratio P,P 2 / D, subject to the effect of 
modifying factors. 

While Stewart's and Zipf's expressions are basically the 
same, Zipf's relationship differs in that it raises the entire 
PiP;f di; factor to a power. 

Although the above inter-community linkage concepts 
were not historically developed with regard to the laws of 
probability, a considerable amount of work has been done 
relating these laws to the concepts. A particularly helpful 
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Figure B-26. Distribution of urban population by city size grouping, 
1960. (Source: Bur. of the Census, 1960.) 
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description can be found in Charles Dodd's discussion of 
interactance (2). Here, using population as a measure, 
and assuming all other attributes equal, the probability of, 
for example, a New Yorker selecting Seattle to which to 
travel, is the population of Seattle divided by the popula­
tion of the nation, or P.f P. Likewise, the probability of a 
person in Seattle selecting New York is Pn!P. Using the 
Law of Joint Probability, the probability of these two 
independent events occurring jointly is P 8 P nl P 2• The joint 
occurrence of these two events represents the force or 
interactance between the two locations. Carrying this 
further, if this probability is multiplied by the total number 
of external trips between points in the nation, then the 
number of trips leaving Seattle for New York is T 8 ,. = 
P 8 Pnl P 2

• 

Further, since it was assumed that all attributes are 
equal, then TIP is the average number of trips per capita. 
Representing Tl P by k, the equation reduces to T 8 n = 
k P 

8
P nl P. Comparing the trips predicted by this equation 

with actual trips at known distances results in a regression 
equation which can be manipulated to yield the following 
equation-a basic form of the gravity model. 

T = G PsP,, 
sn d b 

.JW 

(B-2) 

in which 

T 8 n = trips from Seattle to New York 
G = a constant combining k, P and the slope of the 

regression equation 
P8 Pn = same as above 

d
8
n = distance from Seattle to New York 
b = some power of the distance 

Dodd's interactance hypothesis utilizes the probability laws 
as a basis for his equation but in addition makes provision 
for the fact that the attributes of all areas are not equal by 
introducing weighting factors. Also, he includes a time fac­
tor to enable interactance to be measured in any unit of 
time. Dodd states his hypothesis as follows: 

. . . Groups of people interact more as they become 
faster, nearer, larger, and leveled up in activity: Con­
versely, people will interact less in proportion as their 
groups (a) have fewer actions per period, (b) are further 
apart, (c) are smaller in population, and (d) are more 
unlike each other in average activity . . . 

His equation of interactance predicts the number of inter­
actions of any one specific kind, among people when ob­
served in groups, from their basic dimensions of time, 
space, population, and per capita activity. That is, if in a 
set of n groups, the index of interacting, / 0 , is defined as the 
observed number of interacts of one kind between the 
members of the two groups in each of the (n2 - n) /2 possi­
ble pairs of groups; and if the index of the interactance, / 6, 

or expected interactance is defined as the calculated 
(n2 

- n)/2 products of the following observed factors, 
namely: 

T = the total time in interacting. 
L - 1 = the inverse of the distance between two groups, 

where the exponent 1, in amount weights its 
base factor. 
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P APB= the population of any two groups, A and B. 
IAIB = the "specific indices of level" or per capita 

activity. 
k = a constant for each type of interacting (in a 

given culture and period). 

Then the interactance between two points can be ex­
pressed as 

1 
_kl,1P,1IJ1P11 T 

c- L (B-3) 

The two indices of specific level, IA and IB, are weighting 
factors introduced to equate the heterogeneity of the 
groups. They are constants specific to each group, and they 
correspond in the human mass to the specific weights of 
molecules in the physical mass. The subfactors determining 
an index of specific levels of activity may be or could be 
composed of many items, including such common in­
fluences as sex, age, income, education, occupation, marital 
status, potential, religious, and other affiliations. 

Since the unit acts in the activity are the same kind of 
unit acts in the interacting, the constant k, can be shown 
to be the reciprocal of the total number of acts (!l) by all 
persons in the n groups. In practice, k may not exactly 
equal /, since it may have two further factors in it; 
namely, a factor to adjust f9r the unit of distance, whether 
miles, kilometers, feet, etc. The exponent of 1 associated 
with the distance, L, is based on the fact that the population 
density is assumed uniform in the area studied. While this 
assumption may hold, although not necessarily correct, a 
power other than the first power may result in a better fit 
between the actual and the predicted. The evidence sup­
porting this interactance equation seems sufficient to rank 
it as a most promising hypothesis but not yet as a verified 
law of group gravity. 

Samuel A. Stouffer's ( 8) theory of movement between 
areas introduces the concept of intervening opportunities. 
It implies that the number of persons going a given dis­
tance is directly proportional to the number of opportuni­
ties at that distance and inversely proportional to the 
number of intervening opportunities. 

An initial problem in applying this theory is the formula­
tion of an operational definition of opportunities. Such a 
definition could be stated as follows: If a person moves 
from Tract X to a house or apartment in Tract Y, there 
must have been previously created in Tract Y a vacancy 
which he could occupy. The particular vacancy which he 
occupied and similar vacancies anywhere in the city which 
he might have occupied but did not are called opportuni­
ties. Similar vacancies which are closer to his former 
residence in Tract X than the dwelling he occupied in 
Tract Y are called intervening opportunities. While this 
description generally explains the concept, it is still not 
complete. What is meant, for instance, by the term similar 
vacancies? Since no two vacancies are exactly alike, cer­
tain relevant characteristics must be selected in order to 
place them into groups exhibiting approximately the same 
attributes. The economic character of the dwelling as 
measured by the rental cost might be used. For example, 
if the person moving in this case pays $50 per month for 
his dwelling, then similar opportunities would be limited to 
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other vacant dwellings at about this same rental value. 
Other attributes must also be considered, such as aesthetics 
anu convenience, of which many do not easiiy lend 
themselves to quantification. 

Willa Mylroie (9) whose work "Evaluation of Inter­
city-Travel Desires" (Highway Research Board Bulle­
tin 119 (1956) pp. 69-92) was of considerable help in this 
project, sums up the basic hypotheses and formulas de­
veloped to predict travel desire between cities in general 
terms as follows: 

1. The larger a population center is the more traffic it 
generates and the more traffic it attracts. 

2. The greater the distance between two population 
centers the less the travel between them. 

3. The population of a city is a strong index of its 
economic importance and thus a measure of its traffic 
attraction. The more mature the population center the 
more true this would be. 

4. According to the 1944 Interregional Highway Report 
to Congress, 90 percent of the travel on main highways 
originates or terminates in a population center. 

5. Motor-vehicle registration figures can be used to 
measure travel as well as population figures because of the 
uniformity of the per-capita motor-vehicle registration. 

6. The mathematical form of the law of attraction 
between physical masses, F = M 1Mzf D 2 , might be appli­
cable to social masses in the form of Pop. 1 X Pop. 2 / D 2 

where Pop. stands for the population and D stands for the 
shortest highway distance. 

In this study, Mylroie investigated reports of road classifi­
cation studies in Michigan and Illinois (I 0, 11). Both of 
thcs(; studies gruup~d cities imo economic ciassifications 
based on studies of trade area, assessed valuation, banking 
resources, and newspaper circulation. These classifications 
were ( 1) metropolitan centers, (2) regional centers, 
( 3) intermediate market centers, ( 4) minor market cen­
ters, and (5) neighborhood centers. In the Illinois study, 
when the towns were plotted by classification and popula­
tion the plot indicated that the greater the economic 
importance of the trade center the larger its population. 
Although some overlapping did occur in the classification, 
the results were significant. Thus, the size of the town, 
although not indicating, for example, whether the town is 
primarily industrial, or a rural trade center, does indicate 
whether it is an economically important center. In her 
study Mylroie developed travel desire factors which were 
correlated with the minimum AADT ( annual average daily 
traffic) . It was assumed reasonable that if the travel desire 
factor would correlate with the minimum AADT for any 
given stretch of road it could be used as a measure of 
intercity travel desire or through traffic interest on any 
road. The minimum AADT between population centers 
was chosen because it would more nearly reflect through 
traffic than the higher AADT nearer the town limits or 
road junctions. 

The desire-for-travel factor was computed so as to 
reflect all desire for travel between two population centers 
whether the travel would be ( 1) between the two centers 
only, (2) from beyond the first center to or through the 
second center, or (3) from beyond the second center to or 

through the first center. Any of these cases would 
necessitate travel from the one population center to the 
other. 

The larger percentage of the local-travel desire was 
eliminated in this travel-desire factor, because rural popu­
lation not gathered into incorporated centers over 1,000 
was not considered and the metropolitan district popula­
tion, rather than the population within the political 
boundaries, was used for towns over 50,000, thus, elimi­
nating the local suburban tmvcl desire in the vicinity of the 
larger towns. To insure consistent application of the 
weighted intercity travel-desire factor, the additional 
policies were established as: 

( 1) Contingent cities which were approximately five 
miles or less apart and had much the same characteristics 
as a single town were considered as one population unit 
instead of two. 

(2) If two feasible routes exist between two cities, their 
weighted, cumulative intercity travel-desire factor was split 
on a mileage basis. If the difference in the mileage of the 
two routes is more than 15 to 20 percent, only the shortest 
route was considered. 

( 3) If more than two feasible routes existed between 
the two cities only the two shortest routes were considered. 

Using seven roads as representative for testing purposes, 
it was found that the factor Pop.1 X Pop. ID gave a 
correlation ratio, computed from raw data, of 0.68 with the 
minimum AADT. In an endeavor fo decrease the scatter 
(increase the correlation) of the travel desire factor with 
the AADT, three other combinations of Populations 1 and 
2 and the distance between them were tried: 

(1) 
Pop.1 X Pop. 2 

D2 

(2) 
VPop. 1 X Pnp.2 

D 

(3) 
,j Pop., X Pop.2 

v2 

All three of these were plotted on log-log paper against the 
minimum 1950 AADT, with equation (3) giving the best 
correlation ( 86%). 

In a 1960 Panel Discussion of Inter-Area Travel Formu­
las (12), Glenn E. Drokke made the following ubst:rvations. 
Outside of the urban field, a formula of the gravity model 
type appears to have much merit in predicting travel 
between cities. Using data obtained from the external 
cordon survey at Detroit, the following equation was de­
veloped: 

T 
. (K) Pop.,! X Pop.11 

r1ps,1n = v· . 
!Sl. ,1 n" 

(B-4) 

where Pop. is in thousands, distance in miles, K = 156, 
and n = 2.44 for the total trips between any two areas. He 
further stipulated that the principal problem is one of 
evaluating the various formulas. Until this is done any 
discussion or criticism of them is merely subjective and 
speculative. 

Another form of the gravity formula indicating the values 



for traffic interaction between city pairs in North Carolina 
in terms of population and distance is described by 
James S. Burch (13). This formula is: 

T = 10.04 m 2 + 4.9 m + 160 (B-5) 

in which T = number of 24-hour (September-October 
1958) weekday trips starting in City A and ending in 
City B, plus vice-versa, excluding any partial or through 
trips; and m = square root of the product of the popula­
tion of City A and City B, divided by the square of the 
travel distance between chosen centroids in Cities A and 
B or 

Pop.A XPop.B m=-------(dist. A to B) 2 
(B-6) 

This equation has been developed and used for many years 
and is a common expression of the gravity model. 

Marcou (5) summarizes the major hypotheses advanced 
regarding intercity linkage as follows: 

1. A community's capacity to produce trips to another 
community or to llttract trips from that community is a 
f 1111ction of the travel frictio11 between them. 

This is a. widely accepted and well-demonstrated hy­
pothesis based on the assumption that the greater the dis­
tance from a population center, the smaller the influence 
of that center. Questions raised in the literature concern 
the ways of measuring travel friction or distance between 
communities. 

Distance has been measured in terms of actual mileage 
or travel time. Distance has also been measured in terms 
of cost of travel, including direct transportation costs such 
as the cost of motor fuel consumed or indirect costs re­
sulting from delay or fatigue. Of these, time-distance 
appears to be the most appropriate to inter-community 
traffic studies because it can take into account factors that 
affect the movement of motor vehicles, such as traffic con­
gestion, road condilions, or topography. 

The literature suggests that the impact of distance on 
the extent of intercommunity traffic is not uniform. It is 
suggested thal the distance factor itself is a variable that 
is affected by the size of population of communities 
linked, or by the magnitude of the distance involved. 
Another consideration regarding the variation in the im­
pact of the distance factor is the clifference in value placed 
by people on distance depending on the purpose of the 
trip. People are willing to travel lon_ger distances for 
medica.l purposes, for example, than for shopping pur­
poses, or for less frequent trips than for daily trips. Fin­
ally, there is a great likelihood that the impact of the dis­
tance factor will vary depending on whether trips 
produced or trips attracted are under consideration. 

2. A community's capacity to produce or to attract 
trips is a function of its population size. 

This hypothesis assumes that the larger the population 
of a community, the greater is its influence and the more 
likely it is to produce and attract trips. This is also a 
widely accepted hypothesis whose validity has been dem­
onstrated in a number of empirical studies. Population 
size has been used as a measure of a community's im­
portance as a retail trade center or as a center of absorp­
tion in migration studies. It has also been used as an 
indication of a community's capacity to produce and 
attract trips in studies in Illinois, Michigan, and 
Washington. 

But some researchers have criticized the use of popula­
tion size as a measure of a community's traffic generation 
potential on the grounds that size alone does not reflect 
the socio.I or economic structures of the community, fac­
tors that are believed to be of significance in traffic gen-

eration. ln answer, some researchers stale !hat population 
size is a reliable indicator of a community's economic 
importance. In other cases, population size has been 
modified by the add.ition of factors accounting for differ­
ences in the sex, education, and other characteristics of the 
population. Similarly, population size data have been sup­
plemented with indexes of the communily's economic 
structure, such as assessed valuation or banking resources. 

There has been no sufficient evidence advanced to dem­
onstrate that population size in itself is a reliable enough 
index of a community's ability to produce and attract 
trips .... 

3. A comm1111ity's capacity to produce trips is a f1111c­
tio11 of the extem of car ownership i11 the co1mn1111ity. 

This hypothesis is derived from recent investigations of 
the traffic generation of residential areas and bas found 
application in at least one intercommunity traffic study in 
New Jersey. 

In these studies, the average number of cars owned per 
dwelling onit was foood to correlate highly with residen­
tial trip production. Similarly, the total number of cars in 
a residential area was also found to correlate highly with 
the number of trips produced by the area. 

This method of measuring a community's capacity to 
produce trips may be preferable to the use of population 
size because the former gives an indication of population 
size as well as the abilily of community residents to travel. 
The difference between using car ownership and popula­
tion size i particularly important where the per capita car 
ownersbip is not uniform for all communities linked .... 

4. A. community's capacity to produce or to a/tract 
trips varies from one p11rpose to another. 

This recognizes that the degree of influence of a com­
munity over the surrounding area is not uniform for all 
functions performed by the community. The existence of 
a hierarchy of functions that a central city performs for 
its hinterland has been demonstrated in general studies 
and in studies dealing with the Lansing, Mich., area, the 
Champaign-Urbana area, and the Springfield, Ill., 
area . . .. 

S. A comr111111ity's capacity to produce or to lltlracl 
trips for any one person will vary within that purpose. 

This hypothesis recognizes the difference between ac­
tivities of a local and those of a regional nature, within 
any one purpose category. As an illustration, shopping 
for groceries has often been mentioned as an activity 
likely to take place within the community of residence; by 
contrast, shopping for apparel is an activity that may gen­
erate a lm:ge amount of regional traffic. . . . 

6. A com,mmiry's capacity lo a/tract trips is condi­
tioned by competition with other communities. 

This recognizes the limitations put on a community's 
area of influence by competing communities, and the 
overlapping nature of community influence. This is taken 
into account in delimiling the primary regional labor mar­
kets and trade areas of communities. In the literature, a 
procedure is established to define the point of equilibrium 
at which the influences of two competing communities are 
equal. This is accomplished through the use of population 
size and distance data. An adaptation of this procedure 
can be developed to measure competition as a variable in 
the intercommunity traffic. . . . 

7. A community's capacity to attract trips is a function 
of the a11rac1ive11ess of the community with respect to the 
purpose of the trip. 

How to allocate trips produced by residential areas to 
nonresidential attractlons, or on what basis to d.islribute 
trips produced by one part of a community to all other 
parts has been the subject of a number of recent research 
activities. 

The use of land area and building floor area classified 
by use have been suggested as units of traffic generation. 
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OLber suggestions for measuring the attractiveness of an 
area with respect to the purpose for which trips are taken, 
are received next under each purpose category. 

Work Purposes 

The purpose work app.lies to trips made to the location of 
a person's place of employment (&uch as a factory, a 
shop, a store, or an office) and also to locations that must 
be visited in performing a normal day' · work. 

Migration and commuting studies indicate tbal eco­
nomic opportunity is a major determinant of movement 
between communities. More specifically, the existence of 
a surplus of labor supply in one community coupled with 
an expansion in the economy of another community is a 
prime factor in causing a permanent (migration) or re­
curring (commuting) movement of workers from one 
community to the other. Also, in rural areas, farmers 
located around a community with an expanding economy 
will often work in that community for income not con­
nected with their farms. 

The number of workers employed in work places lo­
cated within the community has been suggested as a meas­
ure of a community's capacity to attract work trips. This 
number includes community residents as well as commu­
ters. It would appear that the number of workers would 
be a more useful measure if it is related to the number of 
workers residing in the community, or in case this is not 
available, to the population of the communily. 

· It has also Ii en suggested that work places employing a 
substantial number of workers tend to attract the larger 
portion of community workers. There is some question as 
to the employment size level at which a work place ceases 
to be a local concern and becomes a work place of re­
gional significance. 

Business Purposes 

Business refers to trips made to complete transactions 
not considered part of a person's regular employment. 
Examples are trips to the bank to transact business, to the 
post office to mail a letter or package, and to an office to 
pay a bill. 

This purpose category presents some difficulties. A 
busine~ trip could conceivably be undertaken to any type 
of establishment or land use. Past research to establish a 
basis for measurement of business trip attraction is scarce 
and inconclusive. There are suggestions in the literature 
that business trips may be considered as shopping trips, 
but there is little evidence to warrant this. One type of 
business activity (banking) is often referred to in the liter­
ature as an activity as likely to be found in small com­
munities as in central cities. . . . 

Medical and De11tal Purposes 

This is one of the more precisely defined purposes and 
refers to trips made for consultation about health with 
doctors and dentists. 

The literature indicates that medical and dental services 
are predominantly found in the central cities and are 
tendi.ng toward centralization away from smaller commu­
nities. But no specific ways of measuring a community's 
capacity to attract trips for this purpose were found in the 
literature. Here again some testing is necessary. Among 
the measures that are available are the number of medical 
and dental professionals in the community, the number 
of beds in the community's hospitals and clinics, and the 
number of persons employed in these institutions. 

School Purposes 

SchCOl refer" tn tripe:- hy C"tntlPntc Whn ~TP, ::lr.tnallV attend­
ing school. This includes public and private schools, uni­
versities, colleges, and high schools. 

Of Lhe many types of institutions covered by this defini­
tion, only a few may be of regional significance. These 
include major private schools, technical schoois, coiieges 
and universities. 

Here again no specific measurement suggestions were 
found in lbe literature. Some measures (which might) be 
tested include the number of students registered in these 
regional institutions or the number of teaching and non­
teaching staff employed. 

Pleasure Purposes 

Pleasure refer to cultural trips made to church, civic 
meetings, lectures, and concerts as well a trips lo attend 
parties or to visit friends. Also included are trips made 
for golfing, fishi.ng, movies, and bowling. 

This broad-purpose category includes trips to residential 
areas, to public and semi-public facilities as weU llS to 
commercial recreatfon establishments. Because no attempt 
has been made at differentiating between trips taken to 
these largely different types of facilities, little is known 
about their traffic-generating patterns. 

Also, the rapid changes that are currently taking place 
in lei ure-type activities tend to reJlder obsolete much of 
the research that has taken place and to complicate the 
problem of measuring a community's capacity to attract 
pleasure trips. 

Findings in the literature indicate a large degree of 
interdependence between rura1 areas, small communities, 
and central cities in regard to pleasure lri.ps. Rural and 
small community residents are willing to travel some dis­
tance to patronize a central city's recreation facilities, yet 
they also attempt to decrease their social dependence on 
the centrai city by strengthening ihe roie uf iu1,;ai ~diOols, 
churches, community centers, and civic organizations in 
the social sense. Similarly, central city residents seek to 
occupy their leisure time with activities that require large 
amounts of open space, seldom found within the confines 
of the city limits. 

The lack of precise definition as to what constitutes a 
pleasure trip coupled with the high degree of interdepen­
dence of rural areas, small towns, and central cities in 
matters of recreation suggest that a meaningful measure 
of a community's ability to attract pleasure trips must rest 
on two premises. The first is that the variety of types of 
establishments that attract pleasm·e trips suggest that the 
measure would be of a composite nature taking into ac­
count both social and commercial recreation. Among the 
measures availahle to :irrive at this composite measure 
are the resident population of a community, the number 
of public and semi-public institutions, and the number and 
employment of commercial recreation establi bments of 
regional significance. The second premise is that when 
trips produced by (the Central City) residents are under 
consideration emphasis will be placed on the types of .rec­
reation facilities located outside the (city) ... which 
attract these pleasure trips. Similarly, when trips produced 
by residents of other communities are analyzed, emphasis 
will be placed on the types of establishment within (the 
Central City) which attract these pleasure trips. 

Shopping Purposes 

Shopping applies whenever a trip is made to do some 
shopping but also includes window shopping (without pur­
chase), trips for repairs to automobiles, radios, etc., and 
for such personal services as haircuts, and cleaning and 
pressing clothes. 
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Shopping practices have received a large amount of re­
search. The existence of a heirarchy of types of goods in 
terms of the distance that consumers are wjlling to travel 
to make purchases and, in the case of small communities, 
in terms of tbe percentage of goods purchased out of 
town, has been established in a number of studies. These 
studies indicate that consumers from rural areas or small 
communities tend to purchase shopping goods (apparel 
and furniture) in the central city and convenience goods 
(food and drngs) either in the small community or in the 
central city. 

Various ways of measuring a community's capacity to 
attract shopping trips are suggested In the literature-for 
convenience goods, the floor area in food stores and drug 
stores; for shopping goods, the floor area in apparel; for 
all goods, or if the data are available by type of goods 
sold, dollar sales, and the number of business units. 

Eat Meal, Overnight, and All Other Purposes 

In terms of intercornmuoity traffic analysis, these purpose 
categories are considered to be of little significance. 

FACTORS AFFECTING INTERCITY LINKAGE 

Generally, the gravity model form of equation involves two 
basic types of variables, mass and distance, and can include 
modifying factors in the form of other vadables, co­
efficients and exponents. Assuming that some form of the 
gravity model describes tbe interactance between cities 
relatively well, the next step in developing an equation 
which will more accurately provide the interactance in­
volves the identification and selection of these variables. 
The preceding investigation of intercity linkage points to 
population and the distance separating the points of popu­
lation concentration as the two major variables describing 
intercity movement. Although population is a relatively 
good indication of potential, it does not appear to correlate 
closely with travel volume. Population i therefore, a gross 
variable which aggregates a number of more definitive 
variables dealing with the social and economic charac­
teristics of the population. Thus, these social and economic 
variables could be used to refine the basic PI D relationship 
so that a more accurate correlation can be obtained be­
tween synthesized trip , obtained from the application of 
the formula and the actual trips reported. 

An investigation to determine those social and economic 
factors which appear to influence intercity travel resulted 
in the following listing: 

1. Population: 

(a) Total population. 
(b) Urban population. 
( c) Rural population. 
(d) Population by age (5- or 10-year increments) . 
( e) Populatioi1 by sex. 
(f) Population by race. 
(g) SMSA or non-SMSA population. 
(h) School enrollment. 
(i) Migration rates. 
(j) Birth and death rates. 

2. Vehicle ownership: 
(a) Total vehicle ownership. 
( b) Vehicle ownership by age ( 5- or 10-year incre­

ments). 

(c) Vehicle ownership by sex. 
(d) Vehicle ownership by race. 

3. Employment: 
(a) Total employment. 
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(b) Employment by age (5- or 10-year increments). 
( c) Employment by sex. 
(d) Employment by race. 
(e) Percent unemployed. 
(f) Number of employment opportunities available. 

4. Indices of productivity : 
(a) Total income. 
(b) Family income. 
(c) Per capita income. 
(d) Property taxes. 
(e) Total bank deposits. 
(f) Investment in various types of facilities. 
(g) Commodity output. 
(h) Gross Regional Product (GNP of a region) . 
(i) Value added in manufacture. 
(j) Dollar volume of retail and wholesale sales. 

5. Education: 
(a) Average number of school year completed. 
(b) Percent of population with less than a high school 

education. 
( c) Percent of population with a high school education. 
(d) Percent of population with a college education. 

6. Indices of community structure: 
(a) Density (persons per square miJe). 
(b) Accessibility (miles of roadway per square mile). 
( c) Service classification of cities-a classification of 

cities by the following groups: (I) manufacturing, 
(2), retail trade, (3) professional service, (4) 
transportation and communication, (5) personal 
service, (6) public administration, (7) wholesale 
trade, (8) finance, insurance and real estate, 
(9) mining, and ( 10) diversified. Measures used 
for classification include employment ratios, num­
ber of establishments, etc. See ( 4, 14). 

(d) Rank order of cities by size-A ranking of cities 
based primarily on population but also on the 
influences of retail trade, wholesale trade, news­
paper circulation, and bank deposits. 

. . . No. male 
( e) Population rat10s; e.g., Sex ratio = N f 

1 o. ema es 

. No. 65 and over X 100 
Index of agmg = N 

O 14 o. - years 

(f) Basic-non-basic ratio-This ratio indicates the 
relationship of industries selling goods to areas 
outside the city to those selling primarily within 
the city. Employment is generally used as a mea­
sure and is usually divided into basic employment 
and non-basic (or service) employment. 

(g) Location quotient-The ratio of the city' per­
centage of a particular measure (e.g. employ­
ment, sales, etc.) to the national percentage of this 
measure. Other similar measures include the co­
efficients of localization, redistribution, deviation, 
and others. See (J 5). 
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(h) Total height index of city buildings­

Total floor space 
THI= -~~~~~~~~ 

Total ground floor space 

(also CBHI using only central business district 
space). 

(i) Central business intensity index. 

CBII = Central busine.ss space 
Total ground floor space 

(j) Degree of centrali ty-A measure of the assessed 
valuation of the businesses and services in the city 
or the area dependent on the city for goods and 
~erviccs. 

(k) Number of tourist attractions, such as professional 
and collegiate sports activities, amusement parks, 
cultural institutions, scenic attractions. 

7. Social indices: 
(a) Percent of impoverished families. 
(b) Crime rates. 
( c) Literacy rate. 
(d) Influence of ethnic ties. 

8. Indices of interactance: 
(a) Number of long-distance telephone calls. 
(b) Newspaper circulation. 
( c) Number of correspondent banks. 

Relating the listed factors to a gravity-type equation, 
population, employment, sales, value added, vehicle regis­
tration, etc. , may be used as measures of mass depending 
upon the results desired. Thus, if intercity migration is 
being studied, employment rather than populat ion can be 
used as a measu1t:, u1 if the marketing pce~ib!Et!es o! ~ 

manufactured item are being investigated, sales might be 
used. 

To measure distances one might use one of the following: 

1. Miles. 
2. Time. 
3. Cost of travel or other interactance. 
4. Social distance-This concept takes into account the 

phenomena of the linkages of certain a reas because 
of cultural or economic influences and the bypassi.og 
of intervening opportunities. For example, the New 
York to Florida migration for recreation and the 
New York-Hollywood communications volume (15, 
pp. 542-544). 

Although the standard gravity model equation has been 
derived with the coefficient of the masses used being the 

same and equal to one, as Isard (1 5) points out, both 
Stewart and Dodd take exception to this and recommend 
the w .ighting of these ma ses. Isard, in defining such a 
procedure, indicate that " it is reasonable to expect that, 
ceteris paribw,·, an area with high per capita income will 
generate a larger volume of such travel than an area of 
equal population but lower per capita incom . " To correct 
this situation rsard recommends the multiplying of the 
population of each subarea by its average per capita in­
come. Thus, the gravity model formula with weighted 
masses would take the following form: 

y .. = G (W.,P, ) (W;P1) (B-7) 
., d;/ 

In which W1; = the weights and the other variables are the 
same as previously. 

Variables which might be used as weights include: 

1. Per capita income. 
2. Educational level. 
3. Sex or age composition. 
4. Percent income above a certain level. 
5. Urban-rural ratio. 
6. Occupational structure. 
7. Capital investment per employee. 
8. Social weights. 

In using weighting factors it should be noted that when 
per capita variables ( used as weights) are multiplied by 
population the mass measure becomes the gross variable; 
that is, income per capita times population equals income. 

Generally the exponents to which the variables will be 
raised are derived empirically and while many researches 
h:ive, for instance. derived exponents for the distance 
variable none have been universally accepted. A review of 
the literature suggests these exponents have ranged from 
0.5 to 3.0. In most cases, the exponents of the masses have 
been unity; however, Anderson and Carrothers (15) have 
suggested the validity of other powers. Carrothers bases 
this on the fact that agglomeration ( deglomeration) eco­
nomics imply that the exponent to be applied to any mass 
is a function of the mass. What these exponents should be, 
though, is also a matter of conjecture and they have been 
empirically determined to fit available data. Mass ex­
ponents have been in the 0.5 to 1.0 range. 

In developing the various weights and exponents it 
would appear that use could be made of the indices of 
community structure and of interactance, in addition to the 
other measures. 

. . 



APPENDIX C 

SUMMARY TABLES 

Column Description 

1 The number of trips in each classification-The 
purpose 1, 2, 3, 4, and 5 and/or the purpose 1, 
2, 3-4, and 5 trips when added are equal to the 
all purpose trips within the roundiJ:)g Limits of 
Program 333. The trips to Standard Metropoli­
tan Statistical Areas whose populations are 
greater than and less than 1,000,000 add to equal 
trips to SMSA's. However, the trips to counties 
whose populations are greater than 50,000 and 
to counties not in a SMSA whose populations are 
less than 50,000 do not necessarily add to equal 
the all purpose trips, the reason being the ex­
clusion of trips to counties in SMSA's whose 
populations are less than 50,000. 

2 This is a percentage of the all purpose trips. 

3 This is the average trip length. 

4 The number of counties which are linked to the 
study area by a trip transfer ( the combined in­
bound and outbound trip tape) . The maximum 
value that could be entered here is 3,075, which 
is the number of counties in the network. 

5 The adjacent counties were those which shared 
a common boundary with the home county, 
whether it was for 1 or 10 miles. 

6 

7 

8 

9 

10 

The values in column 5 expressed as a percentage 
of the corresponding numbers from column 1. 
Thus, the value in column 5 is divided by the 
corresponding value in column 1 and multiplied 
by 100 to obtain the desired results. 

The trips within 35 minutes driving time from 
the home node are entered here. The time is 
computed by the computer using the speed, dis­
tance, and link configuration from the network. 

The values in Column 7 expressed as a per­
centage of the corresponding numbers from 
Column 1; i.e., (Col. 7/Col. 1) X 100. 

The trips greater than 35 minutes driving time 
from the home node are entered here. 

The values in Column 9 expressed as a per­
centage of the corresponding numbers from 
Column 1; i.e., (Col. 9/Col. 1) X 100. 
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Column Description 

11 This is the average trip length of just the trips 
greater than 35 minutes in length. 

12 The number of trips that are within one hour's 
driving time from the home node. 

13 The values in Column 12 expressed as a per­
centage of the corresponding numbers from 
Column 1; i.e., (Col. 12/Col. 1) X 100. 

14 The number of trips that are between 35 and 
60 minutes driving time from the home node. 

15 The values in Column 14 expressed as a per­
centage of the corresponding numbers from 
Column 1; i.e., (Col. 14/Col. 1) X 100. 

16-19 Same as Columns 12-15, except these values deal 
with trips within two hours instead of one hour. 

20-23 Same as Columns 12-15, except these values deal 
with trips within four hours instead of one hour. 

24-27 Same as Columns 12-15, except these values deal 
with trips within six hours instead of one hour. 

28-31 Same as Columns 12-15, except these values deal 
with trips within eight hours instead of one hour. 

32-35 Same as Columns 12-15, except these values deal 
with trips within 16 hours instead of 1 hour. 

36-39 Same as Columns 12-15, except these values deal 
with trips within 24 hours instead of 1 hour. 

40 The number of trips that are greater than 24 
hours driving time from the home node. 

41 The values in Column 40 expressed as a per­
centage of the corresponding numbers from 
Column l; i.e., (Col. 40/Col. 1) X 100. 

Columns 42-82 refer to the four groups of cities based on 
cordon population, and the summary of all 22 cities. These 
columns are comparable to 1-41, except that they pertain 
to a group of study areas intead of just one. Column 45 .is 
the average number of counties which are linked to the 
study areas by trip transfer (the combined inbound and 
outbound trip tapes). The maximum value that could be 
entered here is 3,075, which is the number of counties in 
the network. 
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TABLE C-1 

SUMMARY OF FOUR CLASSES OF CITIES AND THE 22 CITIES SELECTED FOR THE STUDY 

(42) (43f 144} (45) (4'>) f47) (48) (49) (50) (51) (52) (53) (54) (55) (56) (57) (58) (59) (60) 
Tripe to Tri.pa Within Trips Within Trips Within Trips Within Tripe Wlthin ,..,. Adj . Coa . • 15 min. Tripe > 35 min. l hr. 3S min. to J hr . 2 hrs. 35 min, to Z hr~ 

Ava. No. ol Avg. 
Trip C:011. Trip 

% of Lea. AUra. ,-, of "lo ol % of Lengtl % ot 9'o oi %of % o! 
Time Distribution o! Tripe Total (Min. )Trip• Tripe Total Trip• Total Tripa Toh.l (Min.) Trips Total Trips Total Trips Total Trips Total 

SUMMARY OF ALL CLASS I CITIES 
All Purpoae Tripe 868ZZ 100.0 J7.11 1111 75663 87. I 62008 71. 4 24814 28. 6 123. 8 73251 84. 4 11243 13. 0 80840 93. I 18832 21. 7 
Purpose 1 Work Trips 32927 38. 1 u.e 5) 29568 89. 8 23897 72. 6 9030 27 . 4 94. 9 29028 88 . 2 5131 I:,, 6 31673 96.Z 7776 23. 6 
Purpose Z Bu.a ncaa Tf'lps 12256 14. 2 Z7.& 29 10874 88. 7 9594 78. 3 2662 21. 7 116. 2 10855 88. 6 l 261 10. 2 11748 95. 9 2154 17. 6 
Purpose 3 Ree: r. rip• l 4137 16.9 as. 1 63 2776 67. l 2703 65. 3 1434 34. 7 241. 6 2892 69. 9 189 4 . 6 3428 82. 9 7Z5 17. 5 
Purpose 4 .Soolarrrtpa 1 1579 6.4 50. 7 19 1114 70. 5 1021 64. 7 558 35. 3 124. 7 1165 73. 8 144 9. I 1388 87. 9 367 23. 2 
Purpose 5 "Jther Trips 17372 20. l 17.0 zo 152H 87 . 9 13861 79. 8 3511 20 . 2 77. 7 16020 92 . 2 2159 12.4 17061 98. 2 3200 18. 4 
Purpose 3-4 Soc. -Rec. Trip• 24222 2 7 . 9 67. 3 1M 17918 74.0 14656 60. 5 9566 39. S 167. 4 16352 67. 5 1696 7. 0 20353 84. 0 5697 23. 5 
Trips to SMSA 1 s 29456 34. 1 65. 3 50 Zl41Z n.1 18545 63. 0 10911 37. 0 168. 5 20061 68. 1 1516 5, 1 24147 82. 0 5602 19,0 
Trip11 to SMSA > 1,000.000 17466 zo. 2 66. 4 l& 11808 67.6 11222 64. 3 6244 35 . 7 175. 2 11702 67 . 0 480 2.7 13152 75. 3 1930 II. 0 
Trips to SMSA < l, 000, 000 11990 13. 9 •3. (, 31 96114 80.1 7323 61. 1 4667 38. 9 158. 0 8359 69. 7 1036 8. 6 10995 91. 7 3672 30. 6 
Tripe to Cos. > 50,000 51262 s,. 3 49. 7 69 39885 77. 8 32309 63. 0 18953 37.0 128. 6 39970 78. 0 7661 14. 9 45430 88. 6 13121 25. 6 
Trips to Cos. < 50, 0002 )5569 41.1 l&.9 49 H869 ,s. 2 29699 83. 5 5870 16. 5 105. 9 33233 93. 4 3531 9, 9 34606 97. 3 4907 13. 8 

SUMMARY OF All CLASS II CITIES 
All Purpoee Trips 80904 100.0 B.! 117 74541 92. I 59818 73 . 9 21086 26. I 82. 3 75364 93. 2 15546 19. 3 78828 97. 4 19010 23. 5 
Pur. 1 Work Trips 33916 41. 9 zo. 6 58 31801 93. 8 25486 75. l 8430 24. 9 75. 5 31983 94. 2 6497 19. 1 33220 97. 9 7734 22. B 
Pur . 2 Business Trips 24292 30. 0 24. D 57 21492 88. S l 7648 72.6 6644 27. 4 81. 5 22155 91. 2 4507 18. 6 23540 96. 9 5892 24. 3 
P1.,1.r. 3 Recr. Trips 686o II. 5 43. Z 49 6089 88. 8 4591 66. 9 2269 33. 1 109. 6 6194 90. 3 1603 23. 4 6483 94. 5 1892 27. 6 
Pur . 4 Soc. Trips 4249 s. 2 24.S 27 3788 89.2 3091 12. 1 1158 27. 3 S2. 8 3930 92. 5 839 19. 8 4139 97. 4 1048 24. 7 
Pur. 5 Other Trips 11573 14. 3 15. 4 Z2 !~20 94. 4 9009 77. 8 2564 22. 2 61. 9 11116 96. 0 2107 18. 2 11454 99. O 2445 21. 2 
Pur. 3-4 Soc. -Rec. Trips 11109 13. 7 )6.0 iZ 9877 88. 9 7682 69. 2 3427 30. 8 111. 1 10124 91. I 2442 22. 0 10622 95. 6 2940 26. 5 
Tripe to SMSA's 5'79 7.4 107. 6 33 UH J7. Z 0 o. 0 5979 100. 0 101. l.. 3348 56 . o 3348 56. 0 5028 84. I 5028 84. 1 
Trips to SMSA 1 s >l,000,000 2438 3. 0 85. 0 !Cf 2223 ,1. 2 0 0. 0 2438 JOO . 0 85. 0 2008 82. 4 2008 82. 4 2224 91. 2 2224 91. 2 
Trips to SMSA's <l,000,000 3541 4. 4 1Z3. Z' 23 I 0 o. o 0 0. 0 3S41 100. 0 123. 2 1340 37. 8 1340 37. 8 2804 79. 2 2804 79. 2 
Trips to Cos.> 50,000 8079 10. 0 105. 4 49 3692 45. 7 3 0. 0 8076 100. 0 105 , 4 4820 59. 7 4817 59. 7 6809 84. 3 6806 84. 3 
Trips to Cos.< 50, 000 2 72770 89. 9 14. 2 67 101!49 •n. • 59618 BZ. Z 1~:,sz 17. 8 24'). 1 70547 96. 9 1072Q 14 , 7 71915 98. 8 12097 16. 6 

SUMMARY OF ALL CLASS llt CITIES 
All Purpose Trips 126358 100.0 4S. S Z10 103383 81. 8 82472 65. 3 43886 34. 7 119. 1 100247 79. 3 17775 14. 0 117751 93. 2 35279 27. 9 
Pur . l Work Trips 550·28 4l. 5 41>. I 164 44289 80. 5 34880 63. 4 20148 36 . 6 116. 8 42646 77. 5 7766 14. I 50758 92. 2 15878 28. 8 
Pur. Z Business Trips Zl575 17. 1 45. '1' , .. 16873 78. 2 13656 63. 3 7919 36. 7 115. 5 16579 76. 11 2923 13) 5 19987 9Z . 6 6331 29. 3 
Pur. 3 Recr, Trips~ 11132 9. 9 37. 7 S7 1572 85. 8 1309 71. 5 523 28. 5 131. 9 1529 83. 5 220 IZ . 0 1680 91. 7 371 20. 2 
1-'ur. 'i !:>oc. l ripe ~JT " ' ~· . ?5 M~@ "' ' 1368 61. 2 866 38. 8 117. 8 1833 82. 1 465 20. 9 2091 9Z. I 723 30, 9 I 

Fur. 5 Other Trips 111317 14. 5 42. 7 10 15116 85. 8 11935 65. 2 6382 34. 8 112. 0 15091 82. 4 315b n . " J t"l "i 't '15 ... e.,..,n '" ' 
Pur. 3-4 Soc. -Rec. Trips 31418 z.4. 9 45. • 143 Ze-512 84. 4 22007 70. 0 9411 30. 0 137. I 25938 82. 6 3931 12. 6 29552 94, I 7545 24. I 
Trips to SMSA 1 s 35958 211_4 ss." 74 z6,n 75. 0 26972 75. 0 8986 ZS. 0 222. 6 27116 15. 4 ' 144 0. 4 32178 89. 5 5206 14. 5 
Trips to SMSA1 111 > 1,000,000 1>583 SZ. I 179. I u, 0 o. 0 0 0. 0 6583 100. 0 179. 0 144 2. 9 144 2. 9 4463 67. 8 4463 67.8 
Tr.ips to SMSA's< l, 000, 000 29375 23. 2 27. ' S4 Z'9n 91. 8 26972 91. 8 2403 B. 2 340. 9 26972 91. 8 0 0. 0 27715 94. 3 743 2. 5 
Trips to Cos.> 50,000 78070 61. 8 )S,. C> lo6 66634 115. 4 62736 80. 4 15334 19. 6 169. 6 67159 86. 0 4423 5. 6 73363 94. 0 10627 13. 6 
Trips to Cos.< 50, 000 2 48282 38.Z &2., 1,4 3'749 76. r 19736 40. 9 211546 ·59. I 84. 7 33088 68. 5 13352 27 . 6 44388 91. 9 24652 51. 0 

SUMMARY OF ALL CLASS IV CITIES 
All Purpose Trips 369938 100.t) s,. 8 ~ Zff290· 66 . 0 276851 74. 8 93087 ZS. 2· 182. 2 207672 83. 2 30821 8. 4 331848 89. 7 54997 14. 9 

Pur. 1 Work Tripe l76L71 47. 6 41,, z - 11824'> 67. l 134906 76. 6 41265 23. 4 147. 2 151060 85. 7 16154 9. I 161274 91. 5 26368 14. 9 
Pur, 2 Business Trips 65-556 17. 7 '4. 8 l!M 4109' ,3. 5 41>818 71. 4 187311 28. 6 186. 9 51274 78. Z 4456 6. B 56947 86. 9 8819 15. S 
Pur. 3 Recr. Trips4 4377 7.5 60. 5 IM 3ll9 76. t 2625 60. 0 1752 40. 0 130. 0 3349 76. 5 724 16 . 5 3973 90. 8 1348 30. 8 
Pur . 4 Soc. Trips 4 5783 ~-" u .• 105 S6l7 s...' 4184 72. of 1599 ?? . /., 114. 0 4979 86. I 795 13. 7 5471 94. 6 1287 22. z 
Pur. 5 Other Trips '3,7767 10. z 41 . ., 17S. Z9t87 77. 3 28579 75. 7 9188 l4. 3 176. l 319111 84. 5 3339 8. 8 34994 92. 7 6415 17. 0 
Pur. 3-4 Soc. -Rec , Trips 903H 24.4 .,.o l78 59516 65. 9 66231 73. 3 24112 26. 7 214. 6 73122 80. 9 6891 7. 6 78750 87. Z 12519 13. 9 1 
Trips to SMSA's 277047 74. 9 40.1 )69 140479 50.1 257504 92. 9 19543 7. l 375. 9 257504 92. 9 0 o. 0 ~58441 93, 3 937 0.4 
Trips to SMSA's>l,000,000 188702 5-I. 9 ll. 3 411 61069 12. 4 178094 94. 4 10608 5. 6 343. 9 178094 94. 4 0 0. 0 178596 94. 6 502 

o. 21 Trips to SMSA's <l,000,000 88342 B.9 46. 4 tt• 79"10 89. 9 79'410 8?. ? 8932 10 . I 4ll 4 7HIO 89, 9 0 o. 0 79845 90. 4 435 o. 5 
Trips to Cos.> 50,000 273754 74.0 45.0, Z40 B1834 411. 2 245310 119. 6 28444 10. 4 289. 4 247782 90 . 5 2472 0. 9 251269 91. 8 5959 l. l 

Trips to Cos.< 50, 0002 82237 22. 2 96 . ., )62 4050 49. 3 17619 21. 4 64618 78. 6 116. 8 45968 55. 9 28349 34. 5 66657 81. I 49038 59. 7 

SUMMARY OF ALL 22 (;ITIES 
All Purpose Tripe 664022 lOO. C> ""·" 3'J(, 497787 75.0 481149 72. 5 182873 27 . 5 147. 6 556534 83. 8 75385 II . 3 609267 91. 8 128118 19. 3 
Purpose 1 Work Trips 29&042 44.' ,n.:, ZOO· ZZl90). 7S.. I ZU169 73. 5 78873 26. 5 125. B 254717 85 . 5 35548 11. 9 276925 92. 9 57756 19. 4 
Purpose Z 8u•lno1s TrJps 12)679 18.6- 49. 7 17Z 90878 7l. ~ 67710 70. 9 35963 Z9. l 146, 5 !00863 81. 5 13147 10. 6 112222 90. 7 24506 19. 4 
Purpose 3 Recr. Trip• 11206 ll>.9 57.2 t.7 UT66 80.!I 112211 1,5, 3 5978 34. 7 149. 2 13964 Bl. 2 2736 15. 9 15564 90. 5 4336 25. 2 
Purpose 4 Soctal Trip•S 1)8"5 13.i 38., 54 11797 as.2 9664 69. 8 4181 30. 2 107. 6 11907 86. 0 2243 16 . 2 13089 94. 5 3425 24. 7 
Purpose 5 Other Trips 85029 12. If 3'.o "' 110.7 8'3,,6 63384 74. 5 21645 ZS. 5 127. 7 74145 87. 2 10761 12 . 6 80983 ~5. Z 17599 20. 7 
Purpose 3-4 Soc. -Rec. Tripa t5709Z Z3,l, 0_1 »67 113823 7Z.4 110576 70. 4 46516 29. 6 181. 6 125536 79. 9 14960 9. 5 139277 BB. 6 28701 18. 3 
Trips to SMSA I s 348440 52.S 45-.8 uz i,10&6 S4.8 303021 87. 0 45419 13. 0 260. 4 308029 BB. 4 5008 I. 4 319794 91.11 16773 4. 8 
Trips to SMSA > l, 000, 000 215189 3Z . 4 44. s. 30 7510-0 34.9' 189316 88. 0 25873 12. 0 236. 8 191948 89 . 2 2632 I. z 198435 92. 2 9119 4. 2 
Trips to SMSA < 1,000,000 133248 20.'1 45,., 72 IIS986 87.CJ IH705 85. 3 19543 14. 7 299. I 116081 87. I 2376 I. 8 12135.9 91. I 7654 5. 8 
Trips to Cos . > 50,000 41ll65 U.9' '"·' 15" Z4Z04S SR. 9 34G35B 82. 8 70807 17. Z 199. 4 359731 87. 5 19373 4. 7 376871 91. 7 36513 B. 9 
Trips to Cos. < 50, oooZ 238858 3&.o 5,], Z' 237 2Z2633 93. Z 126872 53. 1 111986 46. 9 123. 4 182836 76. 5 55964 23. 4 217566 91. I 90694 38. 0 

. . 
I Humboldt, Rogeraville, and Sturg.eon :Bay are the onty ci.ii .. • in thia cla:•slfication, but all the citie1 in thi11 class are included in the combined social-recreation purpose. 

2 These counties are not contained within a S.MSA; all counb.-. £2:7) le•• than 50, 000 and within SMSA's were excluded. 

3 Sheboygan is the only ci.ty in thia clasaification. but all th citie• i.n this cla.al a.re included in the combined social - recreation purpose, 



(61) ((Z) 

rripe WithLn 
4 hr•,;, 

% of 
Trips Total 

84850 97 . 7 
32196 96. 7 
12072 98 . 5 

3713 89. 6 
1523 96. 4 

17307 99. 6 
22955 94. 8 
Z8ll9 95.5 
16165 96. 0 
11364 q4, 8 
49763 97 . l 
35098 98. 7 

80032 98. 9 
33651 99. 2 
24009 98 . 8 

6633 96. 7 
4197 90. e 

11538 99. 7 
10830 n .s 

5614 93. 9 
2320 95. 2 
3294 93. 0 
7560 93. 6 

72362 99. 4 

122845 97. 2 
53463 97 . 2 
20959 97. I 

1771 96. 7 
2175 97. 4 

17932 97. 9 
30492 97. I 
34109 94. 9 

5349 81. 3 
28460 96. 9 
75915 97. 2 
46915 97. Z 

352274 95. 2 
170276 96. 7 
61268 93. 5 

4253 97. Z 
5663 97. 9 

36678 97. I 
83521 92. 4 

266848 96. 3 
183531 97. 3 

83317 94. 3 
261931 95. 7 

76410 92. 9 

640001 96. 4 
289886 97. 3 
118308 95. 7 

16370 95. 1 
13558 97. 9 
83455 98. 1 

147798 94. I 
334700 96. 1 
207965 96.6 
126435 94. 9 
395169 96.1 
Z."30785 Er.I,, 

(63) (64) 
Trips Within 

35 min. to 4 hrs 

I Trips 

% of 
Total 

22842 26. 3 
8599 26. I 
2478 20. 2 
1010 24. 4 

502 31. 8 
3446 19, 8 
8299 34. 3 
9584 32. 5 
5543 31. 7 
4041 33. 7 

17452 34. 0 
5399 15. 2 

20214 ZS . 0 
8 165 24. I 
6361 26 . 2 
2042 29. 8 
1106 26. I 
252 9 21. 9 
3118 28 . 3 
5614 93 , 9 
2320 95 . 2 
3294 93 . 0 
7557 93. 6 

12544 17. 2 

40373 3 1. 9 
18583 33. 8 

7303 33 . 8 
462 25. 2 
807 36. 2 

5997 32. 7 
8485 27. 1 
7137 19. 9 
5349 81. 3 
1488 5. 1 

13179 16 . 8 
27179 56. 3 

75423 20 . 4 
35370 20. 1 
14450 22. 1 

1628 37. 2 
1479 25·. 5 
8099 21. 4 

17290 19. 1 
9344 3. 4 
5437 2. 9 
3907 4. 4 

16621 6. 1 
58791 71. 5 

158852 23. 9 
70717 23. 7 
30592 24.9 
5142 29. 9 
3894 28. 1 

20071 23. 6 
37222 23. 7 
31679 9. 1 
18649 8. 6 
12730 9. 6 
54811 13. 3 

- 1~91'3- 4 . • 

(65) (66) 
Trips Within 

6 hrs. 

% of 
Tripe Total 

85494 98. 5 
32638 99. I 
12114 98 . 8 

3939 95. 2 
1569 99.4 

17333 99. 8 
23378 96. 5 
28503 96 . 8 
17003 9'7. 3 
l!SOO 95. 9 
50229 98.0 
35285 99. 2 

80.;91 99. 4 
33764 99. 6 
24171 99 . 5 

6677 97. 3 
4214 99. 2 

11555 99. 8 
10891 98 . 0 

5725 95. 8 
2330 95. 6 
3395 95. 9 
7744 95. 8 

72559 99. 7 

124196 98. 3 
54102 98. 3 
21260 98 . 5 

1812 98. 9 
2187 97. 9 

18003 98 . 3 
30819 98. I 
34697 96 . 5 

5932 90. I 
28765 97. 9 
76664 98. 2 
47516 98. 4 

359415 97 . 2 
172615 9,1. 0 

63341 96 . 6 
4287 98 . 0 
5711 98 . 8 

37160 98. 4 
86513 95. 8 

269971 97. 4 
!85348 98 . 2 
84623 95. 8 

265864 97. l 
79647 96. 9 

649496 97. 8 
293119 98. 3' 
120886 91.1 

16715 97. l 
13681 98. 8 
84051 98. 8 

151601 % . 5 
338896 9'7 . 3 
210613 97.9 
128283 96. 3 
400501 97.4 

-2-3500 ~4-

(67) (68) 
Trips Within 

35 min. to 6 hrs 

% of 
Trips Total 

23486 27.0 
8741 26. 5 
2520 20. 6 
1236 29. 9 

S48 34. 7 
3472 20.0 
87Z2 :lb. 0 
9958 n.& 
5781 33.0 
4177 34.8 

17920 35. 0 
5584 15. 7 

20573 ZS. 5 
8278 24. 5 
652} 26 . 9 
2086 30. 4 
1123 26. S 
2546 22. 0 
3209 28. 9 
5725 95. 8 
2330 95. 6 
3395 95. 9 
77'4! 95. 8 

12741 17. 5 

41724 n.o 
19222 34. 9 

7604 35.2 
503 27. 4 
819 3l.. 1 

6068 33. 1 
8812 28. l 
7725 ~l. 5 
5932 90 . 1 
1793 6.1 

Il9l8 17.8 
27780 5-7. 5 

825"4 22.4 
37709 21.4 
16523 25. 2 

1662 38. 0 
1527 Zo.4 
8581 22. 7 

20282 22. S 
12467 4. 5 
7254 3. 8 
5213 5. 9 

20554 7. 5 
62028 75. 5 

168347 ZS. 3 
73950 24.8 
33170 Z7. 0 

5487 31. 9 
4-017 29.0 

20658 Z4. 3 
41025 zi.. 1 
35875 10. 3 
2:1297 9. 9 
i.4578 11. 0 
60143 14. 6 
081')5 

(69) (70) 
Tripe Within 

8 h.rs . 

Trips 

8S8S3 
32734 
1217L 

3971 
1571 

17342 
23574 
Z873S 
17113 
11622 
50485 
35402 

80S56 
33809 
24228 

6723 
4222 

11562 
10945 

5780 
2350 
3430 
7834 

72653 

125059 
54544 
21427 

f819 
2203 

18080 
309'12 
35-137 

622.9 
2890·8 
7714/> 
47896 

3'64107 
174385 
645-39 

4307 
5725 

373I4 
88076 

2 73028 
187018 
86010 

269239 
80941 

65'>575 
Z9547Z 
IZZ~5 

16aZO 
B7Zl 
842911 

H1587 

o/, 
T 

, ol 
otal 

98. 9 
99. 4 
99. 3 
96. O 
99. 5 
9'1. 8 
97. 3 
97. 6 
'/11.0 
96.9 
98. 5 
9-').5 

99. o 
99. 7 
99. 7 
98.0 
9-').4 

99. 9-
98.5 
9i,. 7 
96. 4 
96. 9-
97.0 
9').lt 

99-.0 
99.1 
99.3 
99.3 
98.6 
98. 7 
98.6 
91. 1 
94.6 
98. 4 
98. 8 
9'1.2 

98.4 
99.0 
98. 4 
98.4 
99.0 
98.8 
97. 5 
98. 5 
99.1 
97. 4 
98. 4 
98. 4 

9&. 7 
~.l 
98. 9 
91.8 
c». l 
9'1. I 
97. S 
'}&. 3 
98, 8 
97.,;, 

(71) (7Z) 
Tripe Within 

35 min. to 8 hrs 

% of 
Trip• Total 

23841 Z1.5 
8&37 U . B 
2571 21. 0 
1268 30.' 

550 34. 8 
3481 20. G 
8918 lo. 8 

IOl9Z 34,6 
5891 )3. 7 
41.9'1 35. S 

lat,& ]5,. 5 
5703 le. O 

2:0738 Z5. T 
83Z3 n., 
l,581) l.7.1 
z.nz ll. I 
IHI 2:6 . 7 
Z553 ZZ. I 
31.63 29.4 
5-780 \16. 7 
~350 ,._4 
3430 96. 9 
7831 'l'l.O 

121135 17.6 

42587 )3. 7 
19664 35. 7 

7711 lo.O 
510 Z7. 8 
us 37. 4 

6145 33. s, 
&965 26.I, 
8165 Z2. 7 
,z29 '4. 6 
1936 6.1> 

l44f0 }8 .• 4 
Z8161l 58. 3 

&725'. u ., 
39479 Z2. 4 
1772:1 27 . IJ 

IE.&Z 38.4 
lS4-l 2,. (, 
8135- Z3. l 

21845 24. 2 
15524 5. 6 
S924 4 . 1 
6600 7. 5 

23929 8. 8 
63322 17. 0 

IU4Z6 ZI> . 3 
76303 25. 6 
34649 28 . 0 

5592 32. 5 
4057 29-. 3 

Z0114 24. 6 
430'fl 27. 4 
39659 II. 3 
23394 10.8 
16265 lZ.Z 

34.!'li80 
Zl27f0 
129970 
4-04704 

·nu9sz-
98. 4 64346 15 . 6 
"9lf."Z' noozo 46. l 

(73) (74) 
T ri:,a Wi:tJ:un 

lb bra. 

'!', of 
Tripe Tota.I 

M.4U, 99.5 
3Z8N 99.'1 
IZZIS- 99. 7 
4076 911. 5-
)578 99.'1' 

17366 JOO.CJ 
Zl,O)lS 98. 7 
Z910e 911 •• 
17Z4' ,a. 7 
118'0 ,.., 
SGa,2 '9.3 
35531 '9.9 

IO&H 'J'l,., 
3]&87 .,.,., 
242&5 }00.0 

"811 
"· 3 

\15) 17&) 
Trip• Within 

)Sm.in.to lb hra 

,.o of 

Tri.pa Totat 

244-08 ZS,. I 
11983 27.3 
ZE.21 Zl.4 
t313 33.Z 

557 35. 3 
. 3505 Z0.2 
'.IZ5'1 38.Z 

10561 35.S 
6024 34.4 
4537 37. 8 

18583 3&.3 
5838 16.4 

2~ 26.0 
8401 Z4. i 
6637 Z1.4 
zzzo 32.4 

(77} (711) 
Trip• WithiA 

Z4: hra. 

(79) (80) 
Trips Within 

35" mlll. to Z4 hrs 

(81) (82) 
Trips'>Z4 hrs . 

'f,.,f 1•of %of 
T rip• Total Trips Total Tripe Total 

8"15-5 
32917 
12246 

4120 
157S 

17J.7t 
24171, 
~7 
l74S8 
11949 
5120<1 
),55-511 

11-0IHS 
33907 
Zof.l:llll 

99. 9 
101).11 
99.9 
99.6 
99,. 9 

100.0 
'19.8, 
99.li 

um. o 
99. 7 
99. 9-

100:.G 

100.0 
100.0 
100, 0 
99.8 

24747 
,020 
Zb5-2 
1417 

557 
3510 
95'20 

108(,Z 
'236 
46Z6 

1&900 
51159 

Z.10/,& 

8421 
6b4-0 
U5& 

ZS. 5 ,1 0.1 
27. 4 10 0 . 0 
21. 6 JO 0.1 
,4. 3 17 o . 4 
3S. 3 O. l 
ZII. 2 1 o.o 
3'. ) 46 0. 2 
36. IJ 49 0 . 2 
)5. 7 8 0.0 
38.' 41 0 . 3 
3' . ., 53. 0.1 
16. 5- 11 0.0 

li. I 26 0.0 
Z4.9- 9- 0 . 0 
27. 4 · 4 o.o 
3Z.9 II 0.2 

4Z4!> 'J9. '1 . 115'5 27.Z 
6849 
4247 

11573 
1!09" 
~6 

100, 0 1156 Z1. 3 z 0.0 
U57Z 100.0 
11115, '!').5-

5915- 96.9 
2421> 99.3 
3495 98. 7 
MI04 ,,. I 

7275-1 1111.0 

12595" ,.,_ 1 

5492' '9.8 
Zl54Z ,,_. 

HZI> 
"· 7 zzze, "'·" HZ35 "·" 31233 '9.4 

3,5',45 '9. I 
"437 '7.11 

2').!D& ,.,. ... 
17725 9'.E, 
41!Z21 '*·' 

)Uoo{, 9'>. 5 
175740 '». 8 
1,5255 ')'1.5 

U-53 "·' 5m "·' 37554 '*·" 119-180 
"'· 0 

275587 99'.S, 
1&8(133 "·' 87551 99.l 
272103 .,,_ 4 

' 81951 '/'t. 7 

' 661!9!Z "'·" 2.974)3 9'9.IJ 
1232,,1 '99. 7 

17066 9'}.Z 
138N 9'9.8 
&4727 

"· 6 
155'34 ;;-L 
346253 .4 
~14136 '9.5 
llZ1!4 9'). I 
4087Z4' --· Z38460 919'.& 

Z5&3 
3374 
5915 
2420 
3-49'5 
IIIXH 

129:H 

'5HS4 
Z:0046 

llMI& 
517 
115Z 

l,]00 

9'ZZ6 
8(,73, 

6431 
Z:231, 

149&9 
lll4&5 

9lf55· -H IIH37 
17Z8 
15'3 
&9'75· 

2'324-9 
!80&3 

'l"139 
8141 

2&793 
64332 

J-43 
1&2"4 
)5581 

5838 
415' 

21343' 
45101! 
UZ3Z 
Z4821> 
f&40'1 

"'1" 
111588 

ZZ.l 
30.4 
,ti.') 

99.3 
98 . 7 
9'9.1 
t7.ll 

l4.4 
3E>. 4 
]I>. 5 
Z8.2 
33.Z 
34. 4 
l9.4 
24.1 
97.11 
7.6 

19.Z 
59'.0 

M. 7 
23.Z 
Zli. l 
39.5 
27.5 
23. 7 
ZS. 7 
6. 6 
5.1 
9 , 2 
9.8 

28. ~ 

Z7. ! 

} 

2431 
lS35 
80e2 

72758 

26U6 
54976 
215-57 

182& 
22:29 

18271 
312.94 
35754 
"47Q· 

2'9'2M 
77848 
48Z61 

1 
369394 

76IO) 
65468. 

4369 
5-781 

311>49 

2 
I 

z 

6 

90-119 
7664!2 
IWl!H5 
8812'4 
73289 
82152 

26.3 ' Z. 
(dl43 
979CH 
Z355~ 
17166 
13'&35 
CH864 
54635 
~771>9 
14&74 
3Z&9Z 

1~ 
311-729 

ZS. 8 l 
33.~ 
3'8.0 · 
ZS-. l 
ZII. 7 l 
LZ. 4 y 

U.5 z 
13.8 I 
>L L .t. 

41,. 7 2 

100.0 2564 zz. 2 0 o. 0 
9'9'. 9· 3414 )O~ 7 I 13 0.1 
99.8 596', 9-9. 8 ' 13 o . 2 
9-9. 7 243! 99-. 7 7 o. 3 
99.8 35-35 99.8 6 o. 2 
99. 8 IW59 99-.8 17 0.2 

100 . 0 1294-0 n . s u o. 0 

9') . 8 43644 34. 5 242 0. 2 
9'). 9 20096 36. 5 52 0. l 
99. 9 1901 36. 6 18 0.1 
9'). & 519 28.3 4 0.2 
99. S 861 la., 5 o. 2 
99. 7 633(, 34. 5 4E, 0.3 
99. 6 9287 29-. 6 [24 0. 4 
99.4 r.1sz 24.4 204 o.6 
98.3 6470' '16.] 113 1;7 
99.1 2312 1.9 91 o. 3 
,,. 7 15112 19-. 3 222 o. 3 

f00.0 28526 59. l 21 o . 0 

<n.9 92.543 Z.5-.1 544 O. 1 
100 . 0 -ill'.15 B.~ 10 o . 0 

'1'1.9 18650 28.5 &8 o. 1 
99. !I 1744 3-9-.S II 0. 2 

100. 0 159-7 27.6· 2 0.0 
99. 7 9'>70 Z4.0 118 0. 3 
9'), 8 23888 26. 5 224 0. Z 

9-9. 9 19138 7.0 405 0.1 
99. 9' lMZl 5. 5- 187 O. 1 

99.8 S7E4 9. 9- 218 o. 2 
99, 8 27979 10. 2 465 o. 2 
99. 9 64532 78. 5 85 0. 1 

99 . 9 1819',4 21. 4 879- O. 1 
100 . 0 7873-Z ZI>. 4 !41 o. 0 

99.9 35843 2.9.0 lZO O. I 
99. 8 59~ 34. 5 40 o. 2 
9'1. 9 4171 30. l 10 o. l 
99.8 ZL480 25. 2 165 o . 2 
')'j,, 7 46109 Z9. 3 407 0. 3 
99. 8 44748 12 . S 671 0 . 2 

"'· 9-
25558 Il. 9 315 O. 1 

'1'}. 7 l'JlS7 H,. 4 356 0.3 
, ...a.. 0050 a(). 7~ 

,.,_ 'f 111&57 46 . 11 IZ9 0. I 

4 Chattanooga is the only city in thi1 claaeiiicaCion,, but all lPae citie• in thh cla111 a.re included in the combined aocial-recreation purpose. 

47 

5Hwnboldt, Rogersville, Sturgeon Bay,. Sheboygan. Cb,;a~ .. Ath.e~, Colwnbia1 Dyersburg, Morristown, and West Bend are the only cities in this classii'ication, but all the 
cities in this class are included in the combh:1ed aocial-r"ecrea.tion purpose .. 
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TABLE C-2 

SUMMARIES OF THE 22 INDIVIDUAL CITIES IN THE STUDY 

(1) jZ) (3) 

Avg. 

Av1. ~- off 
'.J:np '-'o• .. 

i5l j6) 
Tri.pa to 

Adj. Coa. 

% of LeA. Attn. % of 
Time Distribution of Tripe Total (Min.) Tripa 'T:ripe Total 

HUMB<l.DT, 1ENNESS£F. S11JDY AREA 

All Purpoae 1:r1ps 
Purj)oae 1 Work Tripe 
Purpose Z Buaineae Tripi 
Purpose 3 B.ecr. Tripa 
Purpo•e 4 Social Trips 
Purpo1e 5 Other Tripe 
P11rpose 3-4 Soc. -Rec:. Trip• 
Trip• to SMSA 1 1 

Trip• to SMSA > 1. 000. 000 
Tripa to SMSA < 1. 000, 000 
Trip• to Coe. > 50., 000

1 
Trip a to Co:!.. < 50, OOQ 

7032 
2652. 
2.495 

927 
148 
.811 

1075 
199 

13 
186 

1336 
5707 

ROOERSVIUf. TEMESSEf. STUDY AREA 

All P11rpo•e Tripa 
Purpose 1 Work Trips 
Purpose 2 Business Tripe 
Purpose 3 ltecr. Trip111 
Purpose 4 Soc. Trips 
Purpoae 5 Other Tripa 
Purpose 3.4 Soc. -R.ec. Tripe 
Trips to SMSA's 
Tripe to SMSA'e > 1,000,000 
Trips to SMSA's< l, 000, 000 
Trips to Cos. > 50, 000

1 Tripe to Cos. < 50,000 

8869 
1063 
3811 

795 
71. 

112.3 
867 
295 

1.5 
2.70 
941 

7931 

100. 0 lC .. ~ 
37. 7 2.0. 5 
35. S 27.i 
13. 2. 83. J 
1.. I Z4. 2 

11. S 14. I 
l~. 3 icJ.l 
z. 8 337. 5 
o.z 711,(!.0 

z. 6 :t04.' 
19.0 86. I 
81.Z 18.J 

lQO. 0 
35. 9 
44. 7 

31. 9 
20.2 
Z4.6 

9, 0 144. 2. 
0. 8 116. 7 

13.Z 11.l 
9.8 133.2 
3. 5 .U9. Z 
o. 3 1037. 2. 
3.2. 371..8 

11.0 192..8 
93.0 12. 9 

BURLINGTON, WISCONSI~ STUOY AREA 

All PuI"pose Trips 
Purpose 1 Work Trips 
Purpose ? Bu•lnd•e Trip• 
Purpose 3 Rcci-. Trlp•2. 
Purpose 4 Soc, Trlp.2 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -B.ec. Trips 
Trips to SMSA's 
Tripe to SMSA's> 1,000,000 
Trip• to SMSA's < l, 000, 000 
Trip11 to Coe. > 50,000 
Trip11 to Coe. < 50, 000 1 

,1!?73 
5489 
1268 

2.590 
2.U6 
9006 
1611 
1395 

11681 
91 

EUCHORN, WISCONSI~ STUDY AREA 

All Purpose Trips 
Purpose 1 Work Tripe 
Pl.lrpose Z. Bu.•'tlle• • Tdp• 
Pu,·pGse 3 Aeor. Trip•.2. 
Puzpose 4 Soc.. Trip,z 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -llec. Tripa 
TJ'ipa to SMSA's 
Trips to SMSA's> l, 000, 000 
Tripa tc SMSA'~< 1, 000 1 000 
Tripa to Cos. > s9, 000

1 
Trips to Cos.< 50,000 

131.8 
2.692. 
2.076 
1383 
693 

7971 
76 

100. 0 
46.6 
10.8 

22.0 
20.6 
77.4 
13.6 
62.. s 

25.4 
2.8. 0 
19. J 

19. S 
2.9. I 
11. 9 
42.. 9 

5.1. 
99. Z Z3. 9 
0.1 221.0 

100.0 
37. 9 
IZ.O 

16.S 
33. 5 
25.8 
17. 2 
8. 6 

99. 0 
1. 0 

60.6 
36.2. 
30.8 

6. 7 
12.3. 4 
2.09. 7 
2.02.. 7 
1.2.3. 8 

57. 9 
418. 8 

LAKE GEt.IVA,, WISCONSIN, STUOY AREA 

All Purpose Trips 
Purpose 1 Work Tripe 
Purpose 2 Bu11lnee& Trlps 
Purpose 3 Recr. T~ipa2 
Purpoae 4 Soc. Trip•2 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec. Trip• 
Tripe to 6MSA1 • 

Trip a to SMSA's > l, 000, 000 
Trips to SMSA's< 1,000,000 
Trip• to Cos. > SO, 000 
Trips to Cos. < 50. oool 

12.188 
31.47 

872 

2542 
552.1 
4783 
32.2.6 
1557 

IZ.087 
98 

MONROE, WISCONSIN, STUDY AREA 

All Purpoae Trip• 
Purpose 1 Work Trips 
Purpos.e 2 Bualnes• Tr ps 
Purpose 3 .Recr. Trip:1111 2 

Purpose 4 Soc.. Trip ti1 2 
Purpoae 5 Other Trips 
Purpose 3-4 Soc. -llec. Trip• 
Trips to SMSA'• 
Tripo to SMSA's> I, 000. 0-00 
Trip• to SMSA'•< 1,.000,.000 
Trips to Cuii. :> 50,000 
Trip• to Coa. < 50, oool 

9596 
4508 

741 

2.334 
2.016 

934 
184 
7SO 

1530 
8066 

100.0 
2.6.6 

7.2. 

2.0.9 
45. l 
39.2 
Z6.5 
12..8 
99.1 
0.8 

100 . 0 
46.9 
7.? 

2.4. J. 
ZI.O 
9. 7 
1.? 
7.8 

IS. 9 
84.1 

63.2. 
39.6 
62.. 7 

2.0.8 
,s.9 

148. I 
157.4 
12.8. 7 
60. 9 

307. 5 

32..0 
32..4 
1.4. 1 

2.7.2 
40.0 

12.1.0 
2.19. 7 
96.8 

102..8 
18.6 

31 
43 
50 
a 

u 
Sl 
26 

8 
l8 
35 
5'I 

1,02. 
34 
45 
70 

5 
14 
70 
38 

8 
30 
51 
55 

100 
65 
1.1. 

14 ., 
37 
1s · 
21 
St, 

40 

191 
67 
34 

H, 
149 
106 

35 
68 

134 
56 

175 
55 
39 

u, 
ISO 

93 
31 
60 

11.4 
49 

119 
76 
15 

2.8 
71 
45 
15 
30 
67 
51. 

2047 
1956 
638 

87 
652. 
7ZS 

0 
0 
0 

1116 
5380 

7977 
2.894 
3609 
62.6 

71 
1097 
691 

0 
0 
0 

617 
7691 

11008 
5080 
12.29 

2531 
2.169 
8468 
1145 
7323 

iiUVO 
0 

6349 
2.583 

82.2. 

59 
lo46 

498 
115 
383 

6344 

8674 
2.683 

6.U 

1.2.98 
3055 
142.2 

1.28 
1194 
11664 

10 

8936 
4183 

708 

22.Z6 
1819 
670 

0 
670 

1157 
7779 

77.Z 
78.4 
68.8 
58.8 

80. °' 
10. J 
0. 0 
o.o 
0,0 

83. 5 
94. 3 

89. 9 
94. 5 
94. 7 
78. 7 
98.6 
97. 7 
80. 4 
0.0 
o.o 
o. 0 

65.6 
97. 0 

93. 5 
9Z. 5 

96. 9 

97. 7 
89. 4 
94. 0 
71.1 
99. O 

o. 0 

78. 9 
84. 7 
85.1 

4.4 
61. I 
24.0 
8. 3 
9. 1 

79.6 
6. 3 

71. 2 
82..6 
73.6 

90_4 
55. 3 
2.9. 7 

7. I 
76.8 
71. 7 
10.2 

93. I 
92.. 7 
95. 5 

95. 3 
90.2 
71. 7 
o.o 

89.4 
75.6 
96.4 

(7) 181 
Tri,tu Wj!llw, 

3S mim.. 

(H,) 

T ri]141 > 35 m.in. 

Av.g. 
Trip 

{12) 
Trips Within 

i h:r .. 

·% of % of Len. % cf 

•jU,j ,(151 
T~ip,I Withia 

35 min.. .to 11 h:r. 

,-o of 

'(16) 
Tripii W.ith.:in 

.!. Ua. 

(18j (l'l 
I'r~• Wldua 

J"S~1l11.Zhrs .. 

0/o,o! "),.of 
ripe Tot.al · .ripe T·otal !(Min.·) Trips Toi:a:l rip• Total ! Trlpa Total I'rip,1 'll'-1 

fl!-3 
2.43Z 
2175 

749 
134 
766 
891 

(I ,, 
0 

111<1 
51]7 

7468 
2.576 
31.11 

S7D 
,6Z 

1041. 
632 

0 

0 
0 
•O 

7468 

81.25 
3145 

956 

186" 
16S9 
81.2.5 

902. 
7323 

5'605 
1.2.09 

709 

1Z37 
1+49 

0 
0 
0 

5605 
0 

7043 
2146 

4'13 

2.017 
2.387 

0 
Q 

0 
7043 

0 

5668 
2.735 

482. 

13'1M 
1147 

0 
0 
0 
0 

5"'8 

@@, ,,_ , 

91. '.7 
.87.Z 
80. 8 
90.S 
'94. 5 
flZc I 

o. 0 
0. 0 
o.a 

.u. 5 
,o.o 

84. 2 
.84.1 
84. 4 
71. 7 
86.1 
92. 8 
72.. 9 
o.o 
0.6 
0. 0 
ti. 0 

'14.2. 

.f,9. 7 
68.2. 
7S. 4 

7Z.O 
68. 4 
91. 3 
56.0 
'!9.<l 

0.0 

6·9. 7 
72.5 
13.4 

93.1 
53. 8 
0.0 
0.0 
o.o 

ro. 3 
0.0 

S7.8 
66.1 
56. 5 

79. 3 
·U.2 
o.·o 
Q.(J 

0.0 
58. 3 
o.o 

59. I 
60. 7 
65.0 

55. 9 
56. 9 
0.0 
o.o 
o. 0 
0.0 

70.3 

77' U. I d'!q. 'l 
2.ZO 8.3 U6.7 
ll11 12.. I 155. 4 
178 19. l. 3,£,.5 
a 9.5 100. 1 
45 5. 5 ·84.2 

1~2 17. 9 il7 .. , 
199 100. O 337. 5 

13 100. ,0 780. 0 
1s6 too. o 306. 1, 

1.2.0 16. 5 368. 5 
570 10. 0 U9. 2. 

1•01 15.8 190.3 
487 15. '1 114.'9 
5·'14 15.6 144.2 
us 28. 3 503. Z 

21) 13.9 42.0 
Bl 7.2 139.6 

235 27. I 483.t> 
295 100. 0 4Z9. Z 

25 100. 0 !•037. 2 
no u~o.<i 372. e 
•'J41 1,00.,0 192. 8 
463 5 . 8 1,85.? 

3548 
1744 

312 

724 
767 
781 
7-09 

12 

'li 

30.3 74.0 
31.8 77.2 
2.4.6 68. 8 

;t8.0 60. 9 
31.6 79.1 
a. 7 '1~.z 

.... 0 71. 9 
1.0 27Z.9 2,.~ .,.n n 

100. 0 ?18.0 

Z44'! 30. 3 1''9. 5 
840 27. 5 IW. 7 
l.57 1.6. 6 114. 4 

q1 6.9 '92.3 
1243 ~6. 2 266. 'l 
Z076 100 . 0 206.! 
i383 10·0. 0 1.02.. 7 
693 100. 0 223. 8 

2.'1,t,o 29 . 7 ;q5_0 
76 100. 0 418. 8 

5145 
llOi 

379 

525 
3134 
4783 
lZ2b 
1557 
50+4 

98 

392.8 
1773 

2.59 

1030 
869 
934 
184 
750 

1530 
2398 

.U.2 149.6 
33. 9 116.6 
43. 5 144. 1 

2.0. 7 99. 4 
56 . 8 168. 9 

100. 0 148. 1 
11)0.0 157. 4 
100. 0 11.8. 7 
41. 7 146. I 

I00.-0 307.5 

40. 9 78. 2 
29. 3 82.2 
35.0 67.2 

+4.1 61.2 
43. l 92.5 

100.0 12.LO 
100. 0 129. 7 
100.0 96. 8 
100.0 1oz. 8 
Z'l.7 62.2 

f1033 
LBJO 
3444 
61,0 

69 
1078 
6H 

,o 
0 
-0 

4~ 
7535 

U!32 
51-41 
1234 

2550 
2.207 
8584 
IZ61 
7lZ3 

• ~ I ;,.4 

8 

1z.q5 
1617 

387 
6, 

3,1.0 

.f,233 
0 

7976 
2518 

596 

2137 
27Z7 

133 
5( 

679 
7975 

1 

82.15 
3816 

681. 

2.055 
1664 

0 

-0 
0 

4,!!7 

7726 

,o .6 
92.4 
'l0. 4 
76. 7 

95.8 
96.-0 
78. 3 
0.0 
·o . . o 
·O. 0 

5Z.' 
95. 0 

94.6 
93. 7 
91. 3 

98 . S 
91. 0 
95. 3 

78. 3 

't9.0 
Q5. 2 

8.8 

78. l 
84. 0 
83. 7 

97. 5 
60. i 
18.6 
4. 8 

46. 2. 
78.2. 
0.0 

65.4 
77. 5 
68. 3 

84. I 
49. 4 
15. 3 
!. 7 

43. 7 
66. 0 

1.0 

85. 6 
.84. 7 1 

'IZ.O 

88.0 
82.. 5 
o. 0 
o. 0 

0.0 
31. 8 
95. 8 

"65 
254 
ll.7 
~ 

7 

3b 
47 
ll 
,o 
i() 

~8 
'67 

484 
548 

.J59 
35~ 

o(! 

2,8~ 

• 

676 
j5l 
lOO 

58 
i68 
387 
67 

31.0 
£!,& 

0 

933 
371. 
103 

12.0 
140 
733 
.H 

679 
932. 

I 

Z547 

1081 
2.00 

751 
517 

0 
0 

0 
487 

2060 

2.5 
2.2 
2 • . 6 
l. 3 
4.1 
3.1. 
0. 4 
o. 0 
O.•O 
O. •O 

'0. oO 
). ~ 

6. 4 
8. j 

6. ,0 
s. 0 
9. 7 
3.2 
5. 4 
0.0 
0.0 
o.o 

52.'1 
0. 8 

24.'1 
2.S. 5 
21.'9 

26. 5 
1.Z.6 

4.,0 
2.2.. 3 
o.o 

24. 8 
8.8 

8.4 
11.·s 
10. 3 

4. 4 
6.J 

18. 6 
4.~ 

"6. z 
7. 9 
0.-0 

7.6 
11.4 
11.8 

4.8 
6.2. 

15. 3 

I . 7 
43. 7 

7. 7 
1.-0 

u. 5 
1.4. 0 
27.0 

32..1 
25.6 
0.0 
0.0 
0.0 

31. 8 
25.5 

8608 
~OIZ 
3743 

66Z 
n 

Hl4 
734 
164 

,O 
164 
788 

782,0 

11583 
537•6 
1.253 

2.586 
1.3<>8 

891.2 
1595 
7327 

H562 
ZI 

7519 
2.946 

'l4.Z 

132] 
2.306 

852 
373 
47'9 

67·03 
11. 

9412 
2868 

717 

2386 
3443 
2.133 

784 
1349 
9379 

33 

91% 
41.91 

721 

2301 
11185 
688 

0 
688 

1217 
7979 

'15. ·0 
97.5 
'H.2 
.i,6. 3 
'98.i> 
'JS. 5 
88.0 

11.0 
0. 0 
<U> 

U.5 
97.5 

'97.1 
'!8. 3 
'18. ~ 
133. J 

100. 0 
't9.2 
84. i 
55.'6 

O.·O 
60. 7 
.8). 7 

98.6 

98.4 
'16.0 
91i. 8 

99. 8 
'7. 6 
99. 1 

"· 0 
99. 1 
'l'j.'tl 

23. I 

'13.4 
%.6 
'97. 5 

"'· 6 85 . 7 
41.0 
2.7.{l 
6'9. 1 
84. I 
(5. 8 

77.2 
88. 3 
82..2 

93.9 
61..4 
+4.6 
Z4. 3 
86.8 
77.6 
33. 7 

95. 8 
95.2. 
97. 3 

~.6 
93. 5 
73. 7 
0.0 

91.B 
79.5 
,a_q 

426 
153 
)74 

Sl 
!1. 
3J 
63 

0 
~ 

0 
0 

4U, 

IHO 
434 
526 

92 
10 
7Z 

!OZ 
i64 

0 
164 
788 
35Z 

3358 
H,33 
2'17 

no 
709 

""' 6'13 
4 

3337 
21 

1914 
737 
2.J3 

86 
8S7 
85Z 
373 
479 

1'0'8 
IZ 

Z369 
722 
1.24 

369 
1056 
1.133 

784 
1349 
2.336 

33 

351.8 
1556 
239 

997 
738 
688 

0 
688 

11.17 
2.3ll 

6.1 
5.8 
7.6 
5.5 
B. I 
4.1 ,., 
0.0 
'0.D 
-0. 0 

o.a 
7.5 

22. 9 
14.2 
u. ·s 
11.6 
13.9 

6.' 
ii. 8 
55.6 

·O.·D 
60. 7 
.8]. 7/ 

4. 4 

l.8, 7 
z,.s 
Z3. 4 

u.s 
z,.1. 

7.6 
43.1 
0.1 

2.8.6 
2.3. I 

6., 
31.9 
41,0 
21.'0 
'69. 1 
u.a 
15.8 

19.4 
1.Z.1. 
Z5. 7 

14.6 
19.2. 
44.6 
24. 3 
B6.8 
19. 3 
33. 7 

36. 7 
J,f., 5 I 

31.. 3 

42 • ., 

36.o 
73. 7 
o.o 

'11.8 
79.5 
za.6 



(20) (21) (ZZ) (23) 
Trips Within Trips Within 

4 hrs. 35 min. to 4 hu, 

(24) (25) 
Trips Wi thin 

6 hrs . 

% of % of % of 

(26) (27) 
Trips Within 

35 min . to 6 hrs 

(28) (29) 
Trips Within 

8 hrs. 

% of % of 

(30) (31) 
Trips Within 

35 min, to 8 hrs . 

"lo of 

(32) (33) 
Trips Within 

16 hra. 

(34) (35) 
Trips Within 

35 min. to 16 hrs. 

% oJ 11/o of 

(36) (37) (38) (39) 
Trips Within Trips Within 

Z4 hrs. )S mln. to 24 hl'I . 

0/o of 
Trips Tota l Trios Total Trips Total Trips T o ta l Trips Total Trips Total Tripa Total Trips Total Trips Total Tl"ip11 

% of 
Total 

22716 96 . 9 
10472 99 . 0 
6546 99. 1 
1756 96 . 5 

946 98. 6 
2989 99. 7 
2702 97 . 2 
1008 90. l 

0 o. 0 
1008 9' I 

11 24 87. 1 
21485 99. 5 

13876 99 . 4 
6452 99, 6 
1254 99, 4 
1664 99. 0 
1716 98, 7 
2781 99 . 9 
3380 98. 9 
2377 98 . 8 
2285 99. 6 

92 86 . 0 
3963 99 , l 
9913 99. 6 

32951 97. 9 
16633 97. 5 

2946 98. l 

6094 99. 5 
7274 97. 5 

17837 97.6 
585 65. 5 

17252 99 . 4 
24804 98. 0 

8147 97. 2 

18131 98 , 4 
9575 98. 5 
1592 99, 2 
1771 96, 7 
2175 97.4 
3083 99. 4 
3946 97. 0 
2046 95. I 
1656 97. 5 

390 88. 4 
16920 99. 0 

1271 90. 1 

38194 97. I 
14579 97. I 

7719 96, 9 

5020 99. 1 
10663 96. 4 

1001 58. 2 
292 45 . 3 
709 66. 0 

20944 96. 5 
17235 98. 0 

33509 96. 1 
12676 ?5 .8 
8702. 96. 7 

3735 92. 6 
8409 97. 5 

13225 '95, 6 
3116 93. 4 

10109 96. 2 
13247 94. 9 
20262 96. 9 

6377 
2752 
2059 

% 1 
261 
735 
822 

1008 
0 

I 006 
1121 
5146 

4039 
2088 

279 
644 
46 7 
5 5 1 

l1 l i 
2 317 
Zl65 

9 2 
3%3 

76 

11527 
6508 

989 

1831 
2195 

771 
585 
186 

3380 
6147 

6658 
394 7 

486 
462 
807 
958 

1269 
2046 
1656 

390 
5387 
1271 

101 33 
3606 
2246 

1663 
2604 
100 l 
292 
709 

107 l 
9047 

12055 
1522 
3562 

1545 
2417 
3319 
3116 

203 
3341 
8714 

27 , 8 
26 . 0 
31. Z 
30 l 
27 2 
2,J , ~ 

29. 6 
90 . I 
o. o 

93, I 
8 7. I 
23 . a 

28. 9 
32. 3 
22. I 
38, 3 
26 . 9 
19 . 8 
32. 5 
98 . 8 
9•j 6 
86 . 0 

99 . 1 
o. 8 

34 . 3 
38. 2 

33. 0 

29, 9 
29. 4 

4. 3 
65. 5 
l. 0 

13. 3 
97 . 2 

36 . 0 

40 . 6 
30. 3 
25. 2 
36. 2 

30. 9 
31. 2 

95. l 
97. 5 
88 , 4 
31. 5 
90. I 

25. 8 
24. 0 

28 . 2 

32. 8 

23 . I 
58. 2 
45. 3 

66. 0 
5. 0 

51. 5 

34. 6 
31. ? 
39.? 

38. 4 
28. 0 
24. 0 
93. 4 

I. 9 
23. 9 
41. 7 

22813 
10507 
6583 
1772 
949 

2993 
27ll 
1042 

10 
1032 
1190 

21538 

13904 
6459 
1257 
1670 
1726 
2783 
3396 
2378 
2285 

93 
3969 
9935 

33347 
16890 
2981 

6106 
7359 

18078 
814 

17264 
25101 

8246 

18310 
9624 
1599 
1812 
2187 
3090 
3999 
2062 
1657 

405 
16968 

1342 

38647 
14749 

7853 

5044 
10985 

1272 
345 
927 

21232 
17399 

33892 
1283? 

8827 

3763 
8476 

13285 
3116 

10169 
13363 
20529 

99. 3 
99, 4 
99 , 6 
97. 4 
99 , 0 
99, 9 
97 . 9 
93. l 
27 . 8 
95. 3 

92. 2 
99. 7 

99. 6 
99 , 7 

99. 6 
99 . 4 
99. 3 
99 . 9 
99. 3 
98 . 8 
99 . 6 
86 . 9 
99 , 3 

99. 8 

99, 0 
99 , 0 
99 , 2 

99, 7 
98. 6 
99. l 
91. 2 
99 , 5 

99. 2 
98. 4 

99, 0 
99, O 

99 , 6 
98. 9 
97 . 9 
99. 6 
98. 4 
95 , 3 
97 . 5 
91. 8 
99 . 3 
95. 2 

98 , 3 

98 . :1 
98. 6 

99 . 0 
97. 5 
74. 0 

53 . 6 
86 , 2 
97 . 8 

98 . 9 

97 . 2 
?7. 0 
98 . I 

93 , 5 

98. 3 
96 , 0 
93. 4 
96. 8 
95 . 7 
98. 2 

6474 
2767 
2094 

577 
264 
739 
841 

1042 
10 

1032 
1190 
5199 

4067 
2095 

282 
650 
477 
553 

1127 
2378 
2285 

93 
3969 

98 

11923 
6765 
1024 

1643 
2280 
1012 
814 
198 

3677 
8246 

6777 
3996 

493 
503 
819 
965 

1322 
2062 
1657 

405 
5435 
1342 

10586 
3776 
2380 

1687 
2726 
1272 

345 
927 

1359 
9211 

12438 
4605 
3707 

1573 
2484 
3379 
3116 

263 
3457 
8981 

28. 2 
26 , 4 

31. 7 
31 . 7 
27 . 5 
24. 7 
30. 3 

93 , l 
27 . 8 

95. 3 
92 . 2 
24. I 

29. I 
32. 4 

22. 3 
38. 7 

27 . 5 
19, 8 
32 . 9 
98 , 8 
99. 6 
B6 . 9 
99 , 3 
l. 0 

35 . 'I 
39. 7 
34. I 

30. I 
30. 

5. 6 
91. 2 

I. I 
1'4 . 5 
98. 4 

36. 6 
41. l 
30 . 7 
27. 4 

36 . 7 

31. I 
32. 6 
9S , 3 
97 . 5 
91. 8 
31. 6 

95 . 2 

26. 9 
25 . 2 
29. 9 

33. 3 
24. 2 
74. 0 
53 , 6 
86 . 2 

6. 3 
52 . 4 

3S. 7 
)5 . .. 

41. 2 

39. l 
28 . 8 
24. 4 
93. 4 

2, S 
24 . 7 

43. 0 

22846 
10517 

6591 
1784 
951 

2994 
2735 
1061 

14 
1047 
1212 

21549 

\ 3931 
6468 
1261 
1677 
1731 
2785 
3408 
2391 
2293 

·98 
3981 
9949 

33494 
16961 

2996 

61 io 
7391 

18143 
860 

17283 
25177 

8319 

18366 
9648 
1601 
1619 
2203 
3097 
4022 
2076 
1657 

419 
16994 

1373 

38924 
14695 

7917 

5054 
11041 

1446 
506 
940 

21420 
17466 

34275 
1)020 

6911 

3819 
8538 

134'12 
3206 

10266 
13555 
20716 

99 . 5 
99 . S 
99 , 7 
98. I 
99, 2 
99 , 9 
98 . 'I 
94. 8 
38 , 9 
96 . 7 
93. 9 
99, 8 

99, 8 
99. 8 

99. 9 
99 . 8 
99, 5 

100 , 0 
99 . 7 
99. 4 
99. 7 
91 . 6 
99. 6 
99, 9 

99 , S 
99, 5 
99, 7 

99, 8 
99, I 
99, 4 
96, 3 

99 , 6 
99 . 5 
99. 3 

99 , 3. 
99 . 
99 , 7 
99 , 3 
98 , 6 
99 . 8 
98 . 9 
99 , 5 
97 . S 
95. 0 
99 . S 
97. 4 

99. 0 
99 . 2 
99. 4 

99. 8 
98. 0 
84. I 
78 , 6 
87. 4 

98 . 6 
99 . 4 

98 . 3 
90. 4 
99 . 0 

94. 7 
99. 0 
97 , 4 

96. I 
97. 7 
97. I 
99 . l 

6507 
2797 
2102 

589 
266 
740 
855 

1061 
14 

1047 
1212 
S2 IO 

4094 
2104 

286 
657 
482 
555 

1139 
2391 
2293 

98 
3981 

112 

12070 
6856 
1039 

1847 
2312 
1077 
860 
217 

3753 
8319 

6833 
4020 

495 
SIO 
835 
972 

1345 
2076 
1657 

419 
5461 
1373 

10863 
3922 
2444 

1697 
2782 
1446 

506 
940 

1547 
9300 

12621 
4866 
3791 

1629 
2546 
3566 
3206 

360 
3649 
9168 

28. 4 
26: 5 
31. 8 
32. 4 
27. 7 
24 . 7 
30 . 8 
94. 8 
38 . 9 
96 , 7 
93 . 9 
24. I 

29 , 3 
32. 5 
22 , 6 
39. I 
27. 7 
19. 9 
33. 3 
99 . 4 
99. 7 
91. 6 
99 , 6 
I. I 

35. 9 
40. Z 
34. 6 

30. 2 
31. 0 

5. 9 
96 , 3 
I. z 

14. 8 
99. 3 

36. 9 
41 , 4 
30. 8 
27 . 8 
37 . 4 
31 . 3 
33. 
99. 5 
97. 5 
95 . 0 
32. 0 
97. 4 

27 . 6 
26. I 
30, 7 

33. 5 
24. 7 
84. I 
78. 6 
67 . 4 

7. 
52 . 9 

36. 8 
36 , 8 
42. I 

40. 3 

29 , 5 
25 , 8 
96 . I 

3 . 4 
26 . I 
43 . 9 

22942 
10556 
6608 
1811 
859 

2997 
2770 
1101 

3) 

1068 
1268 

21592 

13945 
6474 
1262 
1678 
1737 
2785 
3415 
2399 
2296 

103 
3989 
9955 

33619 
17044 

3000 

6117 
7441 

18210 
879 

17331 
25267 

8364 

18451 
9701 
1603 
1826 
2220 
3101 
4046 
2131 
1701 
430 

17054 
1398 

39161 
14985 

7949 

5059 
11150 

1566 
567 

1019 
21568 
17574 

34725 
13196 
8990 

3958 
8596 

13718 
3290 

10428 
13836 
20885 

99. 9 
99, 8 

100 . 0 
99, 5 

100. 0 
100. 0 
99, 7 

98. 4 

91. 7 
98. 6 
98. 2 

100 . 0 

99. 9 
99 . 9 

100. 0 
99 . 9 
99, 9 

100 . 0 
99, 9 
99 . 7 

99 . 9 
96 , 3 
99 . 6 

JOO. 0 

99 , 8 
99 . 9 
99 , 9 

99 . 9 
99 . 7 
99, 8 
96. 4 
99 , 9 
99. 8 
99. 8 

99 . 6 
99 . 6 
99. 6 

99. 7 
99, 4 

100 . 0 
99. 5 
99, 0 
99. 5 
97. I 
99, 8 
99. 2 

99. 6 
99 . 8 
99 . 8 

99 . 9 
98. 9 
92 . 2 
87. 9 
94. 6 

99. 3 
99 . 9 

99 . 6 
99, 7 
99 . 9 

99, ,3 
99. 7 
99 , I 
98. 6 
99. l 
99. I 
99. 9 

6603 
2636 
2119 

616 
274 
743 
890 

1101 
33 

1068 
1268 
5253 

4108 
2110 

287 
656 
486 
555 

1146 
2399 
2296 

103 
3989 

118 

12195 
6919 
1043 

1854 
2362 
1144 
879 
225 

3843. 
8364 

6918 
4073 

497 
517 
852 
976 

1369 
2131 
170 I 
430 

5521 
1398 

11100 
4012 
2476 

1702 
2891 
1586 

567 
1019 
1695 
9386 

1768 
2604 
3812 
3290 

522 
3930 
9337 

28. 8 

26. 8 
32. l 
33. 8 
28. 6 
24. 9 
32. 0 

98. 4 
91. 7 
98. 6 
98. 2 
24. 3 

29. 4 
32 . 6 
22 , 7 
39. 2 
28. I 
19 . 9 
33. 5 

99. 7 
99 . 9 
96 , 3 
99. 8 

I. 2 

36. 2 
40 . 6 
34. 8 

30. 3 
31 . 6 

6 . 3 
98 . 4 

I . 5 
15. I 
99 . 8 

37 . 4 
41. 9 
30 . 9 
28 . Z 
38 . 2 
31. 5 
33 , 7 

99 . 0 
99 . 5 
97 . I 
32 . 3 
99. 2 

28 . 2 
26 . 7 
,31. I 

33 , 6 
25 , 6 
92. 2 
87. 9 
94 , 8 

7 , 8 
53 , 4 

38 . l 
38 . l 
43, 0 

43. 9 
30. 2 

27. 5 
98. 6 

5. 0 
28. I 
44. 7 

22964 
10572 
6609 
1816 

959 
2997 
2775 
1117 

35 
1082 
1286 

21596 

13951 
6477 
1262 
1660 
1738 
2785 
3418 
2403 
2298 

105 
3995 
9955 

33645 
17056 

3003 

6116 
7451 

16229 
885 

17344 
25288 

8370 

18471 
9707 
1605 
1628 
2229 
3102 
4057 
2140 
1704 
436 

17068 
H06 

39 2 19 
15004 

7955 

5o6a 
11181 

1626 
565 

1041 
21615 
17585 

34761 
ll209 
899. 

3966 
6605 

13759 
3296 

10463 
13877 
20900 

100. 0 
100. 0 
100. 0 

99. 7 
100. 0 
100. 0 

99, 9 
99 . 8 
97 , 2 
99. 9 
99, 6 

100. 0 

100. 0 
99 . 9 

100 . 0 
100 . 0 
100. 0 
100. 0 
100. 0 
99. 9 

100. 0 
98. I 
99. 9 

100. 

99 . 9 
99. 9 

100 . 0 

99. 9 
99 . 9 
99 . 9 
99. I 

100 . 0 

99 , 9 
99. 9 

99, 9 
99 . 9 
99 , 9 
99. 8 

99 . 6 
100 . 0 
99. 8 
99. 4 
99. 7 
98 . 4 
99. 9 
99 , 7 

99. 7 
100. 0 
99 . 9 

99 . 9 
99. 2 
94. 5 
90. 7 

96. 8 
99 . S 

100. 0 

99 , 8 
99 . 8 
99 . 9 

99 . l 
99. 8 
99. 4 
98 . 8 
99. 6 
99. 4 

100. 0 

6625 
2852 
2120 

621 
274 
743 
895 

1117 
35 

1062 
1266 
5257 

4114 
2113 

287 
660 
489 
555 

1149 
2403 
2298 

105 
3995 

I I 6 

12221 
6931 
1046 

1855 
2372 
1163 
885 
276 

3864 
8370 

6936 
4079 

499 
519 
861 
977 

1380 
2140 
1704 

436 
5535 
1406 

11158 
4031 
2482 

1706 
2'922 
1626 

585 
1041 
1742 
9397 

1798 
2613 
3853 
3296 

557 
3971 
9352 

28. 9 
27. 0 
32. I 
34. I 
28. 6 
24. 9 
32 . 2 
99. 8 
97. 2 
99. 9 
99. 6 
24. 3 

29 , 5 
32. 6 
22.7 
39. 3 
28. 2 
19. 9 
33. 6 
99 . 9 

100 . 0 
98 : I 
99. 9 

I. 2 

36. 3 
40. 6 
34. 9 

30. 3 
31. 8 

6. 4 
99. I 
I. 5 

15. 2 
99 , 9 

37. 5 
42 . 0 
31 . 0 
28 , 3 
38. 6 
31. 5 
34, 0 
99 . 4 
99 , 7 
98 . 4 
32 . 4 
99. 7 

28 , 4 
26 . 9 
31. 2 

33. 6 
25 . 9 
94. 5 
90 . 7 
96 , 8 

8 . 0 
53. 5 

38 . 3 
38. 2 
43. 0 

44. 7 
30 . 3 
27. 8 
98. 8 

5. 3 
28. 4 
44. 8 

(40) (41) 
Trips> Z4 hrs . 

Tripa 

6 
2 
0 
4 
0 
0 
4 
2 

4 

28 
12 

18 
8 

10 
20 

8 

20 
10 

I 
4 

5 
0 

9 
12 

17 
4 

106 

3 

87 
94 
60 
34 

IOI 

88 
23 

38 
19 
80 
40 
40 
84 

4 

"lo of 
Total 

o. 0 
0. 0 
0. 0 
0. 2 
0 .. 0 
O. ·O 
0, I 
o. 2 
2. 8 
0. 7 
0 . 4 
o. 0 

0. 0 
0. I 
0. 0 
o. 0 

0. 0 
0 . 0 
0. 0 
0. I 
0 . 0 
I. 9 
0. I 
0. 0 

O, I 
0. I 
0.0 

0. I 
0 . 1 
o .. t 
0. 9 
0. 0 
0. I 
o. l 

0 . I 
0 , I 
0 . I 
0. Z 
o. 2 
o.o 
o. 2 
o. 6 
O. l 
1. b 
0. I 
0. 3 

0. 3 
o. o 
0. I 

0. I 
0. 6 
5. 5 
9. 3 
3. 2 
o. 5 
0. 0 

o. 2 
o. 2 
0 , I 

0. 9 
o. 2 
0. 6 
I. 2 
0. 4 
0. 6 
o. 0 
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TABLE C-2 (Continued) 

(I) (2) I 3) 

Avg . 
Trip 

(4) 

Avg. 

No. o! 
Cos. 

I 5) 
Trips to 

Adj , Cos , 

(6) I 7) (8) 

Trips Within 
35 min , 

19) 
Trips 

( IOI (Ill 
> 35 min 

Avg . 
Trip 

( 12) 113) ( 14) (15\ 
Trips Within Trips Within 

1 hr 35 min, Lo 1 hr , 

( 16) ( l 7\ 
Trips Within 

2 hrs , 

% of Len, Attra, % of % of % of Len . % of % of % ,if 
Time Distribution of Trips Total (Min.) Trips Trips Total Trips Total Trips Total (Min . I Trips Total Trips 

CHATIANOOGA, TENNESSEE, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 Business Trips 
Purpose 3 Recr. Trips 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3-4 Soc, -Rec. Trips 
Trips to SMSA 1 s 
Trips to SMSA > l, 000, 000 
T -r ips to SMSA< 1,000,000 
Trips to Cos . > 50,000 
Trips to Cos . < 50,-0001 

58491 
34229 

8402 
4377 
5783 
5827 

10160 
35416 

988 
34428 
22153 
22447 

MADISON, WISCONSIN, STUDY AREA 

All Purpose Trips 
Purpose l Wo r k Trips 

Purpose 2 Business Trips 
Purpose 3 Rccr. Trips2 
Purpose 4 S d Cin l Tripsz 
Purpose 5 Other Trips 
Purpose 3-4 Soc , -Rec, Trips 
Trips to SMSA 1 s 
Tdps to SMSA> l, 000, 000 
Trips to SMSA< l, 000, 000 
Trips to Cos, > 50, 000 

Trips to Cos . < 50, 000 1 

56711 
31793 

4680 

8429 
11831 
36159 

5178 
30981 
43510 
13189 

SPRINGFIELD, MISSOURI, STUDY AREA 

100. 0 
58 . 5 
14. 4 

7 . 5 

9. 9 
10. 0 
17. 4 
60 , 5 

2. 5 
58. 9 
37. 9 
56 . I 

100 , 0 
56. I 

8 . 2 

14. 9 
20 . 9 
63. 7 

9. i 
54. 6 
76. 7 
23. 3 

f 7 . 2 
~2. 6 
43. 3 
60 . 5 
0.6 
3! I 
so . 9 
40 . 6 

) 1 6. ij 

J l .. 8 s,. 7 
M. 7 

62 , 2 
58 , I 
59 6 

40 , 9 
91. 5 
45 . 2 

208 . 5 

I 7 . 9 
52 . 9 
93 , 0 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 B1uii nui, s Trips 
Purpose 3 R oc:r. T rips 2 

Purpose 4 SodnlT rips 2 

41919 100. 0 63 . 0 

Purpose 3-4 Soc . -Rec . Trips 
Trips to SMSA I s 
Trips to SMSA> 1,000,000 
Trips to SMSA < 1,000, 000 
Trips to Cos. > 50,000 

Trips to Cos . < 50, 0001 

12318 29 , 4 36 . 2 
13350 31. 8 73 . 2 

t: l2 l 
10127 
19573 

1143 
18430 
20520 
21395 

la!. 9 !. !9 . 6 
24. Z 45. 5 
46. 4 47. 4 

3. ? 483. 5 
44. 7 20. 5 
48. 3 54. 0 
51 . 1 71.8 

ST. LOUIS, MISSOURI, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 Business Tri.ps 
Purpose 3 R ru:r, Trips2 
Purpose 4 Soc: l :a l Trips2 

Purpose 5 Other Trips 
Purpose 3-4 Soc . -Rec, Trips 
Trips to SMSA's 
Trips to SMSA> l, 000, 000 
Trips to SMSA< l, 000, 000 
Trips to Cos.> ?O, 000 
Trips to Cos.< 50, 000 1 

212817 
97831 
39124 

l 7388 
58225 

185899 
181393 

4503 
18'/','/ l 

25206 

100. 0 
46 . 0 
18. 4 

53. 8 

41. 4 
67 . 2 

8,2 32.0 
27 . 4 71.7 
87.4 38.3 
85 . 2 27.9 
21.1 458.9 
88 , I 40 , 9 
11. 8 148. 8 

394 
269 
100 
100 
105 

55 
155 
104 

28 
70 

152 
242 

588 
373 
151 

115 
395 
182 

59 
122 
294 
302 

419 
125 
215 

2.0 .; 
148 
126 

40 
85 

159 
264 

1008 
469 
527 

192 

814 
265 

64 
156 
:JS '/ 
639 

48894 
27808 

7284 
3329 
5027 
5372 
8356 

32378 
0 

32378 
18457 
17084 

43940 
24747 

3622 

7051 
8524 

29213 
u 

29213 
34488 

9452 

83 , 6 
81. 2 
86. 7 
76. I 
86 . 9 
92. 2 
82 . 2 
91. 4 
o. 0 

94, 0 
83 , 3 

76. I 

77. 5 
77 , 8 

77 4 

83 , 6 
72 . 0 

80 . 8 
u. u 

94. 3 
79. 3 
71 , 7 

20880 
22050 

5781 
2625 
4184 
4608 
6809 

32378 

32378 
18457 

6959 

30940 
17309 
2600 

5069 
5962 

29213 
u 

29213 
30940 

31661 75. 5 28479 
10643 86 , 4 9660 
8885 66. 6 7909 

4D: 
8003 

17819 
0 

17819 
17819 
13842 

138161 
66477 
24190 

12631 

34633 
61069 
61069 

0 

b!U69 
205 

6:? . 5 
79 . 0 
91. 0 

0. 0 
97 , I 
86. 8 

64 . 7 

,;:, 77 
7335 

17819 

17819 
17819 
10660 

64. 9 178095 
68.0 85887 
61.8 30528 

Tl . 6 15325 
59. 5 46125 
32 , 9 I 78094 
33 . 7 178094 
0. 0 0 

:Jl. 6 I 18094 
o. 8 0 

67 , 2 

64. 4 

68 . 8 

60 , 0 

72. 4 
79 . l 
67. 0 
91 , 4 

0 0 
94, 0 
83, 3 
ell. 0 

54, 6 
54. 4 
55. 6 

60 I 
50 . 4 

80 . 8 
u. u 

94, 3 
71 I 
o. 0 

19154 
12179 

2621 
I 752 

1599 
1219 
3351 
3038 

988 
2050 
3696 

15488 

25771 
14484 

2080 

3360 
5869 
6946 
51 '/8 

1768 
12570 
13189 

32 , 8 131 . 8 
35. 6 123. 9 
31 , 2 104. 0 
40 0 130 . I 
2 7 6 113. 7 
20 , 9 85, ? 
33, 0 122 . 3 

8. 6 335. 7 
100 0 346 . 8 

6 , 0 330 . 4 
i6 , 7 333. 8 
69 . 0 83 . 3 

45.4 134, 9 
45 , 6 125 . 5 
44, 4 13 1. 6 

39 . 9 100 . 0 
49 . 6 182 . 9 

9 . 2 235 . 4 
100 . 0 2U8 . S 

5 , 7 314, 3 

28 9 I 79 . 0 
100 0 93 , 0 

67 . 9 13440 32 I I 76 , 4 
2 1. 6 133 , 6 
40 . 8 165 . 0 

78 . 4 2658 
59 . 2 5441 

72 , 4 
9 1. 0 

0 , 0 
96, 7 

86 . 9 
49. 8 

83. 7 
87 . 8 

78. 0 

2:1 ~ 4! 6 27/"J .? 
2882 27 . 6 143 . ? 
1754 9 0 529 , 9 
1143 100 , 0 481 ,9 

611 3 , 3 618 , I 
2701 13.2 372.8 

10735 50 . 2 118. Z 

34722 
11944 
8596 

16 . 3 232 . 8 
12 , 2 201 . 4 
22 . 0 240 . 3 

88. 1 2.U6.:S 11 9 238 , 6 
79. Z 12100 20 , 8 273 , I. 
95 1 7805 4 , 3 482 . J 
98. 2 3299 l. 8 510 . ! 

0 . 0 4503 100 . 0 458 . 9 
9?. U IJ4U ? l '::>lt. , f 

0 0 25206 100 , 0 148 , 8 

l These coun.ties are not contained within a SMSA; all counties {27) less than 50, ODO and within SMSA's were excluded. 

2 This type of trip was not coded separately for this city, but was included in the combined social-recreation purpose, 

185] 2 

27506 
7238 
3349 
4979 
5369 
8328 

32378 

32378 
18457 
16134 

41 712 
23528 

3426 

6624 
8137 

29213 

u 
29213 
33412 

8 300 

82 9 
80. 4 
86 . 2 

76. 5 
86 , I 
92 , l 
82 . 0 
9 1. 4 
o. 0 

94. 0 
83 , 3 

71. 9 

73 , 6 

74. 0 
73. 2 

78 . 6 
68 , 3 
80 , 8 

0. U 
94. J 
76 , 8 
62 , ? 

31251 74 .6 
10354 84 . I 
8772 65 . 7 

408 :3 
8045 

17814 

17819 
17819 
13432 

186197 
89672 
31838 

66 .? 
79 . 4. 
91.0 
o. 0 

96 . 7 
86 . 9 
62 . ~ 

87 . 5 
91 , 7 
81 , 4 

1.?!:ML. 9i , l 
48612 83.5 

178094 95 . 7 
I 78094 98 . i 

o. 0 
118094 lJ.? . U 

8102 32 . l 

9175 
5456 
1457 

724 
795 
761 

1519 

0 

0 
9175 

10772 
6219 

826 

1555 
21 75 

u 
0 

2472 
8300 

2772 
694 
863 

506 
711 

0 

2772 

8102 
3785 
1310 

5 i 7 
2487 

u 
8102 

Total 'T'ri Plli Tolal 

15 . 7 
16 , 0 

17 . 4 
16 . 5 
13 . 7 

13 . 0 
15 . 0 
o. 0 

o. 0 
0 , 0 
0 , 0 

40 . 9 

19. 0 
I~. 6 
17, 6 

18 . 5 
18 . 4 

0 . 0 
U , U 

o. 0 

5 . 7 
62 , 9 

53823 
30973 

7998 
3973 
5471 
5737 
9444 

32378 
0 

32378 
18739 
21163 

47265 
26584 

3899 

7582 
9203 

30150 
5U2 

29648 
35888 
11377 

6. 7 37769 
5. 7 11682 
b.5 11498 

a.~ i-1go 
7. 0 9408 
a.o 11819 
o. 0 
a.o 11819 
0. 0 18548 

ll . O 19221 

3 . 8 192991 

). 9 92035 
3. 4 33552 

3 , 0 1(:)49D 

4 , l 50695 
o. 0 178094 
o. 0 178094 
o. 0 
U, 0 l lHUl;:!4 

32 . l 14896 

92 . 0 

90 .'5 
95 . 2 

90 . 8 
94 . 6 
9B . 5 
93 . 0 

91. 4 
0 , 0 

94 , 0 
84 , 6 
94 . 3 

83 , 3 

83 . 6 
83. 3 

90 , o· 
77 . B 
83 , d 

9 , 1 
95 . 7 
82 . 5 
86 . 3 

90. I 
94 , 8 
86 . I 

84. 8 

92. 9 
91. 0 

0 . 0 
96 . 7 
90 . 4 
89 , 8 

90 , 7 
94 . I 
85 . 8 

94, 8 
87 . I 
95 , 7 
98 , ? 

0 . 0 
~5 . 0 
59 , I 

Trip.<: Within 
35 min. to 2 hrs 

% of 
Trip s Total 

14486 
8923 
2217 
1348 
1287 
1129 
2635 

282 
14204 

16325 
9275 
1299 

2513 
3241 

937 
502 
435 

4948 
11377 

9290 
2022 
3589 

l~U. 
2074 

0 

729 
8561 

14896 
6148 
1714 

1165 
4570 

0 

u 
14896 

24. 8 
26. l 
26 . 4 
30 , 8 
22 , 2 

19 . 4 
26 , 0 
o. 0 

o. 0 
o. 0 

l. 3 
63. 3 

28 . 7 

29 . 2 
27 , 7 

29 . 9 
27 , 4 

2. 6 
9 . 7 

I , 4 
II. 4 
86. 3 

22 . 2 
16 , 4 

26 . 9 

26 . 1 
20. 5 

o. 0 

o. 0 

o. 0 
3 , 5 

40 . 0 

7. 0 
6 , 3 
4. 4 

b. 7 
7. ~ 
0. 0 
0 . 0 
0 . 0 
u. u 

59. I 

I 
I 



(20) (21) 
Tripe Within 

4 hrs. 

Tripe 

12961 
5694 

608 

3035 
3611 

10573 
10401 

172 
12780 

181 

8230 
2362 

7Z6 
2193 
1305 
1639 
3498 

904 
183 
721 

1344 
6886 

7539 
2752 

742 

1931 
2114 

306 
155 
151 

1163 
6376 

15283 
5813 
5964 

818 
311 

2381 
1129 

919 
35 

884 
920 

14359 

15089 
6856 
4336 
1239 
1048 
1615 
2287• 

966 
0 

966 
1066 

14024 

13068 
4058 
5907 
NS 

176 
1772 
1332 

344 
0 

344 
487 

12581 

% of 
Total 

99, 4 
99, 7 
99. 3 

99. 6 
98. 7 

99, 7 
99. 8 
93. 5 
99 . 7 
78 , 0 

95, 8 
97. 3 

99, Z 
90. 8 

96.0 
99. z 
92. 7 
78. 0 
48. 8 
92. 0 
82. l 

99, 0 

98. 2 
99 , l 
97. 8 

99. 2 
96. 4 
75. 9 
66. 8 
88. 3 
91. 9 
99. 5 

99 . I 
99. 2 
99. O 
97. 4 

100. 0 
99.7 
98. 0 
94. 8 

74. 5 
95. 9 
91. 5 
99. 5 

98. 6 
99. 3 
98. 5 
94. 0 
98. 7 

99. 6 
96. I 
88. 4 

o. 0 
91. 0 
88. I 
99. 5 

98 . 6 
99, 0 
98 . 6 
96~ 
98. 9 
99. 5 
96. 5 
87. 8 
o. 0 

93. 7 
84. 8 
99. 2 

(22) (23) 
Trips Within 

35 min. to 4 hr& , 

r~lpo 

2641 
1510 

119 

357 
646 
253 

81 
17Z 

2460 
181 

2030 
414 
124 
809 
480 
197 

1289 
904 
183 
721 

1344 
686 

2313 
B30 
271 

422 
789 
306 
155 
151 

1163 
1150 

2699 
892 

1225 
209 

38 
338 
247 
919 

35 
884 
920 

1775 

3576 
1410 
1235 
263 
270 
402 
533 
966 

0 
966 

1063 
2511 

3523 

70 
503 
435 
344 

0 

344 
487 

3036 

% of 
Total 

20 . 3 
26. 5 
19. 2 

II. 7 
17 . 7 

Z. 3 
0. 7 

93. 5 

19. 2 
78. 0 

23. "/ 
17. l 
16 . 9 
33. 5 
35. 3 
11. 9 
34 . I 
78. 0 
48. 8 
92 . 0 
82. 1 

9. 9 

30 , l 
29. 9 
35, 7 

21. 7 
36.0 
75. 9 
66 . 8 
88. 3 
91. 9 
17. 9 

17. 5 
15. 2 
20. 3 

24. 9 
12. 2 
14, 2 
21. 4 

90. 7 
74. 5 
95 , 9 
91. 5 
,12. 3 

23. 4 
20 . 4 
28 . I 
19. 9 
25. 4 
24. 8 
22. 4 

88 . 4 
0. 0 

91. 0 
87 . 9 
17. 9 

26. 6 
24. 9 
26. I 

;--4-
39. 3 
28. 2 
31. 5 
87. 8 

o. 0 

93. 7 
84. 8 
23 . 9 

(24) (25) 
Trips Within 

6 hrs. 

(26) (27) 
Tripe Within 

35 min. to 6 hrs. 

(28) (29) 
Trip& Within 

8 hrs. 

(30) (31) 
Trips Within 

JS min. to 8 hu . 

(32) (33) 
Trips Within 

16 hra . 

Trips 

12977 
5698 

608 

3035 
3623 

10575 
10401 

174 
12786 

191 

8524 
2405 

729 
2383 
1349 
1649 
3732 
1120 

355 
765 

1591 
6933 

7630 
2769 

753 

1943 
2162 

366 
213 
153 

1227 
6403 

15348 
5840 
5996 

820 
311 

2385 
1131 

945 
35 

910 
952 

14392 

15187 
6880 
4385 
1255 
1052 
1620 
2307 
1016 

0 
1016 
1118 

14070 

13139 
4078 

% o{ 

Total 

99. 5 
99 , 7 
99 , 3 

99. 6 
99. 0 
99, 8 
99, 8 
94. 6 
99, 8 
82. 3 

99 . 2 

99. l 
99. 6 
98. 7 
99. 3 
99, 8 
98. 9 
96. 6 
94. 7 
97, 6 
97. 2 
99, 6 

99, 4 
99, 7 

99. 2 

99 . 8 
98 . 6 
90. 8 
91. 8 
89. 5 
96. 9 
99. 9 

99, 5 
99, 7 

99. 5 
97. 6 

100. 0 
99. 8 
98. 2 
97. 5 
74. 5 
98 . 7 
94, 6 
99, 8 

99. 2 
99, 6 
99 , 6 
95. 2 

99 . l 
99, 9 
96, 9 
93. 0 
o. 0 

95. 7 
92. 4 
99, 8 

rr-1p1 

2657 
1514 

119 

357 
658 
255 

81 
174 

2466 
191 

2324 
457 
127 
999 
524 
2.07 

1523 
1120 

355 
765 

1591 
733 

2404 
847 
282 

434 
837 
366 
213 
153 

1227 
1177 

2764 
919 

1257 
211 

38 
342 
249 
945 

35 
910 
952 

1808 

3674 
1434 
1284 
P9 
274 
407 
553 

1016 
0 

IO 16 
1115 
2557 

'!'o of 
Total 

20. 4 
26. 5 
19. 2 

11 . 7 
18 . 0 
2. 4 
0. 7 

94. 6 
19. 3 
82. 3 

27. l 
18. 8 
17. 3 

41. 4 
38. 6 
12. 5 
40. 4 
96 . 6 
94. 7 

97. 6 
97. 2 
10 . 5 

31 , 3 

30 , 5 

37. 2 

22 . 3 
38. 2 
90. 8 
91 . 8 
89. 5 
96. 9 
18. 4 

17. 9 
15 . 7 

20. 8 
25. l 
12. 2 
14. 3 

21. 6 
97. 5 

74. 5 
98. 7 
94. 6 
12. 6 

24. 0 
20. 7 

29. 2 
21. l 
25. 8 
25, 1 
23. Z 
93. 0 

0. 0 
95. 7 
92. 2 
18. 2 

Trips 

12998 
5703 

610 

3035 
3638 

10582 
10406 

176 
12794 

204 

8543 
2409 

729 
2394 
1351 
1650 
3745 
11a1 

355 
766 

1596 
6947 

7644 
2770 

757 

1945 
2170 

376 
219 
157 

1237 
6406 

15395 
5852 
6019 

827 
311 

2389 
1138 
950 

35 
915 
984 

1442 2 

15216 
6889 
4392 
1267 
1052 
1620 
2319 
1028 

6 
1022 
1135 

14087 

% of 
Total 

99. 6 
99, 8 
99 , 7 

99. 6 
99. 4 
99. 8 
99, 9 
95. 6 
99. 9 
87. 9 

99. 4 
99. 3 
99. 6 
99. l 
99. 4 
99. 9 
99. 2 
96. 7 
94. 7 
97. 7 
97. 5 
99 . 8 

99, 6 
99 . 7 
99, 7 

99. 9 
98. 0 
93. 3 
94. 4 
91. 8 
97. 7 
99. 9 

99. 8 

99. 9 
99 . 9 
98. 5 

100. 0 
100. 0 

98. 8 
98. 0 
74. 5 
99. 2 
97 , 8 

100. 0 

99. 4 
99. 8 
99. 7 
96. I 
99. l 
99, 9 
97. 4 
94. I 
19. 4 
96. 2 
93. 8 
99 . 9 

rlp1 

2678 
1519 

121 

357 
673 
262 

86 
176 

2474 
204 

2343 
461 
127 

1010 
526 
208 

1536 
1121 

35 5 
766 

1596 
747 

2418 
848 
286 

436 
845 
376 
219 
157 

1237 
1180 

2811 
931 

1280 
218 

38 
346 
256 
950 

35 
915 
984 

1838 

3703 
1443 
1291 
291 
274 
407 
565 

1028 
6 

1022 
1132 
2574 

% of 
Total 

20. 5 
26.6 
19 . 6 

II. 7 
18 . 4 
2. 4 
0 . 8 

95. 6 
19, 4 
87 . 9 

27. 3 
19. 0 
17. 3 
41. 8 

38. I 
12. 6 
40. 7 

%.7 
94 . 7 
97. 7 
97. 5 
10. 7 

31. 5 
30. 5 
37. 7 

22.4 
38. 6 
93 . 3 
94. 4 
91. 8 
97. 7 
18. 4 

18. 2 

15. 9 
21. 2 
26. 0 
12. 2 
14. 5 
22. 2 
98. 0 
74. 5 
99.Z 
97. 8 
12. 8 

24. 2 
20. 9 
29 , 3 
22, 0 
25. 8 
ZS, l 
23, 7 

94, l 
19 . 4 
96.2 
93. 6 
18. 3 

Trlpo 

13035 
5713 

611 

3035 
3652 

10592 
10411 

181 
12804 

231 

8580 
2418 

730 
2412 
1358 
1652 
3770 
1147 

370 
117 

1624 
6956 

7663 
2774 

758 

I~ 
2183 

391 
224 
167 

1253 
6409 

15414 
5856 
6025 

836 
311 

2389 
1147 
965 

44 
921 

1001 
14424 

1527Z 
6903 
4400 
1294 
1060 
1620 
2354 

0

1069 
29 

1040 
1183 

14095 

"/, o{ 

Total 

99 . 9 
100.0 

99 , 8 

100. 0 
99. 8 
99 , 9 
99 . 9 
98. 4 
99, 9 
99. 6 

99. 8 
9'). 6 
,~. 7 

99 . 9 
99. 9 

100 . 0 
99, 9 
'J') . 0 
98 . 7 

99 . I 
99. 2 

100 . 0 

99. 8 
99. 9 
99. 9 

100 . 0 
99 . 6 
97. 0 
96. 6 
97. 7 
99 , 0 

100 . 0 

99 . 9 
99 . 9 

100. 0 
99 . 5 

100. 0 
100. 0 

99. 6 
99, 6 
93 . 6 
99 , 9 
99 , 5 

100. 0 

99 . 8 
100. 0 

99 . 9 
98 . 2 
99 . 8 
99 , 9 
98. 9 
97 . 8 
93 . 5 
97. 9 
97. 8 

100. 0 

99 , 1 3594 27. l 13168 99 . 4 3623 27. 4 13241 99, 9 
99 . 5 1043 25. 5 4083 99. 6 1048 25. 6 4098 100. O 

'"""- ~9,~9-. 3.-·l---16no~6,---r,26 , 8 ·•- ~5~96n5.--~9~9,..,,5 .J_ ~l ~6Z~l!._~2 ~7-~o~ .-25!2l''l-....::12 
0 . 7 1168 97,2 377 Jl.4 1192 99 .2 

1774 
1336 

344 
0 

344 
515 

12624 

98. 9 
99. 6 
96 . 8 
87. 8 
o. 0 

93. 7 
89. 7 

99. 5 

70 
505 
439 
344 

0 

344 
515 

3079 

39 . 3 177 99. 4 71 39 . 9 178 100 . 0 
28 . 4 1774 99. 6 505 28 . 4 1781 100. 0 
31. 8 1345 97. 5 448 32. 5 1370 99. 3 
87 . 8 350 89. 3 350 89 . 3 381 97. 2 
0.0 2 8.0 2 8.0 18 72.0 

93. 7 348 94. 8 348 94. 8 363 98. 9 
89. 7 522 90. 9 522 90. 9 563 98. 0 
24. 3 12646 99. 7 3101 24. 4 12685 100 . O 

' (34) (35) 
Trips Within 

35 min. to 16 hrs . 

2715 
1529 

122 

367 
687 
272 

91 
181 

2484 
231 

2380 
470 
128 

1028 
533 
210 

1561 
1147 

370 
777 

1624 
756 

2437 
852 
287 

437 
858 
391 
224 
167 

1253 
1183 

2830 
935 

1286 
227 

38 
346 
265 
965 

44 
921 

1001 
1840 

3759 
1457 
1299 

318 
282 
407 
600 

1069 
29 

1040 
1180 
2582 

3696 
1063 

401 
72 

512 
473 
381 

18 
363 
563 

3140 

'II, o{ 

Total 

20. 8 
26 . 8 
19 . 7 

II. 9 
16. 6 

2 . 5 
0 . 8 

98 . 4 
19. 4 
99, 6 

27. 7 

19. 4 
17. 5 
42,6 
39. 2 
12. 7 
41. 4 
99. 0 
98. 7 

99. I 
99. 2 
10. 9 

31. 7 
30 . 7 
37 . 8 

22. 5 
39. I 
97 . 0 
96. 6 
97 , 7 
99 . 0 
18. 5 

18. 3 

15. 9 
21. 3 
27. 0 
12. 2 
14. 5 
23 . 0 
99. 6 
93. 6 
99. 9 
99, 5 

12. 8 

24. 6 
21. I 
29. 5 
24. I 
26, 5 

25. l 
25. 2 

97. 8 

93. 5 
97 . 9 
97. 6 
18. 4 

27. 9 
25, 9 

2..l.. 
33. 4 
40 . 4 
28 . 7 

34. 3 
97 . 2 
72 . 0 
98. 9 
98. 0 
24. 7 

(36) (37) 
Tripe Within 

Z4 hra. 

(38) (39) 
Tripe Within , 

35 mi.n,. co 24 h..-•. 

(40) (41) 
Tripe > Z4 hra . 

T ripe 

13041 
5713 

612 

3046 
3656 

10597 
10416 

181 
12809 

232 

8585 
2422 

730 
2413 
1358 
1652 
3771 
1150 

373 
777 

1627 
6958 

7674 
2777 

759 

1946 
2190 

401 
232 
169 

1263 
6410 

15418 
5856 
6025 

840 
311 

2389 
1151 
969 

47 
922 

1005 
14424 

15301 
6904 
4402 
1318 
1061 
1621 
Z379 
1093 

31 
1062 
1210 

14098 

°lo of 
Tota.I 

100. 0 
100. 0 
100 . 0 

100. 0 
99 . 9 
99 , 9 

100 . 0 
98. 4 

100. 0 
100. 0 

99. 9 
99. 8 
99. 7 
99. 9 
99, 9 

100. 0 
99. 9 
99. Z 
99 . 5 

99. I 
99. 4 

100 . 0 

100. 0 
100. 0 
100. 0 

100 . 0 
99 . 9 
99, 5 

100. 0 
98. 8 
99. 8 

100. 0 

100. 0 
99. 9 

100. 0 
100. 0 
100. 0 
100. 0 
100 . 0 
100 . 0 
100. 0 
100. 0 

99. 9 
100. 0 

100. 0 
100. 0 
100 . 0 
100. 0 

99 . 9 
100. 0 
100. 0 
100. 0 
100. 0 
100 . 0 
100 . 0 
100. 0 

13244 99.9 
4098 100. 0 

~ 0- 99..S-
1115 99. 4 

178 100.0 
1781 
1373 
384 

20 
364 
566 

12685 

100 . 0 
99. 5 
98. 0 
80. 0 
99. 2 
98. 6 

100. 0 

rip• 

2721 
1529 

123 

368 
691 
277 

9.6 
181 

2489 
232 

2385 
474 
128 

1029 
533 
210 

1562 
1150 

373 
777 

1627 
758 

2448 
855 
288 

437 
865 
401 
232 
169 

1263 
1184 

2834 
935 

1286 
231 

38 
346 
269 
969 

47 
922 

1005 
1840 

3788 
1458 
1301 
342 
283 
408 
625 

1093 
31 

1062 
1207 
2585 

3699 
1063 
6~ 
404 

72 
512 
476 
384 

20 
364 
566 

3140 

,.o ol 
Total 

20 . 9 
26. 8 
19 . 9 

11. 9 
18. 9 
2.5 
o. 9 

98. 4 
19. 5 

100. 0 

27. 8 
19. 5 
17. 5 
42. 6 
39 . Z 
12. 7 

41. 4 
99. 2 
99. 5 

99.-1 
99 . .4 
10. 9 

31. 9 
30. 8 
37. 9 

22. 5 
39. 5 
99, 5 

100. 0 
98. 8 
99. 8 
18 . 5 

18 . 4 
15. 9 
21. 3 
27. 5 
12. 2 

14. 5 
23 . 4 

100. 0 
100. 0 
100. 0 

99. 9 
12. 8 

24. 9· 
21. I 
29. 6 
25. 9 
26. 6 
25 .. 2 
26. 3 

100. 0 
100. 0 
100. 0 

99 . 8 
18. 4 

Tripa 

4 
l 
0 

0 
3 

4 
I 
3 
4 

10 
5 
2 
2 
I 
0 
3 
9 
2 

10 
0 

0 

2 
2 
0 

2 

3 
3 
0 
0 
0 
0 
0 
0 
0 
0 
I 
2 

0 
l 
0 
I 
0 
0 
0 
0 
3 

% of 
Total 

o.o 
o.o 
0.0 

o. 0 
0.1 
0.1 
o. 0 
I. 6 
o. 0 
0. 0 

0. I 
0. 2 
o. 3 
0 . l 
0.1 
0. 0 
O. I 
0. 8 
0. 5 
O. I 
0. 6 
0 . 0 

0 . 0 
o. 0 
o. 0 

0. 0 
o. l 
o. s 
0. 0 
I. z 
o. z 
o. 0 

0. 0 
O. I 
0 . 0 
o. 0 
0. 0 
0 . 0 
o. 0 
o. 0 
o. 0 
o. 0 

0. l 
o. 0 

o. 0 
o. 0 
0. 0 
0 . 0 
0. l 
o. 0 
o. 0 
0. 0 
o. p 
0 . 0 
o. 0 

0. 0 

27.9 10 0 . 1 
25.9 0 o.o 
27 -.5--1- -3---0 . '----------
33. 6 7 o. 6 
40. 4 0 0. 0 
28 . 7 0 o. o 
34. 5 7 0. 5 
98. 0 8 2. 0 
80. 0 5 20. 0 
99 . 2 3 0.8 
98 , 6 8 I. 4 
24. 7 2 o. 0 



--

TABLE C-2 (Continued) 

(I) (2) (3) (4) 

Avg. 

Avg. No. of 
Trip Cos, 

(5) (6) 
!'ripe To 

Adj. Coe. 

(7) (8) 
Trips Within 

35 min. 

(9) (10) (11) 
Trips > 35 min . 

Avg. 
Trip 

( 12) ( 13) ( 14) (l 5) (16) ( 17) (18) (19) 
Tripe Withi t1 Trips Within Tri.ps Wi thin Trips Within 

1hr. 35min.tolhr. lhrs. 35min. to2hrs 

o/" n( T ... " .A....t!z'!L 11/n n( a/n nf a/,, nf T ,Pn % ~, % nr '/• ,,( at~ ,n ( 

Trips Total (Min.) Tripe Trips Total Tripe Total Trips Total (Min , ) Trips Total 

MORRISTOWN~ TENNESSEE, STUDY AREA 

AH Purpose T..-ip"' 
Purpose 1 Work Trips 
Purpose 2 Business Trips 
Purpose 3 Recr. Trips 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3 ... 4 Soc, -Rec, Trips 
Trips to SMSA's 
Trips to SMSA > l, 000, 000 
Trips to SMSA < 1,000,000 
Trips to Cos. > 50 ,000 
Trips to Cos. < 50, 000 1 

2l970 

10574 
6609 
1820 

959 
2997 
2779 
1119 

36 
1083 
1291 

21600 

WEST BEND, WISCONSIN, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 Business Trips 
Purpose 3 Recr. Trips 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec. Trips 
Trips to SMSA I s 
Trips to SMSA >l,000,000 
Trips to SMS A < l , 000, 000 
Trips to Cos. > 50,000 
Trips to Cos. < 'JO, 000

1 

13955 
6480 
1262 
1680 
1739 
2785 
3419 
2406 
2~99 

107 
3998 
9956 

GREEN BAY, WISCONSIN, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpos e 2 Ou.slncss Trips 
Purpose 3 lhr:r . f rips 2 

Purpose 4 Soc.Ii.I Trip:-.2 
Purpose 5 Other Trips 
Purpose 3-4 Soc, -Rec , Trips 
Trips to SMSA's 
Trips to SMSA > I, 000, 000 
Trips to SMSA< 1,000,000 

33673 
17068 

3004 

6123 
7460 

18247 
893 

17354 

inn n 
46. 0 
28. 8 

7. 9 
4 . 2 

13. 0 
12. I 
4. 9 
0 . 6 

ZS S 

23 . 4 
26. 5 
45. 7 

25. 9 
17. I 
38. 9 

129. 6 
665. 0 

4. 7 111. 8 
5.6 145. 9 

94. 0 18. 6 

100 . 0 
46. 4 

9. 0 
12 , 0 
12. 5 
20 . 0 
24. 5 
17 . 2 
16 . 4 
o. 8 

28. 6 
71 . 3 

21 . 2 
23. J 
16 , 6 
27 , 0 
24. 1 
12 . 9 
25 , 6 
60. 0 
52 . ) 

225. 5 
58 . 5 
•6. Z 

100.0 43.9 
50, 7 49. 2 

8 . 9 42 . 0 

18 , 2 31. I 
22 , 2 42. 2 
54 . 2 18.3 

2 , 7 245.2 
51. 5 6. 6 

1 hh 

89 
81 
68 
28 
23 
74 
52 
14 
38 
83 
88 

109 
51 
26 
41 
47 
24 
68 
30 
13 
17 
48 
52 

210 
151 

57 

51 
129 

71 
21 
49 

;~~:: ;~ ~~~: ~ !~:~~~l 8378 24, 9 93, 5 108 

SHEBOYGAN, WISCONSIN, STUDY AREA 

All Purpose Trips 
Purpose I Work Trips 
Purpose 2 Business Trips 
Purpose 3 Rec r. Trips 
Purpose 4 Sqcial Trips 
Purpose 5 Oth e r Trips 
Purpose 3-4 Soc , -Rec . Trips 
Trips to SMSA's 
Trips to SMSA> 1,000,000 
Trips to SMSA < 1,000,000 
Trips to Cos. > 50,000

1 
Trips to Cos. < 50,000 

18491 
9717 
1606 
1832 
2234 
3102 
4066 
2152 
1709 

443 
17085 

1410 

JOPLIN, MISSOURI, STUDY AREA 

100 . 0 
52. 5 

8 , 7 
9. 9 

12 , 1 
16 . 8 
22. 0 
11. 6 

9 , 2 
2 , 4 

38. 0 
41. 7 
29, 7 
37. 7 
45. 8 
24. 5 
42. 2 

140. 4 
123. 8 
204. 4 

92. 4 32 . 8 
7.6 104 . 2 

l '/ 1 
115 

36 
57 
75 
40 

104 
57 
18 
39 
91 
84 

All Purpose Trips 39325 100 , 0 39 , 7 
35 , Z 
39 . 8 

387 
207 
154 

~urpose I Work Trips 
Pu1·pose 2 !lu.d ncalii Trips 
Purpose 3 Rec-r. Trips.2 

Purpose 4 Soelol Trips 2 

Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec. Trips 
Trips to SMSA's 
Trips to SMSA> 1,000,000 
Trips to SMSA < 1,000,000 
Trips to Cos. > 50,000 
Trips to Cos. < 50,000 1 

15011 38.2 
7963 20 . 2 

5066 
11268 

1720 
645 

1075 
21716 
17590 

12 . 9 27.8 72 
28 . 7 50. 7 221 

4 . 4 352.8 114 
I , 6 494. 3 34 
2 , 7 26 7. 9 80 

55 . 2 30. 3 135 
44, 7 51. I 246 

ST. JOSEPH, MISSOURI, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 Bu1ir,oas Trips 
Purpose 3 Recr. Trips2 

Purpose 4 Socl;\l Trips2 

Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec, Trips 
Trips to SMSA's 
Trips to SMSA> l, 000, 000 
Trips to SMSA < 1,000,000 
Trips to Cos. ::> 50,000 1 

Trips to Cos. < 50,000~ 

34869 
13232 
9002 

4026 
8624 

13839 
3336 

10503 
13961 
20904 

100. 0 
38. 0 
25. 8 

11. 5 
24. 7 
39 . 7 
9. 6 

30. I 
40. 0 
60 , 0 

57. 7 
57. 8 
55. 6 

93 . 3 
43. 3 
54 , 7 

128. 8 
31. 2 
58. 2 
57 , 3 

312 
182 
I 31 

115 
118 

76 
22 
54 
95 

218 

2n946 
9866 
5753 
1608 
867. 

2856 
2475 

0 
0 

0 
20946 

13529 
6285 
1148 
1527 
1539 
2558 
3066 
2223 
2223 

0 

3692 
9837 

27845 
13550 

2503 

5537 
6257 

17066 
0 

17066 

Sl 2 
93. 3 
87 . 0 
88. 4 
90. 4 
95. 3 
89. I 

o. 0 
0. 0 
0. 0 
o. 0 

97. 0 

96. 9 
9'7 . 0 
91. 0 
90. 9 
88 . 5 
91. 8 
69. 7 
92. 4 
96 . 9 

0. 0 
92. 3 
98 . 8 

82. 7 
79. 4 
83 , 3 

90 . 4 
83. 9 
93. 5 
o. 0 

98 , 4 

16339 
7720 
4489 
1195 
685 

2254 
1880 

0 
0 
0 
0 

16339 

9837 
4364 

975 
1020 
1249 
2230 
2269 

0 
0 
0 
0 

9837 

21424 
10125 

1957 

4263 
5079 

17066 
0 

17066 

71 I 
73. 0 
67 . 9 
65. 7 
71. 4 
75, 2 
67. 7 

0 . 0 
o. 0 
0. 0 
o. 0 

75. 6 

70 . 5 
67.'3 
77 . 3 
60 7 
71 . 8 
80 . I 
66 . 4 

0. 0 
0. 0 
o. 0 

0. 0 
98 . 8 

63. 6 
59. 
65. I 

6?. 6 
(,8. I 
93. S 

0 0 
96 . 4 

U1~Z. go 7 214?4 !~. ? 
5413 64.6 0 0. 0 

15513 
790 I 
1376 
1572 
1868 
2802 
3440 

0 

0 
0 

14423 
1090 

34113 
13064 
6662 

83. 9 
81. 3 
85. 7 
85 , 8 
83 , 3 
90. 3 
84. 6 

0. 0 
o. 0 
0 . 0 

84. 4 
77. 3 

11533 
5628 
110/, 
1309 
1368 
2125 
2677 

0 
0 
0 

11533 
0 

86. 7 28061 
87. 0 10973 
83. 7 5473 

4545 89. 7 3357 
9838 87 , 3 8259 

0 0. 0 0 
u o. 0 0 
0 0. 0 0 

19873 91. 5 19873 
14240 80 . 9 8188 

25912 
9774 
6332 

2832 
6977 
9906 

0 
9906 
9906 

16006 

74.J 
73. 9 
70. 3 

70. 3 
80. 9 
71. 6 

0. 0 
94. 3 
71. 0 
76. 6 

21454 
8154 
5120 

2190 
5992 
9906 

0 
9906 
9906 

11548 

62 . 4 
57. 9 
68 . 9 
71 . 5 
61. 2 
68 . 5 

65. 8 
• o. 0 

0. 0 
o. 0 

6"1 , 5 

o. 0 

71. 4 
73. I 
68 . 7 

66 . 3 
73 . 3 
o. 0 

0. 0 
o. 0 

91. 5 
46. 5, 

61. S 
61 . I, 
56. 9 

54 . 4 
69 . 5 
71. 6 
0 0 

94 . 3 
71 , 0 
55 , Z 

6611 2A q 76 . 5 
2854 27. 0 74 . I 
2120 32 . I 70. 6 

625 34. 3 121 , 5 
274 28 , 6 B0 . 4 
743 24. 8 57 . I 
899 32. 3 109 , 7 

1119 100 . 0 129 . 6 
36 100. 0 665. 0 

1083 100.6 111 , 8 
1291 100 , 0 145.9 
5261 24. 4 61. 5 

4118 
2 Ti6 

287 
660 
490 
555 

11 50 
2406 
2299 

107 
3998 

119 

12249 
6943 
1047 

1860 
2381 
1181 
893 
288 

29. 5 64. 0 
32 7 62 . 6 
22 7 42. 5 
39 3 64, 6 
28 . 2 78. I 
19. 9 53. I 
33 6 70 . 9 

100. 0 60.0 
100 0 52 , 3 
100 . 0 225. 5 
100. Q 58 . 5 

1 2 243. 0 

36 . 4. 110 . 1 
40 , 7 111 , 1 
34 . 9 107. 9 

30.4 90 . 2 
31. 9 121. 0 

6 . 5 283. 0 
100 0 245, 2 

I. 6 394, 4 
Jee~ 1.s. 3 1.t1. 2 
8378 100. 0 93. 5 

6958 J7. 6 100 . 9 
4089 42, I 99. 0 

500 31. l 94. 8 
523 28 , 5 13 1.9 
866 38 . 8 11 7. 8 
977 31 5 77. 4 

1389 34 2 123. 1 
2152 100 . 0 140. 4 
1709 100 . 0 123 , 8 

443 100 0 204. 4 
5552 32 5 100 9 
1410 100 0 104. 2 

11264 
4038 
2490 

28 6 124. I 
26 , 9 125. 9 
3 1.3 116 . 2 

1709 33. 7 71 , l 
3009 26. 7 1 70 . 6 
1720 100 , 0 352 , 8 
644 100 0 493. 8 

1075 100 . 0 267, 9 
1843 8 , 5 356 , 4 
9402 53. 5 78. 3 

13415 
5078 
3882 

1836 
2632 
3933 
3336 

597 
4055 
9356 

38. 5 132 . 7 
38 , 4 131 7 
43. I 119. 8 

45. 6 190. 7 
30 5 120. 7 
28 . 4 192 4 

100 . O 128 . a 
5 . 7 547 . 'l 

29 , 0 200 . 3 
44. 8 91 I 

21zqq 

10016 
591 ! 
1614 

tPS 
2884 
2492 

0 
0 
0 
0 

21299 

13320 
6158 
1215 
1574 
163~ 
2736 
3212 

2014 
2008 

6 
3483 
9837 

25009 
12285 

2260 

4794 
5668 

17066 
0 

17066 

gz , 7 

94 . 7 
89 . 4 
88 . 7 

91. 6 
96 , 2 
69 . 7 

0 . 0 
o. 0 
Q, 0 
o. o 

98 . 6 

95 . 4 
95 . O 
96 . 3 
93 . 7 
94 . 2 
98 . 2 
93. 9 
83. 7 
87. 5 

5. 6 
87. I 
98. 8 

74, 3 
72 . 0 
75 2 

78. 3 
7b . 0 
93, 5 

0 0 
98 4 

232"6 91 9 
1743 20 . 8 

15060 
7592 
1344 
1529 
1833 
2766 
3362 

IJnO 
1090 

34674 
13247 

6737 

81 , 4 
78 . 1 
83 , 7 
83 , 5 
82. I 
89 . 2 
82 , 7 

o. 0 
0 . 0 
0 . 0 

81 . 8 
77. 3 

88 . 2 
88 . 2 
84. 6 

4655 91 . 9 
10031 89. 0 

0 o. 0 
0 0 . 0 
0 o. 0 

19873 91. S 
14801 84. I 

25504 
9522 
6238 

2876 
6874 

10050 
144 

9906 
10050 
1,4,4 

73. 1 
72 . 0 
69. 

71 . 4 
79. 7 
72 . 6 

4 . 3 
94. 3 
72 . 0 
-n . '1 

rips Total Trips Total 

4q60 

2296 
1422 

419 
193 
030 
612. 

0 
0 
0 
0 

4960 

3483 
1794 

2-10 
554 
389 
506 
943 

2014 
2008 

6 
3483 

0 

3585 
2160 

303 

531 
589 

21. 6 
21. 7 
21. 5 
23. 0 
20 . I 
21. 0 
22. 0 
o. 0 
o. 0 
o. 0 
o. 0 

23 , 0 

24 . 9 
27 , 7 
19 . 0 
33 , 0 

22, 4 
18 . I 
27 , 5 
83 , 7 
87 . 5 

5. 6 
87 , I 
o. 0 

10. 7 

12 . 7 
10 . I 

8 . 7 
7. 9 
o. 0 
0 , 0 
o. 0 

225S6 
10437 
6504 
1725 
942 

2988 
2667 

966 
0 

966 
1081 

21408 

13671 
6361 
1235 
1621 
1684 
2766 
3305 
2239 
2224 

15 
3812 
9859 

30888 
1531 5 
2744 

5901 
6931 

17066 
0 

17066 

QR , 4 
98 , 7 

98. 4 
94. 8 
98. 2 
99. 7 
96. 0 
86. 3 

0. 0 
89 2 
83. 7 
99. I 

98. 0 
98. 2 
97 . 9 
96 . 5 
96 . 8 
99 , 3 
96 . 7 
93 , 1 
96 . 9 
14. 0 
95. 3 
99 , 0 

91 . 7 
89 , 7 
91. 3 

96 . 4 

92 . 9 
93. 5 
o. 0 

98 , 4 
1Jj 4? 7 ') 7"71" ~" 7 

1743 20. 8 7173 85. 6 

352.7 
1964 

238 
220 
465 
641 
685 

0 
0 
0 

2437 
1090 

6613 
2274 
1264 

1298 
1775 

0 
0 

6613 

1050 
1368 
1118 

686 
882 
144 
144 

0 
144 

3906 

19 . 0 
20. 2 
14. 8 
12 . 0 
20. 9 
20 . 7 
16 . 9 
o. 0 
o. 0 

o. 0 

14. ~ 
77. 3 

16. 8 
15. I 
15. 9 

17380 
9076 
1531 
1680 
2091 
3012 
3771 
1607 
1347 

260 
1627U 

1110 

36973 
14101 

7309 

25 . 6 4927 
15. 7 10571 

o . 0 483 
o. 0 0 
o . 0 483 
0 . O 20356 

37. 6 16617 

11 6 
10. 4 
12 4 

17. 0 
10 , 2 
I. 0 

4. 3 
0 . 0 
2 . 0 

lH. 7 

32510 
12266 
8343 

3634 
8279 

13022 
3116 
9906 

13022 
1948a 

94. 0 
93 . 4 
95 , 3 
91. 7 
92. 1 
97. 1 
92 . 7 
74. 7 
79. 3 
59. 0 
95 2 
78 , 7 

94 0 
93. 9 
92 , 5 

97 . 3 
93 . 8 
28. 1 

0. 0 
44. 9 
93. 8 
94. 5 

93. 2 
92. 7 
92. 7 

90. 3 
96. 0 
94. I 
?3. 1 
94. ) 
93. 3 
93. Z 

Trips Total 

6257 
2717 
2015 

530 
257 
734 
787 
966 

0 

966 
1081 
5069 

3834 
1997 
260 
601 
435 
536 

1036 
2239 
222;i 

15 
3812 

22 

9464 
5190 

787 

1638 
1852 

n. 3 
is. 1 
.10. S 
29. I 
26. 8 
U . 'i 
23.3 
86. 3 
o. 0 

89. 2 
83 , 7 
23. 5 

27. 5 
30, 9 
20. 6 
35, 8 
25. 0 
19, 2 
30, 3 

93. 1 
96. 9 
14. 0 
95. 3 
o. 2 

28. 1 
30. 4 
26. 2 

26, 8 
24. 8 
o. 0 

0. 0 
0, 0 

2?,QJ q 0 

7173 85. 6 

5847 
3448 

425 
371 
723 
887 

1094 
1607 
1347 

260 
4737 
1110 

8912 
3128 
1896 

31. 6 
35. 5 
26, 4 
20 . 2 
30, 9 
28. ~ 
26 , 9 
74. 7 
79, J 
59. 0 
27. 7 
78. 7 

22. 7 
20. 8 
23. 8 

1570 31. 0 
2312 20. 5 
483 28. I 

0 0. 0 
483 44,9 
483 2, 3 

8429 48, 0 

11056 
4112 
32·23 

1444 
2287 
3116 
3116 

a 
3116 
7940 

31. 7 
31. l 
35. 8 

35. 9 
26. 5 
22. 5 
93. 4 
o. 0 

22. 3 
38. 0 



{Ml ~Zll 
TripaWuhin 

4hr•4 

{U! jZ3,j 
Tri.pa °Wl l bin 

.3·5 nun. .to 4 !ID.rs. 

]['rip• 

6t1B6 
u,u, 
2459 

lil45 
H-6 
J!H 
'991 
Ul 

0 
Bl 

1254 
S638 

a,u, 
.)B!'I 
l7'i0 
675 

7Z 
UI6 
74, 
164 

0 

164 
78& 

7843 

H698 
5437 
l.ZC5 

2590 
2406 

tl973 
15·97 
7376 

llidS 
60 

7633 
2~ 

947 

1326 
2387 
1744 
lZU 
531 

.7oUl 
ZS 

117~ 
3188 

841 

2530 
5231 
4-455 
3050 
1405 

11734 
5l, 

97. 9 
9". 0 
98.6 
·u.z 
,a. 6 

mo. o 
92. 2 
65. B 

•O. 0 

70. 4 
9.3. 9 
~B.B 

,,.4 
'98.5 
·,s.4 
84. '9 

ID0.•0 
'99 . 4 I 
fio.Z 
ss. 6 

(C,. 'Q 

6·B. 7 
Iii. 7 
-,S . lJ 

100. 11 
99.Z 
99.6 
99. l 
99- 7 

"'·" 65. 9 

,.,_ ~ 
Bfl. 7 
84. <C 
-87. 7 
,6:,6 
,s. 5 

lo.8 

96. 7 
98.Z 
'J,6. 4 

99. S 
94. 7 
93. I 
94.6 
90. 4 
97.1 
57. 1 

'!477 98. 8 
4-446 <JS.6 
734 9". I 

2.32.<J 
197<'! 
879 
166 
713 

145Z 
8025 

633 
1'94 
Zif 

96 
2l 
45 

ms 
131 

I) 

UJ 
13.9 
501 

I H, 8 
4-41 
S'll 
1'05 
rn 
74 

115 
H,4 

0 
164 
786 
380 

724 
~47 
748 
695 

SJ 
HIJ 

l,;0 

2028 
751' 
BB 

4747 
1042 

348 

5!3 
2644 
4455 
30;o 
HOS 
~9 

56 

lfl,()9 
1711 
252 

Ul25 
821 
879 
166 
713 

14SZ 
2357 

').ti 

7. 3 
U.4 
10.4 
8.1 
5.5 

i:D.D 
65.8 
o.e 

:rG.4 
1'0. j 

fl.f!I 

u.z . 
l-4.. 4 
H.'O 
u. z 
u., 

"·" 13. 3 
55 . 6 

1(!t'O 
1,0. 7 
83. '7 

4..8 

2'1. 7 
30. 9 
24. 4 

25 , 2 
24.8 
Z4. 6 

6.a 
34. 9 
-84.0 
87. 7 
·u,.o 
ZS.2 
l6. 8 

38. '9 
32.1 
39. 9 

M.2 
51. 5 
93.1 
94.6 " 
,0.4 
38.8 
57.1 I 

3'!. 7 
37.'I 
34. I 

43. 9 
~.B 
'14.1 
'16. 2 
95. l 
94.9 
29.2 

(241 (Zij 
Trips Within 

D hr,s~ 

Z5'90 
Z416 
,8983 
15'17 
1)1li, 

H654 
7,8 

1326 
2417 
1765 
1216 
so 

7,645 
45 

·11833 
3195 
1!4Z 

2532 
52-64 
4474 
3055 
1419 

11762 
71 

9533 
4-480 

737 

2331 
1988 
897 
166 
731 

l.f'jO 

8043 

·n.• 
99.2 
9S.'1 
,z.9 

1-CtB. O 
100.0 
U.'! 
71.4 
l!l.O 

76.) 
'!14-8 
Ott. I 

,~.1 
9S.6 
98.6 
87. 4 

100.0 
'9.4 
88. 5 
61. 4 

@.il 
67.@ 
:8'5.8 
fl. I 

100.0 

"'· 6 
'19.' 
'9'!. I 
'9- -~ 
'!9.S 
85. 7 

'15.-4 
91. 7 
''18 .... 

'17. l 
98. 4 
~-6 

99.6 
95. 3 
93. 5 
'14. 1 
91. 3 
'17. 3 
7Z.4 

'99. 9 
93.6 
96.o 
90.Z 
'17.5 
97.4 

"'· 7 

(26) (271 
Trips Within 

15 ~to6hre. 

12011) 

445 
54:t 
125 

11() 

74 
!35 
I-Ill 

0 
1-81 
BGli 
)'11 

3507 
1715 

ll•G 

7.U 
757 
V58 
6'15 
63 

J4Z'~ 
78 

8") 

~8 
1765 
1216 
549 

20-tll 
45 

41~ 
1049 
H9 

515 
Zfl77 
4474 
3055 
141'9 
4719 

71 

}665 
11-15 
zss 

1027 
a,u 
897 
166 
711 

1490 
Z375 

% af 
Total 

,. 4 

1. 5 
u. 7 
!2. 1 

'-' · 5 
5. 5 

H.7 
71. 4 

•0.0 
76. i 
11.2 
,.1 

13. 5 
H.5 
14.! 
1,. 7 
13., 
6. 6 

15.6 
61.4 
0.0 

611.IO 
S5. ·s 
·s.o 

z,., 
31. l 
.Z-l. 4 

u . o 
H . 2 
8. 4 

43.Z • 
'0.9 

2'1.4 
,115. 7 

Z5. 7 
z,. z 
25.Z 

6 . 11 
36. 0 
85 ,,0 

-87.'9 
1'1. 2 
25. 6 
5'1.2 

19.) 
32. 3 
40. I 

20. J 
52.1 
'f3. 5 
'94.1 
'11. 3 
39.0 
7Z.4 

40. 2 
18. 7 
H.5 

44.0 
-41. 7 
'16.0 
')O. z 
97.5 
97.4 
Z9.4 

(Ul (%91 
Trip• Wit:!m:n 

8 hr• . 

'l'ripa 

11751l 
5475 
1267 

Z5'91l 
Z418 
:S'l'/1 
16115 
7386 

U664 
86 

7755 
JltOO 

9Sfl 

1326 
2.467 
18f0 
IM'I 
591 

772'1 
Sf 

ll93Z 
l2G8 
85" 

2533 
5332 

4-.1<194 
1466 

1185<, 

76 

'1571 
44'1) 

7-40 

~-" 
~-7 
fl.5 
9'3. 7 

100.0 
100.0 
94.6 
n.4 
3<'!.'1 
B1U, 
95. 7 
~-5 

,s.z ,,_o 
"9. () 
89.1 

100.•@ 
99.i, 
"9(1. 0 
67.1 
lZ.ll 
7iii.4 
87. 7 
')'1.4 

1•00. ·e ~-· .,,.II 
'l'j.6 

'"·' .,,.' 
~.5 

96.-4 
9'8.4 
'fl.Z 

99.'1 
'11.6 
88 . 6 
,0.) 
85. 3 
96.9 
71. I 

9"1.6 
'16.6 
95. 1 
'15.'I 

'*· 3 
911. l 
77. 5 

'J'I. 7 

'19- 7 

"·' 
:t114 100.0 
2007 '19.6 
'IU 97.8 
171 'J4. 0 
740 '18. 7 

1508 98.6 
8063 100.0 

I ia1 (311 
T<ip,, w;tbll, 

)'S mia. b,' ... .b:rs. 

l,'fl 

zu 
~7/ 
um 

14 
45 

IH 
154 

4 
150 
il..Z 
543 

124'0 
457 
555 
133 
m 
"i/6 

1-d 
1'98 

8 
I~ 
825 
418 

nzs 
l7Y(I) 
HI 

Zl:50 
:r9l 
24'1 

"88'1 
l04Z 
161 

3901 
17"3 
2sa 

IO.JO 
860 
921 
171 
740 

1S<'l8 
Z395 

''/, ,of 

TotLI 

'1-'1 
8.0 

ll.J 
12., 
'!.5 
s.s 

12. 5 
77.-4 
)0. 7 
SG.6 1 

IZ. l ,., 

14.!0 
14. 9 
H .. o 
I7i. 4 
u., 
,.a 

l"7. I 
6V. I 
JZ. <11 
70.4 
91. 1 

S. J 

31.0 
31. 5 
24. 5 , 

u.o 
JI. j 

a. s 
43. 7 
o., 

Z,.5 
,,. 5 

u.. 7 
Zi.9 
Z5.8 

6.8 
37.8 
88 . 6 
'JQ. 3 
85. J 
U,.6 
71. I 

40.1 
J2. 7 
41. 7 

20. J 

51.-4 
9S. 1 
'15.'I 

"'· 1 i,.e 
-n. 5 

-40.6 
39.0 
34.9 

44.1 
42. 7 
")7. 8-

'14.0 
'13. 7 
98.6 
2.9. 7 

(JZ! ()31 
Tr ... With!a 

161>u. 

(J-11 (JS! 
Trip-. Wldw:a 

)'§ :min..lbG 16 hira. 

Tl'ipa 

11767 
5487 
U67 

2590 
Z-UJ 
<JOOI 
1611! 
7191 

116:75 
91 

13?1 
2573 
1949 
12-,2 
657 

7841 
69 

.,,_ "i/ 

100.,0 

""·" '98.4 
100.B 
100.,0 
~-6 
9(,.0 
·u, . ., 
"· 3 -,,.,o 
ff.9 

99. 3 
1·00.1l t 

9'.6 
'14.6 

(1(')'/!Lr0 

'19. 8 
'15.(l 
84.4 
S.Z..O 
87. 4 
'14. 8 

"'· 9 

'19. 9 
100.•0 

9,.' 
100.-0 

'19." 
99. 9 
99. 9 

IOO.O 
'99.9 

1-00.-0 

98. 3 
99.6 
'19.6 

99. 9 
95.6 
93. 9 
93. 4 
'14. 8 
'18. 4 
90.8 

761 
Zl'J 
318 
16) 

H 
45 

I '77 

1'11 
10 

181 
zo:r 
565 

3542 
1142 

311 

'724 
764 
776 
7<'!8 
68 

3450 
91 

2103 
8Z8 
25) 

90 
llZ4 
1949 
1292 
657 

lll6 
69 

flo. e 
8.Z 

12. 7 
17.6 
9.5 
5.5 

16.5 
96.® 
7e., 
,,. 3 

lS.5 
'l.'il 

15.1 
l5.-, 
IS.2 
ll.9 
13,'9 
7.0 

ll. 1 
U.-1 
sz.o 
a,.4 
'!4. a 

5. 7 

31.2 
Jl.,8 
Z4.5 

ZS.® 
31. 5 
8.6 
0. 9 
1.0 

Z·9. 5 
IOQ. 0 

ZS.6 
2.7.1 
.z6.2 

6.8 
4i. 8 
93. 9 
93."4 
94.8 
ZB. l 
~-8 

(Jil,l (HI 
Tri;,,a Wiehl11 

,UhN. 

Tript 

1•00.1! 
l·l)(!). '0 
100. 0 
100.<l 
100. '3 
100. 0 
100. ® 
100. 0 
u,0~10 
l>G0.-0 

100. 0 
i,~.o 

99. 7 
100. 0 
·"9.-8 
,S. l 

lOO. '(!I 
1·00.0 
,s. 3 , .... 
so.•o 
<j5.' 
,s. 3 
'J,. '9 

11772 100.0 
548, l'OO. I) 

1268 mo. o 

2590 100. •0 
2425 100.0 
,oos mo.•o 
161l 100.'0 
7194 100. ·o 

llo&O 100. •O 
91 1•00. G 

IJZi' 
zuo 
Z066 
ll83 
683 

.~l 
75 

99.-8 
100. 0 
100. 0 

'19. ' 
1'9. 5 
,,. s 

l •OO. O 
9S. 6 
99. 9 
98. 7 

IZDS4 
JZJ6 
857 

5011 
1090 
364 

41. I • 12179 
3J. 6 12.46 

2540 
5418 
4660 
)Il7 
ISZ3 

ll'!S'I 
94 

99.'! 
'18.1 
'17. 4 1' 

97.Z 
'7.9 
<J8.<J 
95. 9 

'IS85 99, 8 
4'501 99.1 

741 100. 0 

23H 
ZOl2 

'!26 
17'1 
747 

1521 
8064 

100.'0 
99. 8 
9'. I 
'17.J 
99.6 
99.4 

100.0 

523 
}031 
-4660 
)137 
1523 
4916 

94 

3917 
1766 
ZS9 

1030 
865 
926 
179 
141 

1521 
Z396 

41, 8 

2•0.6 
54. '! 
91.4 
'17. Z 
97. 9 
-40. 6 
95. 9 

40. 7 
l'l. I 
15.0 

«.I 
-IZ." 
99. I 
'!7. 3 
99.6 
'1').4 
29. 7 

87Z 

2542 
551) 
4777 
J2Z6 
1551 

IZ080 
96 

100. 0 

'19. S 
"19. 9 

100. 0 

"'· 6 99. 9 
98.0 

9593 100.0 
4507 100. 0 

741 100. 0 

2114 
2014 
9ll 
184 
74'1 

1528 
8065 

100.0 

'19." 
'1'!.'I 

100.0 
9'/. 'I 
99. 'I 

100.0 

llB1 ll'II ~40) (-Ill 
Trip51 Wi.tbui 'f.rip•>Z4 lb.ra. 

S'S min. tD 2-4 h;ra~ 

!14 

l5U 
IH4 
312 

,a 
1231 
2066 
BSJ 
6Sl 

2356 
7S 

5136 
1100 

379 

525 
3126 
4777 
]U6 
l551 
~31 

'16 

)925 
1772 
259 

10}0 
867 
9ll 
184 
74'1 

1528 
ZJ91 

11. l 
-8. J 

ilZ. 'I 
19.Z 
,. s 
5.5 

I7.' 
l<00. '0 
MO.O 
lM.,O 

16.5 
l@.·O 

15. 5 
15. 9 
1 5.4 
l,£,.4 
u., 

7. 2. 
1.5. 4 
'94.,(, 
.1,0.0 ' 
'15. 9 I 
'98. 3 

•• 7 

)0. J 
31. 8 
24.,(, 

Zll.<C 
31.6 
8. 7 
1.0 
1.0 

29.S 
a.oo .. ,a, 

.JU.I 
27.S 
Z6.6 

6. -8 
45, 7 
,,. 5 

1·00.·o 
'18.4 
29.(, .,8., 

42.1 
33. 9 
U.5 

zo. 7 , 

54.6 
<t<).' 

100.0 

'19.6 
-41.6 
'98.0 

~-9 
3?. 3 
35.0 

4-4.1 
-13.0 

""·" 100.0 

"'·" 9'9- 9 
2'1. 7 

Trip.a 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

23 
0 
8 

15 
<(I) 

ill 
15 
16 

5 
ll 
16 

7 

1-1 

0 

I Z 
10 
0 

10 
10 

., 
I 
0 

0 

s 
6 
0 
6 

' z 

0 

0 
l. 
I 
0 

z 
I 

'/, of 
T.ota.•l 

<O. 0 
10, .. 0 
,0. 0 
@. ,o 

o. 0 
O. •O 
·O.•O 
o. 0 
0.0 
B. 0 
0. 0 
•B. 8 

o. 3 
0.-0 
0.2 
I. 9 

•O. 0 
0.0 
l.i' 
5. 4 

.20 .. 1(1) 

4.1 
I. 1 

'°· 1 

o.o 
·o.o 
'<IJ.i(I) 

0.2 
o.o 
0.0 

•O. I 
0 . 5 
0 . 5 
'0.® 
I. 7 
0.1 
I. l 

0.1 
o.o 
o.o 

o.o 
o.z 
0.1 
o.o 
0.4 
0.1 
I.'! 

0.0 
0.0 
o.o 

0.0 
0.1 
O. l 
0.0 
0.1 
0.1 
0.0 



TABLE C-2 (Continued) 

(l) (Z) (3) 

OCONOMOWOC, WISCONSIN, STUDY AREA 
6., ... ···a· 
Trip 

% o! 
Time Distribution of Trips Total 

Len. 
(Min.) 

All Purpose Trips 

Purpose Z Bueine:•1 .'[ 'r'U,e 
Purpose 3 RecT, Tr.:ipnz 
Purpose 4 Social T rtp•2 

Purpose 5 Other Tripa 
Purpose 3-4 Soc. -Rec. Trips 
Trip111 to SMSA 111 

Trips to ?MSA > 1,000,000 
Trips to SMSA < I, 000, 000 
Trips to Cos, > 50,000 l 
Tdps to Cos. < 50,000 

13045 
~7 14 

61Z 

3046 

3659 
10601 
10417 

184 
1Z813 

Z3Z 

100. 0 
44. 3 

4. 7 

Z3. 7 
ZB. 9 
81. 5 
79. 8 
I. 4 

98. 3 
I. 7 

19. 7 
22. L 
16. 7 

1.0. 8 
Z3. 6 
8.0 
s. 8 

IZ9. 8 
16. 8 

181. t 

STURGEON BAY, WISCONSIN, STUDY AREA 
All Purpose Tripe 
Purpose 1 Work Trips 
Purpose Z Business Trips 
Purpose 3. Rec;r. Trips 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec , Trips 
Trips to SMSA's 
Trips to SMSA > 1, 000, 000 
Trips to SMSA < 1,000,000 
Trips to Cos. > 50,000 
Trips to Cos. < 50, 000 1 

8595 
Z4Z7 

73Z 
Z415 
1359 
165Z 
3774 
1159 

375 
784 

1637 
6958 

WAUPACA, WISCONSIN, STUDY AREA 

All Purpose Trips 
Purpose l Work Trips 
Purpose Z Jluoino•s Trips 
Purpose 3 RocT, Trips~2 
Purpose 4 Social T rip~Z 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec. Trips 
Trips to SMSA's 
Trips to SMSA > 1,000,000 
TripB to SMSA < l, 000, 000 
TripB to Cos. > 50,000 
TripB to Cos. < 50, oool 

7677 
Z778 

759 

1946 
Zl9Z 

403 
Z3Z 
171 

1266 
6410 

ATHENS, TENNESSEE, STUDY AREA 

All Purpose Trips 
PurpoBe l Work TripB 
Purpose 2 Businese Trips 
Purpoee 3 Recr, Trips 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3-4 Soc, -Rec. Trips 
Trips to SMSA's 
Trips to SMSA> l, 000, 000 
Trips to SMSA < l, 000, 000 
Trips to Cos. ~ 50, 000

1 
Trips to Cos. < 50,000 

154ZI 
5859 
60Z5 

840 
311 

Z389 
1151 

969 
47 

9ZZ 
1006 

144Z6 

COLUMBIA, TENNESSEE, STUDY AREA 

All Purpose Trips 
Purpose 1 Work Trips 
Purpose 2 Business Tripe 
Purpose 3 Recr. Trips 
Purpoee 4 Social Trips 
Purpose 5 Other Trips 
?urpose 3-4 Soc.• -Rec. Tripe 
Trips to SMSA's 
Trips to SMSA > 1,000,000 
Trips to SMSA < 1,000,000 
Tripe to Coe.> SO, 000 
Trips to Cos.< 50, oool 

15304 
6905 
4403 
1318 
106Z 
16ZI 
2380 
1093 

31 
I06Z 
1210 

14101 

DYERSBURG, TENNESSEE. STUDY AREA 

All Purpose Tripe 
Purpose 1 Work Trips 
Purpose 2 Business Trips 
Purpose 3 Recr, Tripe 
Purpose 4 Social Trips 
Purpose 5 Other Trips 
Purpose 3-4 Soc. -Rec. Trips 
Trips to SMSA 1 a 
Trips to SMSA > 1, 000, 000 
Trips to SMSA < l , 000. 000 
Trips to Cos. > 50,000 
Trips to Cos.< 50,000 1 

13Z54 
4098 
5993 
IZOZ 

178 
1781 
1380 

39Z 
ZS 

367 
574 

1Z687 

100. 0 
ze. z 

8. 5 
ze. 1 
15. 8 
19. Z 
43. 9 
13. 5 

4.4 
9. I 

19. 0 
81. 0 

39. 4 
Z8. 4 
Zl. I 
67. 4 
50 .. 0 
IZ. 5 
61. I 

167. 3 
Z95. Z 
106. Z 
158. I 

11 . 4 

100. 0 33. 1 
36. Z ZB. 6 

9. 9 34. 8 

ZS.3 Zl.5 
ZB.6 48. 3 

5. Z Z14. 1 
3.0 Z38.9 
z. Z 180. 5 

16. 5 llZ. 7 
83. 5 • 17. 4 

100. 0 
38. 0 
39. I 

5. 5 
z. 0 

15. 5 
7. 5 
6. 3 
o. 3 
6. 0 
6. 5 

93. 5 

100. 0 
45. I 
28. 8 

8. 6 
6. 9 

10. 6 
15. 5 
7.1 
o. z 
6. 9 
7. 9 

9Z.1 

100. 0 
30. 9 
45. Z 

9. l 
I. 3 

13. 4 
10. 4 

3. 0 
0. Z 
2. 8 
4. 3 

95. 7 

16. 4 
14. 5 

18. 5 
34. 4 
10. 9 

9. 9 
ZB. 0 

107. I 
391. I 
92. 7 

lZO. 4 
9. 5 

zz. 7 
16. 5 
Z3. 9 
56. 3 
Z5. 4 
17. 0 
4Z. 5 

IZ6. Z 
670. 7 
110. 3 
131.1 
13. 6 

Z9. Z 
ZS. 0 
ze. 6 
54. 1 
37. I 
zz. 5 
51. 9 

Z86. 7 
950. 4 
Z41. 4 
Z59. 9 

19. 0 

(-t) (5) (6) 
Tripe to 

Avg. Adj. Co•. 
N:: •. e! . 

Cos. 
.Attra. 
Tripe Trips 

0/o of 
Total 

99 
S3 
16 

17 
71 
34 
18 
16 
50 

49 

94 
45 
19 
70 
44 
Z6 
79 
38 
19 
19 
56 
38 

90 
47 
31 

Z6 
69 
33 
14 
19 
48 
41 

80 
46 
48 
ZB 
lZ 
zo 
31 
Z3 

7 
17 
33 
48 

13Z 
65 
68 
66 
35 
Z3 
83 
36 
11 
ZS 

BZ 

98 
41 
63 
4Z 
14 
ZI 
45 
zz 

6 
16 
31 
67 

1Z587 96. 5 
5 .. 73. 95 , 8 

596 97. 3 

3017 99.0 
3488 95. 3 

10354 97. 7 
103ZO 99. 1 

34 18. 5 
10320 80. 5 

0 o.o 

67ZZ 78 . Z 
Z114 87 . . I 

650 88 . 8 
1512 6Z . 6 
956 70. 3 

149Z 90. 3 
Z468 65, 4 

0 0. 0 
0 0 . 0 
o 0. 0 
0 0. 0 

67ZZ 96, 6 

6914 90. I 
ZSll 90. 4 

662 87. Z 

189Z 97. Z 
1851 84. 4 

0 0. 0 
0 0. 0 
0 0. 0 

659 52. 1 
"28Z 98.0 

141Z8 91. 6 
5460 93. Z 
5351 88. 8 

7ZI 85. 8 
Z87 9Z. 3 

Z314 96. 9 
1008 87. 5 

0 o. 0 
0 o. 0 
0 0. 0 
o o. o· 

14128 91. 6 

13666 89. 3 
6371 9Z. 3 
3748 85. I 
1117 87.0 

933 87.9 
1471 90. 7 
ZOBO 87.4 

0 0. 0 
0 0.0 
0 0. 0 
0 0. 0 

13666 96.9 

IZZ7Z 9Z. 6 
3819 93.Z 
549Z 91. 6 
1086 90. 3 

16Z 91. 0 
17ZI 96.6 
1Z48 90. 4 

0 0. 0 
0 0. 0 
0 o. 0 
0 0. 0 

IZZ7Z 96. 7 

(7) (8) (9) ( 10) (,II) 

Trips Within Trips > 35 min. 
35 min , 

Tripe 

I03ZO 
4184 

489 

Z678 
Z965 

I03ZO 
10320 

0 
103ZO 

0 

6ZOO 
1948 

60Z 
1384 
825 

144Z 
ZZ09 

0 
0 
0 
0 

6ZOO 

5ZZ6 
19ZZ 

471 

1509 
1325 

0 
0 
0 
0 

5Z26 

IZ584 
49Zl 
4739 

609 
Z73 

Z043 
882 

0 
0 
0 
0 

1Z584 

11513 
,446 
310 I 

976 
778 

1Zl3 
1754 

0 

0 
0 

11513 

9545 
3035 
4344 

791 
106 

IZ69 
897 

0 
0 
0 
0 

9545 

'lo of 
Total 

79. I 
73 . Z 
79. 9 

87. 9 
81. 0 
97. 4 
99. I 
o. 0 

80. 5 
0. 0 

n . 1 
80 . Z 
88 . Z 
57 . 3 
60 , 7 
87 . 3 
58 . 5 
o .. o 
0 . 0 
o. 0 
o. 0 

89 . I 

68 . 1 
69. z 
6Z. I 

77. 5 
60. 4 

0. 0 
0 . 0 
o. 0 
0 , 0 

81. 5 

81. 6 
84. 0 
78 . 7 
n.s 
87. 8 
85. 5 

76. 6 
0. 0 
0. 0 
0. 0 
0. 0 

87. Z 

75 . 2 
78 , 9 
70 . 4 
74. 1 
73 . 3 
74, 8 
73 , 7 

0 . 0 
0 . 0 
0 , 0 

o. z 
81. 6 

n.o 
74. 1 
n.s 
65. 8 
59, 6 
71. 3 
65. 0 

0. 0 
o. 0 
0. 0 
0. 0 

75. Z 

zns 
1530 

1Z3 

368 
694 
Z81 

97 
184 

Z493 
232 

Z395 
479 
130 

1031 
534 
ZlO 

1565 
1159 

375 
784 

1637 
758 

2451 
856 
zee 

437 
0·67 

403 
232 
171 

1266 
1184 

Z837 
938 

IZ86 
Z31 

38 
346 
269 
969 

47 
9Z2 

1006 
184Z 

3791 
1459 
1302 

342 
Z84 
408 
6Z6 

1093 
31 

106Z 
1207 
2588 

3709 
1063 
1649 
411 

72 
SlZ 
483 
39Z 

ZS 
367 
574 

3142 

% of 
Total 

Avg 
Trip 
Len. 

(Min.) 

Z0 , 9 79,9 
Z6 . 8 68. 5 
ZO . I 77, 6 

IZ. 1 77. 0 
19. 0 104. 8 
Z.6 159.5 

. o. 9 2ZZ. 3 
100. 0 129. 8 

19. 5 70. 5 
!00.0 !8!.b 

Z7.9 141.0 
19. 7 142. 8 
17.8 115. 4 
4Z . 7 157. 7 
39. 3 126 . 9 
IZ. 7 97. 1 
41. 5 147.Z 

100. 0 167. 3 
100. 0 Z95. 2 
100 . 0 98.9 
100 . 0 158. 1 

10. 9 164. 5 

. 31.9 107.9 
30 , 8 92.5 
37 , 9 91.7 

Z4. 6 94. 7 
39.6 lZl.8 

100. 0 214. I 
100. 0 Z38. 9 
100. 0 180. 5 
100. 0 llZ . 7 

18. 5 93. 8 

18. 4 81 , 7 
16. 0 82. 4 
21. 3 80 . 6 
Z7.5 119 , 0 
lZ. Z 67. 4 
14. 5 58 . 7 
Z3. 4 106 . 1 

100 . O 107. 1 
100. 0 391. 1 
100. 0 9Z. 7 
100. 0 120. 4 

12. 8 63 , 3 

Z4. 8 
Zl. 1 
29. 6 
ZS. 9 
Z6. 7 
ZS . Z 
Z6. 3 

100. 0 
100. 0 
100. 0 

91. 5 
77. 7 
80. 6 

ZIS. 8 
9Z. 9 
66. Z 

161. 0 
126. Z 
670. 7 
110. 3 

99. 8 131. Z 
18. 4 148. 6 

28. 0 104. Z 
ZS.9 96.0 
Z7. 5 103. 7 
34. Z 157. 7 
40.4 91. 7 
ZB. 7 77. 3 
35, 0 147.8 

100. 0 Z86. 7 
100. 0 950. 4 
100. 0 Z41. 4 
100. 0 Z59. 9 

Z4. 8 767. 7 

(IZ) ( 13) (14) ( 15) (16) (17) (18) (19) 
Trips Within Trips Within Trips Within Trips Within 

1 hr . 35 min.to l hr , 2 hrs. !,S min. to Z hrs. 

TripB 

120Z3 
5178 

571 

Z909 
3359 

1035 / 
10320 

37 
11917 

106 

672Z 
Z114 

650 
1512 

956 
1492 
2468 

0 

0 
0 

672Z 

6438 
2380 

6Z8 

171Z 
17Zl 

0 

0 
6ZO 

58'18 

14551 
5583 
5583 

773 
296 

2320 
1069 

390 
0 

390 
390 

14161 

14Z73 
6!:il!:i 
4091 
1172' 

969 
1530 
2141 

944 
0 

944 
947 

13329 

119z°l 
3711 
5355 
1061 

149 
1646 
1210 

0 

0 
0 
0 

119ZI 

% of 
Total 

9Z. Z 
90 . 6 
93. 3 

95. ~ 
91. a 
97. 7 
99. I 
zo. r 
93. 0 
45. 7 

78. 2 
87 , 1 
88 . 8 
6Z. 6 
70 . 3 
90. 3 
65 . 4 

0. 0 
0. 0 
0. 0 
0. 0 

96 . 6 

83. 9 
85 , 7 
82 , 7 

BB. 0 
76. 5 

o, 0 
0. 0 
0 , 0 

49 , 0 
90."8 

94. 1 
95. l 
9Z. 7 
9Z. 0 
95. 2 
97. I 
92. 8 
40 . 2 
o. o 

42. J 
38 . 8 
98. 2 

93. 3 
94. 4 
9Z. 9 
88. 9 
91. 2 
94. 4 
90. 0 
86. 4 

0. 0 
88. 9 
78 . 3 
94. 5 

89 . 9 
90 6 

• 89 . 4 
BB. 3 
83. 7 
9Z . 4 
87. 7 

0. 0 
0. 0 
0. 0 
0. 0 

94. 0 

ripe 

1703 
994 

82 

Z31 
394 

37 
0 

37 
1597 

106 

szz 
166 

48 
lZB 
131 

50 
Z59 

0 
0 
0 

0 
5Z2 

1212 
458 
157 

Z03 
396 

0 
0 

0 
6ZO 
59Z 

1967 
662 
844 
164 

23 
277 
187 
390 

0 

390 
390 

1577 

Z760 
1069 

990 
196 
191 
317 
387 
944 

0 
944 
944 

1816 

Z376 
676 

1011 
270 

43 
377 
313 

0 
0 

0 
0 

Z376 

'lo of 
Total 

13. I 
17. 4 
13. 4 

7. 6 
10. 9 
0. 3 
0. 0 

20. 1 
lZ. 5 

45. 7 

6. l 
6. 8 
6. 6 
5. 3 
9. 6 
3. 0 
6. 9 
0. 0 
o. 0 

0. 0 
0. 0 
7. 5 

15. 8 
16. 5 
20. 7 

10 . 4 
18 , 1 

o. 0 
o. 0 

o. 0 

49. 0 
9. Z 

12. B 
11. 3 
14. 0 
19 , 5 
7.4 

11. 6 
16 . 2 
40. Z 
0. 0 

42. 3 
38. 8 
11 , 0 

18. 1 
l!:i.!:i 
22. 5 
14. 8 
17. 9 
19 . 6 
16. 3 
86 . 4 

o. 0 
88 . 9 
78. l 
lZ . 9 

17 , 9 
16. 5 
16 , 9 
22 . 5 
24. 2 
Zl . Z 
22. 7 

0. 0 
0. 0 
0. 0 
o. 0 

18. 7 

Trips 
% of 
Total 

1Z874 9.8. 7 
5654 99. 0 

607 99. 2 

3031 99 . 5 
3572 97.6 

10555 99. 6 
10400 99. 8 

155 84. Z 
IZ740 99 . 4 

134 57.9 

7738 90. 0 
ZZ9Z 94. 4 

700 95 , 6 
1966 81.4 
1170 86. 1 
16 i 3 97. 6 
3136 83. 1 

721 6Z. ! 
0 o. 0 

7Zl 9Z . 0 
1002 61. Z 
6736 96. 8 

7231 94. Z 
2647 95. 3 

716 94. 3 

1908 98. 0 
1963 89, 6 

112 Z7.8 
0 o. 0 

1 IZ 65. 5 
923 72. 9 

6308 98 . 4 

15187 98. 5 
57"1.7 98. 6 
5915 98. 2 

813 96. 8 
308 99. 0 

2377 99. 5 
1121 97. 3 
879 90 . 7 

0 0. 0 
879 95. 3 
879 87.4 

14308 99. Z 

14926 
67H 
4293 
1218 
1039 
1607 
2257 

944 
0 

944 
1037 

1389Z 

97 . 5 
98 , I 
97 . S 
9Z. 1 
97 , 8 
99. I 
94. 8 
86. 4 
o. 0 

88 . 9 
es. ? 
9,8 . s 

1Z448 93. 9 
3871 94. 5 
5593 93. 3 
1106 9Z. 0 

166 93. 3 
1716 96. 3 
1272 9Z. Z 

0 o. 0 
0 o. 0 
0 o. 0 
0 0. 0 

IZ448 98. 1 

frlpa 

Z554 
1470 

118 

353 
607 
Z35 

80 
155 

z•zo 
134 

1538 
344 

98 
sez 
345 
171 
927 
721 

0 
721 

1002 
536 

zoos 
725 
Z45 

399 
638 
11Z 

0 
112 
9Z3 

IOBZ 

Z603 
856 

1176 
Z04 

35 
334 
Z39 
879 

0 
879 
879 

1724 

3413 
1JZ8 
1192 

242 
Z61 
394 
503 
944 

0 
944 

1034 
Z379 

Z903 
836 

1249 
315 

60 
447 
375 

0 

0 
0 
0 

Z903 

% of 
Total 

19. 6 
ZS. 8 
19. 1 

11. 6 
16. 6 
z. 2 
o. 7 

84. Z 
18. 9 
57. 8 

17. 9 
14. Z 
13. 4 
Z4. 1 
ZS. 4 
10. 4 
24. 6 
62 . 2 

0. 0 
92. 0 
61. Z 

7. 7 

26 . l 
26 . I 
32. l 

zo. 5 
Z9. l 
27. 8 
o. 0 

65. 5 
72. 9 
16. 9 

16. 9 
14. 6 
19. 5 
Z4. 3 
11. Z 
14. 0 
ZO. B 
90. 7 

0. 0 
95. 3 
87. 4 
lZ. 0 

2Z. 3 

19. Z 
Z7. I 
18. 3 
Z4. 5 
24. 3 
Zl. I 
86. 4 

o. 0 
88. 9 
85. 5 
16. 9 

Zl. 9 
20. 4 • 
20. 8 
Z6. Z 
33. 7 
ZS. 1 
Z7. Z 
o. 0 
0. 0 
0. 0 
o. 0 

zz. 9 



(20) (2 l) (ZZ) (23) (7.4) (25) (26) (27) (28) (29) I 30) (31) tn) (33) (34) (35) (36) I 37) I 38) I 39) (40) (41) 
T1·ips Within Trips Within Trips Within Trips Within Trips Within Trips Within Trips Within Trips Within Trips Within Trips Within Trips>24 hrs. 

4 hrs . 15 mir,. to 4 hrs 6 hrs. 35 min . to 6 hrs, 8 hrs . 35 min. to 8 hrs. 16 hrs . 35 min. to 16 hrs , 24 hrs . lS min , to 24 hrs 

% of I 
Trips Total Trips 

5670 l % . , 
33157 96 . 9 
8278 93. 5 

4253 97 . 2 
5663 97. 9 

57?6 99 . 4 
9916 97, 6 

34514 9 7, S 
780 78. 9 

33734 97 . c; 

20911 94. 4 
21861 97. 4 

54332 95. 8 
30684 96 . 5 

4516 9G 5 

8262 98 . 0 
10886 92 , 0 
35094 97. I 

4657 89. 9 
30437 98.2 
42086 96 . 11 
12246 92. ~ 

39364 93. 9 
11964 97.! 
12271 91. 9 

5470 89. 3 
9675 95. 5 

1 7949 91. 7 
0 o. 0 

17949 97. 8 
18771 91 . 5 
20590 96 . 2 

17364 
11107 

2.497 
1620 
1979 
1185 
3107 
2136 

780 
1356 
:!454 

14902 

23392 
13375 

I. )16 

3193 
4904 
588 l 
4657 
1224 

11146 
12246 

10885 
2304 
4362 

1893 
2341 

}30 

0 
130 
952 

9930 

201877 94. 9 23782 
94471 96. 6 8584 
36203 92 . 5 5675 

17150 98.6 
53844 92 . 5 

179291 96.4 
I 78094 98. 2 

1197 26.6 
180163 96. 1 

21713 86. L 

1825 
7719 
1197 

0 
1197 
2069 

21713 

% of 
Total Trips 

29. 7 
32 , 5 
29 , 7 
37 , 2 
25. 5 
20 . 3 
30 . 6 

6 . 1 
78. 9 

3. 9 
I l. I 
66. 4 

41. 2 
42. l 
40 . 9 

37 9 
41. 6 
16. 3 
89 . 9 

4. 0 
25. 7 

92. 8 

26 . 0 
18. 7 
32. 7 

30. 9 
23. l 

0. 7 
0 , 0 
0,7 
4. 6 

46 . 4 

57273 
33575 

8312 
4287 
5711 
5805 
9998 

31656 
780 

33876 
21219 
22157 

55227 
31095 

4576 

8358 
11207 
35199 

4658 
30541 
42429 
12799 

40836 
12181 
13010 

5703 
9962 

19003 
916 

18087 
19871 
20959 

11. 2 206079 
8. 8 95774 

14. 5 37443 

10. $ 17294 
13. 3 55346 

6 . S 181113 
o. 0 178994 

26.6 2119 
l. I 182345 

86 . I 23732 

% of 
Total Tripd 

97. 9 
98. l 
98. 9 
98 . 0 
98. 8 

99 . 6 
98. 4 
97. 8 
78. 9 
98. 4 
95. 8 
98. 7 

97. 4 
96. 5 
97. 8 

99 . 2 
94 . 7 
97 , 3 

90 . 0 
98. 6 
97 . 5 
97 . 0 

97 4 

98. 8 

97. 5 

93. 1 
98. 4 
97 . l 
so . l 
98. 1 
96. 9 
97. 9 

96 . 8 

97 , 9 
95. 7 

99 , 5 
95, l 
97. 4 
98 . 7 
47. 1 
97. 2 
94 . 1 

17936 
11525 
2531 
1662 
1527 
1197 
3189 
2278 

780 
1498 
2762 

15203 

24287 
13786 

1976 

3289 
5245 
5986 
4658 
1328 

11489 
12799 

12357 
2521 
5101 

2126 
2628 
1184 
916 
268 

2052 
10299 

27984 
9887 
6915 

1969 
9221 
3019 
900 

2119 
4251 

23732 

% of 
Total Trips 

30 . 7 
33. 7 
30. 1 
38. 0 
26. 4 
20. 5 
31 , 4 

6. 4 
78. 9 

4. 4 
12. 5 
67. 7 

42. 8 

42. 1 
42. 2 

39 . 1 
44. 3 
16. 5 
90 . 0 

4, 3 
7.6 , 4 
9'i. 0 

29. S 
20 . 4 
38 . 3 

34. 7 
26, 0 

6. 1 
so. I 
1. s 

10. 0 
48. l 

57535 
33767 
8332 
4307 
5725 
5813 

10032 
34758 

780 
33978 
21383 
22257 

55754 
31343 

4613 

8387 
11413 
35488 

4793 
30695 
42736 
12994 

41149 
12234 
13149 

5744 
10044 
19081 

916 
18165 
19974 
21169 

13 , 1 209669 
10 . I 97041 
17. 7 38445 

ll.4 17370 
15. 9 56587 
l. 6 183701 
o. 5 180529 

47.1 3172 
2. 3 185146 

94. l 24521 

% of 
Total Trips 

98 .. 4 

98. 7 
99 . 2 
98. 4 
99, 0 

99 . 8 

98. 7 
98. l 
78. 9 
98. 7 

96. 5 
99 . 2 

98 . 3 
98 . 6 
98. 6 

99 . 5 
96. 5 
98. 1 
92. 6 
99. 1 
98. 2 
98. 5 

98. Z 
99. 3 
98. 5 

93. 8 

99. 2 

97 . 5 
80. 1 
98 . 6 
97. 4 

98. 9 

98. 5 

99. 2 
98 . 3 

99. 9 
97. 2 

98. 8 

99 . 5 
70. 4 

98 . 7 
97. 3 

18198 
11717 
2551 
1682 
1541 
1205 
3223 
2380 

780 
1600 
2926 

15298 

24814 
14034 

2013 

3313 
545 l 
6275 
4793 
l 482 

11796 
12994 

12670 
2574 
5240 

2167 
2710 
1262 
916 
346 

2155 
10509 

31574 
11154 
7917 

2045 
10462 

5607 
2435 
3172 
7052 

24521 

% of 
total Trips 

31 . 2 
34, 3 
30. 4 
38 . 4 
26. 6 
20. 7 

31. 7 
6. 7 

78. 9 
4. 7 

13. 2 
68. 2 

43. 7 

44 . 2 
43. 0 

39. 4 
46 . l 
17. 3 

92 . 6 
4. 8 

27, 1 
98. 5 

30 . 3 
20. 9 
38. 3 

35. 4 
26. 8 

6. 5 
80. 1 

l. 9 
10. 5 
49. l 

58249 
34163 
8378 
4353 
5777 
5821 

10130 
35244 

910 
34334 
21955 
2240 l 

56276 
3i607 

4648 

8417 
11612 
35837 

4989 
30848 
43137 
1312 l 

41598 
12289 
13292 

5932 
10097 
19331 

1019 
18312 
20248 
21345 

14. 8 211883 
11 . 4 97681 
20. 3 38937 

11 8 17384 
18. 0 57641 

3. 0 185175 
l.3 181115 

70. 4 4057 
3 . 8 186763 

97. 3 25084 

% of 
Total Trips 

99. 6 
99. 8 
99. 7 
99, 5 
99. 9 
99. 9 
99. 7 
99 5 
92. 1 
99 , 7 
99. l 
99. 8 

99 2 
99. 1J 
99. 3 

99 9 
98 . l 
99. l 
96. 4 

99 . 6 
99. 1 
99. 5 

99. 2 
99, 8 
99 . 6 

96. 9 
99. 7 
98. 8 
89. 1 
99. 4 
98 . 7 
99. 8 

99. 6 
99 . 8 
99. 5 

100. 0 
99. 0 
99, 6 
99. 8 
90. l 
99 . 6 
99 . 5 

18912 
12113 

2597 
1728 
1593 
1213 
332 l 
2866 

910 
1956 
3498 

15442 

25336 
14298 

2048 

3348 
5650 
6624 
4989 
1635 

12197 
13121 

13119 
2629 
5383 

2355 
2763 
1512 
1019 

493 
2429 

10685 

33788 
11794 
8409 

2059 
11516 

7081 
3021 
4057 
8669 

25084 

% of 
Total Trips 

% of 
Total 

32. 4 

35 4 

30 . 9 
39. 5 

27 . 5 
20. 8 

32 . 7 
8. 1 

92. l 
5 , 7 

14. 7 
68 . B 

44. 6 
45 . 0 

43. 7 

39. 
47. 
18. 
96. 4 

5, 3 
28 0 
99 5 

3 l. 3 
21. 4 
40. 4 

38, 5 

27 3 
7. 8 

89 , l 
2. 7 

11 . 8 
so . 0 

58423 
34219 
8394 
4369 
5781 
5821 

10150 
35376 

956 
34420 
22105 
22427 

56595 
31759 

4669 

99 . 9 
100 . 0 
99. 9 
99, 8 

100. 0 
99 . 9 
99. 9 
99. 9 
96. 8 

100. 0 
99 , 8 
99 , 9 

99 , 8 
99 . 9 
99 . 8 

8428 100 . 0 
11754 99 . 3 
36077 99 . 8 

5148 99 . 4 
30929 99 , 8 
43409 99. 8 
13173 99. 9 

41739 
12312 
13315 

6012 
10110 
19433 

1068 
18365 
20363 
21367 

99 , 6 
99 . 9 
99 . 7 

98 , 2 
99. 8 
99 l 
93. 4 
99 . 6 
99 2 
99 9 

15.9 212637 99 9 
12 , 0 97811 100, 0 
2 l. 5 39090 99. 9 

11. 9 17388 
20. 2 58105 

3. 8 185756 
l.7 181343 

90. l 4410 
4 . 6 187412 

99 . 5 25185 

100 . 0 
99. 8 
99. 9 

100. 0 
97. 9 
99. 9 
99. 9 

% of 
Trips Total 

L 9086 32 , 7 
12169 35 . 6 
2613 31 . l 
l 744 39. 8 
1597 27. 6 
1213 20. 8 

3341 33.9 
2998 8 . 5 

956 96. 8 
2042 6. O 

3648 15 . 4 
15468 68 . 9 

25655 45. 2 
14450 45.S 

2069 44 . 2 

3359 39. 9 
5792 48. 9 
6864 19 . 0 
5148 99 . 4 
1716 5. 5 

12469 28. 7 
13173 99. 9 

13260 31 7 
2652 21.5 
5406 40. 5 

2435" 39. 8 
2776 27. 5 
1614 8 . 3 
1068 93. 4 

463 2 . 5 
2544 12 3 

10707 50 . l 

34542 16. 2 
11924 12 2 
8562 2 l. 9 

2063 11 9 
11980 20 .• 6 

7662 4. l 
3249 I . 8 
4410 97. 9 
9318 s. o 

25184 99. 9 

% of 
Trips Total 

68 
10 
8 
8 

10 
40 
32 
8 

48 
20 

116 
34 
ll 

77 
82 
30 
52 

101 
16 

180 
6 

35 

l ll 
17 

140 
75 
65 

157 
28 

180 
20 
34 

0 
120 
143 

50 
93 

159 
21 

0. l 
0. 0 
o. l 
o. 2 
o. 0 

o. l 
0. l 
0. l 
3. 2 
0. 0 
o. 2 

o. l 

o. 2 
O. I 
O. l 

0 . 0 
0. 7 
D. 2 
o. 6 
o. 2 
o. 2 
0 , I 

0 4 
o. 1 
0. 3 

l. 8 
0. 2 
o. 7 

6. 5 
0. 4 
0. 8 
o. l 

0 I 
0, 0 
0. I 

0. 0 
o. 2 
0 . I 
0. Q 
2, 0 
o, I 
0. l 
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APPENDIX D 

TIME DISTRIBUTION OF TRIPS 

Time distributions of total trips and trips greater than 
35 minutes were developed for each of the 22 study cities 
and are illustrated in Figures D-1 through D-22. The 
horizontal segments of the plots, common in the total trip 
curves, denote zero trips for that particular time range. 
This variation from the normal, rather than smooth, plot 
is a result of the inherent inaccuracies in some of the 
procedures followed. For instance, because of the macro­
scopic stance of the project and, consequently, the use of 
the nationwide network which lacked the detail that a net­
work developed for a single urban area would have, it was 
impossible to predict with any reliability trips less than 
35 minutes. Also, the fact that the network centroids were 
located at or near the population center of the county or 
county equivalents and the fact that the program allocates 
trips in 10-minute time rings introduced inaccuracies when 
counties adjacent to the study area were considered. For 
example, it is evident that the adjacent counties may be 
25 to 35 minutes driving time from a study area. Since 
trips were allocated on a county basis, the allocation of 
trips from the study area to the nearest adjacent county 
centroids lead to zero trip allocations for those IO-minute 
time rings between O and 35 minutes. This occurrence is 
apparent from the output, \vhere, in most cases, there arc 
three or four zero trip rings, depending on the adjacent link 
node configuration. The most frequently occurring trip 
distribution pattern began as follows: 

Time Ring (min.) Trips 

0- 5 
5-15 

15-25 
25-35 
35-45 
45-55 

5,050 
0 
0 
0 

995 
820 

The trips falling in the first ring were those which have 
origins or destinations in the home county. These trips, 
then, are not depicted on the total trip curve, for the plot 
begins at 10 minutes. There are no centroids between 5 
and 35 minutes, which is the reason for the absence of trips 
here. As the time increases from the study area more 
centroids are located within each time ring, but the number 
of trips diminishes because of the increased travel time 
involved. In these latter rings, zero trips are possible. 
However, because of the grouping of the time rings, as 
previously explained, there were not many time rings with 
zero trips beyond 35 minutes, except in the case of 
extremely small cities. 

When examining the figures, it is noticed that there are 
certain prevalent characteristics related to the time distri­
bution of trips. The study areas were categorized into 
four groups based on cordon population for analysis pur-

pose. The time distribution of trips greater than 35 minutes 
ln length is very erratic for those cities in Group 1 ( cordon 
population less than 10,000). Thus, these are the cities 
most noticeably affected by a lack of opportunities to 
satisfy locally the resident needs and desires. It appears 
that the inhabitants of these cities are forced to travel out­
side the city in order to satisfy their needs. Considering 
only the curve for trips greater than 35 minutes, it is noted 
that Lake Geneva, Wisconsin, has 58 percent of its trips 
greater than 100 minutes in length. This phenomenon 
appears to be explained by city location and function. For 
example, the driving time from Lake Geneva to Chicago is 
129 minutes, with the two-way trip transfer being 2,171, or 
42.3% of the trips greater than 35 minutes. Of these trips, 
1,670 are categorized as social-recreation, which while ap­
pearing unique is explained by the fact that Lake Geneva 
is a large resort area and thus would generate a relatively 
high percentage of this type trip. Because Lake Geneva is 
oriented to recreational activities, it does not possess the 
variety of opportunities for people to satisfy other needs, 
thus these people are forced to travel outside the city in 
order to carry out effectively most of their everyday 
activities. Chicago (Cook County), with its 5,129,725 
population and its relative abundance of opporluuii.ie:s iu 
satisfy needs, is the area which attracts a large share of 
these trips. The fact that Chicago is 129 minutes from 
Lake Geneva accounts for the high percentage of trips 
greater than 100 minutes. · 

The distribution patterns of the remaining eight cities in 
this group can be similarly analyzed if so desired. How­
ever, the point of interest is not in the individual city 
patterns, but in the four classifications of cities stratified by 
cordon population. 

The cities having 10,000 to 30,000 population exhibit 
more consistency with regard to trip distribution than the 
smaller areas previously discussed. In fact, there is very 
little difference in the trips-greater-than-35-rninutes curve 
for Athens, Columbia, Dyersburg, Morristown, and West 
Bend. For this plot, Morristown has 7% of its trips greater 
than 100 minutes, while the corresponding value for 
Dyersburg is 24%. The other three cities fall between 
these limits. 

The third class of cities, those with cordon populations 
between 30,000 and 100,000, all have very similar distribu­
tion patterns for trips greater than 35 minutes. In fact, 
there is only a 6% difference (23% to 29%) in the plot 
for the four cities in this classification. 

In the final category of cities, those greater than 
100,000 population, the curves for trips greater than 
35 minutes are nearly the same for Chattanooga, Madison, 
and Springfield; however, the plot for St. Louis is con­
siderably different. The explanation here can be attributed 
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Figure D-1. Time distribution of Humbodt, Tenn., 0-D trips. 
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Figure D-2. Time distribution of Rogersville, Tenn., 0-D trips. 
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Figure D-3. Time distribution of Elkton, Wis., 0-D trips. 
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Figure D-4. Time distribution of Lake Geneva, Wis., 0-D trips. 
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Figure D-5. Time distribution of Oconomowoc, Wis ., 0-D trips. 
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Figure D-6. Time distribution of Sturgeon Bay, Wis. , 0-D trips. 
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Figure D-7. Time distribution of Waupaca, Wis., 0-D trips. 
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Figure D-8. Time distribution of Burlington, Wis., 0-D trips. 
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Figure D-9. Time distribution of Monroe, Wis., 0-D trips. 
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Figure D-10. Time distribution of Athens, Tenn., 0-D trips. 
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Figure D-11. Time distribution of Columbia, Tenn ., 0-D trips. 
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Fignre D-12. Time distribution of Dyersburg, Tenn ., 0-D trips. 
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Figure D-13. Time distribution of Morristown, Tenn., 0-D trips. 
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Figure D-14. Time distribution of West Bend, Wis. , 0-D trips. 
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Figure D-15. Time distribution of Green Bay, Wis., 0-D trips. 
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Figure D-16. Time distribution of Sheboyga11, Wis., 0-D trips. 
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Figure D-17. Time distribution of Joplin, Mo., 0-D trips. 
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Figure D-18. Time distribution of St. Joseph, Mo ., 0-D trips. 
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Figure D-19. Time distribution of Chattanooga, Tenn., 0-D trips. 
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Figure D-20. Time distribution of Madison, Wis., 0-D trips. 
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Figure D-21. Time distribution of Springfield, Mo., 0-D trips. 
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Figure D-22. Time distribution of SI. Louis, Mo., 0-D trips. 
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to the size of St. Louis, which has a cordon population of 
1,456,673 as compared with a corresponding value of 
242,0~6 tor Chattanooga, the next iargest city. Since 
St. Louis displays different characteristics as related to the 
distribution of trips, it seems that this cordon population 
grouping should be split somewhere near 50,000. This 
was originally intended in the project, but the data from 
Kansas City, Missouri, and Kansas City, Kansas (which 
were to be combined into one study ,area), had to be 
rejected because of incompleteness. This left only one. city 
in the greater-than-500,000 class so St. Louis was placed in 
the greater-than-I 00,000 classification. 

APPENDIX E 

After exammmg these time distribution figures, it is 
apparent that all cities can be classified into four or five 
categories, based on the cordon popuiations of the areas ii1 
question. For the cities with less than 10,000 cordon 
population it is difficult to predict trip distribution with 
any reliability. However, when analyzing the cities in the 
10,000 to 30,000; 30,000 to 100,000; and greater than 
100,000 class, one notices similar trip distribution patterns 
within each category. These relationships lead to the de­
velopment of a set of predicting equations which will 
closely approximate the actual 0-D trip distribution pattern. 

SUMMARY OF APPENDIX ITEMS NOT PUBLISHED 

Other appendix materials contained in the report as sub­
mitted by the research agency are not published herein, but 
are listed here for the convenience of qualified researchers. 
Any or all copies of these materials may be obtained by 
written request to the Program Director, NCHRP, High­
way Research Board. The items available are as follows: 

1. Tabulation of data for illustrations and graphs 
appearing in the report. 

2. External cordon questionnaire requesting origin and 
destination data sent to the following states: Mis­
souri, Minnesota, Ohio, Tennessee, Michigan, Ken~ 
tucky, Wisconsin, Illinois, Iowa, and Indiana. Only 
the data available from eight cities in Tennessee, 
eleven cities in Wisconsin, and seven cities in Mis­
souri were suitable for processing. Four of these 

cities had to be abandoned because of missing inter­
view cards. 

3. Pertinent data tabulations of selected origin and 
destination information from the twenty-two cities 
providing usable origin and destination information. 

4. County zone format for data cards from which 
statistics were developed. 

5. Format for regression data tabulation cards. 
6. Regression equations. 
7. Sample calculations for the regression analysis 

equations. 
8. Tabulation comparing the origin and destination trips 

with the synthesized trips for the selected cities. 
9. Comparison of synthesized and origin and develop­

ment trip designations. 




