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Systematic, well-designed research provides the most 
effective approach to the solution of many problems facing 
highway administrators and engineers. Often, highway 
problems are of local interest and can best be studied by 
highway departments individually or in cooperation with 
their state universities and others. However, the accelerat-
ing growth of highway transportation develops increasingly 
complex problems of wide interest to highway authorities. 
These problems are best studied through a coordinated 
program of cooperative research. 

In recognition of these needs, the highway administrators 
of the American Association of State Highway Officials 
initiated in 1962 an objective national highway research 
program employing modern scientific techniques. This 
program is supported on a continuing basis by funds from 
participating member states of the Association and it re-
ceives the full cooperation and support of the Bureau of 
Public Roads, United States Department of Transportation. 

The Highway Research Board of the National Academy 
of Sciences-National Research Council was requested by 
the Association to administer the research program because 
of the Board's recognized objectivity and understanding of 
modern research practices. The Board is uniquely suited 
for this purpose as: it maintains an extensive committee 
structure from which authorities on any highway transpor-
tation subject may be drawn; it possesses avenues of com-
munications and cooperation with federal, state, and local 
governmental agencies, universities, and industry; its rela-
tionship to its parent organization, the National Academy 
of Sciences, a private, nonprofit institution, is an insurance 
of objectivity; it maintains a full-time research correlation 
staff of specialists in highway transportation matters to 
bring the findings of research directly to those who are in 
a position to use them. 

The program is developed on the basis of research needs 
identified by chief administrators of the highway depart-
ments and by committees of AASHO. Each year, specific 
areas of research needs to be included in the program are 
proposed to the Academy and the Board by the American 
Association of State Highway Officials. Research projects 
to fulfill these needs are defined by the Board, and qualified 
research agencies are selected from those that have sub-
mitted proposals. Administration and surveillance of re-
search contracts are responsibilities of the Academy and 
its Highway Research Board. 

The needs for highway research are many, and the 
National Cooperative Highway Research Program can 
make significant contributions to the solution of highway 
transportation problems of mutual concern to many re-
sponsible groups. The program, however, is intended to 
complement rather than to substitute for or duplicate other 
highway research programs. 

This report is one of a series of reports issued from a continuing 
research program conducted under a three-way agreement entered 
into in June 1962 by and among the National Academy of Sciences-
National Research Council, the American Association of State High-
way Officials, and the U. S. Bureau of Public Roads. Individual fiscal 
agreements are executed annually by the Academy-Research Council, 
the Bureau of Public Roads, and participating state highway depart-
ments, members of the American Association of State Highway 
Officials. 

This report was prepared by the contracting research agency. It has 
been reviewed by the appropriate Advisory Panel for clarity, docu-
mentation, and fulfillment of the contract. It has been accepted by 
the Highway Research Board and published in the interest of an 
effectual dissemination of findings and their application in the for-
mulation of policies, procedures, and practices in the subject 
problem area. 

The opinions and conclusions expressed or implied in these reports 
are those of the research agencies that performed the research. They 
are not necessarily those of the Highway Research Board, the Na-
tional Academy of Sciences, the Bureau of Public Roads, the Ameri-
can Association of State Highway Officials, nor of the individual 
states participating in the Program. 
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FOREWORD This report will be of interest to all traffic engineers, traffic control manufacturers, 
and operations research scientists responsible for the efficient timing of arterial 

By Staff 	traffic signal systems. By use of computer simulation techniques numerous methods 
of operating urban arterial signal systems were scientifically tested to determine the 

Highway Research Board comparative effectiveness of timing  
i 
	methods. The research indicates that significant 

- 

improvements n traffic operations may be achieved through application of the 
better signal timing methods. Eleven timing methods were analyzed and ranked in 
order from "best" to "worst." In the pilot study, non-rush-hour total delay was 
reduced nearly 40 percent and rush-hour delay was reduced almost 25 percent. For 
the practicing traffic engineer, a special chapter on applications is included, together 
with worksheets. A thorough search of the literature has been completed, and a 
bibliography containing 69 entries is presented in an appendix. 

This report stems from NCHRP project 3-5/1 entitled "Improved Criteria for 
Designing and Timing Traffic Signal Systems." The initial research involved signal 
operations at the isolated intersection. The results of the isolated intersection phase 
have been published as NCHRP Reports 3 and 32. On completion of the isolated 
intersection phase of research, the NCHRP Advisory Panel for Traffic extended 
the research to include the study of signal timing methods on arterial highways. 

The report comprehensively documents methods, results, interpretations, and 
applications of research on the development and closely controlled, scientific testing 
of the effectiveness of several advanced concepts for traffic signal system control on 
urban arterial streets. The results indicate the degree of significant improvement in 
traffic operations possible through application of advanced control methods. 

The research agency's urban arterial and network simulation model, TRANS, 
was used to evaluate eleven alternative traffic signal operation test conditions 
employing various control concepts for a selected arterial street system in the city 
of Los Angeles. Subjected to tests were four strategic (fixed-time) control concepts 
applied in various combinations, one traffic-adjusted control concept, one experi-
mental traffic-responsive concept, and one special mixed-cycle version of a strategic 
control concept. A total of 100 hours of traffic operation were simulated to produce 
statistically reliable results in conjunction with the effectiveness tests of alternatives. 

The most influential strategic control concept tested was Webster's computa-
tional method for optimizing traffic signal cycles and splits. Three computer-
assisted methods for formulating signal offset plans—the Yardeni time-space design 
model, the Little maximal bandwidth model, and the delay/difference-of-offset 
method—were thoroughly tested. 

The traffic-adjusted concept of control tested was the commonly used cycle and 
offset selection mode. The experimental traffic-responsive control concept tested 
was the basic queue control mode previously studied for isolated intersections and 
reported in NCHRP Report 32. The mixed-cycle mode of signal operation, wherein 



a shorter signal cycle is employed at minor intersections along the arterial than is 
required at the critical intersection, was tested during the peak traffic period only. 

The report contains a discussion of some important, immediate practical 
applications of the research findings, and outlines fruitful research areas that became 
evident as a result of this study. The report is well documented and includes in 
several appendices details on alternative strategic traffic signal timing plans, results 
of simulation tests, analysis of traffic-adjusted control systems, review of special 
signal system research projects, abstracts of selected papers and bibliographies on 
strategic signal techniques, platoon behavior, use of funnels and presignals, and 
traffic flow characteristics at intersections. 
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IMPROVED CRITERIA FOR 

TRAFFIC SIGNAL SYSTEMS ON 

URBAN ARTERIALS 

SUMMARY 	This research involved the development and comprehensive, closely controlled, 
scientific testing of several advanced concepts for operating traffic-signal systems 
on urban arterial streets. The results indicate the degree of significant improvement 
in traffic operation that is possible through application of advanced control methods. 

Using established traffic-simulation methods, a total of 11 alternative signal-
operation test conditions in a pilot study arterial system were thoroughly evaluated. 
Subjected to tests were: four strategic concepts applied in various combinations; 
one traffic-adjusted control concept, one experimental traffic-responsive concept; 
and one special version of a strategic concept. 

The strategic concept that is most influential in improving traffic operations is 
Webster's straightforward computational method devised for optimizing traffic-
signal cycles and splits. Three computer-assisted methods for formulating signal 
offset plans—the Yardeni Time-Space Design Model, the Little Maximal Bandwidth 
Model, and the delay/difference-of-offset method refined by the research agency—
are also effective. All three offset methods significantly reduce delays in the arterial 
system when applied in combination with the Webster technique. The best strategic 
signal-control plan tested reduces total delay by 39 percent during the offpeak 
period and by 17 percent during the peak period. 

The research indicated that the traffic-adjusted control concept, the commonly 
used cycle and offset selection mode, reduces delays in the pilot system by 39 percent 
under offpeak conditions and by 12 percent during the peak hour. 

The experimental traffic-responsive control concept, the basic queue-control 
mode tested in prior research for isolated intersections, produces 20-percent and 
22-percent reductions in delay during the' offpeak and peak periods, respectively, 
in the signalized arterial system. 

The special version of strategic (fixed-time) control, the mixed-cycle mode 
wherein the cycle length used at minor intersections is shorter than that used at the 
critical intersection, was the most effective peak-period technique tested. Total 
delay in the pilot system is reduced by 24 percent using this method during the 
peak hour. 

Significant improvements in traffic operation on urban arterials can be achieved 
by applying the advanced strategic concepts studied. This can be accomplished 
without major capital expenditures for new control equipment. Comprehensive 
programs should immediately be organized to apply the effective new techniques 
for improving the operation of existing signal systems. 

The research findings also contain useful information that is fundamental to 
cost-benefit analyses of major traffic-control improvement projects. 



CHAPTER ONE 

INTRODUCTION AND RESEARCH APPROACH 

INTRODUCTION 

Research efforts on this project have been devoted to the 
development and controlled testing of alternative methods 
or concepts of traffic-signal control on urban arterials. 
This work was a logical extension of the research agency's 
earlier endeavors under the National Cooperative Highway 
Research Program (NCHRP). Therefore, it is important 
to briefly review the past work. 

The research agency began its work on NCHRP Project 
3-5, Improved Criteria for Designing and Timing Traffic 
Signal Systems, in July 1963. During the first two phases 
of research, extending through 1965, the scope was limited 
to the study of individual intersections. 

The first year's accomplishments included: (1) a com-
prehensive state-of-the-art summary of individual inter-
section signalization and operation, documented by a 
lengthy bibliography and abstracts of selected papers; and 
(2) the formulation, programming, and preliminary testing 
of a multipurpose, microscopic, digital simulation model 
of traffic performance and control at individual intersec-
tions. This research was published in NCHRP Report 3. 

In the next phase of research, the microscopic simulation 
model and other methods were applied to accomplish the 
following tasks: (1) study of a variety of measures of 
effectiveness of intersection performance, their interde-
pendence, and their dependence on the mode of signal 
control; (2) development and programming of new con-
cepts of individual signalized intersection control; (3) 
controlled testing and evaluation of alternative control 
concepts, using the simulation model; (4) execution of a 
comprehensive pilot field implementation study of the 
most promising new control concept, the basic queue-
control mode; (5) special study of the relative effectiveness 
of various signal-phasing schemes incorporating protected 
left-turn intervals; and (6) a theoretically based special 
study to evaluate alternative policies of equalization of 
delay among intersection approaches. This research was 
published in NCHRP Report 32. 

At the end of the first two phases, the research agency 
recommended that there was important, continuing re- 

search to he done in designing and timing traffic-signal 
systems by extending the general approach used to study 
individual intersections to the study of signalized arterials 
and networks. 

RESEARCH APPROACH 

The principal objective of this latest phase of research was 
to develop many alternative traffic-signal control concepts 
for arterial systems, and to pursue comprehensive con-
trolled testing of the alternatives by means of an estab-
lished urban arterial and network simulation model. More 
specifically, the technical approach consisted of the follow-
ing tasks: 

Conduct a thorough review of the literature covering 
traffic-signal systems to determine the scope and nature of 
knowledge being created and techniques being utilized by: 
(1) traffic-control improvement projects, (2) traffic-control 
research efforts, and (3) manufacturers or suppliers of 
traffic-control systems hardware components. 

Conceive and/or formally define in functional terms 
several alternative control concepts for the operation of 
traffic-signal systems on arterial streets and networks. The 
concepts set forth were to include alternatives in the fol-
lowing categories: (1) existing fixed-time concepts of 
control, (2) strategic modifications of fixed-time concepts, 
(3) existing traffic-adjusted concepts, (4) experimental, 
fully traffic-responsive concepts of control, and possibly 
(5) advanced concepts that incorporate or integrate one or 
more of the foregoing concepts. 

Modify the traffic network simulation program 
(TRANS), previously developed and applied by the re-
search agency, to such an extent that it could serve as a 
valid model for pretesting the effectiveness of alternative 
control concepts, either existing or experimental. 

Using the traffic network simulation model, conduct, 
analyze, and interpret comprehensive controlled tests of 
the effectiveness of the alternative control concepts set 
forth for a broad range of traffic-demand conditions on a 
street network representing a real-life situation. 



CHAPTER TWO 

FINDINGS 

REVIEW OF RELATED LITERATURE AND ACTIVITIES 

A substantial effort was devoted to acquiring an under-
standing of the current state-of-the-art of traffic-signal-
systems research and applications engineering. Methods of 
information acquisition included a review of published 
literature, correspondence with individuals and Organiza-
tions currently pursuing work in the subject area, and on-
site visits for first-hand discussion about and observation 
of important traffic-control projects 

In reviewing published literature, an attempt was made 
to isolate works that pertain directly to the control of 
arterial and network systems. Furthermore, the search 
concentrated on relatively recent literature. The primary 
result of the literature search was a bibliography (Appendix 
G). Entries are listed under the following categories: (1) 
strategic and tactical techniques; (2) platoon behavior; (3) 
use of funnels and pre-signals; (4) traffic flow characteris-
tics at intersections; and (5) general and miscellaneous. 

It is important to differentiate here between strategic 
and tactical techniques of signal control: 

Strategy: The science of planning and directing large-
scale operations; specifically, of maneuvering into the most 
advantageous position prior to actual engagement. 

Tactics: The science of arranging and maneuvering 
in action. 

When applied to traffic-signal control, strategy implies 
the predetermination of one or more fixed-time signal-
timing plans that are based on the best data at hand and 
each of which is intended, to constitute the best plan for 
a certain time, day, or condition of traffic. Conventional 
multidial signal controllers make use of such strategic 
plans, usually selected on the basis of time of day. Note-
worthy entries in the bibliography exemplifying the stra-
tegic approach include Brooks (2), Chang (4), Little 
(18, 19), Yardeni (29), Traffic Research Corporation 
(71), and Raus (75). 

When applied to traffic-signal control, tactics implies 
instantaneous or short-term adjustments of traffic-signal 
operation based on on-line measurements of traffic charac-
teristics. Tactical techniques can be applied independently 
to intersections in a system, or, alternatively, in some cases, 
they can be superimposed on predetermined, strategic tim-
ing plans to maintain some relationship between adjacent 
signals. Discussions of tactical techniques are found in 
Cobbe (7), Dunne and Potts (10), Hillier (13), Miller 
(21), Morris and Pak-Poy (24), and NCHRP Report 32. 
For the most part, these papers are concerned with the 
development, testing, or application of new, tactical con-
cepts of control. Although they are omitted from the 
bibliography of current literature, the widely used standard 
semi-actuated, fully actuated, and volume-density signal  

controllers are also outstanding examples of the application 
of tactical techniques. 

Another important traffic-signal-control concept widely 
used in the United States for arterial systems is the so-
called traffic-adjusted or cycle-and-offset selection mode of 
control (for example, the PR or EC systems). In general, 
a traffic-adjusted control system can be considered to use a 
refined, strategic approach, wherein real-time selections 
are made from among a limited number of predetermined 
timing plans, based on on-line measurements of traffic flow 
characteristics. Additionally, however, it is possible to 
accomplish minor tactical modifications with traffic-
adjusted systems by applying pedestrian actuation or minor 
side-street vehicle actuation features. 

A small number of interesting papers were studied in 
greater detail and abstracts were prepared (see Appendix 
F). 

The research agency corresponded with several U.S. 
manufacturers of traffic-control hardware, and contact was 
made by letter and personal discussions with representatives 
of European manufacturers attending the International 
Exhibition on Engineering for Road and Traffic Networks, 
held concurrently with the Fifth World Meeting of the 
International Road Federation. Not surprisingly, the manu-
facturers appear to be concentrating on equipment devel-
opment, rather than on control techniques, and in general 
are reluctant to disclose, for competitive reasons, much 
detail about their most advanced developments. In the 
recent past, International Business Machines Corporation 
(IBM) has done a substantial amount of conceptual work 
in the course of developing digital control computer appli-
cations; representative entries appear in Appendix G. Most 
European manufacturers state explicitly that they are doing 
little technique development, but are depending on various 
ministries of transport to prepare specifications on which 
bids then are made. A notable exception is the Plessey 
Automation Group, in England, which is cooperating with 
the Road Research Laboratory on conceptual development 
work for the Glasgow, Scotland, project. 

Additional important insight was obtained through the 
on-site visits and discussions with representatives of traffic-
control-improvement projects being conducted in Glasgow, 
Scotland; London, England; Toronto, Canada; and San 
Jose, California. Technical notes summarizing the findings 
of these visits appear in Appendix E. 

DEVELOPMENT OF ALTERNATIVE CONTROL CONCEPTS 

Strategic Concepts 

The objective of the strategic approach to signal timing 
along an arterial is to determine the most effective plan of 
cycles, splits, and offsets for all the intersections in the 
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system for a given set of traffic conditions. All of the 
strategic methods found in the literature were thoroughly 
studied and finally reduced to four techniques that were 
considered to have undergone sufficient development to 
merit testing in this project, namely: 

Webster Optimization of Cycle and Splits. 
Yardeni Time-Space Design Model. 
Little Maximal Bandwidth Model. 
Delay! Difference-of-Offset Method. 

Because not all of these methods yield complete plans of 
cycle, splits, and offsets, they must be applied in various 
combinations. For example, the Webster method is limited 
to determination of cycles and splits, whereas the Little 
model and the delay!difference-of-offset method yield off-
set plans only, given the cycle and splits. The Yardeni 
model, however, can be used to derive a complete plan, 
cycle, splits, and offsets. 

Other strategic methods that were studied in detail but 
not carried forward to pilot testing were Little's (18) 
mixed-integer linear programming method, which tends to 
be unwieldy, and SIGOP (71), which is undergoing further 
development and refinement. 

Webster Optimization of Cycle and Splits 

First published in a classic paper in 1958 (28), the Webster 
method of determining optimum cycles and splits for fixed-
time signals is rapidly becoming a standard method. It is 
believed that no strategic approach can proceed effectively 
without incorporating a technique for cycle and split de-
termination that is at least as well refined as Webster's 
method. Webster. used a combination of theory and com-
puter simulation to deduce a formula for average delay per 
vehicle at a signalized intersection. From that formula, he 
proceeded to derive expressions for cycle length and splits 
that minimize total delay at the intersection. For a two-
phase intersection, 

in which 

C, = optimum cycle length, sec; 
L = total lost time per cycle, sec (i.e., the sum 

of lost time of phases A and B, due to 
starting delays and reduced flows during 
the yellow periods); and 

A and YB = the maximum ratios of single-lane flow to 
saturation flow for phases A and B. 

The splits should be established such that 

GEA YA 
GE,, — B 

in which GEA  and GE1  = effective green times of phases 
A and B, sec. (Effective green equals green plus yellow, 
minus lost time for a given phase.) 

In other words, the effective green portion (GE) of the 
total cycle is apportioned to phase A and phase B effective 
greens in accordance with their respective Y values. For  

purposes of calculation, the optimum split equation is 
restated: 

GE YA 
	

(3) A _ - y + Y fl  

in which GE = cycle - L. 

Then, GEB  is obtained by subtraction: 

GEB =GE—GEA 	 (4) 

In the normal strategic approach for an arterial, the sys-
tem cycle length would be dictated by the requirements of 
the critical intersection as computed by Webster. However, 
this often results in the use of cycle lengths at minor inter-
sections that far exceed those required to serve the traffic 
demand. As described later in this report, an experiment 
was conducted to determine if the use of a system cycle 
length for preservation of fixed relationships between ad-
jacent signals is a necessary policy. 

Yardeni Time-Space Design Model 

Yardeni (29) has formulated a method and prepared a 
computer program for determination of fixed-time traffic-
signal settings on arterial streets. The program, written in 
FORTRAN IV for use on the IBM 7040!44 or 7090!94 
computers, accommodates up to 30 intersections. Another 
version of the program is available, written in FORTRAN 
II for the IBM 1620 computer. The FORTRAN IV 
version features an option for automatic off-line plotting 
of speed-volume curves and time-space diagrams. 

The program provides results that are usable directly in 
the field. However, it requires fairly detailed input infor-
mation, including the following traffic and physical char-
acteristics: 

A speed-volume relationship for the arterial under 
consideration. 

Block lengths and number of effective lanes between 
signalized intersections. 

Minimum cross-street green-plus-yellow time (usually 
pedestrian crossing time). 

Total traffic-volume rate on each main-street ap-
proach to every signalized intersection. 

Highest lane volume rate on each cross-street ap-
proach. 

Range of cycle lengths to be considered. 
Maximum allowable difference in speeds of opposing 

directions of traffic. 

In addition to these input data, a number of control 
parameter and subroutine combinations are selected by 
the user. These include the following parameters: 

System constant algorithm control, which selects the 
method by which the space-periodicity constant is deter-
mined (i.e., minimax or least squares fit). 

Cycle time convergence control. 
Efficiency factor for converting from free flow to 

pulsed flow using the given speed-volume curve. 
Plot control, where plotting output may be either 

suppressed or used. 
Maximum number of additional feasible solutions. 

(2) 
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Cycle time precision, which controls rounding off of 
cycle length computations. 

Offset allocation control, which controls effect of 
opposing traffic volumes on the proportioning of the avail-
able given time (split). It also controls selection of offsets 
relative to through-band interference by several methods. 

Lead-trail justification and phase control, which pro-
vides for lead or trial justification of offsets and provides 
for use of three-phase timing. 

Lead-lag left-turn control, which provides for excess 
green to be assigned to either lead or lag position at each 
intersection. 

Individual intersection weighting is also provided for 
if the user finds it necessary to assign special importance to 
a particular signal. 

First trial values are suggested for most of these parame-
ters. The significance of some of the options has not been 
fully explored yet. it appears that some familiarity with 
the program must be developed before proceeding with the 
use of different values for these control parameters. 

The computer program initially determines green ratios 
(splits) from the volumes and minimum pedestrian cross-
ing times given. Then a set of alternative "system con-
stants" (space-periodicity constants) is developed by mini-
mizing deviations from ideal midpoints of the green bands 
for all intersections simultaneously, taking into account 
signal spacing, mean velocity in each direction, cycle 
length, and green splits. Next, a minimum cycle-length/ 
maximum speed pair is determined, within the restrictions 
imposed by the given speed-volume relationship and inter-
section approach volumes. Finally, signal offsets are com-
puted that theoretically maximize possible through-band 
volumes. 

The tabular output from the program provides offsets 
and splits for each cycle length used. The percentage 
through-bandwidth is shown for both directions, together 
with suggested speeds and feasible through volumes. The 
limiting intersections for each direction are identified. 
Most of the input data are also printed out. Sample out-
put is shown in Figure 1. 

Little Maximal Bandwidth Model 

Little and his associates (18, 19) reported the develop-
ment of a technique for strategic determination of signal 
offsets along an arterial, given cycle length, splits, certain 
traffic characteristics, and signal spacing. The objective of 
their method is to achieve either (1) maximum, equal 
through-bandwidths for traffic in both directions of the 
arterial, or (2) a maximum through-bandwidth in only one 
direction, provided, however, that bandwidth in the oppo-
site direction must be greater than zero. 

Little prepared a computer program for rapid, automatic 
implementation of the maximal bandwidth model for the 
IBM 1620 computer. With relatively small effort, the 
research agency recoded Little's program for operation on 
the IBM 7094. The program can accommodate up to 50 
signals. 

For equal bandwidths in both directions, it was shown 
that half-cycle synchronization of all signals along the  

street results in the maximal bandwidth. Using this termi-
nology, half-cycle synchronization refers to that timing 
method whereby the center of the red interval at each 
intersection occurs either at, or one-half the cycle length 
after, some time reference point in the signal cycle. 

it was then shown how offsets may be shifted to increase 
bandwidth in one direction with a corresponding reduction 
in bandwidth in the opposite direction. By use of the traffic 
volumes in each direction, together with the saturation flow 
headway, the program attempts to adjust the relative band-
widths according to platoon length in the two directions. 

Input data required by the computer program include 
the following: 

Number of signals considered. 
Signal cycle length (constant for the entire system of 

intersections). 
Average traffic volumes in each direction on the 

arterial. 
Saturation flow headway (reciprocal of single-lane 

saturation flow rate). 
Distances from the first signal to all other signals. 
Duration of the red interval on the arterial at each 

signal. 
Average speeds in each direction between each pair 

of signals. 
In addition to listing all the input data, the program 

outputs the following information: 
Inbound and outbound bandwidths (BIN and 

BOUT). 
Number of the restricting signal (LTBST). 
Possible through-band hourly flow rates inbound and 

outbound (PLATI and PLATO). 
Offsets to the beginning of the green phase at each 

signal with respect to that of the restricting signal, shown 
as a fraction of cycle length (PHASE). 

Offsets to the beginning of the green phase at each 
signal with respect to the center of the red phase of the 
restricting signal, in seconds (WMIN). 

Position of the leading edge of the outbound through-
band, at the first signal, in fractions of cycle length 
(ALHS). 

Position of the trailing edge of the inbound through-
band at the first signal, in fractions of cycle length 
(BRHS). 

The times for traversing the system, inbound and 
outbound, within the through-band (B and A). 

Sample output from the Little program, modified for 
operation on the IBM 7094, is shown in Figure 2. 

Delay!Di/Jerence-of-Offset Method 

Hillier (13) has reported a technique developed at the 
Road Research Laboratory (RRL) in England for strategic 
optimization of offsets in a fixed-time signal-timing plan 
for an artery or a closed network. In this method, the 
traffic flows, the common cycle length, and the apportion-
ment of green at each signal are given, and it is assumed 
that the delay to traffic along any unidirectional link of the 
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network depends solely on the difference between the off-
sets of the signals at each end of the link. Given a delay/ 
difference-of-offset relationship for each link (i.e., a rela-
tionship that permits the determination of delay on the link 

for every possible difference-of-offset value), a procedure 
is described for combining links, configured either in series 
or parallel, to yield signal settings that minimize delay in 
the network. 
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Figure 1. Sample output of Yardeni program. 
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Figure 2. Sample output of Little program. 

This offset optimization technique has perhaps the 
soundest logical base of the methods under study, because 
delay is taken under direct consideration and systematically 
minimized. The greatest difficulty in applying the tech-
nique is the determination of the delay/ difference-of-offset 
relationship for each link in the network. It is impractical 
to empirically determine delay as a function of difference-
of-offset link by link every time a new network is con-
sidered; this would require a series of field observations of 
delay for the entire range of offset values for every link. 
Obviously, an intolerable amount of field measurement 
would be required, and the process would disrupt normal 
operation in the network. Consequently, a practical pre-
requisite for application of the Road Research Laboratory 
technique was a generalized method for deriving the rela-
tionship between delay and difference-of-offset, given the 
unique characteristics of a specific link. The RRL and 
General Motors have been jointly pursuing research on 
this matter. 

As one phase of this project, a theoretical method for 
deriving delay! difference-of-offset relationships was de-
veloped for use in conjunction with the RRL offset optimi-
zation technique. The derivation of this method appears in 
Appendix A. To rapidly compute the delay/ difference-of-
offset relationship for any link, given its pertinent geo-
metrics, signal timing, and traffic characteristics, a com-
puter program was prepared. The program facilitates 
implementation of the RRL technique for determining 
optimal offsets. A detailed description of the computer 
program also appears in Appendix A. 

Traffic-Adjusted Concept 

In general, a traffic-adjusted control system selects one of 
a limited number of strategic control schemes, based on 
counts of vehicles at a few selected locations. Minor tacti-
cal modifications are permitted at each intersection within 
the limits set by the strategic scheme in use. 

Traffic-adjusted control is believed by many to be capa-
ble of providing a level of service above that of the 
normal multidial fixed-time coordinated control systems. 
Sampling detectors placed on the arterial street provide 
feedback of information about level of traffic demand to 
a master controller, which contains a set of strategic signal-
timing schemes. One of these schemes is selected by com-
paring the data received from the sampling detectors with 
the levels of the control parameters set on the master 
controller by the traffic engineer. By means of either direct 
wire or radio communication links, the master controller 
transmits signals to the local intersection controllers, caus-
ing the selected strategic timing scheme to be put into 
effect. The change from one timing scheme to another is 
carried out in increments to avoid disrupting the progres-
sive flow of traffic. 

The local controller changes cycle lengths, splits, and 
offsets in response to commands received from the master 
controller. Certain fixed periods, such as yellow and 
all-red times and pedestrian intervals, are set on the local 
controller by the traffic engineer. It is also possible to 
provide for vehicle or pedestrian actuation on minor side 
streets, if desired. Actuations from the side-street detectors 
are used only at the local controller; they are not trans-
mitted to the master controller. 



Appendix D gives a detailed description of commercial 
traffic-adjusted control equipment, and it sets forth mathe-
matical relationships by which a traffic-adjusted control 
system may be simulated. 

Experimental Traffic-Responsive Concept 

The experimental traffic-responsive concept tested in this 
project, the basic queue-control mode, is the same one 
developed and tested for individual intersection control in 
earlier NCHRP work by the research agency. Its func-
tional description appears in NCHRP Report 32, and is 
repeated here. It is noteworthy that the basic queue-
control concept was the most promising of any experi-
mental mode tested in the previous single-intersection 
work, and was the one successfully implemented in a 
full-scale field experiment. 

With this tactical control technique, signal timing is 
determined on a phase-by-phase basis. The duration of 
the green for each phase is dependent on queue lengths 
existing at the beginning of the phase. It is set equal to 
the time required, on the average, to discharge the longest 
queue existing at the beginning of the phase. 

Detection 

One queue-length detector is provided for each lane. The 
number of vehicles in queue in each lane of each approach 
to the intersection is measured continuously. No averaging 
of measurements is involved. 

Control Logic 

When it is time to begin green for a given phase, the 
period of time required to discharge the existing queue on 
each of the lanes of that phase is estimated as follows: 

I. Assuming it is time to begin phase A green, compute 
for each phase A lane: 

(5) 

in which 

A1 = estimated green period required to discharge the 
queue on lane 1, in seconds; 

= queue length currently existing on lane 1, in 
vehicles; 

S1 = saturation flow rate for lane 1, in vehicles per 
second, a preset constant; and 

L1 = lost time for lane 1, in seconds, a preset constant. 

Select the largest A1. Call this A. 
Compare A with minimum and maximum con-

straints. 

If A :!~ Am1,1, set phase A green = Am jn seconds; if 
A ~ 	set phase A green = Anix seconds; if Amin < 
A <Aniax, set phase A green = A seconds, in which 

A m jn = minimum phase A green, in seconds, a preset 
constant; and 

A max = maximum phase A green, in seconds, a preset 
constant. 

When it is time to begin phase B green, repeat steps 
1 to 3, for the phase B lanes, to determine the required 
phase B green duration. 

Yellow intervals are preset fixed intervals. 

Controller Settings Required 

The following controller settings are required: 

Minimum phase A green. 
Maximum phase A green. 
Phase A yellow. 
Minimum phase B green. 
Maximum phase B green. 
Phase B yellow. 
Saturation flow rate for each lane. 
Lost time for each lane. 

APPLICATION TO A PILOT STUDY ARTERIAL SYSTEM 

A section of signalized arterial street in the city of Los 
Angeles, California, was selected for the purpose of con-
ducting comprehensive tests and comparative evaluation 
of the various alternative concepts of traffic-signal opera-
tion. 

Description of Arterial System 

The selected arterial system lies approximately 5 mi west 
of the Los Angeles central business district. Development 
in the area consists mainly of mixed, light commercial 
activities along the arterial, Pico Boulevard, and on the 
principal cross street, La Brea Avenue. Single-family 
dwellings are found on the other cross streets. A map of 
the test area (Fig. 3) shows the 6,100-ft section of Pico 
Boulevard passing through six signalized intersections with 
cross streets. In addition to the major north-south cross 
street, La Brea, five secondary signalized streets cross Pico 
Boulevard: Redondo, Cochran, Hauser, Curson, and 
Genesee. Spacing between the signalized intersections 
along Pico is relatively uniform, ranging from approxi-
mately 1,000 ft between Hauser and Curson to nearly 
1,500 ft between La Brea and Redondo. 

For purposes of ease of identification of street segments 
between signalized intersections (links) and to establish 
a formal network diagram for use in the computer simula-
tion, a link diagram (Fig. 4) of the arterial system was 
prepared that includes only the signalized streets. Note 
that the system consists not only of the Pico street seg-
ments, but also the cross-street approaches to the signalized 
intersections. Other intervening minor cross streets are 
controlled by stop signs at their intersections with Pico; 
these were not included in the formal system that was 
simulated and analyzed. 

Along the entire length of the system, Pico Boulevard is 
70 ft wide, with painted median channelization. Traffic 
flows both eastbound and westbound in three lanes plus in 
a left-turn lane at each of the signalized intersection ap-
proaches. Storage capacity of the left-turn lanes averages 
six vehicles. Light-to-moderate parking narrows Pico to 
two moving lanes in each direction at midblock points but 
does not generally interfere with free-flow operation. 



Signalized Intersections 	 o 	500 	1,000 1,500 2,000 

Feet 	
Ow 

Figure 3. Section of Pico Boulevard used as test area. 
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Figure 4. Schematic diagram of test network. 

La Brea Avenue also has painted median channelization 
providing for three lanes plus left-turn lanes with storage 
capacity for 10 vehicles on its approaches to the Pico inter-
section. Parking is prohibited on the street during peak 
periods, and moderate midblock parking during the offpeak 
does not interfere with operation at the signalized inter-
section. 

Three of the secondary cross streets—Redondo, 
Cochran, and Hauser—are marked for one lane of traffic, 
with midblock curbside parking permitted throughout the 
day. However, parking prohibition on the approaches to 
Pico results in two-lane operation at the intersections. 

The remaining two cross streets—Curson and Genesee—
are narrower, lighter-traffic-volume streets than the others, 
and they operate with single-lane approaches at the Pico 
intersections. 

Traffic signals in the arterial system are currently oper-
ated by single-dial controllers. A 60-sec cycle and fixed 
splits and offsets are used throughout the day. Existing 
signal timing is given in Table 1. 

Traffic Data Collection 

Empirical traffic data were collected in the Pico arterial 
system for three purposes: (1) for input data necessary to 
exercise the various alternative strategic signal-timing 
determination programs discussed previously; (2) for input 

to the traffic simulation model; and (3) to evaluate the 
validity, or level of realism, of the traffic simulation model 
in representing existing traffic operations in the system. 

Fortunately, it was possible to coordinate the field stud-
ies with the data requirements of a project being conducted 
for the U.S. Bureau of Public Roads in which the traffic 
simulation model was being comprehensively tested and 
further refined. Consequently, the empirical work was 
more extensive and resulted in greater statistical reliability 
than would have been possible otherwise. 

It is important to note that the measurements of system 
operation encompassed both Pico Boulevard and all the 
specialized cross-street approaches. See Figure 4; link 
numbers 15 through 38 were included in the analysis. 

The most important traffic-data-collection effort was 
the simultaneous acquisition of aerial photographic data, 
instrumented floating-car recordings of speed and delay 
characteristics, and manual counts to determine total 
volumes, turning movement probabilities, and pedestrian 
flow levels at the signalized intersections in the system. 
These data were acquired on five separate weekdays dur-
ing an offpeak hour (2:30-3:30 PM) and a peak hour 
(4:30-5:30 PM). Supplementary data were collected to 
determine lane distribution characteristics, saturation flow 
rates, and left-turn gap acceptance distributions at the 
signalized intersections. 

The aerial photographs were used to obtain successive 
observations of the number of vehicles contained on each 
link in the system. Averaged over each 1-hr study period 
and totaled for the network, these data, coupled with 
traffic-volume information, yielded fundamental measures 
of operational effectiveness, such as total travel time, total 
delay, and average speed.*  The extensive traffic-volume 
counts enabled reliable computations of total vehicle-miles 
of travel, which is considered to be a primary measure of 
the magnitude of system utilization. Floating-car test runs, 
most importantly, gave reliable values for average running 
speeds between signalized intersections in the system (31 
mph during both offpeak and peak periods), and also 
provided a reasonableness check against characteristics 
measured by aerial photography. 

Table 2 is a summary of total travel time, total vehicle-
miles, and average speed values from the field studies. 
Tables 3 and 4, for the offpeak and peak hours, respec-
tively, give important traffic characteristics input data. 

Summary of Signal Operation Test Conditions 

A total of 11 alternative plans or concepts for operating 
the signals in the Pico arterial system were formulated for 
testing by simulation. Included were eight fixed-cycle 
strategic concepts, one traffic-adjusted concept, one experi-
mental traffic-responsive concept, and one mixed-cycle stra-
tegic concept. 

Strategic Concepts 

The four methods of formulating strategic signal-timing 
plans described previously—Webster, Yardeni, Little, and 

* Detailed discussion of the theory of measuring operational effectiveness 
using aerial photography is found elsewhere (76). 



11 

TABLE 1 

SUMMARY OF EXISTING STRATEGIC SIGNAL-TIMING PLAN, 
PICO ARTERIAL SYSTEM 

CROSS 
STREET 

PICO OFFSETS (sEc) 

WB 	EB 

PICO GREEN 

AND YELLOW (sEc) 

REF. 	DURATION 

CROSS-STREET 

GREEN AND YELLOW 

(sac) 

REF. 	DURATION 

LaBrea 6 	28 34 	32 
26 34 

Redondo 32 	36 8 	24 
24 36 

Cochran 56 	38 34 	22 
42 18 

Hauser 38 	36 14 	24 
56 4 

Curson 34 	36 10 	24 
26 34 

Genesee 0 	30 30 	30 

TABLE 2 

SUMMARY OF FIELD-STUDY RESULTS UNDER EXISTING 
SIGNAL-OPERATION CONDITIONS 

2:30-3:30 PM 	 4:30-5:30 PM 

TOTAL TOTAL 

TRAVEL TOTAL AVERAGE 1'RAVEL TOTAL AVERAGE 
TIME VEH- SPEED TIME VEH- SPEED 

STUDY DAY (VEH-SEC) MILES (MPH) (VEH-SEC) MILES (MPH) 

Thur. 4/27/67 374,400 2,044 19.7 548,650 2,782 18.3 
Mon. 5/1/67 381,520 2,095 19.8 542,810 2,842 18.8 
Tues. 5/2/67 378,300 2,104 20.0 594,720 2,843 17.2 
Wed. 5/3/67 380,160 2,204 20.9 580,680 2,944 18.3 
Fri. 5/5/67 393,120 2,152 19.7 634,680 3,062 17.4 

Average 381,500 2,120 20.0 580,310 2,895 18.0 

delay/ difference-of-offset—were applied in various com-
binations to derive seven modified plans as alternatives to 
the existing timing plan. The methods were exercised using 
both the offpeak period and peak period traffic characteris-
tics data; so, in actuality, 14 modified plans resulted-7 
for offpeak conditions and 7 for peak conditions. The 
alternative, strategic test conditions are: 

Test condition 1: Existing signal timing. 
Test condition 2a: Yardeni splits—Yardeni offsets. 
Test condition 2b: Existing splits—Yardeni offsets. 
Test condition 2c: Webster splits—Yardeni offsets. 
Test condition 3a: Existing splits—Little offsets. 
Test condition 3b: Webster splits—Little offsets. 
Test condition 4a: Existing splits—delay/difference 

offsets. 
Test condition 4b: Webster splits—delay!difference 

offsets. 

In the case of the peak-period plans, all the alternatives 
used a system cycle length of 60 sec. Exercised for the 
offpeak period, test conditions 2c, 3b, and 4b used 40-sec 
cycle lengths; the remainder were 60 sec. Appendix B 
gives more detailed descriptions of the alternative strategic 
concepts, including time-space diagrams. 

Tables 5 and 6 give comparative summaries of signal 
settings derived by exercising the various strategic concepts 
for the offpeak-period and peak-period conditions, respec-
tively. Note that the alternative techniques did indeed 
result in significantly different timing plans. Findings with 
respect to the operational effectiveness of these alternatives 
follow in "Results of Effectiveness Tests." 

Other Control Concepts 

In addition to the wide range of strategic concepts tested. 
three other test conditions were investigated: 



TABLE 3 

IMPORTANT TRAFFIC CHARACTERISTICS INPUT DATA, 
2:30 TO 3:30 PM, AVERAGED FOR THE FIVE STUDY DAYS 

NET- 
	 PROBABILITIES 

NET- 	VEH. FLOW CHANGE 	PED. FLOW 	 TURNING 
	

LANE DISTRIBUTION 
WORK 	RATE 	RATE 	 RATE 

LINK NO. 	(VpH)a 	(vPH)5 	(PPH)c 
	

STRAIGHT LEFT 	RIGHT 	 LANE I 	LANE 2 	LANE 3 

15 653 -1 15 0.94 0.02 0.04 0.49 0.49 0.02 
16 640 -29 12 0.96 0.02 0.02 0.48 0.48 0.04 
17 635 +3 5 29 0.88 0.07 0.05 0.42 0.51 0.07 
18 616 -77 34 0.89 0.04 0.07 0.48 0.44 0.08 
19 657 +40 16 0.89 0.07 0.04 0.47 0.45 0.08 
20 674 -26 24 0.69 0.17 0.14 0.43 0.31 0.26 
21 695 +16 18 0.88 0.05 0.07 0.44 0.45 0.11 
22 658 -12 17 0.93 0.04 0.03 0.49 0.46 0.05 
23 692 +13 27 0.86 0.06 0.08 0.48 0.42 0.10 
24 662 -14 27 0.96 0.02 0.02 0.44 0.54 0.02 
25 662 0 11 0.95 0.03 0.02 0.49 0.51 - 
26 54 0 15 0.33 0.27 0.40 1.00 - - 
27 42 0 11 0.13 0.17 0.70 1.00 - - 
28 270 0 42 0.64 0.18 0.18 0.57 0.43 - 
29 100 0 23 0.63 0.12 0.25 0.62 0.38 - 
30 314 0 32 0.63 0.18 0.19 0.55 0.45 - 
31 1167 0 31 0.75 0.11 0.14 0.42 0.32 0.26 
32 593 0 17 0.72 0.24 0.04 0.59 0.36 0.05 
33 1157 0 34 0.89 0.06 0.05 0.45 0.42 0.13 
34 332 0 60 0.75 0.09 0.16 0.48 0.52 
35 164 0 36 0.52 0.26 0.22 0.66 0.34 - 
36 306 0 21 0.70 0.10 0.20 0.62 0.38 - 
37 58 0 7 0.21 0.20 0.59 1.00 - - 
38 70 0 17 0.38 0.33 0.29 1.00 - - 

Traffic flow rate at head of link. 
Net-change rate = Flow rate at head of link minus flow rate at tail of link 
Pedestrian flow rate in signalized intersection crosswalk at head of link. 

TABLE 4 

IMPORTANT TRAFFIC CHARACTERISTICS INPUT DATA, 
4:30 TO 5:30 PM, AVERAGED FOR THE FIVE STUDY DAYS 

NET- 
	 PROBABILITIES 

NET- 	VEH. FLOW CHANGE 	FED. FLOW 	 TURNING 
	

LANE DISTRIBUTION 
WORK 	RATE 	RATE 	 RATE 

LINK NO. 	(vPH) 	(VPH) ' 	(PPH)c 	 STRAIGHT LEFT 	RIGHT 
	

LANE 1 	LANE 2 	LANE 3 

15 855 -46 10 0.96 0.02 0.02 0.51 0.45 0.04 
16 869 -35 14 0.96 0.02 0.02 0.51 0.46 0.03 
17 883 -41 28 0.88 0.08 0.04 0.50 0.44 0.06 
18 935 -15 24 0.90 0.03 0.07 0.49 0.42 0.09 
19 905 -156 20 0.89 0.09 0.02 0.52 0.42 0.06 
20 954 +87 31 0.75 0.13 0.12 0.41 0.36 0.23 
21 846 -26 41 0.86 0.05 0.09 0.44 0.45 0.11 
22 815 +11 12 0.93 0.04 0.03 0.49 0.47 0.04 
23 834 +4  20 0.84 0.06 0.10 0.41 0.50 0.09 
24 808 -15 19 0.96 0.02 0.02 0.46 0.52 0.02 
25 801 0 12 0.96 0.02 0.02 0.45 0.53 0.02 
26 71 0 8 0.30 0.30 0.40 1.00 - - 
27 51 0 14 0.24 0.18 0.58 1.00 - - 
28 421 0 20 0.66 0.16 0.18 0.39 0.61 - 
29 177 0 13 0.64 0.12 0.24 0.66 0.34 - 
30 520 0 40 0.65 0.14 0.21 0.36 0.64 - 
31 1677 0 50 0.78 0.09 0.13 0.47 0.34 0.19 
32 1032 0 23 0.81 0.16 0.03 0.54 0.40 0.06 
33 1780 0 30 0.92 0.04 0.04 0.41 0.41 0.18 
34 565 0 70 0.82 0.05 0.13 0.37 0.63 - 
35 366 0 19 0.65 0.19 0.16 0.64 0.36 - 
36 473 0 23 0.80 0.06 0.14 0.70 0.30 - 
37 209 0 13 0.62 0.10 0.28 1.00 - - 
38 153 0 9 0.59 0.20 0.21 1.00 - - 

Traffic flow rate at head of link. 
b Net-change rate = Flow rate at head of link minus flow rate at tail of link 

Pedestrian flow rate in signalized intersection crosswalk at head of link. 
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COMPARATIVE SUMMARY OF OFFPEAK-PERIOD 
STRATEGIC TIMING PLANS 

TEST CONDITION 

CROSS STREET 	1 	2A 2n 2C 3A 311 4A 4B 
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TABLE 6 

COMPARATIVE SUMMARY OF PEAK-PERIOD 
STRATEGIC TIMING PLANS 

TEST CONDITION 

CROSS STREET 	I 	2A 2B 2C 3A 3B 4A 4B 

(a) REFERENCE OF START OF PICO (a) REFERENCE OF START OF PICO 

GREEN INTERVAL (SEc) GREEN INTERVAL (sEc) 

La Brea 0 	0 0 0 0 0 0 0 La Brea 0 	0 0 0 0 0 0 0 
Redondo 26 	38 38 20 30 0 20 2 Redondo 26 	26 30 26 30 30 22 26 
Cochran 50 	6 8 30 0 20 50 18 Cochran 50 	58 2 58 0 0 52 54 
Hauser 32 	40 40 26 30 0 22 6 Hauser 32 	26 26 26 30 30 22 28 
Curson 28 	4 6 8 30 20 54 24 Curson 28 	0 0 0 26 0 54 56 
Genesee 54 	56 56 16 0 20 26 10 Genesee 54 	30 28 30 58 30 24 26 

(b) DURATION OF PICO GREEN (b) DURATION OF PICO GREEN 
PLUS YELLOW (SEc) PLUS YELLOW (SEC) 

La Brea 28 	24 28 18 28 18 28 18 La Brea 28 	24 28 28 26 28 28 28 
Redondo 36 	36 36 24 36 24 36 24 Redondo 36 	34 36 34 36 34 36 34 
Cochran 38 	36 38 24 38 24 38 24 Cochran 38 	40 38 40 38 40 38 40 
Hauser 36 	36 36 24 36 24 36 24 Hauser 36 	34 36 36 36 36 36 36 
Curson 36 	36 36 24 36 24 36 24 Curson 36 	38 36 40 36 40 36 40 
Genesee 30 	36 30 24 30 24 30 24 Genesee 30 	42 30 44 30 44 30 44 

(c) SYSTEM CYCLE LENGTH (sEC) (c) SYSTEM CYCLE LENGTH (sEC) 

60 	60 60 40 60 40 60 40 60 	60 60 60 60 60 60 60 

Test condition 5: Traffic-adjusted concept, cycle and 
offset selection mode. 

Test condition 6: Experimental traffic-responsive 
concept, basic queue-control mode. 

Test condition 7: Special strategic concept, mixed-
cycle mode. 

With respect to the traffic-adjusted concept, it was 
determined that traffic-flow fluctuations during the offpeak 
period tested are not great enough to stimulate changes in 
signal timing during the period. Therefore, the traffic-
adjusted concept used the best of the offpeak strategic 
plans. During the peak hour, however, it was found that 
the traffic-adjusted concept brought three different strategic 
plans into play as traffic demands fluctuated. Cycle lengths 
used during the peak hours included 50, 64, and 70 sec. 
Different offset plans associated with the three cycle 
lengths were determined by the delay/ difference-of-offset 
methOd. 

The experimental traffic-responsive concept, basic queue-
control mode, operated signals at each of the six intersec-
tions independently, i.e., without maintenance of a constant 
system cycle length. Individual signal phase durations, and 
in turn the cycle lengths, fluctuated substantially in the 
simulation tests of this mode of control. In correspondence 
to the findings of the single-intersection control experi-
ments reported in NCHRP Report 32, the basic queue-
control mode produces more widely fluctuating cycle-to-
cycle signal operation during periods of heavy traffic 
demand than during offpeak periods. This finding is given 
in Table 7, which summarizes the range of phase durations 
produced during the simulation tests of basic queue con-
trol. 

The special version of a strategic control concept, the 
mixed-cycle mode, was the last alternative tested. Applica-
tion of the Webster method for peak-period traffic in the 
Pico arterial system indicated that at five of the six inter-
sections a 40-sec cycle length is sufficient to accommodate 

TABLE 7 

RANGES OF INDIVIDUAL SIGNAL PHASE 
DURATIONS RESULTING FROM OPERATION 
OF THE BASIC QUEUE-CONTROL CONCEPT 

PICO BOULEVARD 	CROSS STREET 
GREEN PLUS 	GREEN PLUS 
YELLOW (5EC) 	- YELLOW (sEc) 

CROSS 
STREET 	 MINIMUM MAXIMUM MINIMUM MAXIMUM 

(a) PEAK PERIOD (4:30-5:30 PM) 

La Brea 18 36 22 36 
Redondo 16 26 16 18 
Cochran 18 28 16 16 
Hauser 16 26 16 20 
Curson 18 28 16 16 
Genesee 16 26 16 16 

(b) OFFPEAK PERIOD (2:30-3:30 PM) 

La Brea 18 20 22 24 
Redondo 16 26 16 18 
Cochran 18 20 16 16 
Hauser 16 24 16 20 
Curson 18 22 16 16 
Genesee 16 20 16 16 
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traffic demand, but at the critical intersection of Pico and 
La Brea a 60-sec cycle is required. In the previously 
described strategic plans, the system cycle length was 
dictated by requirements of the critical intersection. For 
test condition 7, however, the critical intersection cycle 
was set to 60 sec, and the other five intersections were 
allowed to operate with 40-sec cycles. All splits were 
determined by the Webster method, and an offset plan for 
the five 40-sec cycle intersections was conceived by the 
delay/ difference-of-offset technique. This special strategic 
concept was tested only for the peak-period conditions. 

TRAFFIC SIMULATION MODEL 

TRANS III, the traffic arterial and network simulation 
program, was used for executing comprehensive, controlled 
tests of the operational effectiveness of the traffic-signal-
control-concept alternatives. TRANS III is the third ver-
sion of the computer simulation program resulting from a 
U.S. Bureau of Public Roads project completed by the 
research agency in December 1966, in which the simula-
tion model was refined and subjected to calibration, valida-
tion, and sensitivity testing. The model is described in 
detail and thoroughly documented in a report available 
through the Clearinghouse for Federal Scientific and Tech-
nical Information (76). An earlier version of TRANS is 
discussed in NCHRP Report 32, where it was used in 
conjunction with a study of various signal phasing 
schemes. 

Because lengthy reports concerning the model and its 
applications are available elsewhere, the subsequent discus-
sion is limited to a brief chronology of its development and 
the modifications required for one phase of this project. 

Development of the TRANS III Model 

The original TRANS model was developed in 1962 under 
contract with the District of Columbia Department of 
Highways and Traffic, with participation of the U.S. 
Bureau of Public Roads. The model was designed flexibly 
to permit its application to many sizes and configurations 
of signalized street networks. Its objective was to provide 
traffic engineers with a tool with which to assess the effects 
of varying traffic flows, traffic regulation and control char-
acteristics, and geometric designs in networks of signalized 
streets. The model was termed "macroscopic" in that it 
used a unit-block concept wherein vehicles are aggregated 
for movement between signalized intersections. In dis-
charging a queue at a traffic signal, however, vehicles are 
launched individually subject to the constraints of inter-
action with the control system and with other vehicles. 
Simulation is carried out in discrete time intervals of t-
seconds. The program in its original form was especially 
coarse, using t = 5 sec. The initial testing of TRANS was 
for a large, complex street network in Washington, D.C., 
consisting of 80 signalized intersections. 

In conjunction with a project sponsored by the Bureau 
of Public Roads, and for applications in previous NCHRP 
work, the following model refinements were incorporated: 

1. The simulation scanning cycle was generalized, per- 

mitting t as small as 2 sec, to reduce the original coarseness 
of the model. 

Left-turn interference logic was improved by incor-
porating probabilistic features. 

An intralink volume change rate scheme was devised 
to account for gains or losses of traffic volume between 
signalized intersections. 

A launch-table modifier was developed to permit the 
use of varying saturation flow rates on individual inter-
section approaches. 

The version of the simulation model infused with these 
refinements was titled TRANS II. 

Subsequently, in further work for the Bureau of Public 
Roads, the research agency integrated additional refine-
ments: 

The input format was altered to provide a greater 
range of pertinent information that is easier for the user 
to understand. 

Logic representing the conflict between pedestrians 
and turning vehicles at signalized intersections was formu-
lated. 

Left-turn interference logic was further refined to 
make the model's representation of this behavior more 
realistic. 

Logic pertaining to the right-turn-on-red maneuver 
was included. 

These refinements were made operational in late 1966 
in the third version of the simulation model, titled TRANS 
III. 

Finally, in conjunction with this project, subroutines 
were added to TRANS III to enable simulation of the 
experimental traffic-responsive concept of control, the basic 
queue-control mode. In this connection, it was also neces-
sary to make minor modifications in the input format and 
to add to the program output a statistical summary of 
simulated traffic-signal operation. 

Model Validation for Existing Conditions 

Data from the coordinated field studies of the Pico arterial 
system were used to investigate the ability of the TRANS 
III model to represent traffic operation in the system with 
a sufficient degree of realism for practical purposes. The 
repetition of data collection on five separate weekdays 
permitted estimation of the precision of the field data in 
the form of confidence interval estimates. Similarly, five 
1-hr replications of the computer simulation were per-
formed, with input data representing existing field condi-
tions, to yield estimates of the operating characteristics 
with known statistical precision. A comparative summary 
of the model validation results is given in Table 8. The 
results incorporate both the Pico Boulevard links and the 
signalized cross-street links. 

In correspondence with the research agency's previous 
experience in testing TRANS III, the model very accu-
rately reproduced the magnitude of system utilization as 
measured by total vehicle-miles traveled in the system. 
Also, in line with past experience, the model tended to 
slightly underestimate the operational effectiveness measure 
—total travel time in the system—and to slightly over- 



15 

TABLE 8 

SIMULATION MODEL VALIDATION COMPARISONS 

TOTAL TRAVEL TIME 
(vEH-sEc) 
	 TOTAL VEH-MILES 	 AVERAGE SPEED (MPH) 

FIELD FIELD FIELD 

ITEM MEASUREMENT SIMULATION 	MEASUREMENT SIMULATION MEASUREMENT SIMULATION 

2:30-3:30PM 

Average 381,500 336,720 2,120 2,101 20.00 22.06 

% difference —11.7 —0.9 + 10.3 

95% confidence 371,750- 321,940- 2.036- 2,030- 19.91- 21.98- 

interval 391,250 351,500 2,204 2,172 20.09 22.14 

4:30-5:30 PM 

Average 580,310 520,750 2,895 2,929 17.96 20.24 

% difference —10.3 +1.2 +12.7 

95% confidence 528,510- 513,920- 2,772- 2,901- 17.13- 20.08- 

interval 632,110 527,580 3,018 2,957 18.79 20.40 

estimate average speed attained. In other words, traffic is 
processed in the simulation model with somewhat less 
interference than is encountered under actual operating 
conditions. The differences, although statistically signifi-
cant, are relatively small—on the order of 11 percent—
and, more important, the differences are consistent rather 
than erratic. 

Close inspection of the field-study results indicates that 
operational effectiveness characteristics fluctuate widely 
from day to day, particularly during peak periods. This 
factor, illustrated in Table 8 by the rather wide confidence-
interval estimates for peak-period field measurements, rein-
forces one of the key arguments for the use of simulation 
for comparing system alternatives. It is almost hopeless 
to attempt to closely reproduce traffic demands in field 
studies of many system improvement alternatives. Simu-
lation models do this, however, as a matter of course. 

It is also worth noting that it is possible to force the 
simulation model to more closely fit empirically derived 
characteristics by artificially adjusting certain important 
parameters in the model. The research agency believes 
that such calibration adjustments are not necessarily use-
ful, and did not pursue them in this project. What is 
more important is for the model to produce reliable rela-
tive values of operational effectiveness under different 
system conditions, such as modified concepts of traffic-
signal operation. The research agency believes that at the 
time of the study the TRANS III simulation model was 
the best tool available for the pursuit of the project 
objectives. 

RESULTS OF EFFECTIVENESS TESTS 

Simulation Exercises 

Using TRANS III, traffic operations in the Pico arterial 
system were simulated under each of the traffic-signal-
control alternatives. Traffic characteristics input variables 
were identical for all control concept tests and represented 
the average characteristics measured on five separate days 

in the field. Simulations of peak-period and offpeak-period 
conditions were performed separately. In simulating either 
peak hour or offpeak hour, the traffic volumes and turning 
movement probabilities were modified every 15 min to 
correspond to field data. 

For each hour, under each test condition, the simulation 
exercise was repeated five times, with each run utilizing a 
different starting random number. Replications were exe-
cüted because the simulation model is a stochastic process, 
and measurements obtained from the simulation output 
have statistical variability. To interpret the results of 
simulation experiments, just as in the case of physical 
experimentation, it is necessary to estimate the precision 
associated with the measurements and the corresponding 
levels of confidence of the estimates. 

Overall, a total of 100 real hours of traffic operation 
were simulated during the course of the experiment. The 
analysis of simulation results incorporates the operations 
characteristics on both Pico Boulevard and the signalized 
cross-street approaches. 

Statistical Analysis of Results 

Appendix C contains detailed results of the simulation 
tests. Tabulated are total vehicle-miles of travel in the 
arterial system, which was used as the principal measure 
of magnitude of system utilization, and total travel time 
and average speed in the system, which were used as 
measures of operational effectiveness. 

Tables 9 and 10 summarize the 95 percent confidence-
interval estimates of vehicle miles, total travel time, and 
average speed for all test conditions for the offpeak period 
and peak period, respectively. A convenient method of 
testing the significant difference between two sample 
estimates is to observe whether or not the confidence inter 
vals overlap. Applying this technique, each of the test 
conditions was compared with the existing signal-timing 
plan to determine when the sample estimates of both total 
travel time and average speed differ significantly from the 
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TABLE 9 

SUMMARY OF OFFPEAK-PERIOD SIMULATION RESULTS, 
CONFIDENCE INTERVALS 

95% CONFIDENCE INTERVAL ESTIMATES 

TEST TOTAL TRAVEL AVERAGE 

CON- TIME SPEED 

DITION SPLITS OFFSETS VEH-MILES (VEH-SEC) (MPH) 

(a) STRATEGIC CONCEPTS 

1 Existing Existing 2,035-2,175 33 1,150-355,850 21.98-22.14 
2a Yardeni Yardeni 2,030-2,172 321,940-351,500 22.29-22.63 

*2b Existing Yardeni 2,045-2,137 335,985-348,915 21.79-22.17 
2c Webster Yardeni 2,026-2,122 303,785-3 19,445 23.88-24.04 
3a Existing Little 1,979-2,165 308,100-337,800 23.03-23.17 

*3b Webster Little 2,048-2,148 302,010-318,170 24.24-24.48 
4a Existing Delay! 

difference 1,988-2,130 314,410-335,590 22.63-22.97 
*4b Webster Delay! 

difference 2,058-2,134 297,865-308,955 24.76-24.98 

(b) OThER CONCEPTS 

*5 Cycle and offset selection mode Performance equals best strategic plan 
6 Experimental traffic-responsive con- 

cept—basic queue-control mode 2,052-2,150 314,672-331,662 23.24-23.56 
7 Special 	strategic 	concept—mixed- 

cycle mode Not applicable to offpeak conditions 

* Comparing modijied and signal timing conditions with existing timing, sample estimates of both total 
travel time and average speed are significantly different at the 0.05 level. 

TABLE 10 

SUMMARY OF PEAK-PERIOD SIMULATION RESULTS, 
CONFIDENCE INTERVALS 

95% CONFIDENCE INTERVAL ESTIMATES 

TEST TOTAL TRAVEL AVERAGE 

CON- TIME SPEED 

DITION SPLITS OFFSETS VEH-MILES (VEH-SEC) (MPH) 

(a) STRATEGIC CONCEPTS 

1 Existing Existing 2,901-2,957 513,920-527,580 20.08-20.40 
2a Yardeni Yardeni 2,812-3,048 478,720-519,600 20.44-21.82 

*2b Existing Yardeni 2,839-3,013 487,590-509,480 20.88-21.36 
*2c Webster Yardeni 2,854-2,970 481,930-504,930 21.10-21.34 
3a Existing Little 2,946-3,098 503,060-528,540 20.88-21.30 

*3b Webster Little 2,859-3,043 479,320-511,360 21.27-21.61 
4a Existing Delay! 

difference 2,942-3,036 500,620-519,500 20.96-21.22 
*4b Webster Delay! 

difference 2,851-3,015 471,360-508,140 21.44-21.66 

(b) OThER CONCEPTS 

	

5 	Traffic-adjusted concept—cycle and 
offset selection mode 	 2,911-3,019 	488,530-516,650 	20.93-21.57 
Experimental traffic-responsive con- 
cept—basic queue-control mode 	2,869-2,969 	470,984-486,644 	21.71-22.19 

	

*7 	Special strategic concept—mixed- 
cycle mode 	 2,894-3,004 	465,048-494,640 	2 1.82-22.44 

* Comparing modified signal timing conditions with existing timing, sample estimates of both total travel time 
and average speed are significantly different at the 0.05 level. 
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base condition. Results of the significance tests are indi-
cated by asterisks in Tables 9 and 10. Level of signifi-
cance, a = 0.05, applies in all cases. 

For the offpeak-period results (Table 9), it is interesting 
to note that when any of the offset determination concepts 
(Yardeni, Little, or delay/difference-of-offset) is used in 
combination with modified splits, as derived by the 
Webster method, the resulting traffic operation is signifi-
cantly better than operation under the existing signal-timing 
plan. However, in no case are the differences in total 
travel time statistically significant when the offset improve-
ment concepts are applied without improvement of the 
splits. With one exception, the peak-period results regard-
ing the strategic concepts (Table 10) are similar to the 
offpeak results. Again, when offset improvement concepts 
are coupled with Webster splits, the resulting operational 
effectiveness is significantly better than under existing 
signal timing. Conversely, with the exception of the 
Yardeni concept, application of the various offset improve-
ment concepts without changing the signal splits did not 
significantly improve total travel time. 

With regard to the traffic-adjusted concept, cycle and 
offset selection mode, the offpeak-period results (Table 9) 
at least equal the best strategic plan and therefore repre-
sent significant improvements over existing signal opera-
tion. For the peak period (Table 10), total travel time in  

the system under the cycle and offset selection mode did 
not differ significantly from existing operation. 

Comparing existing timing with the experimental traffic 
responsive concept, basic queue control, average speeds 
were significantly improved during both offpeak and peak 
periods. Using basic queue control, total travel time in 
the system was significantly reduced during the peak 
period, but during the offpeak period the improvement was 
not quite statistically significant. 

Finally, application of the special strategic concept, 
mixed-cycle mode, which was tested for peak-period con-
ditions only, produced clearly significant improvements in 
both total travel time and average speed. 

It is important to note that, whether during the offpeak-
hour or the peak-hour tests, the confidence-interval esti-
mates for total vehicle-miles traveled in the system always 
overlapped. This means that, as intended, all the test 
conditions were subjected to magnitudes of traffic system 
utilization that did not differ significantly. 

Figure 5 shows graphically the mean values of total 
travel time and average speed for all test conditions. 

Ranking of Alternative Control Concepts 

Based on the mean values of the traffic characteristics ob-
tained by simulation, the alternative control concepts were 
ranked according to average speed and total travel time. 

Test Condition 	 Average Trevel Spend. mph 

EXISTING TIkONG 

YARDENI SPLITS-
YARDENI OFFSETS 

EXISTING SPLITS-
YARDENI OFFSETS 

WEBSTER SPLITS-
YARDENI OFFSETS 

EXISTING SPLITS-
LITTLE OFFSETS 

WEBSTER SPLITS-
LITTLE OFFSETS 

EXISTING SPLITS-
DELAT'DIFFERENCE OFFSETS 

WEBSTER SPLITS-
DELAY/DIFFERENCE OFFSETS 

CYCLE AND OFFSET 
SELECTION MODE 

BASIC GUEUE 
CONTROL MODE 

SPECIAL MIXED-CYCLE MODE 

EUILIJ Dffprak 

JUM  Peak Period 

Figure 5. Comparison of operational e/Jectiveness of all traffic-signal-control alternatives. 
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Results of these rankings are given in Tables 11 and 12 
for offpeak and peak periods, respectively, along with 
indicated percentage improvements of the modified plans 
as compared with the existing timing plan. 	

600 

Interrelationships of Vehicle-Miles, Total Travel Time, and 
Average Speed 

A commonly used method of graphically depicting per-
formance of a traffic system is to plot operational effective-
ness as a function of system demand or utilization. This 
was done to compare operation under existing signal timing 
with operation under each of the alternative control con-
cepts tested. Figures 6 through 9 show graphs of total 
travel time as a function of total vehicle-miles traveled. 
The sloped reference lines superimposed on the graphs 
represent average speed in the system. Each plotted point 
represents values of the variables obtained from 1 hr of 
traffic simulation. It is important to note again, on these 
graphs, that the offset determination concepts are more 
effective when used in conjunction with Webster splits than 
when applied independently. 

Uniformity of Speeds on Individual Links 

More detailed inspection of the experimental results un-
covered interesting differences in traffic operation with 
respect to the uniformity of average speeds on individual 
links in the network. Figure 10 shows frequency distribu-
tions of average speed for individual links for three of the 
signal operation test conditions: (1) the existing timing 
plan, (2) the best of the strategic alternatives, and (3) 
the experimental basic queue-control mode. It can be seen 
that the existing timing plan produces highly variable aver-
age speeds, link by link, where in general the Pico Boule-
vard links are characterized by high average speeds, and 
lower speeds are found on the street crossing the arterial. 
Applying the best strategic plan, employing Webster splits 
and delay/ difference offsets, appears to slightly reduce the 
range of average speeds, but accentuates the differential 
between performance on the arterial and the cross streets. 
Operating the signal system by the basic queue-control 
concept, however, brings the system performance into 
much better balance, with a striking reduction of the 
variability of average speeds on individual links. 

Total Delay in the System 

Using total travel time or average speed in the network 
can be somewhat misleading; this is because these charac-
teristics take into account the time spent in the immediate 
vicinity of the signalized intersection as well as all time 
spent traveling between signalized points. Delays at the 
signalized intersections are often more representative mea-
sures of effectiveness of alternative signal control concepts. 
Total delay in the system can be considered the marginal 
portion of total travel time; i.e., that portion of total 
travel time in excess of total undelayed travel time. 

By definition, 

DT=TT—UTT 	 (6) 

Y::diSpUte_Y.rdcxi Offsets  

500 	1,000 	1,500 	2,000 	2.500 	3.000 	3.500 

Totsl Vehicle-Miles Trovolod 

Test Condition 2b: 

Existing Splits -Yordexi Offsets 

Exittix7 / 
/ 2b 

500 	1,000 	1,500 	2,000 	2,500 	3,000 	3.500 

Tntl Vehicle-Miles Troveled 

TctCondthon2M1 	
Offsets 

_ /csty Z 

505 	1,000 	1,500 	2.000 	2,500 	3,000 	3.500 

Totol Vehicle-Miles Troveled 

Figure 6. Total travel time as a function of total vehicle-miles: 
existing timing compared with alternatives employing Yardeni 
ofisets., 

0 0 

19, 
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TABLE 11 

RANKING OF ALTERNATIVE CONTROL CONCEPTS 
FOR OFFPEAK PERIOD 

IMPROVEMENT 

OVER EXISTING 

RANK TEST CONDITION PLAN (%) 

(a) RANKING ACCORDING TO AVERAGE SPEED 

Best tie ± 1 Cycle and offset selection mode 12.7 
1 Webster splits-delay/difference offsets 12.7 
3 Webster splits-Little offsets 10.4 
4 Webster splits-Yardeni offsets 8.6 
5 Basic queue-control mode 6.1 
6 Existing splits-Little offsets 4.7 
7 Existing splits-delay/difference offsets 3.4 
8 Yardeni splits-Yardeni offsets 1.8 
9 Existing signal timing plan - 

Worst 10 Existing splits-Yardeni offsets -0.4 

(b) RANKING ACCORDING TO TOTAL TRAVEL TIME 

Best tie f 1 Cycle and offset selection mode 11.7 
1 Webster splits-delay/difference offsets 11.7 
3 Webster splits-Little offsets 9.7 
4 Webster splits-Yardeni offsets 9.3 
5 Existing splits-Little offsets 6.0 
6 Basic queue-control mode 5.9 
7 Existing splits-delay/difference offsets 5.4 
8 Yardeni splits-Yardeni offsets 2.0 
9 Existing splits-Yardeni offsets 0.3 

Worst 10 Existing signal timing plan - 

TABLE 12 

RANKING OF ALTERNATIVE CONTROL CONCEPTS 
FOR PEAK PERIOD 

IMPROVEMENT 

OVER EXISTING 

RANK TEST CONDITION PLAN (%) 

(a) RANKING ACCORDING TO AVERAGE SPEED 

Best 1 Mixed cycle mode 9.3 
2 Basic queue-control mode 8.4 
3 Webster splits-delay/difference offsets 6.5 
4 Webster splits-Little offsets 5.9 
S Cycle and offset selection mode 5.0 
6 Webster splits-Yardeni offsets 4.8 
7 Yardeni splits-Yardeni offsets 4.4 
8 Existing splits-Yardeni offsets 4.3 

5 9 Existing splits-delay/difference offsets 4.2 
tie 1 9 Existing splits-Little offsets 4.2 

Worst 10 Existing signal timing plan - 
(b) RANKING ACCORDING TO TOTAL TRAVEL TIME 

Best 1 Basic queue-control mode 8.1 
2 Mixed-cycle mode 7.9 
3 Webster splits-delay/difference offsets 6.0 
4 Webster splits-Yardeni offsets 5.2 
S Webster splits-Little offsets 4.9 
6 Existing splits-Yardeni offsets 4.3 
7 Yardeni splits-Yardeni offsets 4.1 
8 Cycle and offset selection mode 3.5 
9 Existing splits-delay/difference offsets 2.1 

10 Existing splits-Little offsets 1.0 
Worst 11 Existing signal timing plan - 
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Figure 10. Frequency distribution of average speeds on 
individual network links, 4:30 to 5:30 PM. 

in which 

DT = total delay1in system, veh-sec; 
TT = total travel in system, veh-sec; 

UTT = total undelayed travel time in system, veh-sec; 

and 

UTT= 
3,600 VM 	

(7) 
SFF 

in which 

VM = total vehicle-miles traveled; 

SFF = average running speed, mph; and 
3,600 = sec per hr. 

Using the 31-mph average running speed determined 
from empirical data, total delays were computed for each 
of the test conditions fiom the simulation results. Table 
13 gives the results of these computations, with the alter-
native control concepts ranked from best to worst. Per-
centage improvements with respect to existing conditions 
are also indicated. It is evident that the use of total delay 
as a measure of effectiveness accentuates the relative 
degree of improvement produced by alternative traffic-
signal-control methods. 

TABLE 13 

RANKING OF ALTERNATIVE CONTROL CONCEPTS 
IN ACCORDANCE WITH TOTAL DELAY IN THE SYSTEM 

IMpRovEMENT 
TOTAL DELAY OVER EXISTING 

RANK TEST CONDITION (VEH-SEC) PLAN (%) 

(a) OFFPEAK PERIOD 

Best tie JI Cycle and offset selection mode 60,002 39.4 
1 Webster splits—delay/difference offsets 60,002 39.4 
3 Webster splits—Little offsets 66,449 33.0 
4 Webster splits—Yardeni offsets 70,761 28.5 
S Basic queue-control mode 79,178 20.1 
6 Existing splits—Little offsets 82,329 16.9 
7 Existing splits—delay/difference offsets 85,888 13.3 
8 Yardeni splits—Yardeni offsets 92,731 6.4 
9 Existing signal timing plan 99,046 - 

Worst 10 Yardeni splits—Yardeni offsets 99,622 —0.6 

(b) PEAK PERIOD 

Best 1 Mixed-cycle mode 137,377 23.8 
2 Basic queue-control mode 139,831 22.5 
3 Webster splits—delay/difference offsets 149,141 17.3 
4 Webster splits—Little offsets 152,640 15.4 
5 Webster splits—Yardeni offsets 155,759 13.7 
6 Cycle and offset selection mode 158,265 12.3 
7 Existing splits—Yardeni offsets 158,739 12.1 
8 Yardeni splits—Yardeni offsets 158,901 12.0 
9 Existing splits—delay/difference offsets 162,947 9.7 

10 Existing splits—Little offsets 164,855 8.6 
Worst 11 Existing signal timing plan 180,605 - 
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CHAPTER THREE 

INTERPRETATION 

The results of this research indicate that significant im-
provements in traffic operation in urban signalized arterial 
systems can be obtained by applying either strategic or 
tactical control concepts. In some cases the relative im-
provements in operational effectiveness were small, and in 
numerous instances were not statistically significant. It 
was most encouraging, however, that practically all the 
improvement methodologies tested by simulation produced 
numerical improvements when compared with the existing 
signal-operation plan. There was only one exception, dur-
ing the peak period, when a small, nonsignificant reduction 
in average speed occurred as a result of a modification in 
signal timing. Thus, it appears that whatever efforts traffic 
engineers can devote to pursuing signal operation improve-
ments by methods such as those tested should result in 
measurable benefits. 

The relative degree of improvement of traffic operation 
in the pilot arterial system was especially impressive when 
total delay was used as the measure of effectiveness. 
Assessed in this way, reductions in total delay produced 
by the best alternative control concepts tested were 39.4 
percent and 23.8 percent for the offpeak hour and peak 
hour, respectively. In terms of total travel time or 
average speed (in which case all the time vehicles spend 
in the system is accounted for rather than just the delays 
in the immediate vicinity of signalized intersections) the 
best control alternatives yielded improvements on the 
order of 12 percent for the offpeak and 9 percent for the 
peak period. This illustrates that "percentage improve-
ment" statements should be made with care, making sure 
to define precisely the basis of comparison. 

Regarding the comprehensive tests of alternative stra-
tegic concepts, the Webster optimization of cycle and splits 
appeared to be the most effective course of action. Regard-
less of which concept of offset improvement was combined 
with the Webster method, increased operational effective-
ness resulted as compared with test conditions utilizing 
existing cycle and splits. During the offpeak period, this 
is undoubtedly a result of the reduction in cycle length 
given by the Webster concept. However, even during the 
peak period, when a 60-sec system cycle length was used 
for all standard strategic tests, incorporating Webster splits 
with the various offset plans yielded the best results. 

Comparing the strategic concepts used to derive alter-
native offset plans, the delay/ difference-of-offset method 
consistently achieved the greatest increase in operational 
effectiveness when coupled with Webster splits. The next 
most effective offset improvement concept was Little's 
Maximal Bandwidth Model. The Yardeni Time-Space 
Design Model produced offset plans that effected the 
smallest improvements in operation of the three offset 
methods tested in combination with Webster splits. 

It is believed that the delay! difference-of-offset concept  

yields better results because, unlike the other two offset 
determination schemes, it takes into account turning 
movement patterns at the link tail and gains or losses of 
traffic at intervening points between the signalized inter-
sections. The Little and Yardeni methods, on the other 
hand, are derived by manipulation of the through bands. 
Furthermore, the delay/ difference-of-offset technique can 
be applied to any network configuration, whereas the other 
offset concepts are limited to arterial systems. 

The results of the strategic control concept experiments 
indicate that, when devising improved signal timing, at-
tention should be devoted to all three variables—cycles, 
splits, and offsets—rather than concentrating on one of 
the timing variables independently. This requires that the 
alternative concepts investigated in this project must be 
applied in combinations to formulate effective signal plans. 
The one concept tested here that can be applied to deter-
mine a fully integrated plan with cycle, splits, and offset 
modifications—the Yardeni method—was not particularly 
effective when used by itself. Other strategic control con-
cepts that are designed to produce complete plans are in 
various stages of development and refinement elsewhere, 
and it is anticipated that application of these further 
advanced methods could prove to be very effective. 

One of the most interesting findings of the experimental 
work was the impressive showing of the special strategic 
concept—the mixed-cycle mode—tested for peak-period 
conditions. The tests illustrated that the use of a common 
signal cycle to maintain fixed relationships between all the 
signals along an arterial is not necessarily the best policy. 
Although this conclusion perhaps runs contrary to stan-
dard traffic engineering practice, it is believed that a large 
number of situations exist in arterial systems in which 
operations could be improved significantly through the use 
of mixed-signal cycles. 

The comprehensive simulation tests of traffic-adjusted 
and traffic-responsive concepts of control also yielded 
encouraging results. The cycle and offset mode of control 
was shown to be equally as effective as the best strategic 
plan conceived for offpeak-period operation. Although it 
did not yield the best results during the peak period, the 
cycle and offset selection mode nevertheless provided sig-
nificant improvements over the existing signal operation 
plan. It should be noted at this point that whereas strategic 
concepts are only as good as the traffic flow data on which 
they are based, the traffic-adjusted concept has the ability 
to respond in a limited way to major changes in traffic 
volumes on the arterial street. Thus, one can expect the 
relative merit of the traffic-adjusted concept to improve 
when tested over longer periods of time. Conversely, 
strategic plans can deteriorate over time, unless compre-
hensive programs of periodic traffic data collection are 
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instituted that detect major alterations of traffic volume 	takes on greater significance when it is considered that 
traffic-resDonsive control concepts take full account of 

UL 

Tests of the experimental traffic-responsive concept, the 
basic queue-control mode, also indicated significant up-
grading of operational effectiveness. During the peak 
period, in particular, basic queue control ranked second 
among the alternatives. The results were especially inter-
esting, inasmuch as this mode of control operated each 
signalized intersection independently without regard to 
maintenance of offsets between signals. Even though the 
signals were rather closely spaced (ranging from 1,000 to 
1,500 ft apart), a high level of operational effectiveness 
was achieved. The peak-period results were not so good, 
but they were still significantly better than existing control 
in the arterial system. The implication .of these results  

changes in traffic patterns and magnitudes in the system 
that oôcur over time and respond appropriately. There-
fore, as compared with strategic concepts, traffic-respon-
sive control concepts have an even greater potential to 
improve over time than does the traffic-adjusted control 
concept. 

It is anticipated that, given the indicated degree of 
improvement possible through an independently operating 
traffic-responsive control concept; future systems that inte-
grate full traffic responsiveness with the positive features 
of effective strategic plans should achieve even greater 
benefits. 

CHAPTER FOUR 

APPLICATIONS 

The following describes some important, immediate prac-
tical applications of the research findings. 

First, the research suggests that traffic engineers should 
initiate systematic programs to apply the recently devel-
oped methods for determining improved strategic (fixed-
time) control plans. Such programs could proceed with-
out major capital expenditures for new control hardware 
and would result in significant improvements in operational 
effectiveness on the signalized arterials in the city. The 
results indicate that all three offset determination concepts, 
when used in conjunction with the Webster method for 
optimizing cycles and splits, produce measurable improve-
ments in operation. The Webster method requires only 
simple hand calculations, given the appropriate traffic data. 
The three offset concepts investigated require the use of 
special computer programs, for which documentation is 
readily obtainable from agencies that prepared the 
programs. 

The theory and derivation of the Webster method for 
determining optimum cycles and offsets are thoroughly 
documented in the literature (28, 79) and are discussed 
in Chapter Two. To illustrate the relative simplicity of the 
calculations, a sample worksheet for a single intersection 
is shown in Figure 11. Table 14 is an example summary 
of the Webster method results for the six-intersection Pico 
arterial system studied in this project. 

As reviewed in this report, the input data requirements 
for the three offset computation techniques are varied, and 
in one instance (the Yardeni method) quite complicated. 
The general character of the input data requirements of 
each of the three computer programs is summarized in 
Table 15. 

The Little Maximal Bandwidth Model was the second  

most effective offset concept tested and appeared to be 
the simplest to use. Documentation of the original pro-
gram is available through the Civil Engineering Systems 
Laboratory of the Massachusetts Institute of Technology 
(77). Potential users of this program should obtain the 
documentation from MIT in order to study the operation 
of the program and the input data requirements in greater 
detail than can be appropriately given in this report. 

The Yardeni Time-Space Design Model is slightly more 
difficult to apply because of the rather complicated input 
data requirements. In addition to the data summarized in 
Table 14, there are a number of control parameters and 
subroutine options that require -considerable judgment and 
experience with the program. The computer program is 
available to potential users through the SHARE General 
Program Library; inquiries regarding its use should be 
directed to International Business Machines Corporation. 
The available documentation is comprehensive (78). 

The delay/ difference-of-offset concept appeared to be 
the most effective of the three tested. It is somewhat -more 
difficult to utilize in its present stage of development 
because some hand processing of the computer program 
results is still required to finalize an offset plan. Inquiries 
concerning the delay/difference-of-offset computer pro-
gram should be directed to Planning Research Corporation. 
Detailed documentation for this program appears in 
Appendix A of this report. Figure 12 shows a full set of 
coded input - data for the six-intersection Pico arterial 
system. - 	- 

In applying- strategic concepts for the improvement of 
operation on urban arterials, the traffic engineer should not 
overlook potential application of the special mixed-cycle 
mode. Positive results can frequently be obtained by oper- 
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Figure 11. Sample worksheet, Webster method. 
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ating a series of minor intersections along an arterial with 
a shorter cycle-length than nearby critical intersections. 
This technique requires use of the Webster computations 
for optimum cycles and splits and, additionally, the appli- 
cation of one of the offset determination concepts for any 
series of intersections having a common signal cycle. What o 
is being suggested here, in effect, is that fixed-time plans 
should be more uniquely tailored to traffic demands at 
individual intersections, rather than burdening the entire 
system with the cycle-length requirements of critical inter- 
sections. 

Another important application of the research findings 
pertains to the planning of major traffic-signal system im- 
provements. Result of the comprehensive tests of alterna- 
tive control concepts have immediate practical value to 
cities and states undertaking major traffic control improve- 
ment projects. 	The comparative data on the degree of 
increase in operational effectiveness attributed to alterna- 
tive control concepts serve as fundamental data for corn- 
prehensive cost-benefit analyses of these large-scale under- 
takings. 	In the final analysis, this will lead to the selection 
and implementation of more efficient systems for the 
resources available. 
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TABLE 15 

COMPARATIVE INPUT DATA REQUIREMENTS 
FOR TRAFFIC-SIGNAL TIMING PROGRAMS 

LITFLE DELAY! YARDENI 
MAXIMAL DIFFERENCE- TIME-SPACE 

DATA BAND WIDTH OF-OFFSET DESIGN 

Block lengths X X X 
Number of lanes (each block) - X X 
Directional traffic counts (average) X - - 

Directional traffic counts 	(each main 
street approach) - - X 

Turning traffic counts (each intersection) --- X - 

Lane traffic counts (each cross street 
approach) - - X 

Saturation flow and lost time (each main 
approach) - X - 

Headways (average) X - - 

Running speeds (each block) X X - 

Maximum speed difference (inbound vs 
outbound) - - X 

Speed-volume relationship (average) - - X 
Signal cycle length (system) X X - 

Range of cycle lengths (system) - - X 
Minimum main street red interval (each 

intersection) X - X 
Main street green and yellow intervals 

(each intersection) - X - 

:! 

I!: 

I 

I I 
co I 

c 
0.2 

H 
Id . 

(ID 0 0 u Z n H 

1 	2 3 4 5 	6 1 1 8 9 101112 13 14 	15 16 17 18 19 20 2122 23 	24 2526 27 20 25 3031 3233 34353637 3839 40 4142 43 44 

PIS 1 603I273.463I2D82. 832. 1 1 91. 59 554 5 

P 1 6 0331 3.M693 q92. 774 66. 1 	65. 870.5 
PI 7 60339 3l3062 1 3. 21. 60, 3345 

PH 83, 53, 1 17 ~0, 9 1 06 45 
72, 30 1 .1 I095 q4 

P 2 1 6035 33.46931 0302, 761 701.1 4 2 , 18 Lf 74 

P2 2 60333,6 3(3062, 699 28 lqJ. 
p3 603 i33,4693 I 0 i6, 780 21 - 30. 3f 5 
P02I3 6 93II I76 30 

+4 5JI 

Figure 12. Delay!ditJerence-of -offset input data, Pico arterial system, 430 to 5:30 PM, existing splits. 
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CHAPTER FIVE 

CONCLUSIONS 

A literature search and review of related activities was 
conducted to acquire an understanding of the recent 
state-of-the-art of traffic-signal systems. The results of this 
effort were (1) a bibliography concentrating on the more 
recent research endeavors; (2) abstracts of selected pa-
pers; and (3) technical notes on current signal-control 
projects. All of these appear as appendixes in this report. 

Strategic concepts of signal control were thoroughly 
reviewed, and four methods were applied in various com-
binations to formulate strategic timing plans for a pilot 
study arterial system. In addition, a traffic-adjusted con-
trol concept, an experimental traffic-responsive control, 
and a specialized adaptation of a strategic concept were 
developed for testing in the pilot system. In all, 11 test 
conditions (described in Chapter Two) were formulated 
for comprehensive testing and evaluation. 

A section of a signalized arterial street in the city of 
Los Angeles was selected as a pilot system for testing the 
various alternative concepts of traffic-signal operation. 
Empirical data were collected in the pilot system for use 
in conjunction with the signal-timing computer programs 
and the traffic-simulation program. Most important was 
the coordinated 5-day effort involving simultaneous acqui-
sition of aerial photographic data, instrumented floating-
car recordings of speed and delay characteristics, and 
manual traffic counts. 

The research agency's traffic arterial and network simu-
lation model, TRANS III, was used for conducting com-
prehensive, controlled tests of the effectiveness of the 
traffic-signal-control alternatives. In this connection, new 
subroutines were incorporated in TRANS III to simulate 
the experimental traffic-responsive control concept. The 
experimental, basic queue-control mode of signal control 
was the same one developed and tested for individual 
intersections in an earlier phase of this project. The simu-
lation results for all alternatives incorporated operating 
characteristics on the arterial street and the signalized 
cross-street approaches. 

A total of 100 real-time hours of traffic operation were 
simulated to produce statistically reliable results in con-
junction with the effectiveness tests of alternatives. The 
magnitudes of system utilization, as measured by total 
vehicle-miles of travel in the system, under which each of 
the alternatives was tested, were not significantly different. 
In other words, the alternatives were subjected to closely 
controlled traffic demands. 

With only a single exception, the results indicated that 
all the signal-control alternatives produced numerical im-
provements in operating characteristics in comparison to 
the existing signal-operation plan. However, not all of 
these differences were statistically significant. 

All three offset determination concepts—Yardeni, Little, 
and delay/ difference-of-offsets—yielded statistically signifi-
cant improvements in performance when integrated with 
the Webster technique for optimizing cycle and splits. 
However, with only one exception, the same three offset 
concepts failed to produce statistically significant improve-
ments when applied independently, i.e., with the existing 
cycle and splits. 

The traffic-adjusted concept of control at least equaled 
the improvement level achieved with the best of the 
strategic plans during the offpeak period. However, during 
the peak period, the numerical improvements resulting 
from the application of the traffic-adjusted concept were 
not statistically significant. 

The experimental traffic-responsive concept ranked sec-
ond of all alternatives tested under peak-period traffic 
conditions. Improvement in operational effectiveness pro-
duced by this method during the offpeak period was 
smaller, however, and was not statistically significantly 
different from operation under the existing signal-timing 
plan. An interesting characteristic of behavior under this 
concept of control was a striking reduction in the varia-
bility of average speeds for the individual links in the 
system. 

The mixed-cycle mode of signal operation, wherein a 
40-sec cycle length was utilized at five of the intersections 
and a 60-sec cycle length at the critical intersection, was 
tested during the peak period only. The resulting operation 
was the best of any alternative tested. 

The best of the traffic-signal-control alternatives tested 
produced reductions in total delay in the system of 39 
percent during the offpeak hour and 24 percent during the 
peak hour. Assessed in terms of total travel time or 
average speed in the system, the best control alternative 
resulted in improvements of approximately 12 percent 
during the offpeak period and 9 percent in the peak period. 

It is believed that the results of this research can be 
immediately translated into practical traffic-engineering 
applications. 
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SUGGESTED RESEARCH 

EXTENSION OF RESEARCH APPROACH 

Several advanced concepts of traffic-signal control, both 
strategic and tactical, are currently in various stages of 
development and refinement. These developments had not 
proceeded to the point to warrant comprehensive testing 
in this project. In the near future, however, it would be 
appropriate to subject these additional advanced concepts 
to controlled experimentation by simulation to estimate 
the effectiveness of each under conditions representing an 
actual street system. It is also considered fruitful to extend 
the controlled testing process to more complex, closed 
network configurations. 

CONCEPTUAL DEVELOPMENT OF NEW METHODS 

Another important area in need of research is the con-
ceptual development of the type of control methods that 
can be implemented by digital control computer systems. 
Here it is believed that special attention should be devoted 
to the formulation and testing of methods that combine 
the positive qualities of the strategic and tactical approaches. 

FINAL DEVELOPMENT OF DELAY/ DI FFERENCE-OF-OFFSET 
COMPUTER PROGRAM 

This research indicated that the delay/difference-of-offset 
technique of formulating a strategic offset plan was con-
sistently more effective than the other techniques tested. 

Furthermore, this technique is more flexible in that it can 
be applied to networks of any configuration. The research 
agency's current delay/ difference-of-offset computer pro-
gram requires certain off-line processing of program out-
put to produce a final result. Although this can be accom-
plished easily for the simple arterial situations, the off-line 
postprocessing is challenging for larger, closed systems. 
This inadequacy is expected to seriously limit practical 
application of the current program. It is suggested, there-
fore, that additional development of the delay/difference-
of-offset computer program be undertaken to make the 
process entirely automatic. 

DEVELOPMENT OF COST ANALYSIS METHODS FOR 
TRAFFIC-CONTROL PROJ ECTS 

A genuine need exists for the development of scientific 
management techniques to assist traffic administrators in 
their decisions concerning large capital expenditures for 
traffic-control improvement projects. The increasing size 
of investments in traffic-signal systems requires greater at-
tention to determination of the cost and effectiveness pa-
rameters of such systems during the planning stage to 
achieve more efficient allocation of resources. Cost analy-
sis studies, essential to all effective long-range planning, 
involve not only the costs of hardware and its installation 
and maintenance, but also a study of the allocation of all 
critical resources, especially of time and skilled manpower. 

APPENDIX A 

DERIVATION OF METHOD AND DESCRIPTION OF PROGRAM FOR 
COMPUTING DELAY/DIFFERENCE-OF-OFFSET RELATIONSHIPS 

A computational method has been developed for theoreti-
cally estimating delay incurred by traffic because of queu-
ing at the traffic signal on the downstream end of the 
link (link head); delay is estimated as a function differ-
ence-of-offset of the traffic signals at the link head and link 
tail, given certain unique geometric, signal timing, and 
traffic characteristics of the link. A computer program 
to implement this computation has been written, checked 
out, and used in this project. 

DERIVATION 

Given Characteristics 

Consider a link, i.e., a section of street carrying traffic 
in one direction between two signalized intersections, as 
illustrated in Figure A-i. 

Suppose the link has the following characteristics: 
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Figure A-I. 

Geometries: 

D = distance between signalized intersections, stop. 
line to stop-line, ft (link length). 

W = number of moving through-lanes at intersection 2 
(link width). 

Traffic Characteristics: 

ST = straight-through movements arriving at the tail 
of the link, vph. 

LT = left turns from the cross street arriving at the tail 
of the link, vph. 

RT = right turns from the cross street arriving at the tail 
of the link, vph. 

VT = total traffic volume arriving at the tail of the link, 
vph, = ST + LT  + RT. 

VH = total traffic volume arriving at the head of the link, 
vph. VH generally does not equal VT because 
vehicles may be gained or lost between the sig-
nalized intersections. 

NC = intralink net change rate, vph, = VH - VT. The 
net gain or loss of traffic volume from the link 
tail to the link head. 

V = average free-flow velocity of the traffic stream 
along the link, ft per sec. 

SAT = saturation flow rate at link head, vehicles per lane 
per sec. The average rate at which a single-lane 
queue discharges through intersection 2 during 
the effective green portion of the signal cycle. 

LOST = lost time per green interval at the link head, inter-
section 2, sec. Lost time results from starting 
delay at beginning of green and subsidence of 
traffic flow during the yellow interval. 

Signal Timing: 

C = common signal cycle length, sec. 
Gi = green interval for the main street at intersection 1, 

sec. 
Al = yellow interval for the main street at intersec-

tion 1, sec. 
Ri = red interval for the main street at intersection 1, 

sec. 
G2 = green interval for the main street at intersection 2, 

sec. 
A2 = yellow interval for the main street at intersec-

tion 2, sec. 
R2 = red interval for the main street at intersection 2, 

sec. 
GE = the effective green interval for the main street at  

intersection 2, sec, = 02 + A2 + LOST. During 
effective green, a lane of queued vehicles may be 
discharged through the intersection at saturation 
flow rate. 

RE = the effective red interval for the main street at 
intersection 2, sec, = C - GE. During effective 
red, no vehicles may be discharged through the 
intersection. 

BG1 = the signal offset for the main street green at inter-
section 1, sec. The offset is defined as the begin-
ning of interval 01, measured in seconds from 
a master zero-reference point. 

BG2 = the signal offset for the main street green at inter-
section 2, sec. 

= the difference-of-offsets for the link, sec, = 
[BG2 - BG1] Modulo C; i.e., = [BG2 - BG1] 
± nC, 

in which n is an integer selected in such a way as to make 
0 <C. 

Assumption and Definitions 

The principal simplifying assumption for the initial analy-
sis is that no significant dispersion of traffic platoons occurs 
along the link. This is not unreasonable for relatively short 
links. Under this assumption, two distinct bands of time 
contain identifiable components of traffic flowing down 
the link. 

Straight- through traffic at the link tail, ST, is assumed 
to be uniformly distributed over time interval (G 1 + Al) 
at the link tail, and maintains this distribution as it travels 
down the link, thereby arriving at the link head uniformly 
distributed over time interval Ti. By definition, 

Tl=Gi+A1 	 (A-i) 

Left-turn and right-turn traffic arriving at the link 
tail (LT + RT) is uniformly distributed over time interval 
Ri at the link tail, and maintains this distribution as it 
travels down the link, thereby arriving at the link head 
uniformly distributed over time interval T2. By definition, 

	

T2=R2 	 (A-2) 

Gains and losses of traffic along the link occur randomly 
with respect to time. Therefore, the intralink net change, 
NC, is uniformly distributed over time. For a given signal 
cycle, NC is uniformly distributed over C. 

Given the preceding assumption, it follows that two 
rates of arrivals of traffic at the head of the link can be 
defined. 

Ql = Average arrival rate at the head of the link during 
time intervals Ti 

ST 	NC 
- 	 + 	,vps. 
- (112)( 3,600 ) 3,600 

Q2 = Average arrival rate at the head of the link during 
time intervals T2 

- LT+RT NC 
+ 3,600 , vps. 

- (i)(3600) 



It is assumed that the formation of queues and discharge 
of vehicles is uniformly distributed across the through 
lanes at intersection 2. Further, turning movements and 
their associated delay-producing effects at the link head 
(intersection 2) are ignored. Thus, for a W-lane inter-
section 2 approach, the rate of discharge of queued ve-
hicles during effective green can be defined. 

S = Average discharge rate of queued vehicles on W 
lanes during effective green intervals at intersec-
tion 2. 

S= (SAT) (W), vps. 

If the queue at intersection 2 is dissipated before the end 
of the effective green interval, then, for the remainder of 
the effective green interval, additional arriving vehicles 
may be discharged as rapidly as they arrive without form-
ing queues. 

It is assumed that subsaturation conditions exist. That 
is, (Ql)(Tl)+ (Q2)(T2) < (S)(GE). Therefore, the 
queue is always dissipated at or before the end of the 
effective green interval. 

Let 

Q = The number of vehicles in queue at the link head 
at time t. 

By definition, 

Q = 0 for t = the end of time interval GE. 

In the light of this definition, the end of time interval 
GE (which corresponds to the beginning of time interval 
RE) is useful as a time reference point. Therefore, the 
time differential, r, is defined: 

= The time differential between the beginning of time 
interval Ti (in more common terms the leading 
edge of the straight-through time band) and the 
succeeding end of time interval GE at intersection 2. 

Figure A-2 shows pertinent time-distance relationships. 
It can be seen that: 

	

r= (BG2—BG1) —D/V—R2 	(A-3) 

but the difference of offsets is 

= [BG2 - BG1] Modulo C 	(A-4) 

therefore, 

	

= [ - D/V - R2] Modulo C 	(A-5) 

The domain of r is 0 :~ r < C. 

Queue-Size Equation 

Starting, by definition, with a zero queue at the end of 
time interval GE, the formation and dissipation of a queue 
during the subsequent signal cycle can be described. The 
queue change rate (QCR) is defined as: 

QCR = The rate at which queues at the link head (inter-
section 2) either grow or dissipate with time, 
vps. 

Only four average values of QCR are possible (five, if 
QCR = 0 is counted). 

During time interval RE (i.e., when the signal is effec- 
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Figure A-2. Time-distance relationships. 

tively red) the queue grows (QCR is positive). Only two 
values are possible. 

During time interval Ti, 
QCR = Qi, vps. 
During time interval T2, 
QCR = Q2, vps. 

During time interval GE (i.e., when the signal is effec-
tively green) the queue dissipates (QCR is negative). Only 
two values are possible. 

During time interval Ti, 
QCR = Qi —5, vps. 
During time interval T2, 
QCR = Q2 —5, vps. 

The equation of state-of-queue size may be written: 

Qt = Q(tt) + (QCR) (st) 	(A-6) 

in which 

Qt = queue size at time t; 
At = a specified small increment of time, sec; 

Q(tt) = queue size at time (t-t); and 
QCR = queue change rate, as defined previously. 

If At = i sec, then, 

Qt = Q1 + QCR 	 (A-7) 

It must also be stated that Qt has a non-negative domain. 
Q ~! 0. 

Computation of Delay-in-Queue 

Given the equation of state-of-the-queue, queue size may 
be computed for any point in the signal cycle. Then, by 
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summing queue sizes over one entire signal cycle, the 
magnitude of delay-in-queue may be obtained. It appears 
to be convenient to employ a stepwise numerical computa-
tion technique. Consider the following example. 

Specify the beginning of time interval Ti as the zero 
time reference point, t = 0. By previous definition then, 
the end of time interval RE occurs at time t = r. There-
fore, 

Qt = 0 for t = 

Then it is possible to proceed stepwise computing Q 
for successive i-sec intervals throughout one signal cycle, 
from t = r + 1 to t = T + C, by applying the equation of 
state: 

Q=Q 1 +QCR 	 (A-8) 

This results in a polygon-shaped graph of queue size 
(see Fig. A-3). It can be seen from this example that: 

QCR = Qi for 	Ti; 
QCR = Q2 for Ti <t !~ r + RE; 
QCR = Q2—S for r + RE < t C; and 
QCR =Q1—S for C<t :!~ T+C. 

Similarly shaped queue-size polygons result when i- is 
located differently with respect to Ti and T2, as shown in 
Figure A-4. In each case, the applicable QCR's can be 
quickly found. 

In general and formalized terms, QCR is determined as 
follows: 

_:

0 

_ 

RE 
,+RE*C 

- s 

GE  o +RE 

QZ 

Figure A-4. Queue-size polygons, 

Qt 	Ti 	TZ 	Ti 	I I 	 U 	WI 

	

I -RE I 	i GE 	 I 

	

I 	 I 

	

T 	Ti T+RE C r+C 	 t 

Figure A-3. 

i. Ifr<t:!~r+ RE, then: 
QCR = Qi if 0<t:!~ Ti, or C<t:!~ C+ Ti. 
QCR =Q2ifTi <t:!~C,orC+Ti<t:!~2C. 

2. Ifr+RE<t:~r+C,then: 
QCR =Qi—SifO<t!~ Ti,orC<t:~ C+Ti. 
QCR =Q2—SifTi< t !~ C,orC +T1 <t 2C. 

Once the queue size has been computed for successive 
i-sec intervals over one signal cycle, delay-in-queue can 
be determined by summation. 

r+C 
Delay-in-Queue = 	Q1, veh-sec per signal cycle (A-9) 

Computation of Delay/Difference.of-Offset Relationship 

The delay/ difference-of-offset relationship for the link is 
determined by computing delay-in-queue for all integer 
values of r from 0 to C. And since r is directly related to 
the offset difference, p, i.e., 

= [DIV + T + R21 Modulo C 	(A-iO) 

it should be clear that by computing delay-in-queue for all 
values of r, it has in effect been computed for all values of 
'p,the offset difference. 

The foregoing work represents an extension of the ideas 
that Webster (28) used to obtain the first term of his now 
classic equation: 

c(l—X) 2 	x2 
d = 2(1—Xx) + 2q(1x) 

+ empirical correction (A-il) 

in which 

d = average delay per vehicle on approach; 

C = cycle time; 

Effective Green 
;and 

Cycle 

x = 	
q 

 
A (saturation flow) 

COMPUTER PROGRAM 

Because the computational method is laborious and must 
be applied to each network link individually, a computer 
program was prepared to perform the work. The program 
was written in FORTRAN IV language for operation 
under the IBSYS monitor system of the IBM 7094. The 
program can easily be compiled and used on other hard-
ware. The program has been debugged and is fully opera-
tional. 

G 

G 

G 

Q 
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Input Data 

All the input data needed by the program are supplied on 
a single punched card. The program considers only one 
link at a time, as represented by one data card. However, 
any number of data cards may be stacked for sequential 
processing. The content and format of the data card are 
shown in Figure A-5. 

Program Detail 

Figure A-6 is a flow chart of the computational logic. A 
listing of the FORTRAN program code is shown in Figure 
A-7. 

Output 

Output data are delivered at the conclusion of processing 
of each data set (i.e., each data card). Output is in two 
sections. First, the input data are listed; then the results of 
the computations are tabulated. For every possible value 
of offset difference, in 1-sec increments, the following are 
tabulated: 

TAU—the time differential between the leading edge 
of the straight-through time band and the succeeding end 
of the effective green time interval at intersection 2, sec. 

PHI—the difference-of-offset of the signals at the 
link head and link tail, sec. 

QSUM—the total delay-in-queue during one signal 
cycle, veh-sec per signal cycle. 

DPV—the average delay per vehicle, veh-sec per 
vehicle. 

QAVE—the average queue length, vehicles. This is 

Field Startt 
in Cnlnmn Symbol Deecrcptnnn 

I 7 2. RUN Rae nembee (alphnnnmeric) 

4 b 	71 10 Signet cycle length, sec 

7 2 é 101 Green intervnl, intereectine I, 	see 

9 2 102 Green intervnl, inter,eccicn 2, 	sec 

11 LA Amber interval, nec 

12 SAT Single-Ieee saturation flaw, epa 

16 71 LOST Lact time per greenintervel, sec 

17 ID Dcetance between signals, feet 

21 2 N Nembee of throagh lanes, inteee,ctnn Z 

23 C 71 	0 2 	' AST Straight-thrnnghtenffic arriving nttail, vph 

28 71 c ALT Left tome arriving at tail, vph 

33 0 2 	75 ART Right barns arriving at tail, vph 

38 I -4- 	o AVH Tntal vnleme at head, vph 

43 4-  4 IV Average fmee-flnw velncity, ft /eee 

Figure A-5. Sample data card. 

synonymous with the "total delay rate"; e.g., in veh-hr per 
hr, veh-min per mm, or veh-sec per sec. 

A sample output tabulation is shown in Figure A-8. 

PROGRAM RESULTS 

The delay/difference-of-offset computer program was used 
in this project as one method of determining signal offset 
plans along the Pico arterial. Typical results derived from 
the program are shown in Figure A-9, where delay is 
plotted as a function of the offset between each pair of 
traffic signals on Pico Boulevard. The results shown are 
for peak-period-operation conditions using a 60-sec cycle 
length and the existing splits. Delays in the eastbound and 
westbound directions between each pair of signals have 
been summed for the illustrations. 

Write Inpat Snbeataratinsa? Set InItial Valise. Set Up Cater Leap for Gem- 

E 
Read inpas Data and , Perferm Initial 01(11) • Ql(T2) 
Data Srt 

 i = i patlscg 	QSUM(I)'S 
Output Headtegt Cnmpatatinsse S(GE) Ye. ITAU(I) = 0 DO for I = I • IC 

n 	Na 

Yet 	
Mere Data? 

Write Ermnr 

No 

IP}U)I) = Initial Valart 
Set Up inner 
pating Givrn 

Leap far Cam-
QSUM(I) No. Effentsve Green 

ID ITAU(i) * 1RSI 

HSet 
ed? 

IV + 

Mndaia IC 

3 = ITAU)I) 
QSUM(I) = 0 

DO for 3 n ITAU(i) + 1 
ITAU(i) + IC  

Nn 	T2 No. 12 
i? F.R Interval TI? 

Fleet Leap? - 

jITAU(I)+l 
TQC 

Yes 

 
l OCR 	02 

11 	 QSUM(I( n 	 Na 
QnnerLnnpDane? 

!OatrrLnaPDen 	

WtaOt

No 

Figure A-6. Flow chart, theoretical delay/difference-of-offset program. 
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C 	TFLAV-0)IE1I1F.MCE OF UFFST CO9'IJTATIO'S, UNIOI"I-CTIONRI LINK, 
C 	TWO INIFORM 000(051 RATES. 

TIMFNS 
INP  

IISN )TA 
T  
J(151),jpI4j(I51),)$l(H(L51),3)3OI),OpR)151),OARE)15l) 

C 	READ 	UT TO'I 
too ROAD (5, 101 1 RON, IC, lGI,)G2,ID,SUT,tOST,)p,W,lSt,OLT,ROT,403,Iv 
101 FORMAT (A3,13,I2,I2,I1.F4.3,1l,I4,F2.O,F5.O,F5.fl.FS.fl,F5.O,12) 

WRITE READING F)R INPUT ROTA 
WRITE (6.102) 

102 FORWSI) (HI, 5-IINRUT( 
WRITE 6,103) 

103 FORMAT) 14-IS, 5330)5 C 	31 GO A SAT LOST 1) 	4 	01 	IT 	RT 
1 VH A) 

WRIOF INPUT ONTO 
WR)TF (6,104) RUN, IC,IGI. IA?, )A,AAT,L1IST,I5,W,SST,ALT,.RRT,409,IR 

104 FORMAT oH ,NO,IX, 13,IR,I2,1X,I2,IR.Il ,IX,F4.3,2R,II,2R,I4,1X,F2.3 
1,10, F5.fl, IX, FN.O, 1!, F5.A, )OFN.O. IA, I?) 

- 	WRITE -)EAAINC, FOR rE)TpUT DATA 
WRITE (6,105) 

105 FORMAT (1110, 6-I031MUT) 
) WRITE (6,136 

IRA FORMAT (100,I4HTRU 	PHI 	05011 	OPV 	ODOR) 
C 	 O PERFORM INITIAL CMPUTATIONS 

200 IRIIC-IGI-IA 
I1121C-IG2-IA 
ITI= IGIIIU 
01= IT) 

IGFIG2C IA-LOST 
IRE IC-IDE 
GEIAE 
ORTASTEALT&ART 
ANCORH-ARI 

C7[C  
ASTI)(TI/C)R3600.(&ANC/3600. 

02= )ALTEAR0))(T2C)*360E,)CA3C3600. 
SW*SAT 

C 	CHECK SUDSA0000T ION 
300 IF)SHGE-IR1*T1CO2*T2) (OCI,400,400 

ORMRHEAR r OUTPUT 
301 WRITE (6,302) 
302 FORMAT (1110, 3IHAUMSHEAO,THIS IS SUPERSATURNTEO) 

GO TO MOO 
C 	SET INITIAL TUU 

MAR 1=1 
ITAA)I)=O 

C 	SET OP TUTFR LORP TO COMPUTE OGUM FTR ALL TARS 
DO 706 11,IC 

C 	COMPOTE PHI MOOJLO C 
401 IPHI(I)=IRIIVCITU)J)IRIRD 
402 	IF(IC-I PHI (I))403,4T3,404 
403 (P111)1 IIPHI( Il-IC 

GO TO 402 
C 	SET INITIAL J OAR OSUM 

404 JITAU)I) 

ASUM
I N

0 
C 
	
SET  

 
([OP TO COMPATF DOOM FOR II OFA TAIl 

ISTR=ITAO)I)61 
IFIN ITAUI I (LIT 

40600705 JISTA,IFIN 
C 	IS FFFFITIRF- 

 

5"'"' 
FFFFCTIVF SRFFN ON 

IF)J -) ITAUII )CIRE))5E0,5(0,600 

C" 
Ti OR 	3') (FFFFCTIRE REII) 

500 IF)J-ITI 11110, 510,501 
501 IF(J-IC) 520.520.507 
502IF)J-( IC&ITI))510,SIR,520 
510 QCR=01 

GOTO iDA 
520 0CR02 

ATTO 700 
C 	IS TI OR TO ON IEFFFCTIRF 00FF')) 

600 IF)J-ITI (610,610,601 
601 IF(J-IIl 620.670.602 
602 IFIJ

I
-ICC

-S
ITI))6)O,610,620 

610 QCRQ 
Al) TO 700 

620 R 0002-S 
GO TO 700 

C 	)I1MP)JTF 0 AMA ATCIIMII) ATF 05)1W 
lEO IF)J-)ITAU)I)1I))701,701,702 
701 O)J)0(P 

GO 
J

TO 100 
702 O()=D)J-1ILQCS 
703 IF)Q(J) (704,705,705 
704 RIJ)0_ 
TON 050M)I)=AS)M(I)C0)J) 

EPRI I ))ASUM) 11*3400.  
OSUO )))05R11)I I/C 

706 10011) 151 (ITAO) I (Cl 

C 	WRIT* TT)TPIT DOOR 
1100 00 002 I1,IC 

WRITE (6,001) ITDO( I ),IPHI (I ),OSUM) I) ,RPV( I) ,00RE(I 
HO)FORMAT lIE .13,OR.13.30,F6.1.31.FN.1.3R.FN.') 
502 CANT I SF 

900 00 TO ITO 

Figure A-7. FORTRAN code, delay/difterence-of -ofiset pro-
grain. 

INPUT 

RUN C GI 02 A SAT LOST 0 WST 	LI 	RI 	VII 	V 
1 2 60 26 26 4 .500 5 	880 2. 800. 150. 250. 1400. 44 

OUTPUT 

TAO PHI OSUM OPV QAVE 
0 50 48'O.5 21.0 8.16 
1 51 483.3 20.7 8.05 
2 52 476.8 20.4 7.95 
3 53 470.3 20.2 7.84 
4 54 463.7 19.9 7.73 
5 55 457.0 19.6 7.62 
6 56 450.3 19.3 7.51 
7 57 443.7 19.0 7.39 
8 58 437.0 18.7 7.28 
9 59 430.3 18.4 7.17 

10 0 423.7 18.2 7.06 
11 1 417.0. 17.9 6.95 
12 2 410.3 17.6 6.134 
13 3 403.7 17.3 6.73 
14 4 307.0 17.0 6.62 
15 5 390.3 16.7 6.51 
16 6 383.7 16.4 6.39 
17 7 377.0 16.2 6.28 
18 8 370.3 15.9 6.17 
19 9 363.7 15.6 6.06 
20 80 357.0 15.3 5.95 
21 11 350.3 15.0 5.84 
22 12 343.7 14.7 5.73 
23 13 337.0 14.4 5.62 
24 14 330.3 54.2 5.51 
25 15 323.7 13.9 5.39 
26 16 317.0 13.6 5.213 
27 17 310.3 13.3 5.17 
28 18 303.7 13.0 5.06 
29 19 237.0 12.7 4.95 
30 20 290.3 12.4 4.84 
31 21 296.4 12.7 4.94 
32 22 302.8 13.0 5.05 
33 23 309.5 13.3 5.16 
34 24 316.2 13.9 5.27 
35 25 322.8 13.8 5.38 
36 26 329.5 14.1 5.43 
37 27 336.2 14.4 5.60 
38 28 342.8 14.7 5.71 
39 29 349.5 15.0 5.82 
40 30 35',.? 15.3 5.94 
41 31 362.8 15.5 6.05 
42 32 369.5 15.13 6.16 
T 33 376.2 16.1 6.27 

44 34 382.8 16.4 6.313 
45 35 389.5 16.7 6.49 
46 36 396.2 17.0 6.60 
47 37 402.8 17.3 6.71 
48 38 409.5 17.5 6.82 
49 39 416.2 17.8 6.94 
50 40 422.13 113.1 7.05 
51 41 429.5 18.4 7.16 
52 42 436.2 18.7 7.27 
53 43 442.8 89.0 7.38 
54 44 449.5 1.9.3 7.49 
55 45 456.2 19.5 7.60 
56 . 	46 462.8 19.11 7.71 
57 47 469.5 20.1 7.82 
58 40 476.? 217.4 7.94 
59 49 482.8 20.7 8.05 

Figure A-8. Sample output, theoretical delay/difference-of-
offset program. 
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APPENDIX B 

ALTERNATIVE STRATEGIC TRAFFIC-SIGNAL-TIMING PLANS 

	

Alternative methodologies were used to formulate strategic 	period and offpeak period to yield two different plans, 

	

traffic-signal-timing plans in the six-inteEsection Pico ar- 	although both use a 60-sec system cycle length. 

	

terial system. The resulting fixed-time plans appear in this 	Condition 2b: The existing 60-sec cycle and existing 
appendix. 	 splits are maintained for all intersections, and the offsets 

	

Condition 1: Represents the existing 60-sec cycle plan 	are determined from exercising the Yardeni program. 

	

currently in use in the system. It is used throughout the 	Alternative plans are found. for peak and offpeak periods. 
day. 	 Condition 2ë: Uses Webster's technique for determining 

	

Condition 2a: Uses both the splits and offsets given by 	optimum cycle length for the system and the splits at each 

	

implementing Yardeni's time-space design model. Yar- 	intersection, and the offset plan given by another exercising 

	

deni's program was run with traffic data from the peak 	of the Yardeni program. During the peak period, a 60-sec 
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system cycle length is still required, but during the offpeak 	conjunction with results obtained from the delay! differ- 
period the cycle can be reduced to 40 sec and still accom- 	ence-of-offsets program, developed by the research agency, 
modate traffic demands. 	 to determine an offset plan. Different plans are formulated 

Condition 3a: The existing 60-sec cycle and the existing 	for peak and offpeak periods. 
splits at all intersections are maintained; the offset plan is 	Condition 4b: Webster's optimum cycle and splits are 
formulated by implementing Little's maximal bandwidth 	coupled with offsets given by further exercising of the 
computer program. Alternative plans are created for peak 	

delay!difference-of-offset program. 
period and offpeak period. 	

Table B-i is a summary of the strategic signal-timing Condition 3b: Uses both Webster's optimum cycle and 
alternatives developed for the offpeak and peak periods. splits as determined previously in Condition 2c, and the 

offset plan given by a second exercising of the Little pro- 	Figures B-i through B-8 are time-space diagrams for all 

gram. A 60-sec cycle is used for the peak period and a 	the peak-period signal-timing alternatives developed. Fig- 
40-sec cycle is used for the offpeak period. 	 ures B-9 through B-15 are the offpeak-period time-space 

Condition 4a: The existing cycle and splits are used in 	diagrams. 

TABLE B-1 

SUMMARY OF STRATEGIC SIGNAL-TIMING ALTERNATIVES, OFFPEAK AND PEAK PERIODS 

OFFPEAJC PERIOD (sEc) PEAK PERIOD (sEc) 

CROSS-STREET CROSS-STREET 
PICO OFFSETS PICO GREEN GREEN PICO OFFSETS ' PICO GREEN GREEN 

CROSS 
STREET WB EB REF." OUR.' REF." DUR.d WB EB REF." DUR.' REF." 0jy,d 

(a) CONDITION 1: EXISTING TIMING 

La Brea 6 28 34 32 6 28 34 32 
26 34 26 34 

Redondo 32 36 8 24 32 36 8 24 
24 36 24 36 

Cochran 56 38 34 22 56 38 34 22 
42 18 42 18 

Hauser 38 36 14 24 38 36 14 24 
56 4 56 4 

Curson 34 36 10 24 34 36 10 24 
26 34 26 34 

Genesee 0 30 30 30 0 30 30 30 

(b) CONDITION 2A: YARDENI SPLITS—YARDENI OFFSETS 

La Brea 0 24 24 36 0 24 24 36 
38 22 26 34 

Redondo 38 36 14 24 26 34 0 26 
28 32 32 28 

Cochran 6 36 42 24 58 40 38 20 
34 26 28 32 

Hauser 40 36 16 24 26 34 0 26 
24 36 34 26 

Curson 4 36 40 24 0 38 38 22 
52 8 30 30 

Genesee 56 36 32 24 30 42 12 18 

(c) CONDITION 213: EXISTING SPLITS—YARDENI OFFSETS 

La Brea 0 28 28 32 0 28 28 32 
38 22 30 30 

Redondo 38 36 14 24 30 36 6 24 
30 30 32 28 

Cochran 8 38 46 22 2 38 40 22 
32 28 24 36 

Hauser 40 36 16 24 26 36 2 24 
26 34 34 26 

Curson 6 36 42 24 0 36 36 24 
50 10 28 32 

Genesee 56 30 26 30 28 30 58 30 



TABLE B-i (Continued) 

OFFPEAK PERIOD (sEc) PEAK PERIOD (sEc) 

CROSS-STREET CROSS-STREET 
PICO OFFSETS PICO GREEN GREEN PICO OFFSETS PICO GREEN GREEN 

CROSS 
STREET WB EB REF.b 	DUR.' REF." 	DUR.' - WB 	EB REF." DUR.' REF." DUR.'  

CONDITION 2c: WEBSTER SPLITS—YARDENI OFFSETS 

La Brea 0 	18 18 	22 0 28 28 32 

20 20 26 	34 
Redondo 20 	24 4 	16 26 34 0 26 

10 30 32 	28 
Cochran 30 	24 14 	16 58 40 38 20 

36 4 28 	32 
Hauser 26 	24 10 	16 26 36 2 24 

22 18 34 	26 
Curson 8 	24 32 	16 0 40 40 20 

8 32 30 	30 
Genesee 16 	24 0 	16 30 44 14 16 

CONDITION 3A: EXISTING SPLITS—LITFLE OFFSETS 

La Brea 0 	28 28 	32 0 26 26 34 

30 30 30 	30 
Redondo 30 	36 6 	24 30 36 6 24 

30 30 30 	30 
Cochran 0 	38 38 	22 0 38 38 22 

30 30 30 	30 
Hauser 30 	36 6 	24 30 36 6 24 

0 0 56 	4 
Curson 30 	36 6 	24 26 36 2 24 

30 30 32 	28 
Genesee 0 	30 30 	30 58 30 28 30 

(/) CONDITION 3B: WEBSTER SPLITS—LITFLE OFFSETS 

La Brea 0 	18 18 	22 30 28 58 32 

0 0 30 	30 
Redondo 0 	24 24 	16 0 34 34 26 

20 20 30 	30 
Cochran 20 	24 4 	16 30 40 10 20 

20 20 30 	30 
Hauser 0 	24 24 	16 0 36 36 24 

20 20 30 	30 
Curson 20 	24 4 	16 30 40 10 20 

0 0 30 	30 
Genesee 20 	24 4 	16 0 44 44 16 

CONDITION 4A: EXISTING SPLITS—DELAY/DIFFERENCE OFFSETS 

La Brea 0 	28 28 	32 0 28 28 32 
20 40 22 	38 

Redondo 20 	36 56 	24 22 36 58 24 
30 30 30 	30 

Cochran 50 	38 28 	22 52 38 30 22 
32 28 30 	30 

Hauser 22 	36 58 	24 22 36 58 24 

32 28 32 	28 
Curson 54 	36 30 	24 54 36 30 24 

32 28 30 	30 
Genesee 26 	30 56 	30 24 30 54 30 

CONDITION 4B: WEBSTER SPLITS—DELAY/DIFFERENCE OFFSETS 

La Brea 0 	18 18 	22 0 28 28 32 

2 38 26 	34 
Redondo 2 	24 26 	16 26 34 0 26 

16 24 28 	32 
Cochran 18 	24 2 	16 54 40 34 20 

28 12 34 	26 
Hauser 6 	24 30 	16 28 36 4 24 

18 22 28 	32 
Curson 24 	24 8 	16 56 40 36 20 

26 14 30 	30 
Genesee 10 	24 34 	16 26 44 10 16 

Offset is the difference between references of successive intersections in the direction of travel indicated. 
"Reference is the time between a common (zero) reference point in the system cycle and the start of the green interval at the individual intersection. 
'Duration of green-plus-yellow intervals on Pico Boulevard. 

Duration of green-plus-yellow intervals on the cross streets. 

Note: System cycle length = 40 sec for Conditions 2c, 3b, and 4b of offpeak period; for all other conditions (offpeak and peak), system cycle length 
= 60 sec. 
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Figure B-i. Condition 1: Existing timing (peak period). 
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Figure B-4. Condition 2c: Webster splits—Yardeni offsets 
(peak period). 
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Figure B-2. Condition 2a: Yardeni splits—Yardeni offsets 
(peak period). 

	

0 	L La 	 - = 

	

1,000 	 / 

Redoodo  

	

2000 	

[ Cochran 

3,000 1 
r  

	

4,000 	
L Honnrc  

::::E: 

60 	120 	 180 	240 

Time, seconds 

Figure B-5. Condition 3a: Existing splits—Little offsets (peak 
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Figure B-3. Condition 2b: Existing splits—Yardeni offsets 
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Figure B-6. Condition 3b: Webster splits—Little offsets (peak 
period). 
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Figure B-JO. Condition 2b: Existing splits—Yardeni offsets 
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0 	40 	80 	120 	160 	200 	240
e, seco Timnds 

Figure B-Il. Condition 2c: Webster splits—Yardeni offsets 
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Figure B-9. Condition 2a: Yardeni splits—Yardeni offsets 
(offpeak period). 
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Figure B-12. Condition 3a: Existing splits—Little offsets 
(off peak period). 
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Figure B-13. Condition 3b: Webster splits.—Little offsets 
(ofipeak period), 40-sec cycle. 
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Figure B-14. Condition 4a: Existing splits—delay/difference 
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DETAILED RESULTS OF SIMULATION TESTS 

39 

Extensive simulation exercises were performed with the 
research agency's traffic network simulation model 
(TRANS III) for the purpose of testing the effectiveness 
of alternative traffic-signal operation plans. For each 
traffic-signal system alternative, including existing settings, 
simulations were run to estimate effectiveness during an 
afternoon offpeak period (2:30-3:30 PM) and an after-
noon peak period (4:30-5:30 PM) in the Pico arterial 
system. Five replications were executed under each coil-
dition to enable determination of confidence intervals of 
traffic operation characteristics. 

Detailed tabulations of the simulation results appear in 
this appendix. Table C-i gives offpeak-period and peak-
period results. Total travel time, total vehicle-miles trav-
eled, and average speed values shown are for the entire  

arterial system; i.e., they include all of the Pico Boulevard 
links and the signalized side-street approach links. 

Table C-i also gives the mean of each set of five repli-
cations and the confidence interval estimates of the means 
with confidence coefficient, 1 - a = 0.95. For small sam-
ples, confidence intervals for the true mean, u, with con-
fidence coefficient, 1 - a, are given by 

± 
t(fl_j 1-1/2a)5 	

(C-i) 
Vn - 1 

in which x is the sample mean, n the sample size, s the 
sample standard deviation, and 41, 1-1/2a  is that point on 
the students t-distribution with (n - i) degrees of freedom 
having probability a! 2 of being exceeded. 

TABLE C-1 

SIMULATION RESULTS, OFFPEAK AND PEAK PERIODS 

OFFPEAK PERIOD PEAK PERIOD 

RUN TOTAL TRAVEL TOTAL VEH- 	AVERAGE TOTAL TRAVEL TOTAL VEH- AVERAGE 
NUMBER TIME (VEH-sEc) MILES SPEED (MPH) TIME (VEH-SEC) MILES SPEED (MPH) 

(a) Condition 1: Existing Timing 

335,826 2,063 22.11 523,726 2,956 20.31 
2 353,262 2,164 22.05 517,106 2,920 20.32 
3 349,514 2,133 21.97 513,950 2,905 20.34 
4 346,270 2,122 22.06 525,074 2,942 20.17 
5 332,608 2,043 22.11 523,884 2,923 20.08 

Average 343,500 2,105 22.06 520,750 2,929 20.24 
95% Confidence 331,150- 2,035- 21.98- 513,920- 2,901- 20.08- 

interval 355,850 2,175 22.14 527,580 2,957 20.40 

(b) Condition 2a: Yardeni Splits-Yardeni Offsets 

328,880 2,055 22.49 495,212 2,922 21.24 
2 355,056 2,186 22.16 478,356 2,821 21.23 
3 331,390 2,078 .22.57 515,160 3,041 21.25 
4 331,478 .2,077 22.55 495,650 2,981 21.65 
5 336,810 2,108 22.53 511,432 2,884 20.30 

Average 336,720 2,101 22.46 499,162 2,930 21.13 
95% Confidence 321,940- 2,030- 22.29- 478,720- 2,812- 20.44- 

interval 351,500 2,172 22.63 519,600 3,048 21.82 

(c) Condition 2b: Existing Splits-Yardeni Offsets 

340,404 2,097 22.17 506,212 3,000 21.34 
2 346,128 2,111 21.95 487,496 2,863 21.14 
3 335,380 2,032 21.81 493,668 2,868 20.91 
4 346,638 2,111 21.92 504,918 	. 2,979 21.23 
5 343,686 2,103 22.03 500,384 2,918 21.00 

Average 342,450 2,091 21.98 498,535 2,926 21.12 
95% Confidence 335,985- 2,045- 21.79- 487,590- 2,839- 20.88- 

interval 348,915 2,137 22.17 509,480 3,013 21.36 
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TABLE C-i (Continued) 

OFFPEAK PERIOD 	 PEAK PERIOD 

RUN TOTAL TRAVEL 	TOTAL VEH- AVERAGE TOTAL TRAVEL TOTAL VEH- AVERAGE 
NUMBER TIME (VEH-snc) 	MILES SPEED (MPH) TIME (VEH-SEC) MILES SPEED (MPH) 

(d) Condition 2c: Webster Splits-Yardeni Offsets 

1 309,494 2,055 23.90 493,398 2,918 21.29 
2 302,918 2,023 24.04 484,046 2,869 21.33 
3 315,784 2,102 23.97 491,674 2,885 21.12 
4 316,902 2,104 23.90 506,104 2978 21.18 
5 312,972 2,085 23.99 494,408 2,910 21.18 

Average 311,615 2,074 23.96 493,930 2,912 21.22 
95% Confidence 303,785- 2,026- 23.88- 481,930- 2,854- 21.10- 

interval 319,445 2,122 24.04 504,930 	. 2,970 21.34 

(e) Condition 3a: Existing Splits-Little Offsets 

1 337,530 2,163 23.07 499,488 2,925 21.08 
2 310,752 1,993 23.09 515,518 3,034 21.18 
3 315,862 2,035 23.19 514,986 3,044 21.27 
4 329,496 2,111 23.07 521,630 3,048 21.03 
5 321,094 2,058 23.07 527,416 3,060 20.88 

Average 322,950 2,072 23.10 515,800 3,022 21.09 
95% Confidence 308,100- 1,979- 23.03- 503,060- 2,046- 20.88- 

interval 337,800 2,165 23.17 528,540 3,098 21.30 

(f) Condition 3b: Webster Splits-Little Offsets 

1 315,690 2,140 24.40 491,128 2920 21.40 
2 301,526 2,049 24.46 502,382 2970 21.28 
3 309,900 2,087 24.25 499,250 2997 21.61 
4 315,242 2,126 24.28 506,586 3,018 21.44 
5 308,076 2,088 24.40 477,344 2,851 21.50 

Average 310,090 2,098 24.36 495,340 2,951 21.44 
95% Confidence 302,010- 2,048- 24.24- 479,320- 2,859- 21.27- 

interval 318,170 2,148 24.48 511,360 3,043 21.61 

(g) Condition 4a: Existing Splits-Delay/Difference Offsets 

1 330,466 2,085 22.71 522,876 3,033 20.88 
2 331,070 2,112 22.97 515,146 3,002 20.97 
3 313,618 1,990 22.84 501,386 2,955 21.21 
4 320,650 2,019 22.66 500,542 2958 21.27 
5 329,226 2,087 22.82 510,350 2,996 21.13 

Average 325,000 2,059 22.80 510,060 2,989 21.09 
95% Confidence 314,410- 1,988- 22.63- 500,620- 2,942- 20.96- 

interval 335,590 2,130 22.97 519,500 3,036 21.22 

(h) Condition 4b: Webster Splits-Delay/Difference Offsets 

1 308,784 2,135 24.89 491,430 2,944 21.56 
2 299,190 2,062 24.81 487,466 2,925 21.60 
3 306,228 2,106 24.76 511,206 3,065 21.58 
4 300,612 2,079 24.90 481,168 2,863 21.42 
5 302,232 2,097 24.97 477,484 2,867 21.61 

Average 303,410 2,096 24.87 489,750 2,933 21.55 
95% Confidence 297,865- 2,058- 24.76- 471,360- 2,851- 21.44- 

interval 308,955 2,134 24.98 508,140 3,015 21.66 

(i) Condition 5: Traffic-Adjusted Concept, Cycle and Offset Selection Mode 

1 511,500 2,967 20.94 
2 511,944 3,011 21.17 
3 488,072 2,903 21.41 
4 504,292 2,971 21.21 
5 497,126 2,975 21.54 

Average 502,590 2,965 21.25 
95% Confidence 488,530- 2,911- 20.93- 

interval 516,650 3,019 21.57 
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TABLE C-i (Continued) 

OFFPEAK PERIOD PEAK PERIOD 

RUN TOTAL TRAVEL TOTAL VEH- 	AVERAGE TOTAL TRAVEL TOTAL VEH- AVERAGE 

NUMBER TIME (vEH-sEc) MILES SPEED (MPH) TIME (VEH-SEC) MILES SPEED (MPH) 

(j) Condition 6: Experimental Traffic-Responsive Concept, Basic Queue-Control Mode 

1 316,806 2,074 23.57 471,232 2,865 21.89 
2 332,604 2,160 23.38 477,050 2,912 21.97 
3 322,022 2,082 23.28 477,178 2,928 22.09 
4 319,274 2,080 23.45 485,646 2,925 21.68 
5 325,128 2,107 23.33 482,962 2,964 22.10 

Average 323,167 2,101 23.40 478,814 2,919 21.95 
95% Confidence 314,672- 2,052- 23.24- 470,984- 2,869- 21.71- 

interval 331,662 2,150 23.56 486,644 2,969 22.19 

(k) Condition 7: Special Strategic Concept-Mixed-Cycle Length 

1 483,100 2,973 2.16 
2 479,034 2,929 22.01 
3 495,538 3,003 21.81 
4 466,716 2,902 22.38 

474,832 2,938 22.28 

Average 479,844 2,949 22.13 
95% Confidence 465,048- 2,894- 21.82- 

interval 494,640 3,004 22.44 

Note: 	System cycle length = 40 sec for Conditions 2c, 3b, and 4b of offpeak period; for all other Conditions 1 through 4b (offpeak and peak), sys- 
tem cycle length = 60 sec. 

APPENDIX D 

TRAFFIC-ADJUSTED CONTROL SYSTEMS 

Analog computer systems for the centralized traffic-
adjusted control of traffic on thoroughfares and in net-
works are available off-the-shelf. The principal manufac-
turers of this equipment are the Automatic Signal Division 
(ASD) of Laboratory for Electronics, Inc., the Crouse 
Hinds Company, and the Eagle Signal Division of the 
E. W. Bliss Company. 

The Automatic Signal equipment is discussed as an 
example. This equipment provides the capability of select-
ing one of six preset traffic-signal cycle lengths based on 
counts of traffic actually present in the system. It also 
provides four offset preferences, as well as three cycle 
splits, at each intersection. Semiactuation on minor side 
streets can be provided where desired. 

SYSTEM SENSING 

Although any type of detector can be used for sensing 
traffic in the system, the usual Automatic Signal installa-
tions employ either pressure detectors or radar detectors. 
There is a decided advantage to sensing lanes separately. 

This is recommended by the equipment manufacturers. 
The computing circuitry can be arranged to accept inputs 
from several locations within the traffic network. 

MASTER CONTROLLER (COMPUTER) 

In some literature the entire central control device is 
referred to as the master controller; in other literature this 
assemblage is referred to as the "computer." This equip-
ment may be installed either in a remote central control 
room or in a curbside cabinet. (ASD equipment is used as 
an example throughout this discussion.) 

The basic computing element is an averaging circuit that 
receives detector impulses from one set of system detectors 
and computes the average traffic flow over a period that is 
generally set to between 4 and 9 mm. The length of this 
period is chosen by the traffic engineer. The average of 
traffic counts over the sampling period is compared with 
preset reference levels to determine the appropriate traffic-
signal cycle length for the traffic currently present in the 
street network. Inasmuch as six cycle lengths are available 
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for selection, there are five count-level settings that serve 
to determine the changeover points between various cycles 
during periods of increasing traffic volume, and another 
five settings to determine the changeover points between 
various cycles for decreasing traffic volume. 

The equipment is constructed in modular form so that 
the various capabilities can be multiplied as required. In 
the normal installation, there will be one cycle computer 
for each set of system detectors, where a set is a group of 
detectors at one location sensing the traffic going in one 
direction. Reversible lane operation can be provided for 
through the use of directional detectors. Thus, if there are 
to be separate measurements of northbound traffic, south-
bound traffic, eastbound traffic, and westbound traffic, four 
separate cycle computer modules will be required. 

Where a grid system is being controlled, it is possible to 
provide north-south offsets at one time of day and east-west 
offsets during another time of day. When traffic is being 
controlled on a thoroughfare, an inbound offset can be 
selected in the morning and an outbound offset can be 
selected in the afternoon. During times of day when there 
is no preference of one direction over another, an average 
offset can be selected. Although the traffic conditions that 
cause a particular offset plan to be selected are chosen by 
the traffic - engineer, the actual activation of this offset plan 
is dependent on the levels of traffic sensed by the system 
detectors. 

A system selector determines which of the various cycle 
computers is calling for the longest cycle length. It causes 
this cycle length to be put into effect throughout the sys-
tem. The system selector also determines the offset plan 
that is to be used. When the traffic demands determined 
by the cycle computers are equal in two directions, an 
average offset is used. When two different cycle computers 
are calling for cycles two or more steps apart, the one 
having the longer cycle length is considered to be the pre-
ferred direction, and the offset plan providing preference 
in this direction is selected. Simultaneous operation is 
also possible if the traffic engineer so decides. 

The system selector indicates to the cycle generator 
which cycle length is to be in effect at any given time. The 
cycle lengths are adjusted by the traffic engineer in advance 
so that the shortest length for a cycle is not less than 40 sec 
and the longest length for a cycle is not greater than 120 
sec. 

There is provision for graphic recording of traffic 
volumes as a function of time. 

LOCAL CONTROLLERS 

The master controller sends information to local con-
trollers, commanding them to operate on a specified cycle 
length and with a specified direction of offset. The cir-
cuitry at the local controller causes it to select the appro-
priate split for the given cycle and offset, based on settings 
previously made in the local controller by the traffic engi-
neer. Three different cycle split settings can be made on 
each of the local controllers, and each can be used with 
one or more offsets by means of adjustments within the 
local controller. 

Cycle and split changes affect only the green intervals; 
pedestrian intervals, yellow, and all-red periods are timed 
by the local controller and remain constant regardless of 
the total cycle length. Offset changes are made by slewing 
processes that spread the effect over several cycles, with 
not more than 17 percent of the cycle length taking place 
in any one cycle. This eliminates abrupt changes and 
dwelling of the controllers, thereby providing for a mini-
mum of disruption of progressive traffic movement. 

Where vehicle actuation on minor approaches is needed, 
this feature is provided in the local controller. 

COMMUNICATION 

When mounted in curbside cabinets, the master controller 
is linked to intersection controllers either by city-owned 
cables or by leased telephone lines. When the master 
controller is located in a central control room, some instal-
lations make use of radio communication for interconnec-
tion purposes. 

EQUIPMENT CAPABILITY 

Although it is possible in theory to have an infinite number 
of local controllers supplied by one master controller, there 
is a circuit restriction which requires that amplifiers be 
provided for approximately each 40 controllers added to 
the system. More important, however, is the matter of 
traffic restrictions. Traffic engineers have found that differ-
ent areas or sectors of a city have different traffic charac-
teristics. For example, the morning peak period may be 
from 7:00 to 8:00 AM in one sector, and from 8:00 to 
9:00 AM in another. With these sectors tied to the same 
master controller, it will be necessary for them to operate 
with the same cycle length and the same offset at any given 
time. Thus, as the size of the city increases, it becomes 
desirable to provide each sector with its own traffic control 
system. Using the analog computing equipment described 
herein, this implies a separate computer installation for 
each sector. While hard and fast rules cannot be given, it 
appears that 100 intersections perhaps represent a good 
overall average for the size of the system that the traffic 
engineer might wish to operate in any given sector. 

The analog equipment now available has no ability to 
accept inputs of speed, delay, platoon behavior, or road-
way occupancy. 

The following sections describe the way in which traffic-
adjusted control systems can be implemented on a digital 
computer for experimental purposes. 

AVERAGING OF VOLUME MEASUREMENTS 

The following procedure may be used to simulate the 
volume averaging properties of the traffic-adjusted control 
system. * 

* In commercial electronic traffic-adjusted systems the averaging is 
performed by analog methods, and follows the relationship: 

= Eyexp[—k(g—g4)] 	 (D-2) 

Although this method is simple using resistance-capacitance circuits, its 
use for digital systems would lead to excessive computation and storage. 
The averaging resulting from Eq. D-1 is approximately equivalent to that 
obtained in Eq. D-2. 
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Sample volume at 1-min intervals; that is, count for 

1 mm, clear, and repeat. 
Perform averaging by expression: 

V= (1 —R)V 1 +j9V 	 (D-1) 

in which 

= the identification of the particular observation 
period (minute); 

V, = the count during the period i; 

V. = the moving average at the end of period i; 
= the moving average at the start of period i (at 

the end of period i - 1); and 

$ = a fraction (equal to the reciprocal of the nominal 
number of minutes in the averaging period). 

SELECTION OF CYCLE LENGTH 

The traffic engineer specifies the cycle lengths to be used, 
together with the volume levels at which each cycle length 
is activated. For a change of cycle length from a given 
cycle length to the next longer cycle, there will be a 
specified critical volume level. For changing from the 
longer cycle to the next shorter cycle length, there will be 
a different (lower) critical volume level. This is necessary 
to prevent hunting of the system. 

Let 

Vkl, = volume level at which cycle length will change 
from level k to level (k + 1) when volume is 
increasing; 

Vk,t = volume level at which cycle length will change 
from level k to level (k - 1) when volume is 
decreasing; 

V5 = average volume at jth review time; and 
V5 = average volume at previous review time. 

Where an arterial is controlled, separate checks are 
made for each direction of traffic. Where a network is 
controlled, there may be multiple checks for cycle length 
selection. For example, consider an east-west arterial. 
Separate checks will be made for eastbound and westbound 
traffic. 

For eastbound traffic: 

Current preferred cycle from previous review = Cek 

(j - 1). If i,> Vkl , change preferred cycle to Clk 
	(I) 

(i.e., level k + 1). If V < V,, change preferred cycle to 

Ce_i (j) (i.e., level k - 1). 

For westbound traffic: 

Current preferred cycle from previous review = C 

(I - 1). If Vie > V, change preferred cycle to Cek+l (1) 

(i.e., level k + 1). If V5 < Vk , change preferred cycle to 

Cek _l (I) (i.e., level k —1). 

System Cycle SelectionS(j) = Max [C(j), C(j)] 
If S(j) - S(j - 1) ~: 1 (i.e., one level), increment S 

by 1 (level) with the sign of the difference. 

OFFSET SELECTION 

Provision is made herein for three offsets: "inbound," 
average, and "outbound." In the following statements, it 
is assumed that offset is expressed as a fraction of cycle 
length. For purposes of illustration, inbound will be taken 
as eastbound, and outbound will be taken as westbound. 

Selection 

Let 

k0 = level of cycle length preferred for eastbound 
traffic; and 

= level of cycle length preferred for westbound 
traffic. 

(k=1,2, . . . 6) 

If k = k, use average offset. If (ke —km) ~: 2, use 
eastbound offset. If (ke - k) 	2, use westbound 
offset. 

Slewing 

To minimize the transient conditions occasioned by chang-
ing the offset, which would disrupt progressive flow of 
traffic, the new offset is introduced gradually by a process 
that has been termed stewing because of its likeness to the 
slewing of a radar antenna. This stewing is accomplished 
at the local controller. The following paragraph develops 
a method for simulating this effect for experimental pur-
poses. 

Recall that if the offset is expressed as a fraction (either 
simple or improper), any integer value is the equivalent 
situation to zero offset. Consider the region in which 

—1~ (N—Ø) 
Cycle 

in which 

N = new offset; and 
0 = old offset. 

The objective is to slew in such a way that the difference 
of offset reaches a null in the shortest time (i.e., by the 
shortest route). The shift thus should be toward - 1, 0, 
or + 1, depending on which is the closest. It should 
further be remembered that at the end of the stewing, the 
difference of offset should be equivalent to zero and the 
new offset should be in effect. The shift is accomplished 
by incrementing the old offset. The sign of the increment 
should be: 

Range of Sign of 
Difference Increment 
of Offset to Old Offset 

_l(N_<_½ + 
- Cycle 

(N — Ø) <0  - —½< Cycle 

o<(N_Ø)<½ 
Cycle 	- 

+ 

(N — Ø) 
½< < 

Cycle 	
1 - 
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The magnitude of the increment should not be greater 	will cause the slewing to be completed in no more than 

	

than 0.17 x (cycle length) during any signal cycle. This 	three signal cycles. 

APPENDIX E 

REVIEW OF SPECIAL SIGNAL SYSTEMS RESEARCH AND APPLICATIONS PROJECTS 

NOTES ON VISIT TO U.K. ROAD RESEARCH 
LABORATORY 

On September 26 and 28, 1966, visits were made to the 
Road Research Laboratory (RRL) in England. Dis-
cussions were conducted at the Traffic and Safety Labora-
tory located at Langley. Persons contacted included: D. J. 
Lyons, Director; John A. Hillier, Acting Head, Traffic 
Control Section; John G. Wardrop; Dr. F. V. Webster; 
Dr. Joyce Almond; and P. D. Whiting. 

Glasgow Project 

Description 

Glasgow, Scotland, has a population of approximately 
1,036,000. There are 112 signalized intersections, of 
which 80 are involved in a large-scale traffic-signal experi-
ment conducted by RRL. A central digital computer will 
be used to control the signals. Several strategic and tac-
tical control techniques will be studied. Considerable 
effort will be devoted to "assessment," which will be done 
largely by floating-car methods. 

Status of the Project 

A building housing the computer, a small instrumentation 
laboratory, and a small staff office has been completed. 
Some equipment has been ordered. However, there is 
going to be a problem with fiscal matters. The fiscal year 
ends in March, and governmental regulations require 
that, in order not to lose an appropriation, equipment 
must be delivered and the bills actually paid before the 
end of the fiscal year. At the moment, there are £215,000 
available for capital equipment, of which £120,000 are 
for a computer. There are an additional £60,000 for 
general expenditures. However, all of these must be 
completed with the bills paid by the end of March. 

Loop Detectors 

The principal inputs to the computer will be derived from 
loop detectors. 

For individual-lane service, 12- by 6-ft loops appear to 
be best. Where wide coverage is necessary, the scheme 
shown in Figure E-1 is used to provide additional widths 
in 8-ft modules. 

For analog outputs of long loops, an analog-to-digital 
converter (built by Marconi) is used. The analog is 
produced as a current. The converter handles 100 analog 
signals of 0 to 10 milliamps, providing a 7-bit output at 
a scanning speed of 1,000 channels per second. 

Communication System 

The Glasgow project will use its own direct wire as 
the primary means of communication. However, some 
leased (post office) telephone lines will be used in order 
to gain experience in this mode of communication. 

The cables for direct-wire communication will be 
pulled through existing ducts originally used by the 
streetcar system. At each intersection there will be 
terminals to 20 voice-grade pairs. Fourteen of these 
pairs will be for the exclusive use of that intersection. 
One pair will be shared with five other intersections and 
will be used for voice communication. Five pairs will be 
shared with other intersections in a manner such that there 
are five common pairs to each two controllers. Thus, 
there will be 100 pairs for each six intersections. The 
cables will use polythene insulation around the individual 
conductors with a PVC outside cover. The outside cover 
will be surrounded by a steel armor to provide protection 
during installation. 

Where leased lines are used, tone channels will be 
employed for multiplexing. 

Experiments on Platoons 

A joint experiment has been carried out by the Road 
Research Laboratory and the General Motors Research 
Laboratory. Specifically, Rothery of GM spent some time 
at RRL and conducted the following experiment. (A 
second phase of this cooperation will involve a represen-
tative from RRL spending some time at GM to work 
on another project.) 

Field data were obtained on the platoon flow. The 
data were from four sites, where there were from 700 
to 1,300 vph, nominally, in two lanes. The data were 
then used as input to a simulation to study the effect of 
signal offset on -delay. It appears that for the sites exam-
ined, the delay is independent of flow but dependent on the 
characteristic speeds from one site to another. The results 
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of this research work will be described in a paper by 
Rothery and Hillier, hopefully during 1967. The paper 
will appear first as a Road Research Laboratory Note, 
and may be published later by the Transportation Science 
Section of the Operations Research Society of America. 
The results were summarized in a paper by Almond and 
Lott, entitled "Glasgow: Implementation and Assessment," 
presented at the Symposium on Area Traffic Control 
sponsored by the Institution of Civil Engineers, February 
20 and 21, 1967. 

University of Birmingham Project 

The University of Birmingham for several years has been 
interested in area traffic control, and has sought funding 
from the Road Research Laboratory, the Ministry of 
Transport, etc. They now have started a project in the 
northern part of London, including five signals. Their 
approach is simple but not much has been done. They are 
cooperating with the London police. 

Simple Simulation 

In a paper presented in Boston, Massachusetts (13), 
Hillier referred to a simple simulation for determining 
delay/difference-of-offset relationships. The details of this 
simulation were as follows. 

An entry pattern was defined as consisting of certain 
straight-through, right, and left movements. These were 
then assumed to define the arrival pattern farther down-
stream. Two cycles of green for each signal were then 
observed. During the first scan, vehicles queued on red 
were discharged on green. On the second scan, delay 
was computed. The cycle was divided into 50 steps, and 
delays associated with each of 50 possible difference-of-
offset values were determined. 

NOTES ON VISIT TO U.K. MINISTRY OF TRANSPORT, 

TRAFFIC CONTROL DEVELOPMENT DIVISION 

London Experiment Project 

The Traffic Control Development Division of the Ministry 
of Transport is conducting a large-scale traffic-signal exper-
iment in a section of west London. The area selected has 
a wide range of traffic conditions, including two important 
shopping areas, three major commuter routes, two major 
football grounds, and two major exhibition halls. A 
digital computer installation will be provided as the central 
control. Approximately 70 signals are involved. 

On September 29, 1966, a visit was made to Mr. B. M. 
Cobbe, who is in charge of the experiment. 

Status of the Project * 

Detectors are presently being installed. Factory acceptance 
tests of the computer were expected during October 1966, 
and site tests of the computer are expected in January 
1967. The project will move into its quarters in the new 
police building on Victoria Street about January 1, 1967. 

* Tentative scheduling as of September 1966. As of July 1967, implemen-
tation was running behind schedule. 

[4 S 	 400ft.- 

4 ft. 

r V. V,. V,. ~ ~m 
Figure E-1. Loop detector installa-
tion practice for Glasgow project. 

Data transmission will begin with a few intersections 
on January 1, and with all intersections by the end of 
February. Closed-circuit television will be operating at 
some locations in January, with limited system operation 
by February 1, 1967. 

Detectors 

Several detection objectives are provided within the Lon-
don Experiment. On the average there will be six detec-
tors per intersection. Some pneumatic detector locations 
include two tubes about 6 in. apart to give measure of 
speed. In the present installation, speeds from the pneu-
matic detectors are not being transmitted to the computer, 
but are being used by local controllers. 

On every approach to each signalized intersection there 
will be a pneumatic detector about 130 ft upstream from 
the stop line to sense traffic carried (not traffic demand). 
These pneumatic detectors are of the type used in many 
European cities in which a rubber tube of rectangular 
cross section is enclosed in a housing below the roadway 
surface, with only a small portion of the rubber tubing 
protruding. This tubing is then connected to a pneumatic 
diaphragm contactor located in a cabinet at the side of the 
road. 

Lo6p detectors are being placed at locations that are 
representative of free-running traffic to give a sample of 
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traffic offered, which is used to produce an index repre-
senting current traffic-demand conditions. 

Detectors not yet developed will be used to sample 
platoon speed. With present techniques, it is possible to 
get platoon speeds within ± 10 percent. Cobbe would like 
to achieve accuracies of ± 5 percent. 

To get a quick look at speed, two loops are used in one 
lane (usually the center lane of three, but each site is given 
separate consideration). The first loop triggers a timing 
gate and the second loop closes the gate. There is a 5-sec 
hold in the logic to prevent ambiguities in recognizing the 
two pulses from one car, as opposed to pulses from two 
successive cars (see Fig. E-2). 

For these purposes, a platoon is defined as a certain 
number of vehicles passing along the road within a certain 
time. Two loops are used in a particular lane. The output 
goes to an analog circuit which will produce a moving 
average of the rate of arrival. If the rate of arrival is low, 
there will be no computation of speed. If the pulse rate 
from the detector is greater than some preset figure the 
equipment will start to measure speed. They may use 
eight measurements and obtain a true average. 

An important part of the system is the use of queue 
detectors. There will be approximately two queue detec-
tors per signalized intersection. The first form of queue 
detection will be a point detector to measure whether a 
queue has reached a certain point. A queued vehicle will 
be defined as one which is stationary or one which is 
traveling at less than 8 mph. 

A short-queue detector will be a queue detector at a 
point a little farther upstream than the point of natural 
fluctuation in storage at the intersection. Short-queue de-
tectors may be approximately 400 ft from the stop line. 

A long-queue detector will be placed approximately 
1,000 ft from the intersection. 

Exit-queue detectors will be placed at 130 ft beyond the 
curb line on the exit side of the intersection to provide 
information to the computer as to when the output of any 
intersection is blocked. 

Local Controllers 

The local controllers are essentially vehicle-actuated con-
trollers of the type generally used in Great Britain, but 
with special features to permit them to operate in the 
digital computer system. The computer emits two kinds of 
pulses, designated as a p and a q pulse. When the local 
controller receives a p pulse, this will cause a forced 
change of phase, provided there has been local demand 

4'min 	_ 
8' max 	Direction of Travel 

6 +4 + 6 	t 
Figure E-2. 

for a change. A q pulse can provide an artificial demand 
to the local controller, and a continuous chain of p and q 
pulses gives the computer complete control. 

Communication System 

The communication system will make use of post-office 
lines (i.e., leased voice pairs). Each pair will carry 12 
channels of output, 24 channels of input, and 5 channels 
of analog-derived information. These channels will be 
handled by time-division multiplexing. The message will 
be in a 50-band format. There will be one pair per inter-
section carrying data (counts, speeds, queue information), 
control pulses for the vehicular crossing, and up to three 
midblock pedestrian crossings. Outstations will be locked 
to mains (power line) frequency and synchronized from 
the computer at 50 cps. Up to eight outputs will be 
required for four-phase intersections. 

Control Center 

The control center (at the police building) will contain 
two computers, one of which will serve as a data scanner 
to format and distribute the data as needed. The input to 
the computer will be 72 bits, and the output from the 
computer will be 24 bits. 

It will be possible for the operator to alter constants in 
the program during operation. The operator can also use 
a manual control console. 

Computer Programming 

A contract has been let to the Plessey Automation Group 
to provide computer programmers in the amount of 15 
man-yr (five men for 3 yr). At present, there are three 
priorities for the programming effort: 

Priority 1: Development of detector checking pro-
grams. 

Priority 2: A series of 10 fixed-time programs. 
Priority 3: Use of exit-queue detectors to split 

greens at a particular intersection. 

To check detectors, it will be possible to put in historical 
program tapes of time-of-day and day-of-week for up to 
12 weeks. Standard deviations, etc., will then be com- 
puted, and an index for all traffic in the area will be used 
to develop a relative value to be expected from a particular 
detector. This relative value then is compared with the 
historical data, and when the detector is found to be out-
side expected limits, an alarm message will be given. 

The detector check program will be followed by a 
pattern recognition routine used to select the appropriate 
strategic program from a library of 10 strategic programs. 
This pattern recognition program will look at approxi-
mately 10 signal cycles, adjusting traffic levels by means of 
a prediction curve. It will then select cycle times by sub-
areas. Pattern recognition will then give a selection be-
tween inbound, outbound, etc. Of these 10 fixed-time 
(strategic) programs, 1 or more can be used at any time. 
These are written in assembly language. The strategic 
timing plan will be modified by tactical measures based on 
detection of queues, speeds, etc. Tactical changes will be a 
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common-sense approach to local situations. For instance, 
if both phases have queues, the tactic may be to take that 
intersection out of system control or to change the system 
timing. 

The tactical program will create the biggest load on the 
computer. Each intersection will be scanned once per 
second. Initially, there will be 70 intersections in the sys-
tem, but there will be capacity for 150 intersections. 

Counting of Traffic 

Counters will be scanned in discrete time units with time-
division multiplexing. There will be two channels from 
each intersection approach to the computer. Nowhere is it 
expected there will be more than seven axle impulses per 
second, and thus binary counters 0 to 7 will be used. These 
will be divided by two by dropping the least significant bit. 

Closed-Circuit Television 

Closed-circuit television is being installed on a trial basis 
at certain critical intersections (eight cameras). Transmis-
sion will be by means of special balanced pairs consisting 
of four wires. This is a replacement for coaxial cables. 
Transmission is not in the slowed-down-video mode. 

Delay Assessments 

The basic technique of delay assessment will be by means 
of moving cars, but there is some question as to the ac-
curacy of this method. Cobbe would like to obtain a 
5-percent accuracy. John Hillier (of RRL) believes that 
this may be possible. It is expected to have a computer 
program that will estimate delay, and the Greater London 
Council staff is looking at methods for such computer 
estimation of delay in the Greater London Council area. 

Capital Costs 

The capital costs quoted include all new purchases. (Local 
controllers are all in service now and are not included.) 
The total capital cost is expected to be £550,000, plus 
an annual expenditure of £37,000 for 10 yr. Using a cash 
discount method of computation at 8 percent interest, the 
present value is computed as £794,529. 

Benefits 

In computing benefits it has been assumed that it will be 
possible to detect a benefit of 5 percent in reduced delay. 
In 1961 the Road Research Laboratory found that a 10-per-
cent reduction in delay would justify capital costs of 
£1,000 per stop line. 

The value of delay to the public traveling through this 
area is £10,000 per year, including working time and 
vehicle costs, but excluding nonworking time. In these 
computations, traffic growth has been assumed at the rate 
of 3 percent per year, and delay growth has been assumed 
at three times the growth of traffic. Under these assump-
tions, benefits have been estimated as £259,000 for 1967 
and £358,000 for 1976. The present value of the total 
savings through 1967 has been estimated at £1,951,115. 

This gives a benefit-cost ratio of 2.461. It has been found 
that a reduction of 2.03 percent in delay would be adequate 
to cover the costs. A 5-percent reduction in delay would 
lead to a return of 19 percent on the investment. 

Project Management 

Although this is strictly a Ministry of Transport project, 
there is an advisory committee that includes representa-
tives of the RRL, the police, Greater London Council, the 
Ministry of Transport, and the London Transport Execu-
tive (i.e., transit). 

Cobbe is chairman of the working party, which includes 
representatives of the Ministry of Transport, the RRL, the 
Vehicle Actuated Traffic Signal Manufacturers Association, 
and the Greater London Council. 

Operation of the system will be jointly manned by police 
and by engineers. The relationship with the police is not 
yet formally established. 

NOTES ON VISIT TO METROPOLITAN TORONTO, 

DEPARTMENT OF TRAFFIC 

A visit was made to Toronto, Canada, on August 8, 1966. 
Discussions were held with S. Cass and J. T. Hewton. 

The Toronto installation consists of two computers—a 
UNIVAC 1107 performs the main computation and con-
trol functions, and a UNIVAC 418 prepares the input 
format. There are 6 tape units in operation, and 45 million 
characters stored on disc or drum. 

As of early August 1966, the Toronto system included 
415 signalized intersections and 400 detectors; there was 
no description of the program. 

Detectors 

Detectors are of the loop type, operating at approximately 
100 khz. Each detector is scanned 32 times per second, 
and each intersection is completely scanned at least once 
per second. In transmitting detector information to the 
computer, tone-coding is used, employing 10 frequencies 
between 340 and 2,600 cps. The signal is an on-off type, 
where the normal condition is on. It is not certain where 
detectors should be located; however, Hewton favors indi-
vidual lane detectors. 

In the program, each detector input is assigned to a 
specific intersection and cannot be changed. With multi-
lane detection, the computer divides by 2 and assumes two 
lanes are flowing (which may not be the case). The equip-
ment is limited as to the number of detectors it can handle. 

With regard to loops, the problem is to recognize gaps 
between vehicles. 

Program 

As of August 1966, 85 percent of the program cycle time 
and 95 percent of the memory space were used up. 

Normal operation is in the fixed-time mode, but there 
are two responsive modes of operation: one which operates 
individual intersections on a volume-density basis, and 
another which is a predetermined cycle with variable split. 

Most of the operations are performed by table lookup. 
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Much staff time is spent in manual computations and table 
preparation. Hewton favors the use of some simple for-
mula for calculation of timing. He feels that Webster's 
formula is all right if saturation flow does not change with 
time of day, weather, etc. 

A fixed-time program is used until it breaks down, and 
is then switched to a volume-density mode of operation. 
If volume alone is used, it is possible to get a false re-
sponse. 

Over the past year, program breakdown has occurred 
with the addition of more intersections. Every intersection 
is handled on an individual basis—none are grouped. The 
subroutine for timing of the yellow is entered every cycle. 

Effectiveness 

Before the computer was installed, 100 intersections were 
under police control. Now there are 12 special odd move-
ments. Routes are generally working better. 

Hewton feels that congestion cannot be eliminated, but 
can be reduced. 

One question Hewton has is, "What is the volume-density 
relation on surface streets?" He feels that it is necessary to 
know more about the volume-density relationship and 
speed-offset relationships. Delay computations made by 
the computer are not calibrated. Occupancy may be a 
good measure of effectiveness. Hewton feels that it is 
necessary for the computer to be programmed to look at 
trouble spots. 

NOTES ON SAN JOSE PROJECT 

These notes are based on visits prior to the start of 
NCHRP Project 3-5/ 1, telephone conversations, and pub-
lished information. 

History and Status 

The project in San Jose, California, is an experiment in 
the use of a digital computer to control a system of traffic 
signals. The project officially started in July 1964 as a 
cooperative effort between the city and IBM. Many delays 
were encountered in getting the equipment installed and 
operating; principal delays were caused by loop detectors. 

As of June 1966, 397 detectors were installed and 
operating. They were placed 300 to 700 ft back (up-
stream) from the stop line. Detectors are sampled every 
5 sec. In June 1966, there were 60 intersections under 
control. 

Vehicle Counts 

Count data from detectors are analyzed every 5 mm, and 
once a day the traffic engineer receives a printout of 5-mm 
counts for each detector in use. Using arbitrary limits for 
high and low counts, the computer has been programmed 
to type out an alarm when detectors are providing either 
high or low counts. The criterion for a high count has 
been set at 100. Low counts usually indicate some failure 
within the detector, while high counts indicate a need to 

tune the inductive circuit. The detector information is 
used to estimate the number of vehicles stopped. Total 
delay is used as a measure of effectiveness. 

Analysis and Programming 

Dr. Albert Chang of IBM has provided a large part of the 
analysis for this project. He believes that in San Jose the 
time of day is more important than traffic measurements 
in the selection of the control procedure. Current control 
procedure consists of table lookup, with the tables being 
selected on the basis of time of day or on the basis of 
measurements of current traffic. The tables were estab-
lished by means of a simple simulation based on some 
theoretical assumptions stated in mathematical terms. 

Dr. Chang believes that control may be similar to the 
algorithm proposed by Potts. He believes that it may be 
equivalent to an instantaneous change in split. If the split 
is changed instantaneously, Dr. Chang believes that it 
should be based only on current data—not on historical 
data. They are not using the work of J. D. C. Little. 
Speed is estimated by means of a measurement of occu-
pancy. In one location, however, they have two loops 
placed 10 ft apart by which to measure speed directly. 

The 5-sec scan is a machine limitation. Off-line, there 
is an analysis to evaluate the operation. This analysis 
consists of comparing the number of stopped vehicles as 
observed in the field and the stops provided by the com-
puter. This comparison uses the product moment statistic. 

San Jose has an on-line progression program developed 
by IBM mathematicians and programmers. It utilizes a 
routine that gives a maximum bandwidth for progressive 
arterial flow. The way it is used in real time is to recalcu-
late the results and install a new progression every 15 mm. 
This program is also "tuned" at the central location by 
observing the number of cars stopping at key intersections, 
and manually inserting parameter changes to minimize this 
number. 

At critical intersections the timing is controlled by one 
or more "micro ioops." A typical micro loop is described 
as follows (61): 

This version holds the offset on the major street and 
adjusts the split only. It maintains the minimum "Walk" 
and "Don't Walk" timings. 

Calling a certain level of demand on the "A" phase 
"X," and a level of delay on the cross street "Y," this 
algorithm works as follows: 

If the demand on "A" phase is more than "X" and the 
delay on the cross street is less than "Y," "A" phase is 
expanded to the maximum. 

If the demand on "A" phase is less than "X" and the 
delay on cross street is more than "Y," then "A" phase 
is cut down proportionally to serve the cross street sooner. 

If there is no cross street requirement or if the demand 
on "A" exceeds another fixed value, then the cross street 
phase will be cut sooner—to get to "A" phase before its 
normal offset. 

If both "X" and "Y" are exceeded, the background 
cycle timing will stay in effect. 

If both "X" and "Y" are below set values, the back-
ground cycle timings stay in effect. 

By applying micro ioops to key intersections, it was 



found that the benefits of a good background cycle can be 
enhanced further (61): 

Probably one of the most significant results of this 
system operation so far has been the demonstrated ability 
to change decision making techniques without physical 
changes and with a minimum of programming distur-
bance to the great bulk of the programming system. 
This, in a time of steady technical growth, is extremely 
important. 

One of the most significant constraints upon the sys-
tem is that disturbances must be corrected smoothly and 
accurately This is accomplished by computer analysis of 
the absolute time deviation from normal of each inter-
section for each cycle, and the application of a correction 
factor for the next cycle. A side benefit of this auto-
matic, constant smoothing and correcting techniques is 
that the gentle transition from one set of timing tables to 
another is accomplished by merely replacing old tables 
with new ones. 
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APPENDIX F 

ABSTRACTS OF SELECTED PAPERS 

ALMOND, J., and LOTT, R. S., "The Glasgow Experiment 
in Area Traffic Control: Implementation and Assessment." 
(1) 
Presents a narrative of the Glasgow Experiment, giving 
special attention to the actual computer (hardware) opera-
tion and to the proposed measurements of operational 
effectiveness. An earlier paper by Hillier (13) describes 
the control principles to be tried. 

The computer to be used has a 16K-24-bit word-core 
capacity. An additional 50K drum is provided. Priorities 
are assigned for the interruption by various peripheral 
components. Obviously, the control inputs and outputs to 
the intersections are the highest priority. A monitor pro-
gram allocates machine time for the various functions 
according to these priorities. 

Detectors are scanned 40 times per second. Similarly, 
each intersection signal is considered for a change of 
phase once per second. The phase change routine has 
been especially designed to be compatible with the several 
control principles to be tested. A set of standard error 
routines has been provided to check system components 
for malfunction. 

Considerable on-line data collection is provided for. 
This consists primarily of data from the various vehicle 
detectors. A unique feature is the proposed radio telemetry 
link to a vehicle making "floating-car" travel time measure-
ments in the system. The various control strategies require 
differing amounts of on-line data. 

In the evaluation of operational effectiveness, travel time 
has been chosen as the primary criterion. Number of stops 
was considered to be second in importance. Several meth-
ods of combining observed trip times and traffic volumes 
were considered. The sum of the travel time on each of 
the links weighted by the traffic volume on that link 
appears to be the most satisfactory method of obtaining 
total travel time. 

* Numbers indicate references in Appendix G. 

Much effort is being expended to see that test and con-
trol conditions are as nearly alike as possible. Tests will be 
run at the same time of day and on the same day of the 
week as far as practicable. Results may be discarded if 
unusual variations in traffic flow entering the area are 
observed. 

BROOKS, W. D., Designing Arterial Progressions Using a 
Digital Computer. (2) 

A two-part article. The first section describes a mathemati-
cal technique for the construction of a time-space diagram. 
The second part, "Traffic Progression Program" by Robert 
N. Chamberlain, describes the computer program to ac-
complish the method described in the first part. 

The technique described constructs a bidirectional time-
space diagram using the intersection having the minimum 
bandwidth (minimum artery green) as the origin. The 
necessary input data include signal spacing, assumed per-
cent split at each intersection, and the ranges of speeds and 
cycle lengths desired. The initial solution provides for 
equal speeds and bandwidths in both directions. 

Utilizing the minimum bandwidth of the origin inter-
section, offsets at succeeding intersections are chosen to 
minimize the interference with this bandwidth at the given 
speed (slope). The interferences are then tabulated in 
two columns, one for each side of the band, intersection 
by intersection. Data are arranged in descending rank 
order for one of the columns, with the corresponding 
figures for the opposite column being kept together with 
those of the proper intersection (i.e., if a street is the third 
entry in the rank-ordered column, it is also the third entry 
in the oppàsite column). These sets of interferences are 
examined, in order, in an attempt to find the minimum 
total reduction of bandwidth. 

Once the bandwidth is determined, offsets are calculated 
such that the middle of the through (green) band is offset 
either by 0 percent or 50 percent from the origin inter-
section. 
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The initial solution is then generalized to permit differ-
ent speed and bandwidths in the two directions as well as 
a range of cycle lengths. This may give offsets that are 
different from the half-cycle multiples normally expected 
with uniform speeds and bandwidths in both directions. 

The second part of the article describes the computer 
program to carry out the computations previously de-
scribed. This program is based on uniform cycle lengths 
and uniform speeds in both directions on the street being 
examined. The required input includes the following 
items: (1) Intersection spacing; (2) green time at each 
intersection; (3) range of cycle lengths; (4) range of 
speeds; (5) increments in speed to be considered; and (6) 
traffic volumes in both directions. 

It is possible to use a single yalue for cycle length and 
speed. The program is limited to 24 intersections. The 
output includes the input data, minimum interferences, 
optimum speed, cycle length, and bandwidth, as well as 
the individual offsets for each intersection. For unequal 
(directional) flows the apportioned offsets and directional 
flows are also given. 

CHANG, A., Synchronization of Traffic Signals in Grid 
Networks. (4) 

Presents a method of timing traffic signals in a grid net-
work based on the minimization of total delay to traffic in 
the system. Discrete vehicles are not considered; rather, 
traffic is treated as a continuous flow. The main variables 
considered are vehicle flow rates and queues. Both of 
these variables are defined at the intersections but not on 
the street in-between. 

Several simplifying assumptions are made. These in-
clude uniform speeds on each link, constant queue dis-
charge rates with no lost time, uniform periodic platoons 
with uniform headways arriving at the system boundaries, 
and flow rates less than saturation (i.e., queues cannot 
extend from one intersection into another). Expressions 
are developed for (1) flow rates, at the approach to an 
intersection, (2) queue length and (3) discharge rate 
from an intersection. It is shown that (2) and (3) are 
periodic. The periodic solution is assumed to be the 
steady-state solution. 

The total steady-state delay is expressed as a function of 
the cycle length and (2) and (3), as mentioned. The delay 
function is discontinuous. It is approximated by a piece-
wise quadratic curve. Procedures for a two-stage search 
for local minima of delay are presented. Two examples—
one for an arterial, the other for a network—are shown. 

DESROSIERS, R. D., and LEIGHTY, C. H., "Traffic Flow 
Responses to Unannounced Increases in Progression Speeds 
of Signal Systems." Pub. Roads. (57) 

Describes an experiment carried out on a portion of 13th 
Street, N.W., Washington, D.C., to determine the time 
required for drivers to respond to changes in progression 
speeds along signalized traffic arteries. The existing pro-
gression speed was raised from 27 to 33 mph. Two months 
later it was raised again to 40 mph. It was concluded that 

a considerable length of time is required for drivers to 
adapt to progression speed changes when they have no 
knowledge of such changes. Further research is recom-
mended, with consideration being given to providing infor-
mation of the progression speed change to the motorist by 
the use of signs or other media. 

DICK, A. C., "A Method for Calculating Vehicular Delay 
at Linked Traffic Signals." Traffic Eng. and Control. (9) 

Presents a method for determining vehicular delay on an 
arterial from a time-space diagram by dividing the flow of 
traffic into saturated and free-flowing portions. A discrete 
boundary between the saturated and free-flowing portions 
is assumed, as is a uniform free-flow speed and uniform 
vehicle-arrival rate. 

Arriving and leaving traffic is classified into either satu-
rated or free-flowing bands or combinations thereof related 
to the timing of the traffic signal. Differences in traffic 
volumes between adjacent intersections are accounted for 
by a correction factor. It is shown that the travel time 
within a set of bands may be represented by the total 
moment of the bands about some point divided by the total 
traffic content of the bands. It is further shown that the 
delay in a system of signals may be represented by the 
quantity, the difference between the total moment of the 
leaving bands and the total moment of the arriving bands 
(about the same point) divided by the traffic content of the 
system; minus the travel time for the system. A brief 
example with graphics is shown. The process of optimiza-
tion by other than trial and error is still under investigation. 

DUNNE, M. C., and POTTS, R. B., "Algorithm for Traffic 
Control." Oper. Res. (10) 

States that because of rapid technical development, Web-
ster's work is no longer an adequate guide to the traffic 
engineer who wishes to make the best use of modern equip-
ment available. Describes a signal-control technique 
wherein the switching of lights never occurs if phase dura-
tion is less than a preset minimum, or always occurs if the 
phase is greater than or equal to a preset maximum. When 
the duration of time on a phase is greater than the mini-
mum and less than the maximum, lights are switched if 
(I) the queue being favored is emptied, or (2) there are 
vehicles in the queue and the applicable control function 
is negative or zero. 

In this context, the control function is the value, com-
puted as follows: 

n(t) = number of vehicles queued in arm i, (i = 1, 2) 
/1(t) za1n1(t) +fl1 —n2(t), 
/2(t) = a2n2(t) + 2 - n1(t), } Control functions 

in which 

a1  and 81  are control parameters selected by the engi-
neer, subject to the conditions a1  > 1 and $ > 0. 
Figure F-i illustrates the changes in queue state as a 

random walk which, when it reaches boundaries defined by 
the control functions, causes switching of the lights. 

This is a tactical algorithm and is suitable for use on a 



digital computer. It is primarily oriented at individual 
intersections not having a strategic background cycle. 

Figure F-i, n2  equals number of vehicles queued in 
approach 2 and n1  equals number of vehicles queued in 
approach i for a typical case when approach 1 has the 
green light. The representative point performs a walk on 
the lattice and OA 1B1  (and similarly OA 2B2) form reflect-
ing barriers at which the light is switched in accord with 
the control algorithm. The three steps SS' are the possible 
last steps before reflection. 

GAzIs, D. C., and POTTS, R. B., "Route Control at Critical 
Intersections." (74) 

Presents a method of relleving traffic congestion at critical 
intersections by means of route control. By splitting the 
flows of traffic into two streams for each approach, it is 
shown that theoretically 100 percent of green time may 
be achieved for all approaches. This requires that the split 
streams for each approach be channeled through two inter-
sections properly spaced to utilize the gaps in the cross 
traffic. Precise platooning and transition roadways of a 
specified length are required to carry out this plan. In the 
case of 100-percent flow in all directions, a relatively 
complex system of eight precisely spaced intersections is 
needed to replace the original single intersection. Discusses 
simplifications to the system as well as the practical prob-
lems that would arise if the plan were put to use. 

JoHNsON, J., Optimum Control of an Unsaturated Artery. 
(15) 

Presents techniques whereby aggregate trip time for ve-
hicles traveling along an artery during some period of 
time is minimized. Describes time-space diagrams with 
equal speed and equal bandwidths in both directions. It is 
found that the best offsets are multiples of the half-cycle 
time. The maximum width bands are usually defined by 
three points at which the red period is touched. Trans-
formations are then developed to permit unequal speeds 
and bandwidths. 

Develops procedure for generating bands located by 
these points within given limits of speed and cycle length. 
The basic assumption that green intervals and bandwidth 
are proportional to cycle length is then modified to allow 
for fixed minimum cross-street green times, all red periods, 
and time lost as a result of acceleration and deceleration. 
A term is added to account for the loss in bandwidth that 
occurs at the beginning of green and yellow periods result-
ing from decisions made by the leading and trailing drivers. 
Notes the possible occurrence of more than one band per 
cycle in a given direction. 

In the optimization process, an expression for the nega-
tive of aggregate trip time is maximized within the con-
straints of the acceptable range of speeds and cycle lengths 
as well as the maximum difference in speed between the 
two directions of travel. Similarly, design flows cannot 
exceed the maximum progressive flow. Bandwidth is 
shifted between opposing directions of flow, when possible, 
to handle unbalanced flows. The optimization problem is 
formulated as a nonlinear program with nonlinear con-
straints. 
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Figure F-i. 

Details of the computer program are not given. It ap-
pears equally applicable to real-time control operation or 
to off-line computation. Extensions and improvements are 
suggested. 

LITTLE, J. D. C., "The Synchronization of Traffic Signals 
by Mixed-Integer Linear Programming." Oper. Res. (18) 

Gives a method for synchronizing traffic signals for both 
arteries and networks. The formulation consists of a 
mixed-integer linear program (LP), i.e., a standard linear 
program where some of the variables are constrained to 
be integers. 

In a preceding paper, the author developed a computa-
tional algorithm (not a linear program) that solves the 
artery problem where the travel times between signals 
must be prespecifled. Two solutions are possible: the first 
results in equal bandwidths in each direction; the second 
allows one bandwidth to increase to a specified feasible 
value that maintains the other bandwidth as large as 
possible. 

In the present linear programming formulation, addi-
tional variables and restraints can be introduced. The 
driving speed between each pair of signals can be made 
variable and can be restrained between some given lower 
and upper limits. Also, the change in speed between adja-
cent signal pairs can be restrained if desired. The common 
signal period can be a variable, with an upper and lower 
bound specified. Also, the red-green split (in percentage) 
can be made a variable. 

Three linear programs (LP) are displayed as representa-
tive of the many specific programs that can be specified. 

In the first LP, there are two types of restraints. The 
bandwidths cannot exceed the green period,, and the band-
widths on two adjacent signalized intersections must be 
within the required speed limits. The number of LP 
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restraints for this formulation is about 3n, in which n is the 
number of signalized intersections. 

In the second LP, the common signal period (cycle 
length) and speed are allowed to be variables. This larger 
LP contains about 1 in restraints. If the speed constraints 
are the same in each direction, and the bandwidths are the 
same in each direction, then the third LP results, with 
approximately 6n restraints. 

For the network case, additional restraints must be 
added. Sufficient restraints must be introduced so that 
every one of the loops will be included. No general rule is 
given on the number of ioop restraints that are required. 
The number will depend on the number of network modes, 
areas, and average connectivity. Otherwise, the resultant 
LP is similar to the artery formulation. 

The branch-and-bound algorithm is used as a general 
solution procedure. In this approach, no integer variables 
are specified in the LP itself; rather, each such variable is 
either left unrestricted or set to a constant. The particular 
constant values are chosen based on the answers obtained 
from some previously set constant value. Each change in 
the constant values requires that another standard linear 
program be solved. This standard LP can be solved using 
any LP routine available on any digital computer. 

A 10-signal artery example is fully worked out. The LP 
contains 55 restraints and requires 49 separate LP solu-
tions. No timing estimates are given in the paper, but each 
LP problem on an IBM 7090 should require only about 
0.5 mm. Thus, all the solutions would use about 25 mm 
of computer time. The cost can be lowered in several 
ways. First, each LP need not be solved independently; 
rather, the solution to a previous LP can be used as a 
starting point for the next. Second, the optimal solution 
need not be required. In the 10-signal example, an answer 
only a few percent lower is found solving only 19 LP 
problems. 

A seven-signal network problem is also completely 
worked out. The solution is obtained by solving iS LP 
problems. 

In summary, the LP approach appears to offer a com-
prehensive method for solving a variety of synchronization 
problems. The basic solution procedure depends on 
standard LP routines that are available on almost every 
digital computer. The branch-and-bound algorithm is 
easily programmed if desired. 

MARCONI, W., "Multiphase Signals and Traffic Conges-
tion." (20) 

Relates experience in the San Francisco area with the 
reduction of traffic congestion by the elimination of multi-
phase traffic signals. In particular, the traditional approach 
to high-volume intersections involving complicated signal 
phasing is shown to be a contributor to excessive vehicle 
delay. 

From a history of delay studies, a family of curves 
relating average delay per vehicle to critical approach lane 
volume is developed. As the number of signal phases is 
increased,, the average delay per vehicle increases signifi-
cantly. An envelope of curves for two-, three-, and four- 

phase signals shows this clearly. A similar family of curves 
is developed for various percentages of comparative main-
street/side-street traffic volumes. Again, it is shown that 
there is significantly less delay with the two-phase signal 
operation. A series of case histories showing intersection 
geometries and signal phasing is presented. 

In conclusion, several novel systems of intersection con-
trol are shown. 

RAUS, J., "A Method of Computing Offset Patterns for 
Multi-Cycle Signal Systems." Traffic Eng. (75) 

The title is explicit. Inasmuch as the author was employed 
by Automatic Signal Division at the time the method was 
developed, it appears intended for use with the traffic-
adjusted "PR" system. 

First, a bidirectional "ideal" time-space diagram is con-
structed for a given travel speed and various cycle lengths 
for the roadway segment under consideration. A "mode of 
fit" is calculated for each intersection and cycle length. 
This is actually a measure of the difference between the 
"ideal" offsets for the two directions of travel and the 
average offset that would be used at the intersection. 

It is then shown that the method can be simplified to 
eliminate drawing of the time-space diagram. The result is 
that the average offsets are either 0 percent or 50 percent 
of the cycle length (i.e., simultaneous or alternate timings). 

For each cycle length, the critical values of the "modes 
of fit" (poorest fit) are located along with the locations of 
the critical split (shortest artery green). These locations 
are examined for the minimum through (green) band for 
each cycle length. It is then possible to compare "cycle 
efficiencies" for the various cycle lengths. 

Traffic Research Corporation, SIGOP: Traffic Signal op-
timization Program. (71) 

Prepared under contract with the Bureau of Public Roads, 
this report describes a computer program for finding 
optimum traffic-signal timing for street networks. The 
SIGOP system consists of six program blocks written in 
FORTRAN IV language. Communication from one block 
to the next is via files written in machine format. Nor-
mally, the output tape from one block is input for the 
succeeding block. 

Briefly, the functions of the various program blocks are 
as follows: 

I. IN PUTS Program—reads and checks card input 
data, and computes critical flow and total flow at each 
intersection. This is done for each Optimization Time 
Period under consideration. 

PHASES Program—computes phase splits for each 
intersection in proportion to a combination of total flow 
and critical flow as specified by the traffic engineer. This 
is done for each cycle length required. 

OFFSET Program—computes ideal offset differences 
and weights for each network link. 

OPTIMIZ Program—computes optimal offsets for 
each intersection given the ideal offset differences and 
weights. 
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VALUAT Program—evaluates each set of optimal 
offsets, or the original offsets, by calculating delay, number 
of stops, and cost. 

OUTPUT Program—prints new traffic controller dial 
settings in terms of splits and offsets. Also prints time-
space charts. 

For the purpose of analysis, intermediate printed output 
is available from the INPUTS, PHASES, OFFSET, and 
OPTIMIZ program blocks. 

Input data for the intersections may be specified in 
either of two ways. Data for systemwide parameters may 
be specified on the MACRO cards, while data for a specific 
intersection may be specified on the MICRO cards. If a 
parameter has a uniform value over most of the system 
(i.e., free-flow speed), it may be specified in the MACRO 
card and omitted from the MICRO card. An entry on the 
MICRO card would be made only where a value different 
from that on the MACRO card is needed. 

Similarly, certain of the parameters may be calculated 
by the program or may be inserted directly by the traffic 
engineer. For example, a fixed split may be specified for 
one intersection, while the remainder of intersection splits 
is calculated by the program. 

At several places in the program, the traffic engineer 
may choose which variable or combination of variables is 
used in a particular calculation. For instance, in the split 
computation, either the total flow (both directions), the  

critical lane flow (one approach), or a weighted combina-
tion of both may be used. 

Similarly, there are several "importance" or "weighting" 
factors that may be applied to each link for various calcu-
lations. This allows a great amount of flexibility in the 
program operation. However, it appears that considerable 
experience with the program would be necessary before 
the traffic engineer would be able to choose appropriate 
values for these factors with ease. 

Certain basic assumptions are used in the SIGOP sys-
tem. Generally, no probabilistic features are incorporated 
in the program. Traffic is assumed to arrive at a uniform, 
nonrandom rate in discrete platoons. Uniform headways 
are assumed although a "platoon coherence factor" (mea-
sure of dispersion) is used. Turning movements and large 
vehicles are converted to equivalent through traffic for 
each intersection. No provision is made for vehicle-
pedestrian conflict or for turning movement conflicts. 

SIGOP appears applicable only to stable flow conditions 
below the level of congestion. Traffic behavior is assumed 
to be periodic, repeating each signal cycle. No cycle-to-
cycle accumulation of queued vehicles is permitted. An 
average time headway for vehicles discharged from signals 
is used at all intersections in the network under study. 

At the time of this project, SIGOP was undergoing a 
refinement process and was not yet available for practical 
applications work. 

APPENDIX G 

BIBLIOGRAPHY 

STRATEGIC AND TACTICAL TECHNIQUES 7 COBBE, B. M., "Area Control of Traffic, West London 
Experiment." Paper presented at Eighth Internat. Study 

* 1. ALMOND, J., and Lorr, R. S., "The Glasgow Experiment Week in Traffic Eng., Barcelona (Sept. 1966). 
in Area Traffic Control: 	Implementation and Assess- 8. DAVIDSON, B. M., "Design of Signal Systems by Graphi- 
ment." Paper prepared for Symposium on Area Control cal Solutions." Traffic Eng., Vol. 31, No. 2, pp.  32-35, 38 
of Traffic, sponsored by Inst. of Civil Engineers, London (1960). 
(Feb. 1967). DICK, A. C., "A Method for Calculating Vehicular Delay 

*2. BROOKS, W. D., Designing Arterial Progressions Using a at Linked Traffic Signals." Traffic Eng. and Control, Vol. 
Digital Computer. IBM Corp. (n.d.). 7, No. 3, pp.  224-229 (1965). 

3. BUCKLEY, .D. J., HACKETT, L. G., KEUNEMAN, D. I., and 10. DUNNE, M. C., and PoTTs, R. B., "Algorithm for Traffic 
BERANEK, L., "Optimum Timing for Co-ordinated Traffic Control." Oper. Res., Vol. 12, No. 6, pp.  870-881 (1964). 
Signals." 	Paper presented at Third Conf., Australian 11. DUNNE, M. C., and Porrs, R. B., "Analysis of a Corn- Road Research Board (Sept. 1966). puter Control of an Isolated 	Intersection." 	Vehicular *4 CHANG, A., Synchronization of Traffic Signals in Grid Traffic Science, Proc. 	Third Internat. Symposium on Networks. IBM Corp., San Jose Res. Lab. (n.d.). Theory of Traffic Flow, pp.  258-266 (1967). 5. "Development COBBE, B. M., 	 of Traffic Signals for Area 
Traffic Control." Traffic Eng. and Control, Vol. 5, No. 9, 12. GAZIS, D C., "Optimum Control of a System- of Over- 
pp. 543-546 (1964). saturated Intersections." 	Oper. 	Res., 	Vol. 	12, No. 	6,  

6. Conan, B. M., "Questions and Answers on West London pp. 815-831 (1964).  
Traffic Scheme." Traffic Eng. and Control, Vol. 71  No. 9, 13. HILLIER, J. A., -"Glasgow's Experiment in Area Traffic 
pp. 562-565 (196). Control." 	Traffic Eng. and Control, Vol. 	7, No. 	8, 

pp. 502-509 (1965). 	Appendix, Vol. 7, No. 9 pp. 569- 
* Papers abstracted in Appendix F. 571 (1966). 



54 

14. HILLIER, J. A., and Lorr, R. S. Paper presented at 
Eighth Internat. Study Week in Traffic Eng., Barcelona 
(Sept. 1966). 

* 15. JOHNSON, J., Optimum Control of an Unsaturated Artery. 
Data Processing Div., IBM Corp. (Aug. 1964). 
LA VALLEE, R. S., "Scheduling of Traffic Signals by Linear 
Programming." Proc. HRB, Vol. 35 (1956) pp.  534-542. 
LAPIERRE, R., and STEIERWALD, G., "Possibilities for 
Traffic-Guided Signal Control of Road Networks." Paper 
presented at Eighth Internat. Study Week in Traffic Eng., 
Barcelona (Sept. 1966). 

* 18. LITTLE, J. D. C., "The Synchronization of Traffic Signals 
by Mixed-Integer Linear Programming." Oper. Res., Vol. 
14, No. 4, pp.  568-594 (1966). 

19. LITTLE, J. D. C., MARTIN, B. V., and MORGAN, J. T., 
"Synchronizing Signals for Maximal Bandwidth." Hwy 
Res. Record No. 118 (1966) pp.  21-45. 

*20. MARCONI, W., "Multiphase Signals and Traffic Conges-
tion." Proc. 19th Ann. Meeting, Western Section, Inst. of 
Traffic Engineers (1966). 
MILLER, A. J., "Settings for Fixed Cycle Traffic Signals." 
Operational Res. Quarterly, Vol. 14, No. 4, pp.  373-386 
(1963). 
MILLER, A. J., "A Computer Control System for Traffic 
Networks." Proc. Second Internat. Symposium on Theory 
of Traffic  Flow, London, 1963. O.E.C.D., Paris, pp.  200-
220 (1965). 
MORGAN, J. T., and LITTLE, J. D. C., "Synchronizing 
Traffic Signals for Maximal Bandwidth." Oper. Res., Vol. 
12, No. 6, pp.  896-912 (1964). 
MORRIS, R. W. J., and Pu-Poy, P. G., "Intersection Con-
trol by Actuated Signals." Presented at Third Conf., Aus-
tralian Road Research Board (Sept. 1966). 
MURPHY, C. J., "Development of a Signal Timing Plan 
for a Network of Signal Systems." Proc. institute of 
Traffic Engineers, Vol. 19, pp.  147-160 (1948). 
NEWELL, G. F., "The Flow of Highway Traffic Through 
a Sequence of Synchronized Traffic Signals." Oper. Res., 
Vol. 8, No. 3, pp.  390-405 (1960). 
NEWELL, G. F., "Synchronization of Traffic Lights for 
High Flow." Quarterly of Applied Mathematics, Vol. 21, 
No. 4, pp.  315-324 (1964). 
WEBSTER, F. V., "Traffic Signal Settings." Road Research 
Tech. Paper No. 39, HMSO (1958). 
YARDENI, L. A., "Vehicular Traffic Control: A Time-
Space Design Model." Proc. institute of Traffic  Engi-
neers, Vol. 34, pp.  59-74 (1964). 
YARDENI, L. A., "Algorithms for Traffic-Signal Control." 
iBM Systems Journal, Vol. 4, No. 2 (1965). 

PLATOON BEHAVIOR 

BLUNDEN, W. R., and PRETTY, R. L., "On the Theory of 
Deterministic Cyclic Traffic Flows in Networks." Vehicu-
lar Traffic Science, Proc. Third Internat. Symposium 
on Theory of Road Traffic  Flow, pp. 287-299 (1967). 
BUCKLEY, D. J., TOMLIN, J. A., and MIN50N, W. G. a B., 
"Delays to Traffic Platoons." Paper presented to Third 
Biennial Meeting, Australian Road Research Board, 
pp. 1-12 (1966). 
DAOU, A., "On Flow Within Platoons." Australian Road 
Research, Vol. 2, No. 7, pp.  4-13 (1966). 
EDIE, L. C., FOOTE, R. S., HERMAN, R., and ROTHERY, 
R. W., "Analysis of Single Lane Traffic Flow." Traffic 
Eng., Vol. 34, No. 4, pp.  21-27 (1963). 
GERLOUGH, D. L., "Some Problems of Intersection Traf-
fic Control." Proc. Symposium on Theory of Traffic 
Flow, GM Res. Lab., Dec. 1959, pp.  10-27 (1961). 
GRAcE, M. J., and POTTS, R. B., "Diffusion of Traffic 
Platoons." Proc. Australian Road Research Board, Vol. 
I, Part 1, pp.  260-267 (1962). 
GRACE, M. J., and PoTTS, R. B., "A Theory of the Diffu-
sion of Traffic Platoons." Oper. Res., Vol. 12, No. 2, 
pp. 255-275 (1964). 

GRAHAM, E. F., and CHENU, D. C., "A Study of Unre-
stricted Platoon Movement of Traffic." Traffic  Eng., Vol. 
32, No. 7, pp.  11-13 (1962). 
HERMAN, R., POTTS, R. B., and ROTHERY, R. W., "Behav-
ior of Traffic Leaving a Signalized Intersection." Traffic 
Eng. and Control, Vol. 5, No. 9, pp.  529-533 (1964). 
LEWIS, B. J., "Platoon Movement of Traffic From an 
Isolated Signalized Intersection." HRB Bull. 178 (1958) 
pp. 1-11. 
PACEY, G. M., "The Progress of a Bunch of Vehicles Re-
leased From a Traffic Signal." Res. Note No. RN/2665/ 
GMP, Road Res. Lab. (6 pp.+l4 illus. mimeo.) (Jan. 
1956). 
UNDERWOOD, R. T., "Traffic Flow and Bunching." Aus-
tralian Road Research, Vol. 1, No. 6, pp.  8-25 (1963). 

USE OF FUNNELS AND PRE-SIGNALS 

BIERLEY, R. L., and PARKINSON, J., "The Traffic Pacer 
System." Hwy. Res. Record No. 49 (1964) pp. 107-126. 
ELLSON, P. B., "The Pre-Signal." Traffic Eng. and Con-
trol, Vol. 6, No. 9, pp.  559-561 (1965). 
MORRISON, H. M., UNDERWOOD, A. F., and BIERLEY, 
R. L., "Traffic Pacer." HRB Bull. 338 (1962) pp.  40-68. 
VON STEIN, W., "From the Laws of Traffic Flow to Traf-
fic Cybernetics."  Proc. Second Internat. Symposium on 
Theory of Traffic Flow, London, 1963. O.E.C.D., pp.  241-
248 (1965). 
VON STEIN, W., "Traffic Flow With Pre-Signals and the 
Signal Funnel." Proc. Symposium on Theory of Traffic 
Flow, GM Res. Lab., Dec. 1959, pp.  28-56 (1961). 

TRAFFIC FLOW CHARACTERISTICS AT INTERSECTIONS 

ARCHER, R. J. G., HALL, R. I., and EIL0N, S., "Effect of 
Turning Vehicles on Traffic Flow Through a Signal Con-
trolled Junction." Traffic Eng. and Control, Vol. 5, No. 
5, pp.295-297  (1963). 
DICK, A. C., "Effect of Gradients on Saturation Flow at 
Traffic Signals." Traffic  Eng. and Control, Vol. 5, No. 5, 
pp. 293-294 (1963). 
LEONG, H. J. W., "Some Aspects of Urban Intersection 
Capacity." Proc. Australian- Road Research Board, Vol. 
2, pp. 305-338 (1964). 
NEWELL, G. F., "The Effect of Left Turns on the Ca-
pacity of an Intersection." Quarterly of Applied Mathe-
matics, Vol. 17, No. 1, pp.  67-76 (1959). 
PRETTY, R. L., "The Effect of Right-Turning Vehicles on 
Saturation Flow Through a Signalized Intersection." 
Paper presented at Third Conf., Australian Road Re-
search Board (1966). 
WEBSTER, F. V., "Experiment on Saturation Flow of 
Right Turning Vehicles at Traffic Signals." Traffic Eng. 
and Control, Vol. 6, No. 7, pp.  427-430, 434 (1964). 

GENERAL AND MISCELLANEOUS 

AVERY, E. V., "Effect of Raising Speed Limits on Urban 
Arterial Streets." HRB Bull. 244 (1960) pp.  88-97. 
BLUNDEN, W. R., and PRETTY, R. L., "On the Theory of 
Deterministic Cyclic Traffic Flows in Networks." Vehicu-
lar Traffic  Science, Proc. Third Internat. Symposium on 
Theory of Road Traffic Flow, pp. 287-299 (1967). 
CULSHAW, T. A., MoRRIs, R. W. J., and PAK-POY, P. G., 
"Comparison of Traffic Signal Controllers Using Com-
puter Simulation—Some Preliminary Results." Paper 
presented at Third Conf., Australian Road Research 
Board (Sept. 1966). 	 - 

*57 DESROSIERS, R. D., and LEIGHTY, C. H., "Traffic Flow Re-
sponses to Unannounced Increases in Progression Speeds 
of Signal Systems." Pub. Roads, Vol. 34, No. 1, pp.  1-4 
(1966). 



 

 

 

 

 

 

 

 

 

 

 

 

55 

FIELDING, R. H., and YOUNG, T. E., "Analysis of Flow on  THORNE, S. M., "Relative Effect of Buses and Cars on 
an Urban Thorofare." HRB Bull. 107 (1965) pp. 35-48. the Speed of Traffic." Traffic Eng. and Control, Vol. 7, 

FRENCH, R. A., "Co-ordinated Traffic Signal System— 
Sydney, Australia." 	Traffic Quarterly, Vol. 	19, No. 	1, *71. 

No. 2, pp. 140-141(1965). 
Traffic Research Corporation, SIGOP: 	Traffic Signal 

pp. 76-88 (1965). Optimization Program, New York (1966). 

HEWTON, J. T., "Toronto Installs All Purpose Electronic  WATJEN, W. D., "Signalisierte Strassenkreuzungen." The- 
Computer for Traffic Signal Control." Traffic Eng. and sis, Technical Univ. of Denmark, Copenhagen (1965). 
Control, Vol. 5, No. 10, pp. 589-594 (1964).  WARDROP, J. G., "The Capacity of a Network of Streets: 
International Business Machines Corporation, Data Proc- Definition and Method of Measurement." Unpublished 
essing Division, San Jose Traffic Control Project—Prog- Lab. Note No. LN/204/JGW, Road Res. Lab., U.K. 
ress Report (May 1966). 
International Business Machines Corporation, San Jose *74 

(Oct. 1962). 
GAZIS, D. C., and Porrs, R. B., "Route Control at Criti- 

Traffic Control Project—Final Report (circa 1967). cal Intersections." Research Paper RC-1560, IBM Corp., 

MARRUS, B. S., and MAIN, M. F., "New Method Improves *75• 
Watson Research Center, N.Y. (Sept. 1966). 
RAUS, J., "A Method of Computing Offset Patterns for 

Traffic Signal Timing." 	Traffic Eng., Vol. 34, No. 9, 
Multi-Cycle Signal Systems." Traffic Eng., Vol. 33, No. 8, 

pp. 23-26 (1964). 
MAYa, R., "Cologne's Automatic Traffic Control System."  

pp. 25-28 (1963). 
WAGNER, F. A., BARNES, F. C., STIRLING, D. P., and 

Traffic Eng. and Control, Vol. 4, No. 5, pp. 256-259 
GERLOTJGH, D. L., "Urban Arterial and Network Simula- 

(1962). lation." PRC Report R-926, prepared for U.S. Dept. of 
MILLER, A. J., "Computers in the Analysis and Control of Commerce, BPR, Office of Res. and Development (PB- 
Traffic." Traffic Quarterly, Vol. 19, pp. 556-572 (1965). 174629). 
MILLER, V. B., "Area Control by Digital Computer."  LI1- LE, J. D. C., MARTIN, B. V., and MORGAN, J. T., 
Traffic Eng. and Control, Vol. 5, No. 5, pp.  359-365 "Synchronizing Traffic Signals for Maximal Bandwidth." 
(1963). Report R64-08, Dept. of Civil Engineering, MIT (Mar. 
OLSEN, H. P., and ROTHERY, R., "The Problem of the 1964). 
Amber Signal Light." Traffic Eng. and Control, Vol. 5,  YARDENI, L. A., Time-Space Diagram (Progression) Dc- 
No. 5, pp. 298-304 (1963). sign Program. SHARE General Program Library, Ve- 
PAK-POY, P. G., "Traffic Theory and Practice." 	Traffic hicular Traffic Control, 7040 T4IBM 0005, IBM Corp., 
Eng., Vol. 34, No. 3, pp.  25-32, 35 (1963). Data Processing Div., White Plains, N.Y. (Apr. 1964). 
PINNELL, C., "The Value of Signal Phase Overlap in Sig-  WEBSTER, F. V., and C0BBE, B. M., "Traffic Signals." 
nalized Intersection 	Capacity." 	Traffic Eng., Vol. 	33, Road Research Tech. Paper No. 56, HMSO, London, 
No. 3, pp.  17-20 (1962). pp. 57-70  (1966). 



Published reports of the 

NATIONAL COOPERATIVE HIGHWAY RESEARCH PROGRAM 

are available from: 

Highway Research Board 
National Academy of Sciences 

2101 Constitution Avenue 
Washington, D.C. 20418 

Rep. Rep. 
No. Title No. Title 

—* A Critical Review of Literature Treating Methods of 18 Community Consequences of Highway Improvement 
Identifying Aggregates Subject to Destructive Volume (Proj. 2-2), 	37 p., 	$2.80 
Change When Frozen in Concrete and a Proposed 19 Economical and Effective Deicing Agents for Use on 
Program of Research—Intermediate Report (Proj. Highway Structures (Proj. 6-1), 	19 p., 	$1.20 

4-3(2)), 	81 p., 	$1.80 20 Economic Study of Roadway Lighting (Proj. 5-4), 

1 Evaluation of Methods of Replacement of Deterio- 77 p., 	$3.20 
rated Concrete in Structures (Proj. 6-8), 	56 p., 21 Detecting Variations in Load-Carrying Capacity of 

$2.80 Flexible Pavements (Proj. 1-5), 	30 p., 	$1.40 

2 An Introduction to Guidelines for Satellite Studies of 22 Factors Influencing Flexible Pavement Performance 
Pavement Performance (Proj. 1-1), 	19 p., 	$1.80 (Proj. 1-3(2)), 	69 p., 	$2.60 

2A Guidelines for Satellite Studies of Pavement Per- 23 Methods for Reducing Corrosion of Reinforcing 
formance, 	85 p.+9 figs., 26 tables, 4 app., 	$3.00 Steel (Proj. 6-4), 	22 p., 	$1.40 

3 Improved Criteria for Traffic Signals at Individual 24 Urban Travel Patterns for Airports, Shopping Cen- 
Intersections—Interim Report (Proj. 3-5), 	36 p., ters, and Industrial Plants 	(Proj. 7-1), 	116 p., 
$1.60 $5.20 

4 Non-Chemical Methods of Snow and Ice Control on 25 Potential Uses of Sonic and Ultrasonic Devices in 
Highway Structures (Proj. 6-2), 	74 p., 	$3.20 Highway Construction (Proj. 10-7), 	48 p., 	$2.00 

5 Effects of Different Methods of Stockpiling Aggre- 26 Development of Uniform Procedures for Establishing 
gates—Interim Report (Proj. 10-3), 	48 p., 	$2.00 Construction Equipment Rental Rates (Proj. 13-1), 

6 Means of Locating and Communicating with Dis- 33 p., 	$1.60 
abled Vehicles—Interim Report (Proj. 34), 	56 p. 27 Physical Factors Influencing Resistance of Concrete 
$3.20 to Deicing Agents (Proj. 6-5), 	41 p., 	$2.00 

7 Comparison 	of Different 	Methods 	of 	Measuring 28 Surveillance Methods and Ways and Means of Com- 
Pavement Condition—Interim Report 	(Proj. 	1-2), municating with Drivers (Proj. 3-2), 	66 p., 	$2.60 

29 p., 	$1.80 29 Digital-Computer-Controlled 	Traffic 	Signal 	System 
8 Synthetic 	Aggregates 	for 	Highway 	Construction for a Small City (Proj. 3-2), 	82 p., 	$4.00 

(Proj. 4-4), 	13 p., 	$1.00 30 Extension of AASHO Road Test Performance Con- 
9 Traffic Surveillance and Means of Communicating cepts (Proj. 1-4(2)), 	33 p., 	$1.60 

with Drivers—Interim Report (Proj. 3-2), 	28 p., 31 A Review of Transportation Aspects of Land-Use 
$1.60 Control (Proj. 8-5), 	41 p., 	$2.00 

10 Theoretical Analysis of Structural Behavior of Road 32 Improved Criteria for Traffic Signals at Individual 
Test Flexible Pavements (Proj. 1-4), 	31 p., 	$2.80 Intersections (Proj. 3-5), 	134 p., 	$5.00 

11 Effect of Control Devices on Traffic Operations— 33 Values of Time Savings of Commercial Vehicles 
Interim Report (Proj. 3-6), 	107 p., 	$5.80 (Proj. 2-4), 	74 p., 	$3.60 

12 Identification of Aggregates Causing Poor Concrete 34 Evaluation of Construction Control Procedures— 
Performance When Frozen—Interim Report (Proj. Interim Report (Proj. 	10-2), 	117 p., 	$5.00 
4-3(1)), 	47 p., 	$3.00 35 Prediction of Flexible Pavement Deflections from 

13 Running Cost of Motor Vehicles as Affected by High- Laboratory 	Repeated-Load 	Tests 	(Proj. 	1-3(3)), 
way Design—Interim Report (Proj. 2-5), 	43 p., 
$2.80 

 117.' 	$5.00 

14 Density and 	Moisture Content Measurements by 36 Highway Guardrails—AReview of Current Practice 

Nuclear 	Methods—Interim 	Report 	(Proj. 	10-5), (Proj. 15-1), 	33 p., 	$1.60 

32 p., 	$3.00 37 Tentative Skid-Resistance 	Requirements for 	Main 

15 Identification 	of 	Concrete 	Aggregates 	Exhibiting Rural Highways (Proj. 1-7), 	80 p., 	$3.60 

Frost Susceptibility—Interim Report (Proj. 4-3(2)), 38 Evaluation of Pavement Joint and Crack Sealing Ma- 

66 p., 	$4.00 terials and Practices (Proj. 9-3), 	40 p., 	$2.00 

16 Protective Coatings to Prevent Deterioration of Con- 39 Factors Involved in the Design of Asphaltic Pave- 
crete by Deicing Chemicals (Proj. 6-3), 	21 p., ment Surfaces (Proj. 	1-8), 	112 p., 	$5.00 
$1.60 40 Means of Locating Disabled or Stopped Vehicles 

17 Development of Guidelines for Practical and Realis- (Proj. 3-4(1)), 	40 p., 	$2.00 
tic Construction Specifications (Proj. 10-1,) 	109 p., 41 Effect of Control Devices 	on Traffic 	Operations 
$6.00 (Proj. 3-6), 	83 p., 	$3.60 

* Highway Research Board Special Report 80. 



Rep. 
No. Title 

42 Interstate Highway Maintenance Requirements and 
Unit Maintenance Expenditure Index (Proj. 14-1), 
144 p., 	$5.60 

43 Density and Moisture Content Measurements by 
Nuclear Methods (Proj. 10-5), 	38 p., 	$2.00 

44 Traffic Attraction of Rural Outdoor Recreational 
Areas (Proj. 7-2), 	28 p., 	$1.40 

45 Development of Improved Pavement Marking Ma- 
terials—Laboratory Phase (Proj. 5-5), 	24 p., 
$1.40 

46 Effects of Different Methods of Stockpiling and 
Handling Aggregates (Proj. 10-3), 	102 p., 
$4.60 

47 Accident Rates as Related to Design Elements of 
Rural Highways (Proj. 2-3), 	173 p., 	$6.40 

48 Factors and Trends in Trip Lengths (Proj. 7-4), 
70 p., 	$3.20 

49 National Survey of Transportation Attitudes and 
Behavior—Phase I Summary Report (Proj. 20-4), 
71 p., 	$3.20 

50 Factors Influencing Safety at Highway-Rail Grade 
Crossings (Proj. 3-8), 	113 p., 	$5.20 

51 	Sensing and Communication Between Vehicles (Proj. 
3-3), 	105 p., 	$5.00 

52 Measurement of Pavement Thickness by Rapid and 
Nondestructive Methods (Proj. 10-6), 	82 p., 
$3.80 

53 Multiple Use of Lands Within Highway Rights-of- 
Way (Proj. 7-6), 	68 p., 	$3.20 

54 Location, Selection, and Maintenance of Highway 
Guardrail and Median Barriers (Proj. 15-1(2)), 
63 p., 	$2.60 

55 Research Needs in Highway Transportation (Proj. 
20-2), 	66 p., 	$2.80 

56 	Scenic Easements—Legal, Administrative, and Valua- 
tion Problems and Procedures (Proj. 11-3), 174 p., 
$6.40 

57 Factors Influencing Modal Trip Assignment (Proj. 
8-2), 	78 p., 	$3.20 

58 Comparative Analysis of Traffic Assignment Tech-
niques with Actual Highway Use (Proj. 7-5), 85 p., 
$3.60 

59 	Standard Measurements for Satellite Road Test Pro- 
gram (Proj. 1-6), 	78 p., 	$3.20 

60 	Effects of Illumination on Operating Characteristics 
of Freeways (Proj. 5-2) 	148 p., 	$6.00 

61 	Evaluation of Studded Tires—Performance Data and 
Pavement Wear Measurement (Proj. 1-9), 	66 p., 
$3.00 

62 Urban Travel Patterns for Hospitals, Universities, 
Office Buildings and Capitols (Proj. 7-1), 	144p., 
$5.60 

63 Economics of Design Standards for Low-Volume 
Rural Roads (Proj. 2-6), 	93 p., 	$4.00  

Rep. 
No. Title 

	

64 	Motorists' Needs and Services on Interstate Highways 
(Proj. 7-7), 	88 p., 	$3.60 

65 One-Cycle Slow-Freeze Test for Evaluating Aggre-
gate Performance in Frozen Concrete (Proj. 4-3(1)), 
21p., 	$1.40 

66 Identification of Frost-Susceptible Particles in Con- 
crete Aggregates (Proj. 4-3(2)), 	62 p., 	$2.80 

67 Relation of Asphalt Rheological Properties to Pave- 
ment Durability (Proj. 9-1), 	45 p., 	$2.20 

	

68 	Application of Vehicle Operating Characteristics to 
Geometric Design and Traffic Operations (Proj. 3- 
10), 	38 p., 	$2.00 

69 Evaluation of Construction Control Procedures—
Aggregate Gradation Variations and Effects (Proj. 
10-2A), 	58 p., 	$2.80 

70 Social and Economic Factors Affecting Intercity 
Travel (Proj. 8-1), 	68 p., 	$3.00 

	

71 	Analytical Study of Weighing Methods for Highway 
Vehicles in Motion (Proj. 7-3), 	63 p., 	$2.80 

72 Theory and Practice in Inverse Condemnation for 
Five Representative States (Proj. 11-2), 	44 p., 
$2.20 

73 Improved Criteria for Traffic Signal Systems on 
Urban Arterials (Proj. 3-5/1), 	55 p., 	$2.80 

Synthesis of Highway Practice 

	

1 	Traffic Control for Freeway Maintenance (Proj. 20-5, 
Task 1), 	47 p., 	$2.20 



THE NATIONAL ACADEMY OF SCIENCES is a private, honorary organiza-
tion of more than 700 scientists and engineers elected on the basis of outstanding 
contributions to knowledge. Established by a Congressional Act of Incorporation 
signed by President Abraham Lincoln on March 3, 1863, and supported by private 
and public funds, the Academy works to further science and its use for the general 
welfare by bringing together the most qualified individuals to deal with scientific and 

technological problems of broad significance. 
Under the terms of its Congressional charter, the Academy is also called upon 

to act as an official—yet independent—adviser to the Federal Government in any 
matter of science and technology. This provision accounts for the close ties that 
have always existed between the Academy and the Government, although the Academy 
is not a governmental agency and its activities are not limited to those on behalf of 

the Government. 

THE NATIONAL ACADEMY OF ENGINEERING was established on December 

5, 1964. On that date the Council of the National Academy of Sciences, under the 
authority of its Act of Incorporation, adopted Articles of Organization bringing 
the National Academy of Engineering into being, independent and autonomous 
in its organization and the election of its members, and closely coordinated with 
the National Academy of Sciences in its advisory activities. The two Academies 
join in the furtherance of science and engineering and share the responsibility of 
advising the Federal Government, upon request, on any subject of science or 

technology. 

THE NATIONAL RESEARCH COUNCIL was organized as an agency of the 
National Academy of Sciences in 1916, at the request of President Wilson, to 
enable the broad community of U. S. scientists and engineers to associate their 
efforts with the limited membership of the Academy in service to science and the 
nation. Its members, who receive their appointments from the President of the 
National Academy of Sciences, are drawn from academic, industrial and government 
organizations throughout the country. The National Research Council serves both 

Academies in the discharge of their responsibilities. 
Supported by private and public contributions, grants, and contracts, and volun-

tary contributions of time and effort by several thousand of the nation's leading 
scientists and engineers, the Academies and their Research Council thus work to 
serve the national interest, to foster the sound development of science and engineering, 
and to promote their effective application for the benefit of society. 

THE DIVISION OF ENGINEERING is one of the eight major Divisions into 

which the National Research Council is organized for the conduct of its work. 
Its membership includes representatives of the nation's leading technical societies as 
well as a number of members-at-large. Its Chairman is appointed by the Council 
of the Academy of Sciences upon nomination by the Council of the Academy of 

Engineering. 

THE HIGHWAY RESEARCH BOARD, organized November 11, 1920, as an 

agency of the Division of Engineering, is a cooperative organization of the high-
way technologists of America operating under the auspices of the National Research 
Council and with the support of the several highway departments, the Bureau of 
Public Roads, and many other organizations interested in the development of highway 
transportation. The purposes of the Board are to encourage research and to provide 
a national clearinghouse and correlation service for research activities and information 

on highway administration and technology. 
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