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PREFACE 	A vast storehouse of information exists on nearly every subject of concern to highway 
administrators and engineers. Much of this information has resulted from both research 
and the successful application of solutions to the problems faced by practitioners in their 
daily work. Because previously there has been no systematic means for compiling such 
useful information and making it available to the entire community, the American As-
sociation of State Highway and Transportation Officials has, through the mechanism of 
the National Cooperative Highway Research Program, authOrized the Transportation 
Research Board to undertake a continuing project to search out and synthesize useful 
knowledge from all available sources and to prepare documented reports on current 
practices in the subject areas of concern. 

This synthesis series reports on various practices, making specific recommendations 
where appropriate but without the detailed directions usually found in handbooks or de-
sign manuals. Nonetheless, these documents can serve similar purposes, for each is a 
compendium of the best knowledge available on those measures found to be the most 
successful in resolving specific problems. The extent to which these reports are useful 
will be tempered by the user's knowledge and experience in the particular problem area. 

	

FOREWORD 	This synthesis describes the application of computer graphics technology to transpor- 
By Staff tation practice. It will be of interest to the more traditional users such as transpOrtation 

Transportation planners, facilities design and construction personnel, as well as to traffic engineers and 
Research Board other officials concerned with administration, public information, legal aspects, right-of-

way, maintenance, operations, and safety of transportation facilities. 
Administrators, engineers, and researchers are continually faced with highway problems 

on which much information exists, either in the form of reports or in terms of undocumented 
experience and practice. Unfortunately, this information often is scattered and unevalu-
ated and, as a consequence, in seeking solutions, full information on what has been 
learned about a problem frequently is not assembled. Costly research findings may go 
unused, valuable experience may be overlooked, and full consideration may not be given 
to available practices for solv- 
ing or alleviating the problem. 
In an effort to correct this 
situation, a continuing NCHRP 
project, carried out by the 
Transportation Research Board 
as the research agency, has the 
objective of reporting on com-
mon highway problems and 
synthesizing available infor-
mation. The synthesis reports 
from this endeavor constitute 
an NCHRP publication series 

This synthesis features a series of 
photographs at the lower right corners of 
right-hand pages that the reader may flip 
to achieve a sense of the effectiveness of 

animation in visualization practice. 



in which various forms of relevant information are assembled into single, concise docu-
ments pertaining to specific highway problems or sets of closely related problems. 

This report of the Transportation Research Board describes the use of 3-D (artist's 
concepts and image composites) and 4-D (animation) visualization applications in 
transportation agencies; however, since there are presently only limited applications, it 
is, in fact, a primer, providing information on the required hardware and software, as 
well as on costs, production time, and issues of complexity. More detailed information 
is provided on how data bases are assembled, various types of imagery, how the visuali-
zation image is generated, rendering and animation programs, printers and other output 
and postproduction activities. An extensive glossary is also included. 

To develop this synthesis in: a comprehensive manner and to ensure inclusion of 
significant knowledge, the Board analyzed available information assembled from nu-
merous sources, including a large number of state highway and transportation depart-
ments. A topic panel of experts in the subject area was established to guide the research 
in organizing and evaluating the collected data, and to review the fmal synthesis report. 

This synthesis is an immediately useful document that records the practices that were 
acceptable within the limitations of the knowledge available at the time of its prepara-
tion. As the processes of advancement continue, new knowledge can be expected to be 
added to that now at hand. 



CONTENTS 

I SUMMARY 

	

3 	CHAPTER ONE 	LNTEODUCI1ON 

Background, 3 
Organization of the Report, 4 

	

6 	CHAPTER TWO 	VISUALIZATION TECHNOLOGIES FOR 

TRANSPORTATION 

The Visualization Technology Palette, 6 
3-D and 4-D Media, 6 
3-D Visualization hnagery, 7 
4-D Visualization Media, 9 

	

11 
	

CHAPTER THREE APPLICATIONS OF VISUALIZATION 

TECHNOLOGY IN TRANSPORTATION 

Survey: Use of 3-D and 4-D Visualization in 
Transportation, 11 

Awareness and Use of Visualization Technology, 11 
Audience, 11 
3-D and 4-D Media Production and Procurement, 12 
Image Quality and Realism, 14 
Baseline Data, 15 
Interviews, 15 
Literature Review, 17 

	

24 	CHAFFER FOUR THE LNFRAS1RUCTLJRE FOR VISUALIZATION 

Introduction, 24 
The Visualization Tool Base, 24 
Component Technologies for Visualization, 25 
Hardware for Visualization, 27 
Digitizing Tablets, Scanners, and Cards, 29 
Production Hardware: Computer Platforms, 30 
Output Hardware, 31 
Color Printers and Plotters, 33 
Software for Visualization, 34 

	

38 	CHAPTER FIVE 	VISUALIZATION PRODUCI1ON 

Introduction, 38 
Selecting Visualization Products, 38 
Assembling Base Data for Visualization Production, 40 
Generating the Visualization Image, 42 
Rendering and Animation Programs, 44 
Output and Postproduction, 46 
Conclusion, 48 



50 	CHAFFER SIX PLANNING PROCESS FOR THE DEVOPMENT OF 

VISUALIZATION PRODUCTION CAPABILITIES IN 

ThANSPORTATION AGENCIES 

Introduction, 50 
Mission Assessment, 50 
Internal Assessment, 51 
Identification of Needs and Deficiencies, 54 
Priorities and Phasing Plan, 56 
Implementation of Visualization Technology, 57 
Conclusions, 58 
Transportation Applications, 59 

62 REFERENCES 

63 BIBLIOGRAPHY 

66 GLOSSARY 

70 	APPENDIX A SURVEY QUESTIONNAIRE 

ACKNOWLEDGMENTS 

Harlow C. Landphair, Ph.D., and Terry R. Larsen, Texas Trans-
portation Institute, Texas A&M University System were responsible 
for collection of the data and preparation of the report. 

Valuable assistance in the preparation of this synthesis was pro-
vided by the Topic Panel, consisting of Peter G. Brigham, Urban De-
signer/CADD Manager, Wallace, Floyd Associates; Wayne W. Kober, 
Director, Bureau of Environmental Quality, Pennsylvania Department 
of Transportation; Richard F. Pain, Transportation Safety Director, 
Transportation Research Board; John P. Penzien, Computer Applica-
tions Engineer, Central Federal Lands Highway Division, Federal 
Highway Administration; Madis Pihiak, Assoèiate Professor, Depart-
ment of Horticulture and Landscape Architecture, Uni'trsity of Masyland 
at College Park; Arthur W. Roberts, Supervising Research Assistant, 
New Jersey Department of Transportation; Armando Rocha, Manager, 

Design Visualization Section, Texas Department of Transportation; 
Michael G. Schilling, CADD Manager, Wyoming Transportation 
Department; and Justin Tme, Program Manager, Federal Highway 
Administration. 

The Principal Investigators responsible for the conduct of this 
synthesis were Sally D. Liff, Manager, Synthesis Studies, and Stephen 
F. Maher, Senior Program Officer. This synthesis was edited by Linda 
S. Mason. 

Scott A. Sabol, Senior Program Officer, National Cooperative 
Highway Research Program, assisted the NCHRP 20-05 staff and the 
Topic Panel. 

Information on current practice was provided by many highway 
and transportation agencies. Their cooperation and assistance are 
appreciated. - 



APPLICATIONS OF 3-D AND 4-D VISUALIZATION 
TECHNOLOGY IN TRANSPORTATION 

SUMMARY 	Three-dimensional and four-dimensional computer technology is a branch of computer 
science becoming known as "visualization." Visualization applies computer graphics 
technology to tasks as divergent as cinematography and scientific research. Recent 
advances in hardware and software technology have now made visualization an attractive 
tool for many areas of transportation practice. 

Computer graphics have been used in transportation for more than 20 years, although 
their use was generally of an experimental nature or for a very specific purpose that 
could justify the cost. However, rapid advances in desktop computing and the increased 
sophistication of softwares and user interfaces since 1990 have resulted in an exciting 
new tool with widespread application in transportation. 

The study for this synthesis of practice found that throughout the transportation 
community, interest in 3-13 and 4-13 technology is very high. While a survey of state 
transportation agencies and transportation consultants found only limited use of 3-13 media 
(artist's concepts and image composites) and very little use of 4-D (animation) technology, 
the industry is moving to adopt 4-13 technology at an almost exponential rate. The reason 
that there has not been more widespread use of the technology can be attributed to a lack 
of cost-effective tools and to the time required to become proficient in producing 3-D 
and 4-13 materials. It has only been since 1991 that computer speed, storage space, memory, 
and software came together in a way that began to make 3-D modeling cost-effective for 
applications in transportation. 

The continuing development of computer-aided drafting and design (CADD) capabili-
ties is largely responsible for the rapid growth of interest in visualization. The competition 
among software vendors has spurred continuing efforts to upgrade the utility of CADD 
systems. One of the most significant developments brought about by the intense competition 
has been an industrywide shift from two-dimensional to three-dimensional software archi-
tecture. It is the addition of the 3-D capability in the software structure that allows the 
construction of 3-D models from which a variety of traditional as well as nontraditional 
visualization products can be produced. 

The new 3-D architecture underlying the CADD softwares developed for use in 
transportation suggests that the industry will convert to 3-D production procedures in the 
very near future. This was evident in the fact that several states indicated that they had 
one or more 3-D production systems in evaluation or have already made recommendations 
for adoptions. 
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The challenges posed by converting to a 3-D production system will be in the cost 
of upgrading the hardware platforms necessary to work with 3-D graphics and in training 
professional and technical personnel. Upgrading equipment and software will likely be a 
matter of time and budget cycles in most agencies. However, the solution to personnel 
training issues does not have a simple or clear-cut answer. 

The focus on the implementation of CADD has generated a core of transportation 
industry personnel who are reasonably skilled in computer graphics. These men and 
women provide a valuable core of human resources from which transportation visualization 
capabilities are being developed. However, the primary deficiency in knowledge and skill 
is in the area of generating the finished product. Single frame (3-D) visualization products 
require a considerable amount of artistic skill to achieve acceptable results, and animated 
(4-D) sequences are even more demanding. Artistic skill is essential in 3-D products to 
maintain a good sense of perspective, appropriate use of color, shade, and shadow, etc. 
In addition to the basic artistic skills, animation requires that operators set the path of the 
virtual camera, along with selecting the materials, light conditions, light sources, camera 
parameters, levels of rendering, and making a variety of other technical decisions before 

any frames are rendered. 
The ou put equipment, particularly for 4-D materials is also an unfamiliar world that 

requires special training. The most important of these is video technology, which is 
currently the favored output medium for 4-D products. This requires the equipment to 
transfer graphics from the familiar digital computer environment to the analog video 

environment. 
Future conversion to digital technology and advances in other forms of output media 

will likely converge to solve some of the current problems. However, until this occurs video 
output will continue to be an important area of technical consideration when developing 
visualization capabilities. 

Visualization is an exciting new tool that is rapidly becoming a part of the tool base 
in transportation practice. Visualization is a democratic technology that will provide an 
array of services to a much wider range of agency activities than previously provided 
with traditional two-dimensional media. Where graphic products, i.e., plans, were once 
associated with planning, design, and construction operations, agencies will find visualiza-
tion materials with applications in administration, public information, legal, right-of-way, 
maintenance, and operations activities. 

The speed with which visualization tools will be adopted is related to how quickly 
agencies adopt the 3-D modeling environment provided in the improved CADD software 
environments. Because the three-dimensional features of the technology are initially more 
difficult to use, it is reasonable to anticipate some increase in the learning curve associated 
with the training of operators and professional staff. However, once the system is mastered 
there should be no significant increase in production time. The fact is that even current 
two-dimensional production systems require the gathering and recording of x, y, z informa-
tion. Thus, no new information is necessary in the data set, only a different and more 

useful data format. 
Because visualization technology applied to transportation is so new, it is not possible 

to draw any conclusions about what products are most cost-effective, useful, or best 
received in various venues. However, it can be stated with some confidence that there 
will be a rapid increase in the use of 3-D and 4-D technology over the next few years. 
The focus will be on the use of the 3-D modeling tools provided in the current CADD 
systems that are in widespread use throughout the industry. These offer the advantages 
of familiarity, dimensional accuracy, and the ability to produce 3-D and 4-D products 

from the same data base. 
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INTRODUCTION 

BACKGROUND 

The transportation infrastructure of the United States con-
tinues to increase in cxtent, coverage, and complexity every 
decade. The increased complexity is a function of multiple 
transport modes and the need to ensure the highest possible 
level of safety to transportation users. It is anticipated that 
future demands on the existing transportation system will 
lead to even greater functional and modal differentiation in 
the years ahead. The complicated nature of the nation's 
transportation system is most apparent in cities that devel-
oped in the post-World War II era and have principally 
grown along, and have been shaped by, highway comdors. 
The newest generation of limited-access highway is an intri-
cate network of multiple driving lanes, grade separated inter-
changes, and an assortment of hardware (signs, lighting. 
guard rails, and the like), to ensure the safety and comfort 
of highway users. Further diversification can be anticipated 
with the emerging multimodal emphasis. and a focus on 
shared transportation corridors. 

Increased complexity is accompanied by a need for new 
tools in all areas of planning. design, construction, mainte-
nance, and operation of the transportation network. This is 
evidenced in the Intermodal Surface Transportation Effi-
ciency Act of 1991 (ISTEA) which provided for develop-
ment of management systems for pavement, bridges, safety, 
congestion, and other elements of the transportation system. 
Another area where increased complexity has had it signifi-
cant impact is the tool base used for spatial representation 
of transportation corndors. The traditional 2-dimensional 
tools—plans, sections, and profiles—become less and less 
effective in portraying the 3-dimensional world as complex-
ity increases and it becomes more difficult to clearly visual-
ize all of the construction details and ramifications, even for 
trained professionals. 

External influences also continue to mount as communi-
cation with outside interests becomes more important. The 
growth of cities along transportation comdors, coupled with 
rapidly increasing urban populations. high visibility, 
increased public interest, and concerns about the Operation, 
location, and appearance of the transportation network gen-
erate more intense public involvement. Because transporta-
tion networks are the primary arteries of commerce and are 
closely tied to the publics image of the city, changes in any 
part of the system impact the economic and social milieu 
far beyond the right-of-way of the immediate corri(lor. These 
emerging public pressures require that administrators,  

designers, and managers of the transportation system 
develop and use a much wider range of information handling 
and communication tools to promote better design and gain 
greater public understanding and acceptance. 

The variety and quantity of information needed to design 
and operate the modern transportation system necessitate a 
team approach and require the use of numerous computer-
based tools. As computers have become more common and 
more accepted, it variety of visual displays have been devised 
to help people quickly evaluate and assimilate information. 
The simplest graphic tools are charts and graphs that show 
the relationships between two or three different variables at 
the same time. An even more powerful visual device is the 
thematic map. A thematic map produced from a geographic 
information system (GIS) places multiple sets of information 
in 2- or 3-dimensional space and displays the relationships 
among the various components. However, even the map is 
of limited value when trying to visualize the relationships 
between physical objects in space. For example. a map can 
show it bridge and its supports in relation to other elements 
on the ground, but it map cannot display the height of the 
support bents in relation to the support beams. 

The need for a more powerful graphic environment has 
fostered the development of it new generation of computer-
based visualization tools. The computer revolution in design 
graphics began with the development of what have become 
known as computer-aided drafting and design (CADD) sys-
tems. The focus in these systems is to assist the user in 
presenting. evaluating, and interpreting spatially based infor-
mation. The shortcoming of the first CADD systems was 
that they adopted the traditional 2-dimensional orthographic 
structure used in technical drawing. However, as CADD 



systems matured, all of the major vendors have gravitated 
to some form of 3-dimensional structure (Figure 1). 

Closely tied to the evolution of CADD technology is 
an allied application that is being called "visualization." 
Visualization is not a self-contained technology in the sense 
that CADD is. Visualization combines a variety of different 
technologies: photography, video, computer, and electronic 
technology to generate visual products that can realistically 
portray past, existing, or future conditions. It is important 
to understand that visualization is not limited to single kinds 
of applications, such as drawing perspectives of objects and 
places. Using visualization technology, dissimilar kinds of 
information can be integrated and displayed at one time to 
examine the relationships. For example, data on surface 
temperature, relative humidity, barometric pressure topogra-
phy, and solar radiation can be processed by a model that 
generates 3-dimensional displays of cloud mass, cloud 
shape, and wind circulation patterns within the cloud mass. 
A similar application in transportation is the recreation of 
automobile collisions. Three-dimensional models of the 
vehicles are developed with appropriate structural properties, 
suspension, frame strength, frame shape, weight, etc. A colli-
sion is then simulated at controlled speeds and angles of 
impact to examine the type and rates of failure of each 
vehicle. This type of visualization is generally classified 
as "scientific visualization" because the graphic output is 
controlled by models that can accurately simulate the results 
of the interaction of specific sets of variables. Because the 
computer-based tools provide an accurate mathematical 
framework for developing graphic illustrations, this medium 
lends itself to a broad range of applications in transportation. 

The emerging palette of visualization tools being adopted 
in transportation has not evolved within the industry. A 
majority of the current technology has spun off from devel-
opments in the motion picture industry, the military, the 
automotive and aero-space industries, and the medical pro-
fession. As might be expected, when computer-based tools 
originate from different disciplinary roots, there is a lag 
between the emergence of the technology and the develop- 
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FIGURE 1 2-D and 3-D graphics. 

ment of refined applications tailored to the needs of a specific 
industry such as transportation. As noted, the techniques 
described earlier are more properly called scientific visual-
ization. "Transportation visualization" is a subset of scien-
tific visualization that applies to the unique needs and 
requirements of the transportation community. It combines 
elements of the physical world, the dynamics of vehicular 
motion, and the future condition of the transportation net-
work. 

A review of the literature suggests that there have been 
sporadic uses of computer-based visualization technology 
in transportation for more than 20 years (1,2). However, 
contemporary efforts to apply visualization technology to 
transportation can be traced back to the decade of the 1980s   
(1,3-5). This period saw the introduction of inexpensive 
desktop workstations, increased processing power, and 
improved color graphic displays coupled with image-capture 
technology (analog to digital conversion), and scanning. 
From very simple beginnings the technology has continued 
to improve at what seems to be an exponential rate. In 
today's market there is a plethora of multimedia hardware 
and software capable of producing visual products that were, 
only a few years ago, the exclusive domain of a commercial 
film maker's studio. 

The increased availability of visualization tools to trans-
portation interests has been accompanied by some confusion, 
and has raised questions about applicability, cost and cost 
effectiveness, potential benefits, employee education, space 
requirements, organizational impact, artistic freedom, as 
well as staff and public acceptance. These are all basic 
questions that must be explored before making a major 
institutional commitment to a new technology. 

The objective of this synthesis report is to help transporta-
tion agencies and others with transportation interests explore 
and understand visualization technology as it relates to their 
particular practice. It is intended to acquaint the reader with 
the language of visualization, to explore its basic forms and 
underlying technologies, to describe its current level of use 
in the transportation industry, to provide examples of its 
application in transportation, and to discuss basic strategies 
for developing visualization production capabilities. 

ORGANIZATION OF THE REPORT 

The report is presented in five chapters. Chapter 1 is a 
brief introduction and overview of visualization and the 
structure of the report. Chapter 2 defines and describes the 
visualization products used in transportation practice, along 
with a brief discussion of the application and limitations of 
the various products. Chapter 3 examines current applica-
tions of visualization in transportation. The information pre-
sented is based on a review of the literature on the use of 
visualization in transportation, and a user survey of transpor-
tation agencies, consulting firms, and universities. Chapter 
4 provides a more detailed discussion of the components— 



hardware, software, and peripherals—that make up the tech-
nology base of visualization. This chapter will be of particu-
lar benefit to administrators and managers who have to make 
decisions about operations and acquisitions. but who nmy 
have little first-hand knowledge of the combined technolog-
ies involved in the visualization tool base. Chapter 5 is a 
discussion focused on a process for planning for and imple-
menting an in-house visualization capability. 

Some features added to the report have been included to 
enhance the reader's understanding of the field of visualiza-
tion. In addition to the reference list, an annotated bibliogra-
phy is provided for those who would like to have more 
information about a particular subject. Citations have been 
annotated to help readers identify publications that apply to 
their situations. The bibliography includes some references 
that have been used in preparation of the text but many of  

them are sources of information that go beyond the immedi-
ate scope of the report. A glossary of terms is also included 
as a reference for individuals just getting started in the field 
of computer graphics and visualization. Appendix A is a 
copy of' the survey instrument used to gather information 
for this report. 

The body of the synthesis is focused on the basic compo-
nents of visualization technology, those components that 
will not change rapidly over the next few years. The lines 
between these levels of detail are not always well-defined. 
In these cases the discussion will usually focus on the basics 
of the technology rather than operational (letai I that might 
be associated with specific types of equipment. The goal is 
to provide sufficient information to allow users to evaluate 
proposals and equipment specifications and to ask intelli-
gent questions. 



CHAPTER TWo 

VISUALIZATION TECHNOLOGIES FOR TRANSPORTATION 

THE VISUALIZATION TECHNOLOGY PALEUE 

Visualization embraces a variety of technologies used to 
produce 3-dimensional imagery. To place the discussion 
that follows in the appropriate context, it is important to 
acknowledge the component technologies and describe the 
graphic products that are produced. Although visualization 
has become a recognized term for describing the technolog-
ies and methods associated with computer-generated imag-
ery, there is no universally recognized vocabulary used to 
describe the various products. 

The classification of products and vocabulary used in this 
report has been developed to describe the current use of 
visualization technology in transportation. In other publica-
tions, readers may encounter different terminology. With 
respect to vocabulary, every effort has been made to use 
terms that are consistent within the industry of the compo-
nent technology. For example. when discussing video tech-
nology, the vocabulary follows terms common to that tech-
nology. A glossary of terms is also provided to assist readers 
with the language of the industry. 

3-D AND 4-D MEDIA 

All visualization uses 2-dimensional media to convey an 
understanding of the 3-dimensional world. Some familiar 
2-dimensional products are photographs, television, movies, 
and perspective drawings (Figure 2). Regardless of the 
medium, a visualization product translates to a 2-dimen-
sional image that represents or depicts a 3-dimensional set-
ting. The major difference between the 3-D and 4-D products 
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is that 3-13 products are static and 4-D materials simulate 
motion. 

Static images are single frames that represent a view from 
a fixed point at a single instance in time. Examples of static 
images are photographs and perspective drawings (Figure 
3). Media such as video and dynamic computer graphics 
that simulate motion provide greater flexibility because they 
can represent multiple views from a series of sequential 
viewpoints over a period of time. 

In the course of compiling this report a number of differ-
ent terms were encountered for describing visualization 
imagery. The context in which these terms were applied was 
not always clear and could he misleading. For this reason 
the following definitions are provided to establish the use 
of various terms in the context of this report. 

3-D Graphics 

As used here, the term ''3-13 graphics" will be used to 
describe any static 2-dimensional image that portrays a space 
or an object with three dimensions defined by x,y,z coordi-
nates. ''Renderings" or ''artist's concepts" will he used to 
describe an image that is created by drawing or painting on 
a photograph or video frame called a ''base image" to 
generate a near photographic image of a proposed transporta-
tion element. In the artist's concept or rendering, no mathe-
matical model is used to ensure that the perspective pai'ame-
ters of the photographic base image is matched to the dc-

melts being added. 
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FIGURE 2 Components of visualization technology. 	FIGURE 3 Principles of 2-point perspective. 
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"Composite image'' or ''photomontage" is used to 
describe products produced by merging two or more images 
that have the same viewing Station and perspective parame-
ters. Composites most frequently involve merging photo-
graphic or video base images for which the camera location 
and settings are known or are back-calculated. These are 
then merged or overlaid with a computer image that has 
been generated using the real-world location and camera 
settings for the virtual camera (computer camera). This 
method yields the most visually correct representation 
possible. 

4-D Graphics 

The terms used to describe visual products that simulate 
motion can be equally misleading when related to the lexicon 
of visualization. In the context of this report '4-1) graphics' 
will be used to describe the full spectrum of dynamic media. 
Dynamic imagery is any series of 3-D images that are 
sequentially related in space and time. When these images 
are viewed at the rate of 15 to 30 frames per second (f/see) 
they create the illusion of motion. At frame rates less than 
15 f/sec, motion appears jerky. Frame rates above 30 f/sec 
are used to generate slow-motion sequences. Thus, the time 
reference is considered a fourth dimension. ''Video" will 
be used to describe unedited images recorded with a video 
camera. ''Animation" refers to dynamic media made up of 
synthetically generated or composite images. "Real-time 
graphics' or ''dynamic computer graphics'' refers to 
dynamic computer images generated in near real-time, based 
on the user's interaction with the computer software. The 
discussion that follows relates this basic vocabulary to more 
detailed descriptions of specific visualization products. The 
dialogue is divided into the two broad categories of 3-D and 
4-D imagery. 

3-D VISUALIZATION IMAGERY 

Renderings and Artist's Concepts 

Computer-based renderings and artist's concepts are cre-
ated by ''painting" new elements on a base image. Base 
images can be converted from photographic or video t'orniats 
by using scanners for slides and paper photographs or 
''image capture hoards" for video. Image capture hoards 
are computer-based scanning devices that convert analog 
video signals to a digital fom mat. Optical scanners convert 
slides or paper images from a continuous tone signal to a 
digital format. 

''Paint" is a generic term used to characterize computer-
based softwares that create or modify digital images. Paint 
softwares have an interlice that provides a palette of artist's 
tools that range from freehand line drawing to air-brush 
painting and texturing. The LOmbillaholl of scalmuimig and  

image paint technologies makes it very easy to modify base 
images and to create new near- photograph ic quality images. 

In the last few years a new class of software for manipulat-
ing 2-D images has emerged. Labeled "image editing soft-
ware," these products offer the traditional artist's tools asso-
ciated with paint programs with added features that include 
color manipulation, compositing, and image processing. 
Image processing comprises a diverse set of tools that 
include sharpening and blurring, brightness and contrast, 
gama correction, edge sharpening. and others. Sharpening 
and blurring operate on color or contrast boundaries in an 
image. To sharpen an image, the contrast is increased and 
to blur, the contrast is decreased. Sharpening can highlight 
edges and blurring could be used to create a visual effect 
similar to fog. Brightness and contrast controls achieve the 
same effects as the same controls on a television or computer 
monitor. Gamma correction is a feature that enhances the 
detail in the lighter or shadowed areas of a picture. A com-
mon problem with images taken in bright sun is the loss of 
detail in deep shadow (Figure 4). The gamma correction 
tool can be used to enhance the detail in these deeply shad-
owed areas of the picture. Image editing softwares have 
application in all 3-D image work as well as some application 
in frame-by-frame editing of 4-D materials. 

The levels of realism achieved with paint or image editing 
software depend on the quality of the base image and the 
skill of the artist—operator. Renderings and artist's concepts 
can be very convincing, and they can be very useful in 
communicating design concepts. However, it is important 
to reniember that manipulated images are not based on geo-
metrically accurate elements and the resulting image may 
not truly reflect the actual outcome. This is very important 
when images are used for public comniunication, 

Image Composites or Image Compositing 

The ''composite image'' usually begins with a photo-
graphic or video background image just like the rendering 
or artist's concept. 1-lowever, in the compositing process the 
background image must be taken so that the geographic 
location parameter, the viewpoint, the camera settings, and 



FIGURE 4 Example of effects using image editing software. 

the actual size of some objects in the scene are known. 

This is necessary so that future views can be "matched' 

to provide geometrically and dimensionally correct images. 

After the base image is acquired and scanned into the 

computer. a model is generated of the new transportation 

elements. These might be a bridge, the addition of new 

driving lanes, noise walls, landscape development, or similar 

elements. The 3-D computer model is then used to generate 

a perspective using the same camera station point and camera  

settings as those of the original background image. These 

two images are then overlaid and adlusted to create the final 

composite image. This method results in a more accurate 

representation and is generally more defensible. With care. 

an  error margin of less than two percent should be possible. 

This range of error is generally accurate enough for all but 

the most exacting transportation applications. 

Gathering base data for a composite imagely is more 

time intensive than for the artist's concept. On the other hand, 
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if several different images of a site are required. developing 
composite images can actually be faster. This is because the 
3-D model only has to be constructed once. The same model 
is then used to generate the overlay for each of the selected 
views taken in the field. This fact. coupled with the flexibility 
of the approach, and the increased realism, makc it the 
most desirable method for most transportation visualization 
applications. Even if an animated sequence is Produced. 
additional still renderings can be produced quickly for added 
emphasis and portability. 

4-0 VISUALIZATION MEDIA 

Video 

Video combines the advantage of photographic accuracy 
with real-time motion. In the context of this document, the 
term video applies to segments of unprocessed video. Prod-
ucts that involve considerable postproduction work to mix 
edited images frame by frame or synthetically generated 
animation clips, or to add voice-over sound, titles, and transi-
tion effects would be considered in the category of 'multi-
me(lia.'' Video has the advantage of being immediately 
accessible without further processing. Access to postproduc-
tion editing technologies can further enhance the lunctional-
it) of video by allowing the addition of text and titles, joining 
separate video segments and doing voice-over narration or 
sound track additions. Software developed for multimedia 
purposes provides an in-house alternative to commercial 
postl)roduction houses that have traditionally provided 
these services. 

Animation 

Animation is a set of sequential images that, when viewed 
at rates of 15 to 30 frames per second, create the illusion 
of motion. Because this i m1agery portrays movenient through 
space over it period of time, it is often called 4-dimensional 
or 4-D graphics. The key characteristic that differentiates 
animation tiom other fornis of 4-D imagery is that all fraines  
in the animation sequence are produced synthetically from 
a 3-D computer model that defines all points in the graphic 
data set in 3-D space. That is, each point is defined in relation 
to an x, y, and z axis. Thus, all of the images in an animated 
sequence are generated from a common 3-D model seen 
from different points of view. 

Animation has the advantage of allowing a viewer to 
see what it would be like to move through transportation 
corridors not yet built. The path of the ''camera,'' its angle 
of view and direction can be changed to show any desired 
points of view. This is a distinct advantage over simple 
dynamic image compositing where the viewer is locked to 
a single viewpoint. 

An example of animation can be achieved by flipping 
the lower right corner of the pages in this document. 

Related Technologies 

Two other technologies that are sometimes associated with 
visualization are stereographics and virtual reality. Both sic-
reographics and virtual reality are oflen mentioned in discus-
Sions of visualization. To keep the discussion as clear as 
possible, definitions of these two terms are provided to place 
them in an appropriate context with relation to this discussion. 

Dynamic Image Compositing 

This technology is an extension of single-image compos-
iting described in the previous section. In its simplest form, 
dynamic compositing involves overlaying a synthetic image 
over a dynamic video sequence instead of a single frame. 
This technique allows motion to continue, which makes a 
scene more lifelike. Depending on the sophistication of the 
image editing software, some very realistic effects are possi-
ble. The primary disadvantage of this form of dynamic com-
positing is that the camera viewing point is fixed. 

A more time intensive form of image compositing is 
frame-by-frame editing. This method requires that each 
frame of base be overlaid with a perspective gemieratecl spe-
cifically tor that trame. This method allows the camera used 
to acquire the base imagery to move treely through the site 
to be viewed. In this method careful field records must be 
taken so the virtual camera of the computer can be matched 
to the base footage. This method is extremely demanding 
in terms of time and requires a high degree of sol)liistication 
in hardware, software, and technical capabilities in order to 
pro(hii('c ii p10(111(1 of good quality. 

Stereo graphics 

Stereographics is actually a form of graphic output. The 
technology uses dual images and optical devices to create the 
illusion of three-dimensional space. The basic components of 
this technology have been known for a long time. One of 
the most common uses of stereo imagery has been in the 
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area of aerial photograph interpretation and map making. 
The potential of stereographics as a design exploration and 
communication tool are in the very early stages of develop-
ment. There are software systems available that allow the 
generation of on-screen stereographic displays that, when 
viewed with the appropriate glasses, cause the images to 
appear in three dimensions. This technology holds great 
promise for 3-13 design. Very likely, stereographics will 
be one of the next steps in the evolution of visualization 
technology. However, with respect to the current state of 
visualization technology, stereographics is not in sufficiently 
widespread use to justify more detailed consideration in 
this document. 

Virtual Reality 

Virtual reality is a term that is frequently associated with 
many forms of computer graphics. However, virtual reality 
is more properly used to described a suite of technologies 
that integrate real time, full motion, or stereographic imagery 
with other inputioutput devices that control all stimuli to the 
user. Virtual reality generally relies on specialized devices, 
such as head-mounted displays and data gloves, or entire 
rooms to provide direct interaction with the computer gener- 

ated virtual world. A key concept in virtual reality is control-
ling the sensory stimuli in the physical space the user cur-
rently occupies. By limiting visual, audio, and other sensory 
stimuli to the computer controlled, 3-D virtual world, the 
user can function in a manner very similar to the real world. 
The best example of virtual reality in common use is in 
high-end flight simulators used by commercial airlines, 
NASA, and the Department of Defense. 

An example of virtual reality technology applied to trans-
portation might begin with a virtual world that contained a 
model of a site where a bridge was to be constructed. The 
operator would then be able to select basic bridge compo-
nents in real time and move them around in virtual space. 
The experience could be enhanced with sound or by sensing 
resistance of the soil to the blows of a pile driver, etc. The 
design process would allow designers to explore numerous 
options, such as physically placing bents, changing vertical 
and horizontal alignment properties of the driving surface, 
and checking for deflection and movement of other structural 
elements and connections in the structure. 

The technologies required to produce virtual reality dis-
plays are evolving rapidly. However, there is no evidence 
of any emerging use of virtual reality in transportation other 
than in the area of flight simulation and pilot training. 
Because the technology is largely experimental no further 
discussion of virtual reality is included in this report. 



-- 

CI-IAPTER THREE 

APPLICATIONS OF VISUALIZATION TECHNOLOGY IN TRANSPORTATION 

SURVEY: USE OF 3-D AND 4-D VISUALIZATION 
IN TRANSPORTATION 

A survey was nmilecl to the state and pro'iiicial transpor-

tation agencies of the United States and Canada to determine 

the current use of visualization technology in transportation 

practice. A copy of the survey instrument is included in 

Appendix A. Responses were also sought from selected 

transportation consulting firms and research universities 

working with visualization technology in transportation. 

The survey questionnaire included five sections. Section 

I was to determine awareness of the variety of visualization 

tools. Section II sought information about the audiences for 

which visualization products were being prepared. Section 

Ill focused on the production environment and methods 

for acquiring visualization products. Section IV asked for 

information about agency perceptions of visualization tools 

with respect to relative value, cost-cf fcctiveness. and public 

acceptance. Section V requested general information about 

the responding agency's organization and size. 

AWARENESS AND USE OF VISUALIZATION TECHNOLOGY 

The responses to the items in Section 1 of the survey 

document are summarized in Figure 5. Of all of the basic 
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FIGURE 5 Use of 3-D and 4-D visualization. 

visualization tools, video has clearly achieved the highest 

level of use among transportation interests. More than 65 

percent of the agencies responding indicated that they were 

using video in some capacity. About 55 percent reported 

using paintlimage capture or image compositing as part of 

their tool base. There was very little indication that dynamic 

compositing was being used. Animation was cited as having 

some use by 38 percent of the respondents and was in com-

mon use by only ID percent. The other forms of visualiza-

tion—multi-media. stereographics, and virtual reality--

were cited by fewer than 10 percent of those responding. 

The graph shows that 10 percent of the respondents indi-

cated they were using virtual reality. It is believed that 

these cases involved it misunderstanding of virtual reality 

technology. Further follow-up showed that reference VaS 

being made to computer animation rather than virtual reality 

as defined in this report. Overall, there seemed to be a high 

level of awareness of visualization technologies. This was 

true even in the agencies that indicated little or no current use. 

AUDIENCE 

Because the production of visualization products involves 

a considerable investment in equipment, software, and train-

ing, it is important to know more about the audiences for 

whom the materials are being produced. Audience refers 

specifically to the groups of individuals for whom visualiza-

tion materials are being prepared. This part of the survey 

focused on three different venues for visualization materials: 

public participation, internal review, and public information! 

education. The results are summarized in the graphs shown 

in Figures 6 through 8. 
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Public Participation 

Public participation along with public informationleduca-
tion account for the majority of cases where 3-D and 4-D 
products are produced and used (Figure 6). As many as 65 
percent of the responding agencies indicated that they have 
used 3-D or animated materials in public participation 
forums. The use of 3-13 materials was generally uniform 
across all activities mentioned in the survey. Activities asso-
ciated with soliciting public opinion and answering the ques-
tions of special interest groups topped the list for the use of 
animated materials. 

Interagency and lntra-Agency Project Development and Review 

More than 50 percent of the responding agencies were 
using some form of visualization as part of their interagency 
planning and design process (Figure 7). Most of the focus  

was on evaluation of alternatives, environmental conflicts, 
and design aesthetics. This seemed to be true for both 3-13 
and 4-D materials. Specific design related uses, such as 
evaluation of sight distance requirements or traffic control 
were infrequently cited. This same pattern was evidenced 
in intra-agency relationships. 

Public Information and Education 

Fewer than 25 percent of those responding indicated that 
they were currently using animation and other 3-1) visualiza-
tion products in their public relations activities (Figure 8). 
The organizations using visualization as part of their public 
information activities tended to be in the more urbanized 
states. The most frequently cited use of visualization materi-
als was for notification of route closings and rerouting of 
traffic. Other activities included public service announce-
ments (PSA) that paralleled the uses in public participation 
such as environment, planning, and aesthetics. 

Hearing, Special Interest 

Political Subdivision 

Solicit Input 

Project Hearing 

Design Alternatives Hearing 

Input, Special Interest 

ROW Hearing 

ROW Commission Hearings 

Litigation Support 

3-D and 4-D MEDIA PRODUCTION AND PROCUREMENT 

The third survey section sought information about base 
materials used for producing visualization graphics, the types 
of hardware and software used in the production process, 
and whether visualization materials are produced in-house 
or by outside vendors. The questions were separated into 
sections on still imagery, 3-D media, and animated materials, 
4-D media. 
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FIGURE 6 Use of visualization in public participation 
forums. 
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FIGURE 8 Use of visualization in public information 
and education. FIGURE 7 Use of visualization in intra-agency reviews. 
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Sources of 3-13 and 4-1) Base Information 

CADD files and digital terrain models (DTMs) were the 
most common sources of base information. Seventy-one 
percent of the agencies using 3-D products use CADD and 
DTMs and 54 percent of the agencies developing 4-D prod-
ucts use CADD and DTMs as their primary data sources. 
Video was equally popular for obtaining base imagery for 
3-D products. More than 50 percent of those producing 
visualization materials still reported using paper plans and 
profiles as a source of base information rather than digital 
files. This means that there is still it great deal of time being 
spent converting paper information to digital files. 

Sources of 3-1) and Animated (4-D) Materials 

A majority of the transportation agencies using visualiza-
tion generate the materials within the agency (Figure 9). In 
the case of 3-D imagery. 62 percent of the materials are 
produced in-house and 35 percent of the products were 
acquired through vendors. In the case of aniinated imagery, 
over 75 percent of production is being handled within the 
age ncy. 

Hardware for Production of 3-1) and Animation Materials 

Intergraph equipment clearly dominates the production 
environment for both 3-D and 4-D materials in transporta-
tion. More than 60 percent of responding agencies use Inter-
graph hardware as their primary visualization production 

In-house 

Service Bureau 6 
Vendor  

platform. The PC-DOS/Windows environment was second 
with just over 20 percent, followed by the Macintosh, at 
slightly over 10 percent. Other Unix platforms accounted 
for the other types of equipment. 

Significantly, more than 93 percent of those responding 
were considering the purchase of equipment and software 
to l)roduce visualization materials. The equipment under 
consideration is most often Intergraph, followed by Sun and 
Silicone Graphics workstations. PC-DOS/Windows was the 
third choice followed by the Macintosh at less than 5 percent. 

Output Media for 3-1) 

Slides, photographs, and video were the most frequently 
used media for the output of 3-D products (Figure 10). There 
was also a very widespread use of computer slide show 
capahilitics more than 50 percent of those responding indi-
cated some use of computer slide shows. Interestingly, a 
few respondents indicated the use of laser disk and several 
others indicated that they were using photo CDs as a primary 
output medium. This was not anticipated because laser disks 
with read/write capabilities are expensive and usually used 
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as editing devices. So-called "WORM" media, meaning 
write once/read many, include both laser disks and photo 
CDs. These types of media are usually used as archiving 
techniques rather than distribution media. Categories not 
included in the survey that have numerous citations for 
output of 3-D materials were pen plotters and various types 
of printers. This was an oversight in the survey and this 
technology will probably continue to be a valid output format 
for 3-D materials in the near future. 

Output Media for 4-D 

Computer slide shows and video dominated the responses 
for 4-D output (Figure 11). These were followed closely by 
slides and photographs. The large percentage of respondents 
citing slides and photographs as output media for 4-D materi-
als suggests that there is still some confusion about the 
difference in 3-D and 4-D materials. Slides and photographs 
are by definition 3-dimensional media, whereas video and 
computers can be used for 4-D display. 

There was also some indication that compact disks and 
laser disks were being used. These are appropriate media 
for 4-D output. However, it was not clear from the responses 
if these were the primary distribution media or editing and 
archiving methods. 

Applications for Visualization Products 

Issues related to environment seem to top the list of 
areas where 3-D and 4-1) materials are being used. Aesthetic 
factors, as might be expected, are also very high on the list 
(Figure 12). Bridge design dominates the technical areas 
where visualization materials are being used in transporta-
tion. Other technical categories include: traffic simulation, 
sight distance, lighting issues, and accident reconstruction. 
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FIGURE 11 Output media for 4-D products. 
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FIGURE 12 Application area for visualization products. 

In almost every category, 4-D dominated as the primary 
tool. The only exceptions were in the areas of highway 
lighting and traffic simulation. It seemed unusual that a 
dynamic medium would not have been used for traffic simu-
lation. However, this could be related to the use of "plan 
view simulations," which may not have been considered as 
4-D displays. 

Image Acquisition and Video Formats for 3-D and 4-D 

Scanners are the dominant hardware used for image cap-
ture associated with 3-D production. Very few agencies 
indicated the use of video image capture cards as a primary 
input device for 3-D work. Because 4-D work typically does 
not use base images, it was not surprising that little use of 
scanners or video was reported in this regard. 

In cases where video was used, the VHS format seemed 
to be the most popular. This was followed by M-2, Betacam, 
and finally the Hi-8 format. 

IMAGE QUALITY AND REALISM 

This section sought to determine perceptions about the 
relative importance of image realism and other measures of 
image quality, such as resolution and color palette. Answers 
to the questions. require subjective judgments, but it was 
believed that this would be helpful in understanding the 
focus of current visualization practice. The results of this 
section are summarized in Figure 13. Please note that the 
original survey allowed a scale of four choices: not impor-
tant, important, very important, and extremely important. 
Figure 13 combines the "important" responses into a single 
item letting the "not important" category stand alone. 

From the responses received it appears that ease of gener-
ating alternatives and being able to construct mathematically 
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FIGURE 13 Importance of realism and ease of operation. 

accurate representations of projects are perceived as the 
most important criteria. These were closely followed by the 
capability to render with a high level of detail. Where detail 
was concerned, realistic shade and shadow ranked the high-
est, followed by realistic color, reflectance, and texture. The 
functions perceived to be the least important were the ability 
to create realistic motion and to control the motion of 
other objects. 

BASELINE DATA 

Baseline data were collected in order to classify the 
responses. Surveys were sent to all So state transportation 
agencies in the United States and to the provinces of Canada. 
One Canadian province and 29 states returned the survey. 
a 58 percent response rate. In addition to the state agencies, 
several universities and transportation consultmg firms were 
contacted. Responses were received from two consulting 
firms and five universities. This yielded it final total of 36 
usable responses. A majority of the responses from states 
came from data management. CADD, or landscape architec-
ture services divisions within the various agencies. The 
rCSIOFIsCS from universities came from architecture and land-
scape architecture departments. Consulting firms that 
responded were all engineering practices. 

Ri'raiis' the respoww.s reprnsenl a rang' of siit' 	n- 
graphic region, and use of technology, the results of the 
survey provide a reasonable overview of the current use of 
visualia ion in transportation. 

INTERVIEWS 

To supplement the survey and clarify some of the ques-
tions it raised, followup interviews were done with several  

units that have been using visualization technology in trans-
portation. The interviews were most useful in developing a 
better understanding of overall perceptions of the technology 
and how it is being used. 

New York Department of Transportation 

The New York I)epartment of......ansportation (NYSDOT) 
has been using transportation visualization in selected proj-
ects for the past several years. Currently, the production 
facilities are centralized SO that the various technologies can 
be evaluated and techniques developed. The long-range plan, 
however, is for each district to have its own equipment and 
staff. In this way, the technology will be closer to the end 
user and more responsive to the district's needs. 

The decision to develop and use visualization technology 
was driven by the iiccd to increase public participation in 
the design process. Difficulties resulting from the use of 
traditional engineering drawings have led to miscommunica-
non in the past. with subsequent misunderstandings between 
the department and the public it serves. The emphasis, how-
ever, is not on persuasion, but on communication. By using 
visual techniques that rely more oil realistic presentations 
than symbolic representations. the department believes that 
public meetings will provide both more useful feedback on 
the design and improved public relations. 

During one recent project, an informal survey was con-
ducted to measure the results. An important urban corridor, 
approximately 4 miles 1011g, contained many significant 
pedestrian hazards, including several school zones. A 
sequence of 10 "before and after" images was selected as 
the presentation format. Using InRoads software, the corn-
d()r improvements were modeled and rendered thnmgh Mod-
elview. Adobe Photostyler was used to composite the images 
and for final retouching. Plan sheets were displayed along-
side the visual images. Results of the survey, while unscien-
tific, were very encouraging with most of,  the responses 
indicating it high to extremely high approval rating for the 
visual images over the plan sheets. 

Currently, a typical project requires 4 to 5 weeks lead 
time, which includes 3 to 4 weeks of intense production time. 
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NYSDOT has chosen to develop its visualization capabilities 
in-house rather than use outside providers. This decision was 
based primarily on two factors. First, most of the necessary 
hardware and software were already available, and second, 
the agency's cost analysis indicated a significant cost savings 
could be achieved over the standard commercial rates. Hard-
ware used for the visualization products includes an Inter-
graph 6050 workstation, an HP flatbed scanner for color 
input, and an HP 650 plotter and a thermal printer for output. 
Software including Microstation, Modelview, and Inroads are 
available for the workstation. Aldus Photostyler and Pixar's 
Renderman are used in a PC environment for photo retouch-
ing and rendering respectively. Fortunately, an individual was 
available in-house whose 8 years of 3-D modeling experience 
provided the core skills required. Shortly, two additional 
team members will be added to provide staff training as the 
visualization efforts become decentralized. 

NYSDOT is beginning to use computer animation for 
certain projects instead of still images and hopes to move 
toward the use of integrated 3-D data bases instead of the 
traditional 2-D form. Animation is viewed as a better tech-
nique for displaying the impact of transportation modifica-
tions. It was noted, however, that significantly more training 
is required, for which the agency expects to use vendors or 
outside consultants. 

Minnesota Department of Transportation 

The Minnesota Department of Transportation (MnDOT) 
began using visualization products in the 1980s. Early in 
the development, graphic artists were used to produce ren-
derings of high-visibility projects or complex projects where 
a high degree of misunderstanding was possible. These ren-
derings were used for public meetings and by project manag-
ers to study such things as road alignments and visual analy-
sis. With the development of the electronic technology, the 
artist's concept has been supplanted by the digital version. 
Referred to as "photo simulation," about one-half of the 
state's districts use this technology for major projects. 

Over time, an approach has been developed that has 
proven useful for most of MnDOT's work. The project is 
first analyzed to identify those parts with substantial com-
plexity or a high degree of significance. Views are selected—
either aerial, low elevation or ground level—that best portray 
the condition. The background images are photographed 
from these locations and converted into digital form using 
a Nikon film or flatbed scanner attached to a Macintosh 
Quadra 950. Depending on the project, from 4 hours to a 
week may be spent on each image. For the quicker images, 
artist's concepts are still used, but when appropriate, a 3-D 
model is developed and used as a guideline for the artist's 
rendition. Microstation and Modelview are used for the mod-
eling. Adobe Photoshop provides for artist's concepts, 
retouching, and image compositing. Final output is produced 
with either a film recorder or a dye sublimation printer from  

a commercial graphics production facility. While most of 
the visualization products are produced in-house, outside 
consultants are also used. 

Most of these visualization products are actually accom-
plished before and during preliminary design phase. Photo 
simulation is used for environmental studies, conceptual 
design, and identifying the scope of work, as well as the 
development of design alternatives. Following the prelimi-
nary design phase, photo simulation is again used for the 
final design. Because of the time and expense required, 
animation is not being considered until after the final design 
phase when the project details have been established. 

MnDOT has found it valuable to use a team concept in 
its visualization process. Typically, a graphic artist and a 
landscape architect work together to develop visualization 
products. The use of photo simulation has several advan-
tages. A higher level of realism can be achieved than with 
the traditional methods. In addition, the computer allows 
alternatives to be generated faster, which results in more 
cost-effective products being developed. The use of photo 
simulation for both public meetings and as a design aide 
has met with a high degree of public acceptance with no 
apparent downside. 

Texas Department of Transportation, District 12, Houston 

The Houston District of the Texas Department of Trans-
portation (TxDOT) has used 3-D visualization for several 
years and a politically sensitive project in the Houston Galle-
ria area in 1991 provided the impetus to begin exploring the 
use of 3-D modeling, digital compositing, and animation. 
Several types of products were produced over the next 3 
years in support of the planning and public participation 
phases of the project. This was quickly followed by successes 
on other sensitive projects. 

With the enthusiastic support of the District Engineer, 
staff has increased along with equipment and general capa-
bilities. The Design Visualization Section of Information 
Systems has been responsible for 10 major projects in the 
last 4 years and several minor ones. While previous efforts 
have been directed toward public communication, aesthetics, 
design investigations, and right-of-way litigation, visualiza-
tion for construction sequencing, tort litigation, and public 
affairs announcements are anticipated in the near future. 

For a typical project, the process is well defined. Starting 
with RDS information (the American Association of State 
Highway and Transportation Officials (AASHTO's) earlier 
Roadway Design System) and any available geometric files, 
InRoads is used to generate the road surfaces. Stripes, crash 
cushions, and other highway elements are generated in a 
conventional manner using Microstation. Physical elements 
outside the right-of-way, including structures, topography, 
and landscape, are also created in Microstation. Views are 
usually generated at this point as a "check set." Because 
much of their work is developed for Advanced Planning, 
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design engineers are routinely contacted to view the check 
set so that they may evaluate the design at the earliest possi-
ble stage. 

Following the modeling phase. these Microstation files 
are imported into Modelview where the process is com-
pleted. If single views are to be produced, a photographic 
background image from the desired viewing location is dis-
played so that the virtual camera's parameters can be accu-
rately matched with the background view. If animation is 
to be produced, key frames are created, which in turn, are 
used to generate a camera path. Texture mapping is used 
wherever possible. especially for buildings and vegetation. 
A flatbed scanner is used to scan these texture maps into 
DP/Studio or Adobe Photoshop. After sizing and retouching, 
they are attached to surfaces directly in Modelview. Render-
ing of the final Phong-shaded sequence is accomplished at 
a resolution of 1024 X 964. Single frames are rescaled to a 
resolution of 512 X 482 to remove unwanted visual arti facts 
from the images. it technique called anti-aliasing. 

Currently, the animation sequence is stored on read/write 
optical storage media and sent to TxDOT's Information 
Systems Division in Austin where it single frame animation 
controller is used to put the sequence onto SVI-lS video tape. 
Soon to arrive is an Intergraph Video Engine that will allow 
control of the entire production sequence to be accomplished 
in-house. 

In deciding on the use of digital compositing or animation 
for a given project, both the available time for producing 
the visualization products and the purpose for which the 
visualization is intended are considered. If only single views 
are required, only visible components of the highway and 
only minimal elements outside the right-of-way need be 
modeled, which speeds the process. Additionally, errors are 
much easier to correct as image retouching can frequently 
be used instead of correcting the model geometry and re-
rendering. Animation is frequently the technique of choice 
because the continuous sequence of views is less biased and 
is closer to the driver's actual experience. Particularly for 
design development, animation is much prcfelTe(l as a tool 
for identifying design problems. 

The I)esign Visualization Section of Information Systems 
employs a system manager and two technical staff full time. 
One of' these individuals has extensive experience in high-
way design, and the other has a background in art and 
conlirninication. This diversity in background is very bene-
ficial because of the difl'erent skills required to produce 
visualization pieces. The Training of the team has been 
accomplished either through speci tic Intergraph software 
courses or through in-house training. 

The equipment within the Information Systems Section 
includes 3 CLIX Intergiapli 6808() wui kstatiuiis configured 
with 96 MB of memory and a I GB disk drive. In addition. 
7 GB of external disk storage is available and a 1 GB opticiil 
drive is used for backups and permanent archiving of images. 
A 66-MHZ 486 PC with 32 M13 of memory is used for 
running PC-based software including Photoshop. Corel- 

Draw, and PageMaker. A network links the PC and Unix 
workstations. Input/output (I/O) devices include it 24-bit, 
4-color dye sublimation printer, an 8 /2  X II in. thermo-
printer, a 24-hit flatbed scanner, and LaserGraphics slide-
maker. Access to other devices, such as it Xerox 5770 color 
copier. and 36-in, color plotters are also available. For ren-
dering purposes, access to four additional CLIX servers 
at night and on weekends doubles the effective rendering 
capability. Over a weekend, 60 seconds of high-detail anima-
(ion can be produced on these machines. 

With more than $400,000 invested to date, the addition 
of the Video Engine and 2 Panasonic 1)S850 SVHS tape 
(leeks will l)eriliit  the entire production to be accomplished 
in-house. While the use of outside post production houses 
has been investigated, they have been cost prohibitive. On 
the other hand, service bureaus offering I/O services for 
single photographic images have proved to be a good option 
when the volume of work is small. 

LITERATURE REVIEW 

It would be difficult to pinpoint the beginning use of' 
computer-based visualization technology in transportation. 
The transportation industry embraced computer technology 
very early. However, visualization has depended on the evolu-
tion and development of computer graphics, which is a rela-
tively recent technological development. Beginning in the 
late 1960s   and into the decade of the 1970s,   computer graphic 
systems evolved slowly and there is little evidence in the early 
literature of any concentration on transportation applications 
specifically. Computer equipment was still quite large and 
cumbersome, software was limited, there was very little avail-
able in the way of graphic displays and there were only crude 
devices available for graphic output. However, even during 
this period the electronics, automotive, and aerospace indus-
tries were beginning to develop the basic computer graphic 
technology. The research was usually associated with the 
major defense contractors. It was this early work that led 
directly to the development of modern CADD systems. 

There is it considerable body of' literature on the special-
ized subject of computer graphics that documents the early 
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period of computer graphics development right through the 
present day. The two primary sources of information are 
the Association for Computing Machinery (ACM) and the 
Institute of Electrical and Electronic Engineers (IEEE). The 
ACM is organized into special interest groups, one of which 
is the Special Interest Group on Computer Graphics 
(SIGRAPH) which holds annual meetings and publishes refer-
eed proceedings. SIGRAPH tends to focus on the art and 
science of visual technology. The IEEE publishes a regular 
journal, IEEE Computer Graphics and Applications, which 
tends to focus more in the area of scientific visualization. 
While these sources contain a wealth of information about 
the mechanics and application of computer graphics, they 
offer little in the way of direct application to transportation. 

The real genesis of computer graphics applications in 
transportation as noted, evolved from early automated draft-
ing systems. This early technology became known as Com-
puter-Aided Drafting and Computer-Aided Mapping (CAD! 
CAM) (3). Then, in the late 1970s, with the development 
of the microprocessor and the advent of the stand-alone 
workstation and more sophisticated color displays, computer 
graphics began to mature rapidly. From about 1984 through 
1990 CAD began to be adopted by the transportation industry 
at large (1, 3-5). As the evolution continued between 1985 
and 1988 developers began adding data management mod-
ules and links to the basic CAD/CAM softwares and the 
modern day CADD systems began to emerge. 

From the late 1980s to the mid 1990s, the focus in the 
transportation literature on computer graphics has tended to 
continuing the evolution of CADD systems (6). A periodical 
index search using CADD and Transportation as the key 
words shows 148 different entries and they all fall between 
1987 and 1994. Using Computer Simulation and Transporta-
tion led to some 487 citations. Further examination of these 
articles and papers revealed that the early focus in transporta-
tion graphics applications was on the underlying processes 
with little attention given to the graphic output. In most all 
cases, the final product of a modeling effort such as traffic 
simulation, was a 2-dimensional display. No articles were 
found in the leading journals from 1985 through 1990 that 
related specifically to transportation visualization. However, 
there were 3-D/4-D visualization efforts being undertaken 
in other disciplines that related to transportation and trans-
portation facilities. Barsam and Simutis's work on terrain 
visualization (7), Orland's work with people's perceptions 
of street trees (8,9) and Sipes' early work with the U.S. Forest 
Service (10) all had tangential impact on the emergence of 
visualization use in transportation. From about 1989 to date 
there has been a marked escalation in the use of visualization 
technology particularly with respect to projects that are being 
built in very sensitive, usually urban areas. Two of the 
earliest projects to integrate 4-D computer visualization tech-
nology in the development process are the Boston Artery! 
Tunnel Project (11) and the North Central Expressway proj-
ect in Dallas (12). 

From these earliest experiments it became clear that visu-
alization, particularly realistic 3-D and 4-D materials, had  

a place in examining design proposals whether in-house or 
to the public. The broad range of application within the 
transportation industry can quickly be seen by the diversity 
of venues exemplified by Cordes in architecture (13), Huber 
et al., in driving simulation (14), Krieger in tort liability 
(15), Pihiak in realism and resolution (16). However, there 
was no evidence that the industry used or was broadly 
embracing the technology as part of its tool base. 

This led to a joint TxDOT-HPR project (17) that sought 
to evaluate the development of visualization technology for 
transportation. While the study was limited to the state of 
Texas, it covered a variety of administrative units including: 
the state headquarters, major urban districts and some small 
rural districts across the state. This report made several 
important observations with respect to the evolution of trans-
portation visualization. 

First it was noted that the technology with respect to 
hardware and software was not yet completely developed 
for use in transportation. Second, the report identifies a broad 
range of potential clients for the technology. More specifi-
cally, it was noted that 3-D and 4-D products had applications 
in practically every operating unit of a transportation agency 
while traditional 2-D media had only limited audiences. 
Third, there was an attempt to understand the relative benefit 
to be derived by adopting visualization as a tool within 
an agency. A case is made but the conclusions are not 
particularly definitive. 

The most important observation of this particular study 
was that the biggest obstacle to the adoption of visualization 
technology in transportation was the current commitment to 
a 2-dimensional production environment. This simple fact 
essentially means that the data must be reprocessed or recon-
structed before 3-D viewpoints (perspectives) can be con-
structed (18). The significance of this single limiting factor 
will be explained in much greater detail later in this report. 

Since 1991 there has been at least one entire session 
of the Transportation Research Board's Annual Meeting 
devoted to the subject of applications of visualization tech-
nology in transportation (19). Unfortunately, a majority of 
these presentations have not been formally published. Some 
of the unpublished presentations have been cited in the refer-
ence list along with key contacts. 

These presentations are the beginning of what should be 
a growing literature on visualization in transportation and 
they clearly demonstrate the breadth of application that lies 
ahead. In the area of technical design and geometry we can 
expect to see extensions of the work begun by Sanchez (20) 
and Rathbone (21). In the area of construction, which is not 
traditionally an area associated with graphic applications, 
visualization technology has been used by Jackson and 
Schintzel (22) to animate and examine complex construction 
processes. Information developed by Landphair and Larsen 
in their study of visualization in TxDOT (17) illustrates the 
dramatic increase in the types of output that can be achieved 
by adopting a true 3-D production environment (Figure 14). 
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FIGURE 14 Products available from 3-D data base compared with a 2-D data base. 

The basic technology of visualization continues to evolve. 
Sophisticated 3-D modeling and rendering tools are already 
being included as it part ol' all CADD environments. As 
these tools become fully utilized, visualization will evolve as 
rapidly as CADD systcms did in the latc 1980s. Researcheis 
looking to the future believe the next generation of the 
technology will see transportation design take place in a 
fully interactive visual environment. Within a very few years 
it is being hypothesized that desigitcis 	ill wuik itt liii cc 

dimensions and in teal time. As the design process proceeds 
the designer will receive visual and nutïiemiL feedback that 
will help optimize all design decisions (23,18). 

Some general conclusions can be made from the informa-
tion gathered in the survey and literature review. However, 
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the most significant observation is the fact that visualization 
in transportation is coming but has not yet arrived, a fact 
that has impacted the organization and content of this report. 
In completing this part of the work, it became clear that the 
technology of visualization is only beginning to emerge as 
a viable tool that applies to almost all areas of transportation 
practice. So while the beginnings of a tool base exist, it 
cannot be said that this technology has matured to the degree 
that one can characterize the state of the practice in a tradi-
tional sense of the expression. 

The Infrastructure for Visualization 

The results of the survey indicate that the transportation 
industry in both the public and private sectors has adopted 
a computer-based drafting and design environment. Some 
of the larger states have had long-term experience with these 
systems while some of the smaller, less populous states, 
have only recently moved to adopt computer-based systems 
(4,24). This means that a majority of the states have basic 
platforms in place that can be used to explore and begin to 
produce some types of visualization imagery. The difference 
between public agencies and private firms appears to be in 
the level of sophistication of the tool base and the demand 
for creating visualization materials. Because of the complex-
ity of 3-dimensional modeling softwares and the lag in devel-
oping intuitive graphical interfaces, the labor and equipment 
costs for developing visualization materials has been prohib-
itive. Particularly for 4-D materials, the cost could only 
be justified in the most extreme cases. However, recent 
improvements in software, hardware, and user interfaces 
have made the technology more and more cost-effective. 

As the hardware and software continue to improve, the 
visualization components built into the software will 
improve as well. These improvements have resulted in much 
greater accessibility to the technology and are rapidly 
increasing the use of visualization. This is very much in 
evidence by the fact that more than 90 percent of the respon-
dents to the survey indicated that they were currently consid-
ering acquisition of hardware and software specifically for 
visualization applications. 

The major factor in the growth of interest in this technol-
ogy is the improvement in 3-D modeling environments that 
are embedded in the new CADD software packages. It seems 
reasonable to infer that as software continues to improve, 
offering more intuitive user interfaces, the three-dimensional 
working environment will gradually replace the traditional 
two-dimensional methods. As this important transition 
occurs, there will be more and more use of visualization in 
planning, design, and communication. 

Still Imagery or Animation? 

All but one of the responding agencies that use visualiza-
tion materials began their efforts with some form of "image  

paint" or "image compositing." Most of the work used an 
image capture board or scanner to convert video imagery to 
digital formats. These images were then modified to create 
before-and-after scenes like those shown in Figures 15 and 16. 

The example from Minnesota is an artist's concept using 
paint, the Wyoming example is an image composite where 
a 3-D model was constructed and overlaid on the base image. 
The third frame of the Wyoming example is a photograph 
taken after the project was constructed to illustrate the high 
level of accuracy that can be achieved with the composite 
imagery. 

What was most surprising was that, while almost every 
agency surveyed and contacted indicated a great deal of 
interest and enthusiasm, almost none of them had actually 
produced any animation products in-house. Of the respon-
dents to the survey, only Texas had actually produced and 
used animation as part of a project development process. The 
other agencies that had used animated materials—usually as 
part of a major consulting project or commissioned as part 
of a litigation proceeding—had acquired them from out-
side sources. 

On the other hand, 20 of the survey respondents indicated 
that they currently had some form of 4-D production effort 
underway. These ranged from pilot modeling efforts as part 
of a software evaluation program to full-scale production of 
an animated product. This particular finding reinforces the 
notion that visualization will become a part of the transporta-
tion tool vocabulary over the next few years. It also under-
scores the need for some basic information about the consid-
erations that enter into the development of a visualization 
production unit, with respect to hardware, software, training, 
cost, and various options. 

In the private and education sectors there was a much 
broader and more diverse use of visualization technology. 
Examples of applications range from examination of con-
flicts between current AASHTO sight distance standards for 
vertical and horizontal alignment (21) to the visualization 
of complex construction phasing (22) and the interactive 
study of the Personal Rapid Transit corridor locations (23). 

The apparent lack of visualization use in state agencies 
is probably related more to the evolution of the tools rather 
than any lack of knowledge or desire to use visualization 
tools. Like any service provider, transportation agencies 
must focus on their primary mission. In consequence they 
seem slow to adopt new tools until the applications have 
been developed to a point of proven cost-effectiveness. 

It is always difficult to predict outcomes and directions 
a technology might take. However, on the question of still 
imagery versus animation it would appear that animation is 
the overwhelming preference for transportation applications. 
This seems to be related to two very important considera-
tions. First, a transportation system by its very nature deals 
with movement. Because it is a dynamic system it stands 
to reason that designers will opt for tools that allow them 
to deal with a dynamic world of space and time. Second is 
the issue of defensibility. The three-dimensional modeling 
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FIGURE 15 Artist's concept showing before and after a project. (Photo courtesy of MnDOT) 

environment coupled with the technology to produce mathe-
matically correct animated sequences offers the highest level 
of visual and mathematical accuracy. This feature is very 
important when dealing with the general public and those 
audiences with a special interest in a project. 
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FIGURE 16 Image composite showing before, proposed. 
and after construction views. (Photos courtesy of the Wyo-
ming DOT) 

Visualization Technology in Transportation is Becoming More 
Common 

A synthesis report is an attempt to consolidate the know!-
edge of practice in order to describe the state of the art in 
a particular field of endeavor. What has been discovered 
in the research phase of this particular document is that  

visualization, with respect to current transportation practice, 
has not yet evolved to a degree that will allow a meaningful 
characterization of its application. Quite simply, most all of 
the applications identified in the preparation of this document 
can best be characterized as pioneering efforts. 

Although visualization technology could not be described 
in terms of meaningful case studies and a significant base 
of reference literature, the level of interest encountered at 
every turn suggested there was a need to bring together sonic 
basic information that could be used to direct those who 
will have to make decisions about adopting and implement-
ing this new tool. To the casual observer visualization gener-
ally appears to he nothing more than a fancy CAUD system. 
However, this is a pitfall that IIiaily neophytes to the, world 
of visualization quickly learn is not the case. 

The difficulties encountered when moving into the visual-
ization world revolve around the vocabulary of the three key 
components: computer graphics technology, analog video 
technology, and graphic software architectures. Because 
even the very basic technology of computers. computer 
graphics components, and the software systems are so new 
there is a lack of any standardization in the use of vocabulary. 
Throughout the preparation of this document there have been 
numerous cases of conflicts with the application of terms. 
Some of this is related to the difference in terminology usage 
between disciplines and in other instances the terms have 
simply been misused. This confusion in language is quite 
typical of any cutting-edge technology. 

Computer graphic technology is also one of those grey 
areas where the visualization novice often gets trapped. 
Some of this is related to an understanding of the basic 
electronics technology and it knowledge of what will be 
important when it comes time to produce a final product. 
CADI) workstations have had color capabilities for quite 
some time. However, all color is not equal and it does make 
a difference when it is necessary to produce photo-realistic 
imagery. As most newcomers to the visualization world 
quickly learn, what you see is not always what you get. 

Most transportation applications are moving in the direc-
tion of animation products, which usually involves the use 
of analog video technology at one or more points in the 
l'• This interlace can be the soi.irce of many prohlcms 
and frustrations for beginning visualization developers. In 
the simplest terms, analog signals are not compatible with 
digital signals and must be converted before they can be 
used in a particular environment. The technology necessary 
to accomplish the digital-analog/analog-digital conversions 
is generally expensive and it does not always work as hilled. 

Finally, there are the problems of software architecture 
that generally revolve around issues of scale. topologic struc-
ture of the data, and limitations on data base size. Not all 
visualization systems work in a precisely dimensioned envi-
ronment. That is, the system works only with proportional 
or virtual units but there is no way to easily translate a 
virtual unit to an appropriate unit of measure. 
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Because graphics environments may he either two- or 
three-dimcnsional they will pose limitations on the utility 
of the modeling environment as noted earlier. In addition, 
the structure of most programs has been developed to depict 
objects and not the containing space. This poses some real 
problems because transportation corridors are spaces, voids, 
rather than solid objects or surfaces. These architecture prob- 

lems often lead to data storage problems related to size, 
which can also result in loss of speed and efficiency. 

These are categories of concern that will be common 
to any unit considering the development of a visualization 
capability. Consequently, this report focuses on developing 
an understanding of. and providing the information neces-
sary to deal effectively with, these basic issues. 

uhIn1 
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CHAI'TER FOUR 

THE INFRASTRUCTURE FOR VISUALIZATION 

INTRODUCTION 

Transportation agencies with well-developed CADD 
operations have a basic hardware and software framework 
around which they can begin developing a visualization 
capability. For a t1aJority of transportation agencies and 
their consultants. Intergraph's Microstation has virtually 
become the industry standard. This comprehensive CADD 
software has evolved to include a 3-dimensional modeling 
environment, which is fundamental to developing most visu-
alization imagery. Similarly, the computer platforms used 
for CADD operations provide an entry level capat)ility suited 
to the production of simple visualization materials. 

What will be lacking in most cases are the trained person-
nel and some specialized hardware and software components 
necessary to extend the existing CADD capabilities into a 
complete visualization production environment. Some spe-
cific examples of these components include: 

specialized software and hardware for digitizing and 
manipulating images, 
specialized software and hardware for output of visual-
ization materials such as photographs and video 
tape, and 
personnel with knowledge and skill to use and el'fec-
tively manage the system. 

l'he need for a knowledgeable professional staff cannot 
be overemphasized. In practically every case reviewed in 
the course of this study and in previous work, one of the 
key impediments to effective use of visualization technology 
was the professional staff's lack of knowledge about the 
capabilities and potentials of existing 'in-house" technol-
ogy. In many cases it appeared that professional staff relied 
on technicians who frequent I) lacked the hroadhased knowl - 
edge to properly assist the professional staff. 

The purpose of this chapter is to provide administrators 
and professional staff with information about what additional 
equipment and software is necessary to develop various 
visualization materials. It proviclesaframework that will 
help professional staff understand what can be reasonably 
expected from the various components of hardware and soft-
ware used to produce visualization materials. Issues of time. 
common mistakes or misunderstandings, skill and expertise 
of technicians. cost-elTectiveness and pitfalls will be cited. 
As appropriate, specific examples of software and hardware 
will be given. 

THE VISUALIZATION TOOL BASE 

Visualization materials used in transportation practice are 
generated in a three-step process regardless of the type or 
complexity of the product. The three steps are: 

image acquisition and input 
visualization production 
visualization output. 

Each of these steps requires careful planning and the appro-
priate equipment in order to achieve good results. Figure 17 
illustrates the three steps and some of the equipment used 
in each part of the process. 

Acquisition and Input of Base Images 

The need to produce visualization materials is usually 
generated by a desire to show how additional project ele-
ments or new proposals will impact a site. Thus, the first 
step is to acquire imagery and data about the site in its 
existing condition. For renderings or artist's concepts this 
only requires taking video or photographs of the site. If a 
composite image is to be produced, it is also necessary to 
gather topographic and camera infornmtion so that a match-
ing 3-D model can be generated. If the final product is to 
be an animated sequence, a digital terrain model will have 
to be developed. Depending on the level of detail planned 

Image Acquisition and Input 

Visualization Production 

Visualization Output 

FIGURE 17 Production of visualization materials. 
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for the liiial material, photographs or video may need to be 
taken along the entire corridor. This information will be 
used in the rendering lrocess to provide texture maps which 
are applied to the 3-D model to generate more realistic 
images of the site features. 

The equipment required in the first step of the process 
includes: 

video cameras 
hIm cameras 
flatbed or film scanner and/or an image capture board 
digitizers. 

A high-quality video camera can be used to transfer imag-
ery directly into the computer by way of the image capture 
card, which is a digitizing device that converts an analog 
video signal to a digital format. Film imagery must be pro-
cessed and then transferred to the computer with a scanner. 
Methods for entering other kinds of information about the 
site include: 

manually typing alpha numeric data 
digitizing tablet 
direct field logging 
electronic data collection. 

Visualization Production 

Once all base information has been converted to a digital 
format it is manipulated in the computer environment to 
produce a new image. This requires a variety of computer 
peripheral devices and software tools. Modification of photo-
graphic images or video frames requires access to a paintl 
image editing program. Composite images require the use 
of a 3-D modeling package and rendering software. Three-
dimensional modeling capabilities are available in Microsta-
tion, and some limited rendering capabilities are built into 
the program. However, for purposes of hlexibility it is desir-
able to have access to a full-feature rendering package such 
as Intergraph's Modelview, or Pixar's version of Render-
man. Where animated sequences are concerned, a full-fea-
ture rendering and animation package is needed. Modclvievv 
and Autodesk's 3-D Studiu are the two rendering and anima-
tion programs mentioned in the survey. As of this writing 
these programs do not have all the features found in the 
high-end products used for commercial broadcast and cine-
matography. but .Autodesk and Intergraph have strong corn-
niitments to these products and continue to upgra(le them 
with each release. 

Tb- haie luudwai'c necessary 10 produce visualization 
products is essenlially the saiiii' as that iisel to support 
CADD Operations. The major hardware differences are con-
siderations of the graphics environment, monitors, memory 
and data storage capacity. Each of these will be considered 
in more detail later in this chapter. 

Visualization Output and Postproduction 

The tinal visualization product may remain in the com-
puter environment in the form of a computer slide show or 
multi-media presentation. These types of presentations can 
be \'cry effective if the audience is small and can be conve-
niently placed in front of the computer. Computer projectors 
and powertul notebook computers will likely make this a 
very attractive option in near future but, for the time being. 
videotape, slides, and photographs are the most feasible 
options. Compact disks (CDs), and Photo CDs are also show-
ing a great deal of promise as means for the mass distribution 
of visual products. The primary drawback is the same as for 
the computer-based presentation—a computer is required to 
run and view the presentation. 

The equipment and software necessary to output visual-
ization imagery includes: 

printers and plotters 
hIm recorders 
video cassette recorders 
software and hardware devices that control video output 
software for text generation and special effects. 

COMPONENT TECHNOLOGIES FOR VISUALIZATION 

A completed visualization image, video, slide show, or 
multi-media presentation depends on the integration and use 
of multiple technologies: analog video, film, digital devices, 
a variety of peripheral devices, and appropriate software. 
The technologies that most influence cwTent visualization 
practice are analog video and digital computing. With the 
advent of digital television the distinction between the two 
technologies will disappear and many of the current prob-
lems with conversions and differences between media will 
be gone. However, until a national digital television standard 
has been adopted, production must use both technologies. 
For this reason it is iniportant to understand the differences 
in the technologies and how the basic components, such as 
video cameras and monitors, work. 
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Analog Video 

Analog video displays a picture by continuously varying 
the luminance (relative brightness), and shade (a grey scale 
from black to white) along a line. In the broadcast industry 
this stream of data is referred to as a scan line. When several 
lines of information are displayed together they form a pic-
ture. Current video technology dates back to 1940 and the 
formation of the National Television System Committee 
(NTSC). The committee was formed to establish a standard 
for monochrome television broadcasting. At that time, state-
of-the-art technology had achieved 525 lines of resolution 
per frame at a scan rate of 60 frames per second. This was 
adopted as what has become known as the NTSC broadcast 
standard and is in use today. In the late 1940s the committee 
was asked to develop a similar standard for color television. 
By this time the popularity of television entertainment was 
so widespread the committee felt it was essential that the 
new color standard be compatible with the existing black 
and white broadcast system. To achieve this goal and not 
affect the monochrome signal, a subcarrier was added to 
the monochrome signal to carry the color information. The 
subcarrier is responsible for the color component, or chroma-
city, which is overlaid on the luminance signal and broadcast 
simultaneously. The video monitor decodes This information 
and generates a display made up of 486 lines of vertical reso-
lution. 

While the standard has proved to be an adequate compro-
mise, unavoidable errors are induced in the encoding process 
that cannot be reversed in the decoding process. Because 
this error is cumulative across each encoding and decoding 
cycle, analog video images quickly loose their sharpness 
and color each time they are copied. This generation loss 
leads to some basic problems that will be discussed further 
in association with video cameras and video editing. 

Color Digital Computer Displays 

When the cathode ray tube (CR1) was first used to display 
computer-generated graphics it was accomplished using vec-
tors, which are lines generated from x,y coordinate pairs. 
Most all early computer displays were vector systems. They 
could display graphic primitives with zero, one, and two 
dimensions. That is, they displayed images in combinations 
of three basic graphic primitives: points, zero-dimensional; 
lines, one-dimensional; polygons, two-dimensional. These 
primitives could be quickly generated by an internal vector 
processor and refreshed 30 times each second. The major 
drawback to the vector system was that it could not display 
more than four colors and it could not fill polygons with a 
solid color. 

The availability of lower cost memory modules removed 
earlier cost constraints and led to the rapid development of 
raster graphic displays, which depend on the use of frame 
buffers. Frame buffers are essentially high-speed memory  

that generate the color information to be displayed by each 
picture element (pixel), of the digital raster display. A frame 
buffer actually stores a red, blue, and green (rgb) value for 
each addressable pixel, which must be updated 30 times 
each second. Even a very low resolution of 300 X 400 x 
24 requires 1,160,000 bytes of information to be addressed 
30 times each second. 

The CRT of a computer display operates on the same 
principal as that of a television monitor. However, the digital 
frame buffer is not compatible with the component color 
video signal. For this reason, digital displays use digital-to-
analog converters (DAC) to convert the signals to voltages 
that drive each of the rgb guns. 

Most current video graphics adapters (VGA) are capable 
of 24-bit color (Figure 18). So-called 24-bit color uses three 
buffers of 8 planes. Each plane represents two possible con-
ditions of a particular color or 28  possibilities, which is 256 
colors. Thus, each buffer represents 256 different colors of 
red, green, or blue. Because there are 256 possible colors 
for each of the primary colors, this represents 2561  colors 
possible on the display or about 16.7 million colors. A 
24-bit color system is essential for 3-D and 4-D visualization 
so that an accurate duplication of the image can be seen 
prior to final output. 

If real-time computer graphics are to be achieved, a dou-
ble buffered system should be considered as a minimal sys-
tem. In a double buffered system, the second or "back 
buffer" is used to record the next image while the initial 
image is being displayed on the screen. The front and rear 
buffers are simply swapped during the vertical scanning 
process so that the motion seems smooth and seamless. If 
only a single buffer is used the redrawing process will be 
visible and causes the image to appear jerky. 

Display Resolution 

Picture resolution is the greatest difference between video 
and digital displays. This is sometimes confusing as it is 
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FIGURE 18 24-bit color buffer. 
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not always clear which resolution is most important to the 
image quality. 

in a raster display, resolution refers to the number of 
addressable picture elements or pixels. The actual resolution 
of a display is related to the size of the frame buffer which 
represents it two-dimensional array of color values. While 
variation exists between operating environments, some of 
the more common resolutions are: 640 X 480, 800 X 600. 
and 1024 X 768: while most Unix workstations use 1280 
x 1024 as the standard. The higher the resolution of the 
graphics display the greater the memory required to drive 
the graphics display. With the cost of memory decreasing 
there is a corresponding increase in the availability of dis-
plays of higher resolution. 

The resolution of an analog display refers to the ability 
to record detail rather than the number of addressable pixels. 
An analog image is not represented as discrete values, but 
as a continually fluctuating signal (line), thus: resolution has 
a wholly different meaning. The pickup sensor moves over 
the recording medium from left to right and from top to 
bottom of the image in a series of horizontal scan lines. The 
detail that is recorded on each line is a function of the pickup 
head in the camera and the available band width necessary 
to carry the signal. This band width is set at one megahertz 
(MHZ) for every 80 lines of horizontal resolution. The total 
band width for the NTSC signal is 4.5 MHZ, thus 4.5 x 
$0 gives a theoretical horizontal resolution of 360 lines. 
Vertical resolution is dependent on the number of scan lines 
per frame. The N1'SC standard is 525 lines. 1-lowever. 40 
lines of resolution are required for vertical blanking, which 
is the time required for the beani to retrace Ironi the lower 
right corner of it frame to the upper left corner of a frame. 
This leaves it total of 485 lines of vertical resolution. At 
first this would seeni to he a much lower resolution than 
current VGA displays. However, this is misleading because 
a video line is actually made up of a black and white compo-
nent. This essentially doubles the lines of resolution to 720 
x 485. When clean component signals are displayed at this 
resolution the images are clear and sharp. Another factor 
that impacts apparent resolution is the fact that an image is 
only displayed for one-thirtieth of a second. These sequential 
images are fused in the brain so that the lack of detail is 
not perceived in a video inlage. 

For a more detailed disLusioII of cohn and mcsolutioii 
see Larsen, Terry R. Integration of Video and Computer 

Geizerated Iiiiager' in Transportation Visualization. 1995. 

Transportation Research Board, 3-D Transportation Visual-
ization and Simulation Symposium and Workshop. Hous-
toil. 'lexas. 

HARDWARE FOR VISUALIZATION 

The hardware necessary for the production of visualiza-
tion products is discussed in this section. The content is 
intended to be sufficiently detai led to afford a good under- 

standing of the important operating features of each compo-
nent, while avoiding specific references to technologies that 
could he quickly outdated. The discussion is divided into the 
three phases of visualization production: image acquisition. 
input, output production, and postproduction, outlined earlier 
in this section. 

Hardware for Image/Data Acquisition and Input 

The basic tool used for recording base imagery is the 
camera. Film cameras are portable and inexpensive and 1)ho-
tographs provide sharp images with good color qualities. 
The disadvantage is that the),  are single-frame still images 
that must he converted to machine readable form with some 
type of scanning device. Considerable care must he given 
when acquiring the base imagery as a slight change in posi-
tion may make the difference between a useable image and 
another site visit. Video cameras have become very popular 
in recent times because they are portable and have the advan-
tage of recording motion. While multiple images are a deli-
lute plus, the generational loss of sharpness limits the useful-
ness of this tecllnology. A variety of video camera technolog-
ies is available and many of the less expensive video cameras 
are not well suited to visualization work. 

35mm Film Cameras 

The 35mm camera is the most common and versatile 
camera available for general photography. These cameras 
are standardized, relatively inexpensive, and most film can 
he processed quickly. The pictures are of good color and 
picture clarity. Because of the popularity of the 35mm format 
there is a variety of accessories such as lenses, filters, and 
flash attachments that make it a very useful tool. 

Tile primary limitation of 35mm photography is the small 
negative. If it becomes necessary to enlarge a 351nm image, 
the l)icture can become grainy and begin to lose color, qual-
ity, and sharpness. Large negative film cameras such as the 
102 111111 X 127 mm or 229 mm x 229 mm (4 in. X 5 in. 
or 9 in. X 9 in.) are used for studio photography or for 
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aerial photography. The large negative ensures a sharper 
image when the picture is enlarged. 

A high quality 35mm, single lens reflex (SLR) camera 
and matched lens will be satisfactory for most general photo-
graphic work. The advantage of the SLR is that the user is 
looking directly through the lens of the camera. This provides 
a more accurate view of the scene than is possible with a 
camera that uses a view finder, if a camera and lens package 
is being considered there are several very good 35mm SLR 
bodies that offer fully automatic film loading, automatic film 
advance, auto focus, and auto flash. Any of these bodies 
fitted with a high-quality single focal length lens of 45 mm 
to 50 mm will serve most of the photographic needs. One 
of the best choices is a perspective control lens. By optically 
compensating, vertical elements remain vertically aligned 
with the edges of the frame. Where still images are concerned, 
these "2-point perspectives" are more visually appealing. 

Video Cameras 

The popularity of video cameras in the consumer market 
has resulted in the availability of a wide range of video 
cameras. While these cameras have reasonable picture qual-
ity when played back directly from the recorded cassette, 
consumer market video cameras are not well suited to the 
production needs of visualization. The major drawback of 
the video medium is the marginal resolution available, even 
in the original image. When the original image is regenerated 
for the purpose of copying or editing, the quality continues 
to degrade. The amount of degradation is substantial past 
the second generation for most consumer market cameras. 
Figure 19 illustrates the problem of video-image degradation 
compared to that of a digital display. 

This is a problem that cannot be overcome; every time 
a video tape is copied the image will loose color quality, 
sharpness, and resolution regardless of the camera format. 
High-quality component'format cameras will allow as many 
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FIGURE 19 Example of the reproduction of digiial and 
NTSC analog signal. 

as eight generations before there is noticeable loss in quality. 
This quality also comes at a considerable increase in price. 

Moderately priced video cameras use a single sensor chip 
to record the video signal to tape (Figure 20). This is a 
composite signal. More expensive cameras divide the signal 
into components and use three sensor chips. The information 
recorded with a single chip is less precise because the sensor 
must interpret and record both luminance (relative lightness 
or darkness) and color information. Multi-chip cameras split 
the signal into luminescence and color elements (Figure 20). 
The actual separation of signal components differs between 
the camera formats but the principles remain the same. It is 
often difficult to scan pictures from a'single-chip camera 
into the computer as single frames because the signal cannot 
always be isolated and held steady long enough to perform 
the scan operation. • 

Because of the image degradation problem', with video, 
it is essential that strong consideration be given to the, pur-
chase of a component signal camera. An industrial or broad-
cast quality video camera will give the best results. 

Digital Video 

Digital video is available and it does not have the image 
degradation problems of analog video standard. While this 
is a desirable advantage, digital video would probably not 
be a good Investment for most transportation agenëies. 'At 
this writing, the cameras and production equipment are much 
more expensive than conventional analog video formats and 
there is no widespread infrastructure for showing digital 
television. This, coupled with the fact that there is not yet an 

Three Chip Camera, Component Signal 

FIGURE 20 Comparison of composite and component 
video signals of video cameras. 
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adopted digital video standard, restricts its use to specialized 

closed circuit video applications. 

Video Formats 

Video cameras are available in three video tape formats: 

VHS and S-VHS. 8-mm. and Sony Betacam. The VHS and 

S-VHS are the most familiar and widely used video tape 

formats. The 8-mm tape is a small tape cartridge that is very 

popular in the home video market. Betacam is a proprietary 

Sony format that has become the default standard of the 

broadcast industry. There are also some remnants of the 

three-quarter inch video tape format that was the industrial 

video production standard for iiiany years. The three-quarter 

inch format is being rapidly replaced because of its cost and 

the rapid improvements in the quality of the S-VHS and 

8-mm formats. 

The existing infrastructure in video replay is dominated 

by the VHS and S-VHS format. There are several cameras 

available that use standard VHS cartridges and have three-

chip recording engines. This will usually provide sufficient 

image quality to allow two or three generations from the 

original recording without unacceptable loss of picture qual-

ity. The Panasonic M-2 system is the upper end of the 

industrial camera line. 

DIGITIZING TABLETS, SCANNERS, AND CARDS 

Converting all image or information from a plan profile 

sheet to machine readable form requires a digitizing device. 

This covers a wide array of equipment that includes digitiz-

ing tablets, image capture hoards, and scanners. 

Digitizing Tablets 

Entering precise planimetric information into the corn-

l)uter is usually done with it digitizing tablet. For most appli-

cations it digitizer should he large enough to handle full-

size working sheets, which for most transportation agencies 

included tip to the 'E" size sheet. 

When selecting a digitizer look for the attributes of reso-

lution and accuracy, cursor type, and software drivers. 

Advances in technology have generally resolved l)rohlcrns 

of tablet resolution. Almost all tablet manufacturers now 

offer a basic resolution of .0025 mm (.001 in.) with all 

a 	 m 	 oocc- ) 	a 

racies  of .0001 mm (.005 in.) or less are available lioni most 

of the major manufacturers. Three-dimensional digitizing 

technology that allows concurrent input of X. V. and z infor-

mation is also available. However, these have very limited 

value to most transportation applications. 

Most digitizers offer three pointing instrument options: 

one- or two-button stylus, a four-button cursor, and it 16- 

button cursor. For visualization, the stylus and 16-hutton 

cursor are the most useful options. The stylus is most natural 

for point-by-point entry of two-dimensional information 

while the I 6-button cursor can be very useful for entering 

x, y, z information from two-dimensional drawings. Another 

use for the digitizer is as all interface to paint or image 

editing software. Some of these packages can take advantage 

of a pressure-sensitive stylus that provides a much more 

natural interface than the mouse. 

Scanners 

Scanners are it very important part of the front-end visual-

ization capability. These machines basically digitize hard copy 

graphics and text to machine readable (digital) information. 

For visualization applications, two types of scanners should 

be considered: slide scanners and flatbed color scanners. 

Slide scanners are capable of digitizing 35mm slides and 

other film formats. This particular technology has been 

expensive until very recently. However, it is now possible 

to purchase a good quality slide scanner for under $1,000. 

These machines will scan images at sufficient resolution 

and color depth for practically all general transportation 

applications. When selec(ing a slide scanner, resolution is 

a primary concern. If the PIIIVOSC of scanning is to acquii-e 

base images for image paint or image compositing tech-

niqiles, a resolution of 2000 DPI should be considered mini-

niurn. Lower resolution will fail to hold textural details in 

objects like signs and other highly detailed areas, and will 

probably not be satisfactory for most situations. 

Flatbed color scanners are used to digitize paper-based 

images and text. Full-feature color scanners with 215 mm 

x 355 mm (8.5 in. >< 14 in.) beds are available for less 

than $500. These machines offer it full range of options that 

will provide color depth and picture resolution sufficient to 

most transportation applications. Most of the less expensive 

color scanners use it three-pass scan process to pick tip the 

rgb components. In some of the newer models this can be 

accomplished in a single pass. Because scanning generally 

tics up the computer terminal while these operations are 

being performed, single-pass scanning may be a feature to 
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consider. The single-pass feature will have to be balanced 
against the initial cost, which is currently two to three times 
higher than three-pass technology. 

Scanners with large beds are available. However, the 
increase in size is substantially more expensive when com-
pared to the class of equipment just described. In most 
cases investments in larger bed scanners is difficult to justify 
because most distribution and video media are not capable 
of displaying the higher resolution or color values that would 
be recorded. While there will be some marginal increase in 
video image sharpness, film is the only finished medium 
that can justify the higher level of resolution and color. 

The choice between slide and flatbed scanners is generally 
based on the type of input document. Slides offer superior 
color clarity compared with fidelity and print films. On the 
other hand, flatbed scanners are more versatile and some of 
the newer models are much faster than slide scanners. 

Image Capture/Image Processing Boards 

Image processing boards are computer-based digitizing 
devices used to convert analog video signals into digital 
formats. This capability is essential if video cameras are to 
be used as a primary input device. Image processing cards 
have a wide range of prices and capabilities. The primary 
factors that should be considered in selecting an appropriate 
image capture/image processing card are picture resolution, 
color, processing speed, and compatibility with the operating 
system environment. Cards capable of 1024 x 768 pixels 
of resolution with 24-bit color are reasonably priced and 
provide images of sufficient quality for most applications. 
The other area of importance is the compatibility of the 
board with the computer platform and the operating system. 
Some boards are only supported in PC-DOS, Windows, 
Apple Macintosh and/or Unix environments. Issues of com-
patibility should be checked carefully and if possible tested 
on site before a purchase is made. Some applications may 
require expensive software interfaces to achieve working 
compatibility. When a software interface is required to make 
a piece compatible with a particular platform, some features 
of the hardware may be lost. It is also a good idea to ensure 
that the vendor has a continuing commitment to support the 
hardware and software. 

PRODUCTION HARDWARE: COMPUTER PLATFORMS 

The computer platform is at the heart of the visualization 
production process. As noted in the introduction, most agen-
cies are already committed to a CADD environment for the 
production of contract documents. This existing commitment 
provides a core for the development of a variety of visualiza-
tion capabilities with appropriate additions and modifica-
tions. In this section, considerations related directly to the 
computer platform will be discussed. The survey indicated  

that most agencies are operating Intergraph software in a 
Unix environment, so the discussion will focus on this envi-
ronment. Where appropriate, mention will be made of Mac-
intosh, PC-DOS, and Windows environments. 

Graphics Displays 

When selecting a graphics monitor for visualization pro-
duction, a balance is sought between color definition, spatial 
image resolution, and cost. Common video graphics adaptor 
displays include 640 X 480 pixels (307,200 pixels), 800 X 

600 (480,000 pixels), 1024 x 768 (786,432 pixels), and 
1280 x 1024 (1,310,720 pixels). At each level of increased 
resolution the image can be displayed with greater detail. 
Other advantages of higher resolution are that more of an 
image or multiple views of an image can be displayed at 
one time, which limits the need for zooming and panning and 
more space is available for menus and other working tools. 

Color definition is the number or shades of color that can 
be displayed on the screen. The original VGA standard was 
16 colors, (4-bit color). Current mid-range graphics adapters 
are usually capable of generating up to 16.7 million colors 
(24-bit color). There are color graphics adapters that go up 
to 64 bits of color but these are for generating graphic 
displays in multiple planes and are not really necessary for 
most general applications. A full-color graphics card used 
with a high-resolution monitor can display an acceptable 
range of refinement in color depth and resolution. Highlights, 
subtle changes in light, shade, and shadow can be seen, 
giving excellent levels of realism in the computer's screen 
image. There are some drawbacks. First, the greater the color 
definition and spatial resolution of the picture, the larger the 
file size. For example, file sizes for uncompressed images 
of 1024 X 768 resolution and 24 bits of color will require 
2.4 MB of space for each frame. 

It is important to remember that film is really the only 
medium that is capable of displaying the level of detail in 
a 24-bit color image. So, while the detailed color information 
can be generated in the computer, it is the output display 
that determines how much of the detail can actually be seen. 

For general transportation visualization needs, a graphics 
card that will produce a resolution of 1280 X 1024 pixels 
at 24 bits of color depth (16.7 million colors) is sufficient. 
This level of color produces the full range of visible light 
colors that the average human being is capable of seeing. 
For this reason it often called "true color." A card with 
true color capability should be sufficient for most general 
applications. There are numerous cards available that operate 
in this level of resolution and color for a variety of work-
stations. Depending on the hardware platform, the cards are 
reasonably priced. 

An additional feature to look for in a graphics card is the 
processing capability. Most cards in the mid to upper price 
ranges provide "on-card" graphics processors and random 
access memory (RAM). This feature takes the graphics pro- 
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processing power available. If a single machine is going to 

be built to accomplish rendering tasks it would be advisable 

to explore a platform with multiple processing units. Several 

manufacturers offer multiple processors. This is like having 

two or more CPUs in a single machine sharing the processing 

load. If there are several workstations ill an existing l)rodlIc-

tion unit, an alternative would be to consider a network 

software that would allow processor sharing. These applica-

tions essentially monitor the network for idle or under-utilized 

processors and distribute the computing load across an entire 

network. This can be a very efficient solution to increasing 

the graphics computing power for visualization operations. 

Most niajor vendors offer network sharing software. 

Of all the considerations, memory is probably the most 

important. All image processing and rendering tasks are 

memory intensive and throughput is frequently proportional 

to available memory. In general, consider purchasing as 

much memory as the processor will support or to the limit 

of the budget, whichever comes first. It is recommended 

that 64 MB be available for small projects and 12$ MB or 

more for large projects that require animation. 

cessing load off of the main computer processing unit (CPU) 

and speeds UI) the overall performance of the platform. A 

graphics card with a good graphics processor and around 

4 MB of local RAM will usually result in significant time 

savings when processing graphics files. 

Beyond the basic characteristics of color and processing, 

the application software must be taken into account. If the 

primary application is for image editing, boards that acceler-

ate raster displays are preferred. If the application is aimed 

at real-time display graphics. select it board that has high 

throughput for 3-I) vector processi 11g. 

Two primary criteria are recommended when trying to 

balance matters of cost with respect to the graphics display. 

First, consider the probable life of the technology being pur-

chased in terms of rate of technological change. Current tech-

nological life is approximately 2 to 3 years for most graphics 

hardware. After that period of time it will probably be neces-

sary to upgrade to a different graphics processor. Second, 

consider the capabilities of the display technology for which 

the visualization products will be produced. lithe final product 

is to be current NTSC CCI R6() I video standard, the maximum 

possible resolution is only 720 x 486. This will change as 

the technology moves to digital, high-definition television 

(HDTV). This change will very likely occur in the next few 

generations of graphics technology. 

Data Storage Capacity 

Production of visualization products is a data intensive 

process. Most graphics files, scanned color pictures, compos-

ite images, and rendered 3-D frames will be measured in 

megabytes. Large. uncompressed. 3-D models of transporta-

tion corridors will likely be measured in gigabytes. For 

this reason it is very important to be sure that the primary 

production platform(s) for visualization work will have suf-

ficient storage capacity. Depending on the number of projects 

that might be in production at any one time, a disk capacity 

of two to four gigabytes should be considered for each active 

project. For example. 30 seconds of full-color video imagery 

at the CCIR60I standard of 30 f/sec requires 657 MB of 

space. A high-capacity back-up system should also be part 

of the storage scheme. One of the most useful is the 8 mm 

tape foiiriat, whieli stoics Up to 10 gigaby Ics of iiifuriiiatioii 

in compressed format on an 8 mm tape. 

Processing Power 

Processor speed and RAM availability are also important 

when developing the visuili,ittioii platiul iii. Mciiiuiy aiid 

processor speed are of the greatest importance if ailimation 
is going to be part of the overall visualization capability. 

Allowing for the complexity of the images to be processed 

in an animation, rendering time per frame can run from 

less than a niinUte to more than an hour, depending on the 

OUTPUT HARDWARE 

Postproduction hardware includes the peripherals neces-

sary to transfer the visualization images and animation 

sequences from the computer environment to an appropriate 

distribution medium. The most common distribution media 

are prints/plots. 35mm slides, video tape, and compact disks 

(CDs). Each form of output requires a different set of periph-

erals that can often represent a monetary investment equal 

to the conll)uter  hardware and software required to capture 

and produce the imagery. 

Real-Time Editing Devices 

If an animated sequence is being produced for mass distri-

bution, it is usually recorded on video tape. This requires 

close communication between the drive and the computer 

so that each image in a sequence is matched exactly to the 
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previous image on the tape. Tile basic problem is that a 
computer cannot generate and display complex images at a 
full 30 f/sec. This requires sonic means of controlling the 
tape so that each image is recorded in exactly the right 
position on the tape, or the completed sequence must be 
generated and stored in a way that allows direct recording 
(Figure 21). 

With current software and hardware, tile need for separate 
equipment to control the output operation has been virtually 
eliminated. However, the ability to preview a completed 
sequence with all postproduction text and effects prior to 
recording it oil tape requires some type of real-time editing 
device. The most reasonably priced devices for perforilling 
this work currently are read-write laser disks. which allow 
the operator to assemble a sequence of rendered images. 
review them, add any postproduction features, such as text 
or special effects, and then record the entire sequence to 
video tape in real time. 

Three other options exist for putting animated sequences 
onto video tape. The traditional animation recorder controls 
the video tape recorder (VTR) so that each successive frame 
is put oil the tape with no space or overlap. These maclimes 
are relatively inexpensive but they place an extremely high 
work load on the recorder. Because images are recorded 
Iranle by frame, the VTR must be re-queued each time an 
image is written to tape. The queuing process is slow and 
the recording process is very time intensive. 

The second option is if scan converter that reprocesses 
the rgh signal received by the computer monitor illto all 
analog signal that call be recorded by a VTR. With this 
system a powerful CPU and a large amount of memory are 
required to store successive images in memory and ''flip'' 
through theni at 30 f/sec. For example. a 20-second sequence 
may require up to 5 12 MB of memory (RAM). 

The tllird option is the use of data compression prior to 
storing frames. Accessory hoards are available that write and 
manage JPEG and MPEG compression and decompression 
software. JPEG and MPEG are acronyms for Joint Photo- 
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FIGURE 21 Output of animation from digital to video 
en vi ron me lit. 

graphic Experts Group and Motion Picture Experts Group. 
respectively. Compression boards allow direct recording to 
a VTR through all image capture board. it is important 
to remember that most compression results in a loss of 
information. The greater the compression, the greater the 
loss of information. If the distribution medium is to be video 
tape, some loss of image detail may not be noticeable 

Video Recorders 

Video recorders for transcribing animation sequences and 
dubbing them to distribution tape are one of the most impor-
tant visualization hardware conlponents. The quality and 
capabilities of the VTR ultimately control the quality of the 
Ilnal presentation. While the computer may be working at 
very high picture resolution and 16.7 million colors, the 
viewer will only see what the video recorder is capable 
of transferring to tape. in general, consumer market video 
cassette recorders and players do not have tile capability 
necessary to record high-quality master images. This means 
that when the sequence is moved to the Ilnal distribution 
medium images will begin to appear soft or fuzzy. 

For general purpose video production, the most popular 
option would be the mid-range industrial S-VHS recorders! 
players. Like all technology, constant change and illiprove-
nient make all),  discussion beyond basic features quickly 
dated. The important features that should be included in 
video recorders are: 

time base correction 
frame-by-frame advance control 
date and time reference stamp 
edit control. 

Writable CDs 

Vritabie CD technologyis just emerging as anotiler form 
of output. The CD has already heconle a preferred medium 
for the distribution of software and other kinds of data, but 
inexpensive equipment for writing to tile compact disk has 
only recently been made available. Several companies now 
oiler peripherals for wnting to conipact disks at very reason-
able prices. That is, they compare favorably to tile conlmercial 
grade VTRs. The current disadvantage of the writable CD is 
the lack of a developed illfritstructure for viewing and showing 
visualization materials written to C1)s. At this point it essen-
tially requires that the material be viewed on a computer with 
CD capabilities, which limits the audience. To serve a large 
audience there must be access to it computer tethered to a 
digital video projector. The technology in this area is improv-
ing and the problenl of portability is already being addressed. 
The pOver of portable notebook computers continues to 
increase and they are now available with CD drives. Compact 
digital video projectors are also heconiing available and at 
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increasingly attractive prices. With an almost certain conver-
sion to digital television in the next few years, the writable CD 
will become an increasingly popular alternative to video tape. 

COLOR PRINTERS AND PLOTTERS 

One option for the output of composite images, artist's 
concepts. and still clips from animated sequences are color 
printers and plotters. These devices have the advantage of 
one-step processing from computer to linished product. In 
the case of color plotters, there is also the ability to control 
image size. Many of the new color plotters can produce full 
'E size images on plain paper. 

The different technologies being used to produce color 
prints and plots include ink jet and dye sublimation. The 
primary differences in the various technologies are image 
resolution and color quality, initial cost, and cost per copy. 

Ink Printers and Plotters 

Ink jet printers and plotters are currently the most popular 
and inexpensive of the color printers and plotters. They will 
print on plain paper but there may be sonic blurring of edges 
it' the paper is very porous. Some improvement in image 
quality can be achieved it' it clay-coated medium is used. 
The resolution and color quality is somewhat limited when 
compared to other kinds of color printers with resolutions 
of about 300 dots per inch. Color quality is also limited 
by the quality of the ink in the cartridges. 1-lowever. these 
disadvantages are offset by reasonable cost and ra)idly 
improving technology. 

Dye Sublimation Printers 

Sublimation is the phenomenon observed when a sub-
stance transitions from a solid to a gaseous state without 
becoming a liquid. The most familiarexaniple of sublimation 
is dry ire. At mnm temperature. compres;cd carbon dioxide 
changes quickly from a solid to it -as. This is essentially 
the process that is used in the dye sublimation printer. A 
dye is heated until it changes to a gas and this is fused to 
another surface. 

The dyes used in dye sublimation printers are polymer 
materials that gassify at around 400 F. In a gaseous state, 
the polymer materials will react with other polymer bascd 
materials. As they cool, they form a permanently fused bond 
with the base material. Because the color is applied to the 
output niedium as a gas, it produces alimiust cumitimmuous grada-
tions in tone and color, which result in near photographic 
image quality. 

Thermal Waxing Printers 

Theniial waxing printers use a tape or ribbon to hold the 
color material. The mechanism for effecting the actual transfer 
of color difl.as among machines, but the basic principle is 
the same: the ribbon is heated, the color material is detached 
and translciTed to the target medium. The chaim of the color 
waxing printer is that this method produces a high-gloss image 
with good gradation in the color image. Because of the glossy 
surface and vividness that can be achieved in the color dyes, 
the image resembles a photograph. 

Color Laser Printers 

Color laser printers have been available for sonic time 
but they have been at the upper end of available technology 
in cost. Very recently. the price of color laser printers has 
begun to decline to a point where it is a competitive color 
output device. In the top-of-the-line machines, the color 
quality and picture resolution are nearly as good as the dye 
sublimation printers. Its advantages are that it prints on plain 
paper rather than a more costly special medium. 

Film Recorders 

Film recorders are used to transfer computer-generated 
images to photographic fIlm. They are essentially a camera 
body attached to a small, high-quality, flat screen computer 
monitor with a very high picture resolution. The computer 
image is generated on the monitor and the camera body 
exposes the film, which is then processed. 

Most all film recorders use digital signals. That is. they 
send the image directly to the recorder's monitor screen in 
digital format rather than converti mg the signal to an analog 
video signal. This provides very good color and picture 
resolution, depending on the quality of the film recorder's 
display capabilities. 

Many film recorders are fitted with 35mm. 60 mm (2/4  
in.) square. and 102 mm X 127 mm (4 in. X 5 in.) camera 
backs and they will support a variety of Ii liii types and 
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speeds. For text and basic graphics, film recorders at the 
low end of the price range will provide good results. How-
ever, when considerations of time and complex imagery, 
multiple objects, or large variations in light and color are 
involved, consideration of a better quality camera may be 
warranted. Higher quality will come at a significant increase 
in price. In the case of a film recorder, it may be advisable 
to contact a service bureau in the local area to provide 
appropriate services when high-resolution work is required. 
This approach can limit the initial investment until internal 
needs can be better established. 

SOFTWARE FOR VISUALIZATION 

The software necessary to generate visualization products 
is best explained in relation to the three phases of visualiza-
tion product development. As in the previous section, soft-
ware will be discussed in relation to image/data acquisition 
and input, image processing, postproduction, and output. 
Where software is concerned the variety of choices is even 
greater than the available hardware. 

Software for Image/Data Acquisition and Input 

Aerial Photogrammetry and Mapping 

The relationship of mapping operations and data may not 
be immediately associated with visualization capabilities. 
However, most transportation projects are impacted by the 
physical location of transportation corridors in space and 
these must be faithfully reproduced. Thus the construction 
of an artist's concept plan or a 3-D model usually requires 
a topographic map. Illustrative plans can generally use non-
rectified photography, i.e., aerial photos that have not been 
adjusted for scale and to remove lens distortion. However, 
when the information is used to construct a 3-D base for an 
image composite or animation sequence it is necessary to 
have rectified imagery that can be converted into reliable x, 
y, z coordinate data. 

Most of the conversion of aerial survey data in the past has 
been accomplished using manual stereoptical interpretation 
methods. More recently, data are processed by computer-based 
systems that merge stereoptical interpretation and the computer 
is used as a computational and plotting device. What is signifi-
cant about these systems is that they record information in a 
true 3-D (x, y, z) environment. The term applied to these 
3-D data files is digital terrain model (DTM). Information 
captured as a DTIvI can be moved directly into most 3-D 
modeling environments and displayed as triangulated irregular 
networks (TIN's), plans, sections, or elevations. Models of 
other structures can then be. constructed on this 3-D base. 

The problem encountered in most transportation agencies 
is that the 3-D data set is not maintained through the planning 
and design parts of the project development process. By  

continuing to use the two-dimensional methods in planning 
and design, much of the value of this initial data set is lost. 

Image Acquisition 

Regardless of the camera used to record an image, a soft-
ware interface is required to move the imagery from the capture 
board or scanner to the computer. Most image capture boards 
have proprietary drivers and software that come with the board. 
Devices such as scanners may have drivers, called plug-in 
modules, that operate within other graphics software packages. 
For example, in the DOS/Windows environment most graphics 
packages and scanners use a "TWAIN" compliant driver. 
This means that the device complies with industry standards 
for scanning devices operated in this environment. Thus, any 
software that supports a TWAIN compliant driver can control 
the scanning device. All of the major graphics softwares and 
the top word processing programs can directly access scanning 
devices that use TWAIN compliant drivers. 

The features that should be considered in scanner driv-
ers include: 

pre-scanlpreview options 
image processing features that allow the operator to 
adjust the scan settings for characteristics such as con-
trast, brightness, shadow contrast, etc. 
color adjustments 
edge interpolation adjustments, (smoothing and sharp-
ening). 

These features allow an image to be scanned into the com-
puter environment ready for manipulation with minimum 
additional modification. 

Visualization Production Software 

Paint/Image Editing Programs 

Paintiimage editing programs vary in their features and 
operational interface and, as might be expected, the greater 
the flexibility the more difficult mastering the program is 
likely to be. When selecting a program for use in transporta-
tion applications it is important to be aware that these pro-
grams require an operator skilled in operating both software 
and hardware and who has considerable artistic ability in 
order to achieve good results. Most of the paint programs, 
which will be discussed in more detail later, do not have the 
sophisticated capabilities necessary to construct perspectives 
and control surface texture variation, shade and shadow, light 
source, and other variables found in the rendering softwares. 
These variables must be carefully controlled by the operator 
if acceptable results are to be achieved. 
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3-D Modeling 	Animation 	 Rendering 

The modeling module 
generates the basic 
three dimensional data 
set. In other words, a 
file of x, y, z, 
coordinates for each 
point in a drawing. 
Three points define a 
plane and multiple 
l)lancs define surfaces. 

The animation control 
module sets the camera 
control. It allows the 
operator to set the path 
of the camera, its 
speed, angle of view, 
direction etc. 

Depending on the 
sophistication of the 
package it can also set 
the motion of other 
objects. 

The rendering module 
is where the rendering 
parameters are set and 
the finished frames 
generated. 
Rendering parameters 
include: surface color, 
texture, reflectance, 
transparency, and light 
source(s). 

Other controls include: 
type of rendering and 
anti-al iasing. 

FIGURE 22 Modular components of 4-D software. 

Modeling Animation and Rendering Software 

Software used to produce animated products can be sepa-
rated into three basic modules: modeling, animation, and 
rendering as shown in Figure 22. 

Modeling and Rendering Features 

The differences between the modeling, animation, and 
rendering modules, as shown in Figure 22, are not as clear-
cut as they used to be. In the last few years all of the 
major CADD programs have incorporated 3-D modeling 
environments along with some fairly sophisticated rendering 
capabilities. What really differentiates the various software 
products is the level of sophistication in the fine points of 
the software. The high-end animation software packages, 
used to generate animated movies, combine the modeling. 
animation, and rendering control modules in a single pack-
age. The results that can be achieved with these softwares 
are impressive, but there are some distinct disadvantages 
that make them unsuited to visualization applications in 
transportation. The primary disadvantage is that the model-
ing environment (toes not provide a set of true-scale model-
ing tools similar to those available in CADD software. That 
is, the software architecture does not deal with the x. y, z, 
information in relation to a real-world coordinate system. 
This makes it somewhat difficult to use when precision is 
needed and it is almost impossible to manage if it is necessary 
to import and export information. Recognizing this short- 

i,2. several of the high end systems now support the 
transfer of data through data exchange formats such as .DXF. 

Based on the survey, Microstation is the most widely used 
CADD software for transportation applications. Although it 
is primarily used as a 2-1) CADD environment, it offers 
very good 3-D modeling capabilities with some reasonably  

high-level rendering capabilities. Other production softwares 
gaining widespread popularity are InRoads and GEOPAK. 
Both of these products are tool base extensions to Microsta-
tion that enhance and facilitate the use of its 3-D capabilities. 
For agencies and offices moving into a 3-D production envi-
ronnient. InRoads and GEOPAK seem to be the products of 
choice. Their popularity is generally attributed to a generous 
palette of tools that allows an operator to build 3-D forms 
quickly by extruding, adding, and subtracting volumes and 
forms. These can then be translated into traditional plan-
profile sets, single rendered perspectives, or animated 
sequences, which can be viewed on screen using a "flip 
file" routine. 

The difference between the l'ull-feature CADD systems 
and high-end modeling and rendering softwares is the level 
of sophistication available to the operator. What is meant 
by the level of sophistication is most easily illustrated by 
comparing differences in rendering capabilities. Se veral dif-
ferent types of rendering techniques are available and each 
type represents a successively higher level of detail and 
sophistication. Microstation oilers seven levels of rendering: 
wire mesh, hidden line display. filled hidden line, constant 
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a. Wire Frame b. Flat Shading 

C. Gouraud Shading 
	

d. Phong Shading 

e. Shade and Shadow 
	

f. Texture Mapping 

FIGURE 23 Comparison of dilferent levels of rendering. 

shading. smooth shading. (Gouraucl shading) and Phong shad-
ing. The simplest method of rendering is the wire mesh. All 
elements of the image are transparent and the edges of masses 
are delineated by lines and a polygon mesh is used to delineate 
curved surfaces. Hidden line rendering establishes a station 
point and view direction so that polygons can be shown as 
OpaqUe elements that conceal elements that lie behind. Filled 
hidden line rendering sho\vs elements as solid polygons of 

specified colors that conceal elements that lie behind them. 
Constant shading displays each surface as one or more poly-
gons IlIled with it solid! color. Smooth shading displays a 
surface as one or more polygons bitt the shading smooths 
the edges between the polygons. Phong shading is the most 
realistic, it smooths all edges and varies the colored surltce 
by computing the color for each pixel in the image. Six 
different levels of rendering are illustrated in Figure 23. If 
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several sequential frames are rendered along a specified path 
and viewed at 30 f/sec, the illusion of motion is created. 

Depending on the type of rendering, each inmge in a 
sequence may range in size from as little as a few hundred 
kilobytes to several megabytes. An image rendered for video 
resolution requires 750 KB and an image rendered for slide 
film resolution (4096 X 2762) will be approximately 33 
MB. When images reach this size, storage of the rendered 
frames can become difficult to manage with respect to 
disk space. 

Software for Image Compression 

When selecting a modeling and rendering package careful 
consideration should be given to a product that pro'ides the 
compression features. Compressed files increase the number 
of images that can be stored on the disk and in active meni-
or'. When images are stored in active memory it provides 
real-time display capability or on-screen animation. On-
screen viewing capability is very helpful when making prep-
arations to output an animation to the final medium. I-low-
ever, there are some aspects of compression that should 
be considered. 

There are two types of compression that are popularly 
called ''Lossless" and ''Lossy. "Lossless compression 
reduces the size of the file by coding so that no information 
is lost at compression ratios of 2: I to 3: I. The disadvantage 
of this type of compression is that the image must be 
"decoded" in order to write the display to the screen. This 
is a time and meniory consuming process. 

"Loss)'" compression physically reduces the size of the 
tile. The process of reducing file size is done by reducing 
the amount of color information in the file. Once this conver-
sion is complete the information is permanentl' lost. With 
this method, compression rates of 10: I to as high as 60: 1 
are possible. At a rate of 60: I there will be some visible 
reduction in picture quality. 1he most popular lossy toriiiat 
is JIEG (Joint Photographic Experts Group) compression. 

This is the most common technology used to provide on-
screen playback of rendered sequences. 

Output and Postproduction Software 

Output or postproduction operations involve moving ren-
dered images froin the computer to a final medium for distri-
bution. At this time the most popular medium is video tape. 
I lowever, CD technology is rapidly becoming more common 
and affordable. The current drawbacks to the use of CDs as 
an output medium are the cost of the CD writing equipment 
and the lack of a well developed playback infrastructure. 
Irrespective of the target medium, postproduction concerns 
and methods will remain much the same. 

The software products used in the postproduction process 
generally include character generators, transition effects, and 
sound. Character generators are used to overlay text or other 
icon figures on the video tape imagery. The most common 
uses are for titles and credits but they are also handy for 
adding notes and labels to graphics as instructional and 
informational aids. 

'I'ransition effect softwares are used to proide smooth 
changes between video segments. Transitions include effects 
such as fading an image from full brightness to black and 
bringing a new segment up to full brightness, called ''fades." 
Another kind of transition blacks out the current image in 
segments. for example blacking an image out in a series of 
continuously wider parallel lines creates the effect of venetian 
blinds being closed. These transitions are called "wipes. 
Another effect gaining great popularity is called ''morph-
ing." An example of morphing is changing a speedy sports 
coupe to a running tiger in one smooth continuous motion. 

Postproduction software varies in its variety and level of 
sophistication. Many of the animatioll control software pack-
ages include sonic postproduction capabilities that probably 
are sufficient for most general applications. If video is going 
to be an integral part of an agency's visualization activities, 
some postprodtiction capabilities should be considered. 
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CHAPTER FIVE 

VISUALIZATION PRODUCTION 

INTRODUCTION 

Chapter 4 presented the basic tools used for generating 
visualization products. This chapter discusses how the vari-
ous pieces of equipment are orchestrated to produce a visual-
ization product. The discussion is directed to administrators 
and professional staff who may find themselves charged with 
the task of developing a visualization production capability. 

Figure 24 illustrates the steps required to produce the 
three most common visualization products used in transpor-
tation: the artist's concept, the composite image, and the 
animation sequence. The processes for producing these types 
of imagery are described, along with some examples of 
common tools used to accomplish each task. As appropriate, 
reference is made to the relevant output media. 

SELECTING VISUALIZATION PRODUCTS 

The key considerations in selecting the type of visualiza-
tion to be used are: cost, time, audience, and project com-
plexity. 

Cost 

Cost is a consideration in any selection process. In the 
case of visualization materials, cost is often evaluated as a 
percentage of the overall development and construction cost 
of the project, the probable need for visualization materials, 
and the period over which there will be a need for visualiza-
tion materials. Relating visualization costs to the construc-
tion budget can provide a quick overview of project expendi-
tures, but experience suggests that it is not a very reliable 
measure of cost-effectiveness. More often the cost of visual-
ization materials has to be viewed in relation to the sensitivity 
and complexity of the project. In other words, the costs will 
have to be judged against the potential costs that result 
from project delay, negotiations, litigation, and other delays 
associated with public education. 

A third criterion that is easily overlooked is the long-
term value of the visualization materials. This is particularly 
true when considering the cost of developing a 3-D model 
of a project corridor. The TxDOT study (17) noted that 
many different units within a transportation agency could 
and would use visualization materials generated from a 3-1) 
data set if it were available. The problem was that the cost  

of developing the 3-D model was difficult to justify in rela-
tion to any single need. This suggests broader application 
of visualization materials where a 3-1) model is available. 

In terms of labor and materials the artist's concept is 
usually the least expensive of all visualization products 
because it involves only three steps: base image acquisition, 
concept creation, and output. The "composite image," still 
or dynamic, represents the middle ground of cost with the 
animated sequence usually representing the most expensive 
product. Within each of these techniques, different levels of 
detail effect the cost of the final product considerably. For 
this reason it is seldom prudent to make a final decision 
based purely on generalized notions of cost. For example, 
an animation rendered with only hidden line removal and 
viewed only as an on-screen computer display could easily 
cost less than two or three artist's concept sketches of the 
same area. The question is which product will be most 
effective in meeting the needs of the audience. 

Finally, while it is generally true that a 3-D model will 
cost more than a single-image presentation, one should not 
lose sight of the fact that once a 3-dimensional model is 
developed an almost infinite number of still views and ani-
mations can be generated at a very nominal cost increment 
for each product. For this reason, and the fact that the data 
set has value long after the construction process is complete, 
the 3-1) model should not be rejected out of hand simply 
on the basis of cost. 

Production Time 

The time required to produce a particular product must 
be taken into account when selecting a visualization product. 
In general, artist's concepts can be produced in the least 
amount of time, while the realistically rendered animation 
represents the highest time requirement. Time will, of course, 
vary with the complexity of the project, availability of base 
materials and the level of detail needed in the final visualiza-
tion product. For example, a wire frame drive-through of a 
relatively simple corridor can probably be generated in the 
same amount of time as that required to do a fairly detailed 
artist's concept. In either case it is important to select a 
visualization type that fits the time available. 

Another factor that will significantly impact the produc-
tion time of a visualization product is the agency's CADD/ 
Graphics production environment. If the primary production 
environment is 2-D, using a system such as RDS or IGrds, 
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FIGURE 24 Steps in the production of three visuali/.atiOl) products. 
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it is necessary to add or extract the i. dimension in order to 

generate perspectives. 'I'Iiis task represents it considerable 

time commitment. On the other hand, it' the agency USCS a 

3-D production ens' i ronment such as that afforded by 

in Roads or GEOIAK. it is a straightfirward mattel' to gener-

ate perspective images at any time from any viewpoint in 

the model space. Because the life of the data set continues 

long after construction of the project is complete, it is there 

to support activities related to litigation, maintenance sched-

tIling, and public information. 

Figure 24 illustrates the production steps for the three 

most popular types of visualization products. Each step ill 

the process has a range of time that should be anticipated 

for the task, depending oil the size and complexity of the 

task. One of the most time-consuming parts of the process 

can be acquiring design information in sufficient detail to 

generate a representative visualization product. 

Developing 3-D models of the type required for animation 

and image compositing can vary markedly and will be 

impacted by the skill of the operator, the software environ-

t)leIlt, machine speed, quality of design information, and the 

complexity of the structure to he modeled. j\ simple at-

grade intersection, for example, will l'equire substantially 

less modeling time than it grade-separated interchange with 

nitiltiple direct connects. 

Fot altilllalcd products, the time is even more difilcult to 

estimate. Not only do the size and complexity of tile 3-D 

model have to be taken into account, but the complexity of  

the rendering as well. If fairly complex rendering and effects 

are to be included in it final animated product, several test 

runs may have to be completed before the final rendering 

parameters, motion control, materials palette, and lighting 

scheme are set. Rendering time may then be measured in 

weeks, depending on the computing capacity available. 

To the extent possible, these differences in time have 

been recognized in the discussion. 

The process of designing a transportation corridor and 

its related structures requires the generation and use of all 

three dimensions. In the past, manual and even computer-

based graphics systems worked with this information in two 

separate, two-dimensional pltlleS: the plan and the profile. 

CADD technology has now evolved to the extent that engi- 
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neers have an effective set of true 3-D design tools. These 
new systems will slowly change the current 2-D production 
process to a true 3-D environment. As this occurs, the time 
required to develop 3-D imagery and animation will be 
markedly reduced, which will almost surely lead to a wider 
use of 3-D and 4-D products. 

review and visualization of complex construction processes. 
There is also reason to believe that states other than those 
that responded to the survey have had some experience with 
4-D media. However, it appears that the use of the materials 
is consistent with those that were identified. 

Audience 

The intended audience should be carefully considered 
when selecting and planning visualization materials. Many 
audiences do not understand or respond well to two-dimen-
sional drawings like plans and profiles, sections, and eleva-
tions. In the case of very complex projects, even trained 
professionals will have difficulty understanding two-dimen-
sional materials without sufficient time to study the draw-
ings. 

Audience impact is also related to the level of detail that 
will be used in the imagery. Design professionals have very 
little problem understanding wire frame or quick-shaded 
representations of project elements, and for most situations 
the wire frame provides sufficient detail for in-house review 
and design exploration. On the other hand, the general public 
tends to evaluate imagery based on their contact with com-
mercial television. Images that do not come up to that level 
of detail and quality are often described as "cartoonish" 
and therefore viewed with some degree of suspicion. 

There is little in the transportation research literature that 
suggests what types of visualization products will be most 
effective for a given audience or what level of detail may 
be required to achieve the greatest level of understanding. 
However, information from agencies and consulting firms 
with substantial commitments to visualization technology 
provide some insight as to its use. 

A majority of the public transportation agencies identified 
as generating and using visualization products began with 
computer generated artist's concepts. For the most part these 
efforts were in association with demonstrating design out-
comes for sensitive environmental conditions or were used 
to facilitate the public participation process. While several 
states indicated some experience with these media the states 
providing follow-up information for this report were: New 
York, New Jersey, Minnesota, Texas, and Wyoming. What 
may be more significant is that all of the agencies that 
reported the use of still imagery also indicated that they 
were working with, or in the initial stages of exploring the 
use of 4-D as a next step in their visualization production. 

The Texas Department of Transportation was the only 
survey respondent that reported any extensive use of 4-D 
visualization within the department. It seemed that the most 
concentrated use of 4-D technology at this time was in 
research universities and private sector transportation con-
sultants (11,23,25). In the cases identified, animation was 
used for facilitating the public participation process, right-
of-way litigation, evaluation of complex structures, and the 

Project Complexity 

The relative complexity of a project should always enter 
into the selection of a visualization product. This is particu-
larly true where relationships exist between site elements, 
property, buildings, narrow rights-of-way, and where project 
elements are going to be visually complex. The best example 
of a complicated structure is a three-level, grade-separated 
highway interchange. The visual confusion generated by the 
number of bents, ramps, signs, lights, and grade transitions 
makes it difficult for even the trained professional to under-
stand, and almost impossible for the untrained eye. When 
a project is this complex, careful consideration should be 
given to developing a 3-D computer model to avoid any 
misjudgment in scale or alignment. It may also be desirable 
to use higher and higher levels of rendering to make it 
easy to distinguish various structural elements and to add a 
sufficient sense of visual depth so the image can be easily 
and accurately interpreted. 

Several major architectural and engineering consulting 
firms have made a strong commitment to 3-D modeling and 
animation as part of their production process (11,22). By 
working in a 3-D environment, errors can be avoided in 
dimensional clearances and locations that are all too fre-
quently encountered when only 2-D design techniques are 
used. A direct benefit of using 3-D modeling technology as 
an integral part of the planning and design process is that 
animation sequences can be generated for a variety of presen-
tations, which provides better overall communication. 

ASSEMBLING BASE DATA FOR VISUALIZATION 
PRODUCTION 

The production of a visualization image or animated 
sequence requires the collection and assembly of a variety 
of information. Some of the information is readily available 
as part of the normal project planning and design process, 
while other information must be carefully planned and col-
lected for a specific project. This section discusses the kinds 
of information needed for producing different types of visu-
alizations and suggests some of the better methods for 
acquiring the information. The broad base of technology—
computers, scanners, image capture devices, film cameras, 
and video cameras—available to gather base information 
was presented in the previous chapter. The focus here is on 
applications of the components rather than the idiosyncrasies 
of the various component technologies. 
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Topographic and Alignment Data 

Most transportation agencies have maps that show corn-
dor topography and corridor (center line) alignment. This 
information is most often displayed as rectified aerial photo-
graphs, right-of-way maps. topographic maps. and plan-pro-
file sheets. Depending on the stage of l)roject  development, 
the information needed to prepare a 3-D image or animated 
sequence can range from very sketchy and preliminary to 
very detailed. Where only sketchy information is available, 
model construction time and accuracy must be given very 
careful consideration. There are cases where disagreements 
between early project visualization and completed projects 
have resulted in public dispute and litigation. (12,17) 

Digital base information is by far the most useful in 
developing computer-based graphic products. Digital terrain 
models (DTM) are very useful for developing the ground 
plane model of a transportation corridor. CADD files are 
invaluable for establishing the new 3-D construction parame-
ters. True 3-D files are clearly of greater value than two-
dimensional files. If no 3-D files have been developed, soft-
ware aids are available that allow operators to loft'' a 2-
dimensional drawing into a 3-D file it' vertical alignment 
information is available. 

The availability of base information must be carefully 
considered when planni rig the development of the final prod-
uct. Commitment to an animation sequence, for example, 
would be very costly if it meant building a 3-D model from 
very limited digital information and the results may be of 
very limited use. Always keel) in mind that the tools allow 
development of very convincing illustrations but a 3-D 
model built with assumed information is of questionable 
value because it will not necessarily reflect a real or practical 
solution and this can have negative results. 

Base Imagery 

Artist's concepts and image composites require a base 
image to achieve the highest level of realism. Images for 
artist's concepts riced only follow good photographic tech-
niques. Image compositing, on the other hand, requires field 
control. 

Camera lens 
distortion at 
edge. 

Perspective 
FIGURE 25 Perspective adjusted to simulate lens distor-
tion. 

The objective in developing a composite image is to 
match the physical camera to the computer's virtual camera 
location and camera settings as closely as possible. Then. 
when the two images are brought together during the com-
positing process, the images' perspective and shading will 
match closely. 

To achieve the closest possible match it is necessary to 
locate the station point of the camera in the field. The most 
convenient way to do this is with a global positioning system 
(GPS) receiver. This gives the basic x, y, z, information of 
the station point and the remaining parameters can be easily 
recorded. The time required to use a GPS receiver will vary 
depending on the receiver and the number of satellites that 
can be acquired. 

If good topographic information is available, station 
points can be selected before going to the field, or measure-
merits can be taken from known points in the field which 
can be located on maps in the office. Other than the x. y, 
z, inlormation of the station point, it is necessary to record 
the camera's line of view (azimuth, bearing), and record the 
camera's focal length and f-stop (aperture). 

For the best results, the camera used for taking base 
images should he calibrated in a studio condition prior to 
using it in the field. Factory calibration markings on the 
lenses are frequently inaccurate. This is difficult with video 
cameras because they use variable focal length lenses (zoom 
lenses), which have a wide variability in lens perfonuance. 

Software methods can also be used to generate this infor-
mation but they still require that field measurements be 

Field Contml /r Base Images 

Computer programs use the analogy of a camera to gener-
ate perspective images. That is, they establish a viewing 
station, a local length, and lens aperinrre to determine what 
is iii the field of view. The camera height is selected to 
establish the horizon line from which the perspective will 
be constructed. Depending on the sophistication of the soft-
'are's camera algorithm, lens distortion will be calculated 

and the linal image adjusted. Figure 25 is an example of a 
computer perspective adjusted for camera lens distortion. 
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taken. The software methods backcalculate the field camera 
settings based on actual dimensions provided by the operator. 
Using this method the photographic base image is digitized. 
Then several known points, usually five or more, are identi-
fied in the photograph along with the actual field dimensions. 
Important reference points might be the corner locations of 
existing buildings and the lengths of the walls, bridge bent 
locations and heights, or other physical objects such as 
retaining walls, poles, and signs. When physical features are 
not available, large cones can be used. The best references 
are always objects that have clear sharp edges and where 
the horizontal and vertical dimensions are known precisely. 

Photographic Base Images 

Using photographs as base images offers the advantage 
of very fine-grain picture texture, depending on the film 
grade, quality, and negative size. For most cases a medium-
to low-speed 35mm film, (ISO 64, 100, 200), will provide 
the best results. The disadvantages of using film include: 
limiting the views to a few selected station points and the 
need to have film processed and then converted to a machine 
readable form with a scanner. 

Video Images 

Video images have the advantage of multiple frames 
that can be reviewed to select the most advantageous or 
instructive view. The camera operator can pan an area, zoom 
in and out, and adjust the viewing point to provide a wide 
variety of choices for the base image. The video tape can 
be viewed in real time and the best view(s) selected. Unlike 
film, video does not have to be processed. 

On the other hand, video does have some serious disad-
vantages. Like film, it must be digitized by an image capture 
scanning device to convert the analog signal to a digital file. 
Because of the data loss during the conversion of the analog 
video signal, the resolution of video imagery is limited to 
the maximum video resolution, which is approximately 720 
X 486. This is considerably lower than the available digital 
resolutions. The best image capture boards scan video at the 
full NTSC standard 760 x 486 resolution; other boards are 
available with resolutions of 720 X 486 or 512 x 486. 

Digital Cameras 

Digital cameras have been available in the commercial 
and consumer markets for some time. These are still-image 
cameras that record images directly in a digital format on 
an 89 mm (3.5 in.) floppy disk. At this writing, the state of 
digital camera technology is not developed sufficiently to 
make them cost-effective tools for general use. Their disad- 

vantages are cost and portability. Cameras capable of record-
ing high-quality images are still very expensive. Secondly, 
most of the current cameras require that they be tethered to 
a computer to receive and record the digital signal. However, 
this technology is maturing rapidly and it will likely replace 
the use of film cameras for computer-based graphics applica-
tions in the very near future. 

Material and Texture Libraries 

Another important form of base imagery is the materials 
and textures library. The generation of photo realistic images 
requires collecting other kinds of imagery that can be used 
in the final visualization product. This includes things such 
as brick and concrete finishes, wall systems, plant material, 
and building elevations or any other special materials or 
surfaces that might be unique to the project. 

Most of the full-feature paint programs have tools that 
allow the operator to import images or portions of images, 
from any machine readable file into the final image. Elements 
such as trees and plants can be captured, scaled, and placed 
in a new image. If this is done from high-quality base imag-
ery the results can be very impressive. Another tool is called 
texture mapping. Through texture mapping, a feature such 
as the texture of a wall or even the elevation of a building, 
can be associated with a plane or surface in the image. 
The surface can then be scaled and adjusted to match the 
perspective of the final image. 

To take full advantage of these program features, it is 
usually desirable to photograph or video a wide variety of 
materials and keep them in a library for use in developing 
visualization products. Once a particular effect is created it 
can be saved and used in other images. One major consider-
ation in developing these libraries should be light conditions. 
Try to plan photographing and video sessions when the sun 
is near its zenith. This limits shadows and allows the images 
to be moved into a wider range of light conditions. 

Material and texture libraries are being produced com-
mercially and are available on compact disks. However, they 
are of necessity general in scope and may not reflect regional 
conditions well. Another problem is that some of the pictures 
are captured from video and the image quality is often poor 
due to the video to analog conversion. A good quality materi-
als library would be handy as a foundation if it fits regional 
light conditions and reflects appropriate materials. The 
library can then be expanded to meet organizational needs. 

GENERATING THE VISUALIZATION IMAGE 

Visualization images are generated by paint/image editing 
programs or 3-D modeling and rendering programs. These 
represent completely different classes of programs in terms 
of organization, structure, and operation. They also require 
much different levels of skill to achieve the desired results. 
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Paint/Image Editing Programs 

Paint programs are a collection of computer-based tools 

and procedures intuitively arranged and patteiiied to mimic 

the traditional tools and methods of the artist or 'painter.' 

Numerous programs are available that offer a variety of 

options and degrees of sophistication. Simple paint programs 

produce images by assigning a grey scale value or a color 

to each pixel or raster of the drawing area. in general the 

progranis are arranged with a set of drawing tools, painting 

tools, a color palette, special effects palette, editing filters, 

and a suite of input and output options. The drawing tools 

are like a pencil or a pen. They are used to draw lines. 

arcs, circles and other geometric forms, as well as text. The 

painting tools simulate the effects that could be achieved with 

a paint brush, a pen. or an air-brush. Controls are provided in 

the paint tools panel to adjust the width of brush or spray 

pattern, the color concentration or relative transparency. and 

the edge effect. The color palette allows control of the colors 

up to the maximum potential of the graphics environment of 

the computer and the monitor display. 

Special tools and filters allow the operator to capture all 

or parts of images, manipulate them, and insert them into a 

new image. The more complete programs include a variety 

of transition effects that can be used when assembling video 

taped or computer-based presentation. They also allow 

images to be developed in a series of layers, which faciltates 

developing complex images that involve transparent or trails-

lucent surfaces. Using layers, objects behind can be shown 

in the appropriate relationship. 

The input and output tools link the paint program to the 

PCll)hcral devices. On the input side, the prograin will include 

the scanner or image capture controls. The output side controls 

the drivers for printers, plotters, and hIm recorders. 

The distinguishing difference between a simple paint pro-

gram and image editing software are the features for image 

processing allowing full-image manipulation. This includes 

features such as blurring, sharpening, color correction, chan-

ging from one color palette to another, and image composit-

ing using alpha channels or manes and layers. 

Paint/image editing programs are the l)flmary tools for 

merging composite imagery. To generate a composite image, 

a single frame is rendered in the modeling package and then 

imported into the paint environment. In most cases it is not 

desirable to iender the model to any high level of detail 

because the light conditions usually cannot be specifIed accu-

rately enough to achieve the desired level of realism. For 

this reason, the 3-1) image is usually brought in asa constant 

or smooth-shaded object and the shadows and surface tones 

are adjusted to blend with the light conditions of the base 

i m age. 

A good paint/image editing program is capable of generat-

ing images of near photographic quality and realism. How-

ever, the results obtained from paint/image editing programs 

are most dependent on the artistic ability of thc operator ,id 

not the sophistication of the software. Artistic ability is  

essential because there are no tools to automatically control 

the perspective, color, light effects, and other considerations 

that are important to achieving a good representation. Even 

the best programs cannot compensate for the lack of all 

artistic eye. 

3-Dimensional Modeling Programs 

Software for 3-D modeling tends to be complex in its 

structure and tool vocabulary and require considerable time 

to master. Based on survey data, the most popular 3-I) mod-

eling packages for transportation are Microstation. InRoads, 

GEOPAK, and AutoCAD. Most transportation agencies 

have or are evaluating one or more of these programs. It 

was also noted that most agencies do not have widespread 

use of the 3-D capabilities of these programs. 

3-D modeling programs use vector coordinates, x, y. z 

or x. y with z attributes, to define graphic l)riiliitivcs, lines, 

arcs, circles, and polygons. perspective algorithms are used 

in the display routines to generate the foreshortening effects 

of visual perspective. The differences among 3-D modeling 

piogiams are functions of the sophistication of the drawing 

tools, the user interface, and the structure of data set. Some 

of the older CADD structures deal with data as x, y coordi-

nates with a i. attribute. This structure is not tnily three-

dimensional because z information is carried as a data attri-

bute of an x,y point. The net effet is all increase in the 

rocessing time required to build the model and the time 

required to generate perspective images. In a true 3-D envi-

ronment. coordinates are carried in a true x. y. /. matrix. 

This permits near real-time viewing and interaction with 

the model because the topology (relation between the data 

points) is maintained regardless of the viewing point. 

The pallet of modeling tools available in the user interface 

is also variable among the available software environments. 

As the interest in 3-D tools has increased in the transportation 

industry, the software industry has responded with numerous 

improvements tailored specifically for transportation appli-

cations. Tools that allow direct entry of alignnient informa-

tion are very useful. Likewise, the ability to extrude forms 

along and around all three axes simultaneously, markedly 
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increases the utility of modeling programs and makes 3-D 
a more cost-effective option as the primary production envi-
ronment. 

RENDERING AND ANIMATION PROGRAMS 

Rendering capabilities are provided at various levels of 
sophistication in most CADD programs and in the popular 
modeling packages. However, if there is a need for a reason-
ably high level of realism in the finished product, it will be 
necessary to use a more sophisticated rendering package. 
The most popular renderers as identified by the survey were 
Modelview and Renderman. The modules in these packages 
have a very similar look and accomplish very similar tasks. 
The primary differences are in the algorithms used to accom-
plish the rendering tasks. 

When a 3-D model is moved from the modeler to the 
rendering package it goes through three additional steps 
prior to generation of the final image. These are: setting up 
the virtual camera and camera path for animations, assigning 
color and surface qualities, and establishing light sources.  

image of a particular material or object and then the perspec-
tive of the image is adjusted to match the surface to which 
it is applied. For example, the elevation of a building can 
be taken with a camera and digitized into the computer. 
Then this image is assigned to the surface of the appropriate 
building in the 3-D model. Once this is done the computer 
will adjust the perspective of the texture-mapped building 
front to fit the perspective properties of any selected view 
point. This results in very realistic images but it also 
increases rendering time. 

Setting Light Source(s) 

The third step in preparing to render an image involves 
setting the light sources. A single light source can be set to 
depict bright sunshine, or multiple sources can be established 
to illustrate the cobditions that might occur on a cloudy day 
or at dusk. Lights can be located at fixed points, as would 
be the case with street lamps, or they may be assigned to 
moving objects such as lighted vehicles. 

Setting the Camera Station or Path 

In the first step, the camera station point and view port 
are set. If an animated sequence is to be produced, a more 
involved process of establishing a camera path must be 
specified and the motion of other objects choreographed if 
that capability is available. Most programs allow the camera 
path to be specified by picking points on a schematic plan 
and then establishing the angle and direction of view. These 
are the so called "key frames." By establishing the key 
frames in the sequence, the computer can interpolate the 
intervening frames, camera parameters, and object motion. 
The new user interfaces simplify this process. The remaining 
settings, such as camera height and lens, are simply point-
and-click operations. 

Setting Colors, Materials, and Surface Qualities 

The second step involves assigning colors, materials, and 
surface qualities to all objects in the model. Depending on 
the complexity of the model and the variety of textures, 
materials, and colors, this can be a very time-consuming 
process. The materials module of the software will usually 
display a simple sphere to which the operator assigns differ-
ent values for material, color, texture, reflectance, transpar-
ency, and highlights. Once the desired effect is achieved 
those qualities are assigned to a selected surface in the model. 
This process is repeated until all surfaces in the model have 
been defined. Texture mapping or bump mapping is an 
advanced feature of the surface qualities module of the soft-
ware. Texture mapping routines essentially start with a raster 

Rendering Considerations 

Once the camera, materials, and light conditions have 
been set, the image can be rendered. There are two important 
considerations during the rendering phase: rendering time 
and disk space. 

Rendering Time 

Assuming an animation sequence of one minute at 30 f/ 
sec, 1,800 rendered frames will be required. Assuming an 
average rendering time of 15 minutes per frame for simple 
smooth shading, 450 hours of CPU time would be required. 
If the sequence is rendered at a resolution of 720 X 486, 
the full set of images will consume about 1.4 gigabytes of 
uncompressed disk space. If the images are more complex 
and rendered at a higher level of detail, the size and time 
required for rendering each frame will increase significantly. 
One hour or more rendering time per frame is not unusual 
depending on the power of the processor available. Given 
these factors, it is important to carefully consider the trade-
offs between rendering speed, file size, and image realism. 

Figure 26 lists some representative processing times for 
various levels of rendering detail. These are times for render-
ing on a Sun Sparkstation 10 with a 50 MHZ processor 
and 112 MB of RAM. Each increase in realism requires 
additional resources. Changing from flat to Gouraud to 
Phong shadings extracts little penalty in CPU time. Shadows, 
texture mapping, and surface materials definitions are more 
demanding. Figures 27 through 30 illustrate the relationship 
between computing time and the level of visual realism. 
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Rendering Ti me in Di lThrence Percent 
Technique Minutes in Minutes Difference 

Gouraud Shading 38 - - 

Phong Shading 48 10 26 

Phong Shading 54 16 42 
with Shadows 

Phong Shading fl 52 137 
with Shadows and 

'I'exturc Maps 

Nil] 

- 

:T ' 	

I 

FIGURE 26 

FIGURE 29 Image rendered with Phong shading. 

FIGURE 27 Frame rendered with flat shading. 

FIGURE 30 Image rendered with Phong shading, shad-
ows, and texture maps. 

FIGURE 28 Image rendered with Gouraud shading. 

Figure 31 shows a compression ratio of 10:1. Figure 32 is 
the same image with a compression ratio of 100: 1 

The reproduced images do not reflect the true extent of 
image degradation because artifacts or errors are introduced 
in the animated sequence due to the color compression of 
each frame. In other words, compression involves an interpo-
lation between pixel color values and this interpolation will 
not exactly match each adjacent image. Thus, images viewed 

fr- 

''?-.  

Disk Storage Space 

The issue of disk space is more difficult with tewer options. 
Texture mapping takes not only computing time but also 
consumes disk space as well. Almost 200 MB of disk space 
is consumed by the texture maps for the graphic data base 
for the frames in Figures 27 through 30. Compression is an  
option but only if some loss of image quality is acceptable. 
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FIGURE 31 	Image stored at 10:1 compression. 

FIGURE 32 Image stored with 100:1 compression. 

in an animated sequence tend to produce a flickering or 

blinking effect. A better alternative when camera motion is 

relatively modest is to render every other or every third 

frame at the desired level of quality and only render every 

frame during high periods of camera motion. Another alter-

native procedure is to render background elements with 

every second or third frame and render foreground elements 

with every frame. Properly planned and executed, both ren-

dering time and disk space can be significantly reduced with 

virtually no loss of visual quality. 

the character and quality of the final product and should be 

carefully considered. The printers. plollerc, and lii iii record-

ci s used to produce still imagery will directly impact the 

resolution of the final image, its color quality, sharpness 

and overall appeal. The video equipment used to produce a 

master tape will similarly impact the quality of animated 

i uaterials. If low rcsolution or poorly matched and adjusted 

equipment is used in the postproduction process, the quality 

of the output will be poor regardless of the image quality 

generated in the computing environment. 

Good quality postproduction requires careful planning 

and sul'fIcient time. This is particularly true when it is neces-

sary to produce a variety of media or to compile before and 

after presentations. Time must also be allowed if text and 

titles are to be added to slides and video and to prepare scripts 

and do voiceover recording for stand-alone narrated pieces. 

Output and Postproduction of Still Imagery 

Still images are produced by printers, plotters, or film 

recorders. 'l'hese images can also be recorded to disk and 

viewed or projected as a computer slide show. Because 

computer slide shows do not currently have a great deal of 

portability, the discussion is weighted in fuvor of' the mass 

distribution media. 

(0101' Printers and Plotters 

When fairly large images. A-size or larger, are needed 

color printers and plotters off'er reasonable quality hardcopy 

output at reasonable cost. At present there is a confusing 

variety of printer and plotter technologies being marketed. 

Each technology produces an image by a different process 

and the images vary in quality. They also represent an equally 

wide lange of cost. While each of,  the available technologies 

may have some application, the most prominent color print-

ers and plotters are: color laser printers and ink jet printer! 

plotters. \Vhere very high image quality is the concern. dye 

sublimation printers offer the best quality. 

OUTPUT AND POSTPRODUCTION 

Output and postproduction is the process of generating 

the product that will be used for exhibition. This part of the 

process uses a variety of hardware and soOware related to 

the specific output medium. In the case of still imagery. 

artists concepts and composite images. the target medium 

will usually be color l)rillts, color plots, or film. Final produc-

tion of animated sequences will usually be output to video 

tape. Once the master video tape is produced it can be dubbed 

to different video f'orrnats or written to a compact disk. 

In this section the processes of' producing final output 

will be explored. This part of the production process affects 

Cob r Laser Printers 

Color lasers are being offered by a number of the printer 

manufacturers. These relatively new printers have 300 to 

600 dpi resolution and most of them produce images up to 

279 mm X 432 mm (11 in. X 17 in.). The sharpness of 

the images is consistent with the quality black and white 

laser images and they print on plain pap'. The cost of color 

laser printers and color supplies is still quite high when 

compared with ink jet printer technologies. However, the 

sharpness and color quality of the color laser printer is better 

than the current ink jet printers. 'I'hus. cost must be weighed 

against the type and quality of images required. 
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Ink Jet Printers and Plotters 

As a rule, ink jet technology is satisfactory for very simple 

types of illustrations and applications that require only basic 

color rendering. In cases where there is a high level of color 

contrast and variation in the image to be recorded, ink jet 

technology often will not produce satisfactory results. 

Ink jet technology has become quite common in the form 

of color printers with a maximum of a B-size sheet. Because 

the ink application head moves over the surface of the print 

medium, it has been possible to translate this same technol-

ogy into a traditional plotter format for making large color 

plots. These new plotters appear to offer numerous advan-

tages over older pen plotter technologies. 

The newest generation of ink jet technology has the ability 

to print and plot in color and black and white on the same 

sheer, and at resolutions of 300 dpi. While the 300 dpi resolu-

tion has been a limiting factor, improvements in software 

and media are rapidly improving on this limitation. The 

price of ink jet technology is very attractive, offering good 

quality color and near laser text printing in a package that 

costs considerably less than a laser printer. In the plotter 

format, ink jet technology is still more expensive than con-

ventional pen plotters. However, there are dividends in terms 

of plotting speed and color control. For example, in order 

to shade an area with a solid color, pin plotters must use 

tight hatch patterns. This process requires a great deal of 

time and there is little flexibility in the shade or quality of 

the color. 

Film Recorders 

Film in the form of slides or color positi\e prints is still 

the highest quality form of graphic output and probably the 

most portable of all output options. Slides are an excellent 

format for exhibiting still images for large audiences and 

projection equipment is usually readily available. Color 

prints are equally portable. require no projection equipment, 

and can be very effective for communicating with small 

groups. 
There are several different film recorders available at 

considerable differences in price. The price differential 

between film recorders has pririiicily been d futiLtiull of 

screen quality, ability to record to a variety of film media. 

and the speed of image generation. Cameras in the low-end 

price range have screens that do not produce as sharp an 

image as the higher priced options. The),  are also limited 

with respect to the available camera backs that can be used. 

The less expensive recorders may only accept 35mm and 

Polaroid camera backs, while the more expensive models 

will accept 102 mm x 127 mm (4 in X S in ) and larcr 

film formats. Output speed is a lunction of 1)0th the cmieIa 

and the film recorder. The more expensive recorders provide 

features that accelerate the output speed by generating the 

red, green, and blue hands simultaneously. 

Film recorders like other forms of technology are devel-

opirig and improving rapidly. Several of the low-cost cam-

eras are now producing very good quality imagery for gen-

eral applications. 

The aspect ratio of the final film medium is an important 

consideration when using a film recorder. Thirty-five mm 

slides have an aspect ratio (width to height) of 0.67 and the 

computer screen has a ratio of 0.75. This means that the 

image must be cropped or compressed into the 35mm film 

format. This can lead to unwanted distortion of the image 

or loss of important detail near the edges of the image. The 

102 mm X 127 mm (4 in. X 5 in.) format hasa 0.8 

aspect ratio which presents similar problems even though the 

negative is larger. Many of the better pai lit and presentation 

programs have built-in tools that help the operator with this 

problem by formatting the image to the proper aspect ratio 

during preparation. 

Film size and type are also important considerations with 

respect to the final product. If slides are the final format. 

35mm film is the logical choice. However, if color prints 

are the final product, a larger negative will give much better 

clarity and grain when the image is enlarged. Film type and 

speed are also important factors. Slower films. ISO 64. 100 

and 200, will have less grain than faster fIlms. Color is also 

a consideration. Some films tend to record certain parts of 

the visual light spectrum more faithfully than others, usually 

the mid-range frequencies, blues and greens. The higher 

frequency violets and purple and lower frequency i'ed colors 

require a more sensitive film and specialized processing for 

the best results. As a general rule, color intensity will be 

lost as the image is enlarged. 

Output and Postproduction of Animations 

The most cost-effcti ye means of outputting animated 

sequences currently is video tape. Other options include film 

(motion pictures) and compact disks. Considerations of cost 

and limited playback infrastructure simply make the latter 

options ineffective for application in most transportation 

venues. For this reason this discussion concentrates on output 

to video tape. 

Now 
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The process of transferring animated sequences to video 
tape involves working across the boundaries of digital and 
analog environments and there is a variety of' hardware and 
software tools available to bridge the two worlds. This often 
leads to some confusion when trying to describe the process 
because there are numerous paths that can be taken to the 
final product. Figure 33 illustrates four different processes 
for moving an animated sequence from the digital environ-
ment to analog video tape. The shaded background repre-
sents operations that take place in the digital environment 
in each process and the white background represents the 
analog world. 

The video postproduction process shown in Figure 33 
begins with recording the imagery to a sequential access 
video tape, which provides frame-by-frame reference. This 
tape is then edited and compiled onto a master video tape 
used to make copies. 

The digital postproduction process is the one that is proba-
bly the most useful for transportation applications because 
it can use existing computer platforms. It works by storing 
the animation sequence frames in the random access meiiiory 
of the computer. This usually requires that the images be 
compressed so they can be viewed in real time. Once the 
images are moved to memory they can be manipulated with 
specialized editing and sequencing software packages to 
add text and transitions, and to handle the time-sequencing 
coordination necessary to record the images to tape. 

The advantage of the digital postproduction process is 
that the editing, compositing, and coordinating is accom- 

plished in the digital environment. This means that there is 
no degradation of image quality as there would be if this 
were (lone entirely in the analog video environment. The 
only image quality penalty will come from the image corn-
pressioll where color infomiation will be lost. 

The video disk system illustrated utilizes random access 
read-write video disk technology. This is a very useful sys-
tem that allows random interaction with the animation 
fiames for editing and compositing. However, the cost of 
the video disk is generally prohibitive for all but the most 
sophisticated operations. The mixed system uses both video 
tape and computer-based editing tools in the postproduction 
process. This is common where a lot of video footage may 
need to be added as part of a final video presentation. The 
primary difference between the mixed system and the digital 
postproduction process is the addition of the tape editor 
controls. These are controls that record read and write tinle 
codes on the video tape and permit random access and con-
trol of the video tape equipment. This used to require it 

separate piece of hardware, but many of the packaged video 
editing systems now have software interfaces that accom-
plish the same control and edit functions. 

CONCLUSION 

The technology associated with the visualization produc-
tion and postproduction processes just described is evolving 
at a very rapid pace. New products in the form of add-on 
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FIGURE 33 Postproduction process and editing environments. 
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boards and specialized software are being announced at it 

pace that would quickly outstrip any further discussion here. 
Likewise, the technology rumor mill as well as vendor claims 
and promises all combine to complicate the process of mak-
in well-informed decisions. 

The most important emerging technology is digital 
HDTV. This technology, once a national standard is adopted, 
will solve many of the problems that are currently encoun-
tered in working between the digital and analog worlds. 
Likewise, the combination of computer portability, compact 
disks, and video projection technology have the potential to 
replace both film slides and video tape as the primary exhibit 
and mass distribution media. 

Experience with the development of computer-based 
drafting systems provides most transportation agencies a 
very good foundation on which to extend their capabilities 
into 3-D modeling and rendering. There should be it fairly  

high degree of comfort with vector graphic systems but there 
will probably be a lag in developing an experience base with 
combining vector and raster graphics systems. 

The biggest stel)  will be in developing the visualization 
output and postproduction capabilities. Postproduction is as 
specialized as the process of generating the 3-D models and 
animation frames. Thus, agencies that are just beginning to 
develop visualization capabilities should be sure that this 
part of the process is not overlooked. Output and postproduc-
tion is a vital stel)  in producing it usable visualization product. 
The production process is currently complicated by the need 
to merge two different technologies. Because analog video 
is much less familiar than the digital computing environment, 
the need for careful evaluation of the output and postproduc-
tion cannot be overstressed. Individuals responsible for 
selecting visualization system components should spend as 
much time evaluating the postproduction side of the system 
as is spent on the production side. 
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CHAPTER SIX 

PLANNING PROCESS FOR THE DEVELOPMENT OF VISUALIZATION 
PRODUCTION CAPABILITIES IN TRANSPORTATION AGENCIES 

INTRODUCTION 

No single process can fuiiy recognize the differences in 
the mission, organization, and needs of an individual agency. 
However, when approaching a new venture that involves a 
considerable investment in time and capital, information on 
the planning process can be useful. This chapter sets forth 
some basic steps to follow as an agency considers the devel-
opment of its visualization capabilities, discusses some of 
the basic decisions that must be made, and identifies some 
pitfalls to avoid. 

It is important to understand that the field of visualization 
is closely tied to a rapidly evolving set of technologies that 
includes computing and video. As we have seen in earlier 
discussions, these technologies interact at numerous points in 
the production process and the boundaries between them are 
not always clear. This means that any effort to link the plan-
ning process to the technology would be quickly dated. This 
chapter, then, focuses on issues related to identification and 
definition of an agency's needs for visualization capabilities 
and the options that exist for obtaining appropriate products 
and services. References to specific equipment or technology 
will be made only as examples to clarify the discussion.  

transportation agencies nationwide. Implementation of these 
new provisions has created an immediate need for better 
visual products to communicate the complexity and impacts 
of contemporary multimodal transportation improvements. 

The completion of the Interstate system has refocused 
the mission of public transportation agencies from the devel-
opment of new corridors to "rebuilding" the infrastructure 
within existing corridors. This often means redesign of an 
existing corridor to accommodate additional transportation 
modes. This change in focus is proving to be every bit as 
difficult and challenging as the process of building transpor-
tation routes through virgin territory. Where once there were 
large, single parcels of undeveloped land, corridors are now 
confined by developed land and with multiple business and 
or residential interests involved. This phenomenon, com-
bined with the demands of ISTEA, continues to escalate the 
need for improved communication capabilities. 

Not all transportation agencies are impacted in the same 
way by the national shift in mission. Each agency will have 
to assess its own position and determine how the changes in 
the overall environment of practice will affect their own needs 
for better visualization and communication capabilities. 

Audiences 

MISSION ASSESSMENT 

Long-Term Mission of Transportation Agencies 

A consensus exists among transportation professionals 
that the long-term mission of transportation agencies is chan-
ging. This is the result of two dramatic influences: the Inter-
modal Surface Transportation Efficiency Act (ISTEA) of 
1991, and completion of the Interstate Highway System. 

The ISTEA has mandated several new components to 
transportation development and operation of the country's 
transportation infrastructure that are having a profound 
impact on public transportation agencies, particularly in the 
area of planning and programming projects. The mandate 
to focus the planning process in the metropolitan planning 
organizations (MPO's) has led to a much greater involve-
ment of the public in the planning process. The involvement 
of MPOs is clearly an effort to make the transportation 
planning process more responsive to the needs of communi-
ties and at the same time it has placed significant demands 
on the communication resources and capabilities of public 

There is significant potential for variation in the audiences 
with which an agency will have to work. State departments 
of transportation tend to have significantly larger and more 
complex audiences than do other transportation authorities, 
such as toll roads or port authorities. Not all units within a 
transportation agency will have contact with special interest 
groups but each agency needs to identify all potential consum-
ers of visualization materials related to their particular mission. 
Because of the nontechnical appearance of 3-1) and 4-D mate-
rials, the list of potential consumers will be much broader 
than for traditional engineering drawings. This is a very simple 
point but one that should not be overlooked in the planning 
process. It must be remembered that technical documents, 
while essential to the construction process are not easily under-
stood without appropriate knowledge and training. Likewise, 
because these drawings have been the primary graphic tools 
by which the business of transportation planning, design, con-
struction, maintenance, and operations traditionally have been 
conducted, it is easy to forget that 3-D and 4-D materials are 
more easily understood and have much broader application 
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and utility. For these reasons, 3-D and 4-D capabilities consid-
erably widen the potential audience. 

One new audience where there is it distinct need for 
developing good communication is the MPO. Where state 
transportation agencies are concerned, the MPO represents a 
major constituency where good communication is absolutely 
essential if operations are to proceed in a timely lshion. 

Dominant Types of Project Work 

The future needs for visualization materials will depend 
somewhat on an agency's dominant types of project work. 
During the review be particularly alert for project work that 
will require significant public participation related to the 
physical appearance or operational properties of a design 
solution. Any work that has these qualities is a candidate 
for some form of visualization support. 

Almost all services within an urban context will require 
permitting and public participation. Improvements in rural 
jurisdictions should also be screened carefully for potential 
environmental or cultural conflicts. In cases of environnien-
tal or cultural concern, there is often it need to visualize 
processes and sequences that may trove more important 
than producing images of the finished product. Figure 34 is 
a matrix showing some of the classic conflicts, linked to 
visualization materials that could be useful in studying alter-
natives and resolving conflicts. 

INTERNAL ASSESSMENT 

Organization of Computing and Information Services 

The current organization of computing and information 
services should be carefully considered. While Visualization  

technology is it significant tool that should be considered 
for any transportation agency. it is only one of the computer-
based tools that will form an important part of the overall 
transportation computing environment of the future. While 
the scope of this report does not allow any detailed consider-
ation of other technologies. Figure 35 illustrates some of 
the more common computer-based tools being adopted in the 
transportation industry. The Executive Information System 
(E[S) is being developed as a "Capstone" application to 
furnish information and provide assistance in top-level deci-
sion making. Global positioning system (GPS) technology 
is a satellite navigation system being adopted as a means of 
providing location controls on the vast right-of-way net-
works of transportation systems being managed by an 
agency. GPS technology is being linked to automated draft-
ing and design systems, which in turn are linked to the 
geographic information system (G IS-'!'). The ......has been 
used in the transportation literature to indicate applications 
developed to meet specific transportation needs. GIS-T is a 
sophisticated technology that links computer graphic display 
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Visualization 

tion in relation to the development of visualization needs, 
is that visualization products have application across a much 
wider scope of transportation activities than the more tradi-
tional graphic materials. Thus, the client base may include 
every administrative unit in the organization. 

Executive Information System 

Data Base Management 

Geographic Information System 
Global Positioning 

Fl('lJRl 35 	Related technoloics in transportation tom- 
put ing. 

systems with data base management systems (DBMS). The 
data base management capability of an agencY while linked 
to the GIS and CADD systems is also the mechanism that 
links and operates the ELS and other internal recordkeeping 
systems that generally include accounting. project manage-
ment, and budgeting. 

The organization and relationships within these various 
system components are going to be different for each agency 
because of differences in size, mission, administrative struc-
ture, operational mission, and personnel. When planning any 
individual part of the system it is absolutely vital that impacts 
on, and relationships with other parts of the computing envi-
ronment of the agency not be overlooked. 

Existing Infrastructure for Developing Visualization 
Capabilities 

The administrative location of basic resources (hardware. 
software. and peisonnel) and the impact this organization 
may have on the provision of visualization services is also 
important to consider when assessing the computing infra-
structure. In some organizations. CADD services are sepa-
rated from the planning and design functions of the agency. 
At first glance the equipment and software resources of it 
CADD services unit will be appear to be a very logical place 
to develop the agency's visualization production capabilities. 
However, if the CADD services unit is primarily responsible 
for production of contract documents for construction, it may 
not have the appropriate mission orientation or experience 
needed to cut across the wide range of clients that will use 
the visualization capabilities. On the other hand, the CAI)l) 
services unit may have it broad service bureau mission 
already providing a variety of graphic arts services to the 
agency which would make it a very logical choice. The key 
consideration, when assessing the administrative organiza- 

Potential Applications 

In earlier work on the applications of visualization tech-
nology in transportation, several areas of activity common 
to transportation organizations were identified as having 
need for some type of visualization products. (/7) In this 
context, Figure 36 illustrates the difference between tradi-
tional graphic tools and visualization products and materials 
that can be l)rodticed from a 3-D computer model. 

4dminirt ration 

Administration needs included materials that could be 
used to illustrate long-range plans, and to justify and illus-
trate budget requests for projects. Most of the exaniples cited 
indicated that the products would be used for communica-
tions with funding and policy-making bodies to which the 
agency is responsible. 

Planning and Programming 

This particular function has one of the broadest needs for 
visualization products because of the different constituencies 
they contact in the normal discharge of their duties. In gen-
eral, the planners must deal with the full range of potential 
audiences, including administration: permitting agencies: 
federal, state, and local political jurisdictions, special inter-
ests: neighborhood groups: and individual property owners. 
These various audiences generate needs for all types of 
visualization materials from simple video and photographs 
to sophisticated multi-media presentations. 
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FIGURE 36 Scope of visualization application in trans-
portation. 
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Rig/ir-o/ Wa 	 Pub/ic Into rination 

Personnel charged with the acquisition of right-of-way 
have relied on traditional aerial photographs, plats, and stir-
veys as the primary graphic tools of the trade. However, as 
the sophistication of the highway system has increased and 
the need for greater capacity in urban areas has increased, the 
problems of acquiring additional right-of-way have grown in 
complexity. Questions of fair market value and daniages 
to reirlaining property are increasingly contested in special 
commission hearings and in civil suits. Issues such as 
obstruction of visibility, loss of access, noise encroachment, 
inability to continue a business on remaining property, and 
loss of view are quite common. Answering these questions 
or countering the claims of plaintiff's attorneys requires 
graphic materials that communicate accurately and clearly. 

!.)esign 

l)esign personnel are increasingly called on to answer public 
queries as the design process proceeds. In many organizations. 
this is a recent phenomenon which. again, seems to be a 
function of the increasing complexity of the transportation net 
and the variety of issues that in agency is required to address. 
In particular. issues related to visual constructs—color, texture, 
landscape development, lighting. signing, and environmental 
requirements—demand continuous communication and review 
during the design process. These activities increasingly require 
the generation of high-quality visualization materials in order 
to communicate design intent effectively. 

Construction 

The need for visualization materials and capabilities in 
construction is not as apparent as with other area,  of activity 
within a transportation agency. However, there are some 
very important areas of operation were visualization technol-
ogy is proving a very important tool. The primary uses 
identified in this area are construction sequencing and con-
struction traffic routing and control. Complex construction 
projects iiivulviiig large structures that lousE be integrated 
with existing structures while at the same time maintaining 
traffic flow are increasingly difficult to visualize and sched-
tile. Using 3-D models to show the various stages of the 
construction process is very helpful in planning and schedul-
ing operations. A second issue that parallels construction is 
the issue of safely maintaining traffic flow during construe-
(ion. While most construction sites may appear to be chaos 
with barrels, signs. blinking lights, barriers, and the like, 
these measures must be carefully planned and designed. 
Once again, the 3-D niodel provides a very useful tool for 
developing and optimizing this important part of the con- 

Persons within transportation agencies responsible for 
public information and education have needs for visualiza-
tion materials that are almost as broad as those associated 
with planning. In small agencies these two functions may, 
in fact, be combined. The reason for separating them in this 
discussion is that many public information functions go well 
beyond the activities normally associated with planning and 
programming. Needs for visualization materials have been 
identified in association with activities such as media 
announcements of public hearings, closings, construction 
sequencing, news letters to property owners affected by 
construction, and display maps of construction sites. These 
are all activities associated with public information offices. 
In each case, the availability of clear graphic materials. 
particularly 3-D imagery, can increase the impact of the 
communications. 

Employee Training and Staffiiig 

Employees not necessarily involved in the front-line oper-
ations of in agency still need a basic understanding of the 
system and its mission if they are to communicate effictively 
in their daily duties. Training officers are well aware that 
more graphic training materials usually result in more effec-
tive training. The development of the visualization capability 
within an agency can contribute substantially to the 
employee training mission. 

Maintenance 

Maintenance activities associated with reconstruction of 
lanes, renovation or refinishing of structures, or performing 
roadside maintenance tasks are up against many of the same 
problems that face the planning and design personnel of the 
agency. The availability of 3-I) models has been cited by 
maintenance personnel as a valuable resource for planning 
and conimminicating maintenance operations, such as major 
resurfacing or lane-leveling projects that require lane cbs- 

struction process. 
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ings. i'hese concerns parallel the traffic control and routing 
described under construction. 

Personnel 

The availability of knowledgcablc personnel is clearly an 
important Component of planning for the adoption of it new 
tool. In most transportation agencies, there is a centralized 
computer services or automation unit that maintains and oper-
ates the budgeting, accounting, and record-keeping apparatus 
of the agency. However, these personnel are seldom the individ-
uals who have the skills and knowledge to operate and maintain 
computer-based graphic systems. More often than not, people 
skilled in graphic design are associated with the CADD services 
unit or it special services unit within the agency. 

When evaluating current human resources there are two 
areas of job responsibility that should be considered care-
fully—technical and professional. In doing SO, it will not 
always be clear where to look within the organization to 
find experienced or qualified personnel. This assertion is 
based on the experience of followup responses to the survey 
conducted for this report. Most of the surveys were returned 
l'roni the CADD services or the automation units of agencies. 
Subsequent fol lowup revealed that many of the personnel 
involved in visualization efforts were associated with profes-
sional staff located in environmental or special design sec-
tiOils of the agency. 

When evaluating existing personnel for initiation of visu-
alization production capabilities, it is vital that the profes-
sional staff not be overlooked. They must have a thorough 
understanding of the software systems, input and output 
peripherals, production time requirements and, most impor-
tantly, what type of product is most appropriate for the 
task at hand. In the case of technical personnel issues of 
efficiency, knowledge of the software and hardware, and 
artistic ability are very important. 

Experience su(1gests that the most overlooked criterion is 
the knowledge of the professional staff. (/7,18) Professional 
staff often shy away from the technology side of the produc-
tion environment. This ohen leaves very important decisions 
to technical staff who may not have qualifications or respon-
sibility for making them. When this occurs, it usually results 
in very inefficient use of the media. Professional staff do not 
need to be qualifIed operators of the equipment or software 
systenis. 1-lowever, they must know the system capabilities, 
what types of products can be produced, what time frames 
are reasonable for production of accurate, high-quality prod-
ucts. and they must be able to make decisions or provide 
advice other to professional staff about what products are 
appropriate for a given audience or situation. 

IDENTIFICATION OF NEEDS AND DEFICIENCIES 

Organizational Needs 

When establishing the organizational needs, it is essential 
that the long-tei-ni structure of the agency's computing envi- 

ronment be taken into account. At the uppermost level of 
organization, consideration must be given to the adoption 
of it centralized or decentralized computing services model. 
There is no evidence, from the survey, that the administrative 
organization model has any impact on visualization capabili-
ties. The critical consideration has more to do with the 
operational computing environment of the agency. 

The model that appears to be emerging in transportation 
practice is a network format that links subunits or local area 
networks (LANs) to a primary net that provides access to 
the rest of the world (Figure 37). 

Visualization is a very democratic technology. That is, it 
has value to many more operational units within an agency 
than the traditional graphic products such as plans, profiles. 
and aerial photographs. From an efficiency point of view, 
visualization capabilities should be administratively located to 
provide the best possible service to the audiences and opera-
tional units identified in the previous section. The goal being 
to provide the greatest possible access to all units in the agency. 

Infrastructure Needs 

For most agencies. a basic hardware and software base 
will already be in place. l-lowever. the capacity of that exist-
ing structure will not likely support any meaningful visual-
ization production effort. But, the existing infrastructure 
serves as a beginning point and will provide a strong internal 
knowledge base on which the future capability can be built. 
When making decisions about the infrastructural needs, 
issues of color displays. monitor resolutions, and size must 
be considered. l-Iowever, the two most significant factors 
that should drive the iieeds identification process in this area 
are data storage capacity and processor capacity. 

Data Storage Capacity 

Visualization graphics production is data intensive. Single 
scanned color images are commonly measured in megabytes 
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FIGURE 37 Typical computer resources network for 
transportation. 
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and 3-D models are most often measured in gigabytes of data. 
For this reason, the disk capacity of the primary production 
platforms is critical so that reasonable segments of it model 
can be active during a work session. This capability needs 
to be supported by it good backup storage system. There is 
it variety of technologies available for this function—tapes, 
optical drives, read/write CD, removable disk, and others. 
The best systems for visualization are those that can record 
at least one gigabyte of data on a single storage module. 

P,v t'ssing Capability 

The other key consideration with respect to the production 
platforms is random access memory (Ri\M). Working with 
3-D models places much greater demands on the central 
processing unit of the production platform. It is simply it 

function of the number of calculations that must be made 
each time a display is changed or modified. The more of 
the model that can be held in the active memory of the 
production platform the less time will be spent reading back 
and forth to the hard disk. With respect to how much memory 
is enough, one thing that most all graphics terminal operators 
agree on is that there is no such thing as too much memory. 

I'erip/ieral De ices 

Another component of the infrastructure assessment is 
the iieed for peripheral devices. These needs will be based 
on the products that are identified for in-house production. 
In many cases front-end equipment, such as cameras, scan-
ners. and the like will be available. In most cases, the output 
side of the process will require most of the attention. This 
is particularly true if animation and video are to be a signifi-
cant part of the visualization product base. 

As discussed in earlier chapters there is a significant 
difference in handling video output and writing it to tape. 
Likewise, the cost of acquiring and bringing this part of the 
production process on line is significant. As equipment needs 
are reviewed the most important consideration is that choices 
are made that work well with the production platforms 
selected. The comiliunication problems between the digital 
and analog environments simply cannot be over stressed. 
Unfortunately, there are no easy answers or rules of thumb 
that can be recommended with respect to making decisions 
in this area. The best advice is to ask lots of questions, visit 
operations using the equipment or processes being consid-
ered and wherever possible get on-site denionstrations using 
your equipment. 

Software 

Software needs must also be established. CADD systems 
continue to improve, adding more visualization capabilities  

to the basic products. This trend is likely to Continue, which 
suggests that jumping to it totally different software environ-
ment should be evaluated carefully. The issue of the greatest 
importance is related to the project production process. That 
is, whether the production tools are used in 2-D or 3-D mode. 

All plan production systems produce 3-D information. 
That is, controls are set for the horizontal alignment, x, y 
coordinates, and vertical alignment, the z dimension. The 
distinction is in the way these dimensions are handled in 
the computer data model (Figure 38). In it 2-D format, the x, 
y coordinates of points lie in an established two-dimensional 
drawing plane. usually defined as a plane projection of the 
earth's surface. The z dimension is carried as an attribute 
of the x, y point. When this data format is used as the 
primary production process, only two-dimensional outj)ut 
can be produced from the data set. To draw a plan, the x, 
y coordinate Pairs are used. To draw it section or f)rofile, 
the x coordinate is taken as a horizontal distance, the y 
coordinate establishes the plane, and z. the positive or nega-
tive distance from the plane. In the 3-D format, the x. y, z, 
coordinates are maintained as points in three-dimensional 
space. That is as the location of the viewer (station point) 
is moved in relation to the model, the topological relationship 
between the x. y. z point coordinates is maintained. This 
characteristic of the 3-D model is what allows perspectives 
to be generated along with standard plans and profiles. 

Obstacles to adopting the 3-I) format usually hinge on 
the investment in existing production software systems, time 
and cost commitment to bringing it different production 
environment on line, and cost commitment to personnel 
training and re-training. 

'l'here is also a general belief that using it 3-I) system is 
more time consuming than the conventional 2-1) CADD 
systems. 1-lowever. continuing developiiicnt of the software 
tools and user interfaces have improved to the point where 
this issue is questionable. Everyone contacted in the fal-
lowup agreed that there is it significantly longer learning 
curve for 3-D modeling environments. On the other hand, 
those who have transitioned from 2-1) environment to 3-D 
production environments seem to believe strongly that it is 
just as fast as the old 2-dimensional systems, and that the 
advantages far outweigh the costs of implementation. 
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FIGURE 38 2-D format compared with 3-D format. 

Personnel Needs 	 PRIORITIES AND PHASING PLAN 

The primary issues of personnel are annual time require-
ments for the production of visualization in terms of person 
years available and the kinds of expertise necessary to 
develop visualization materials. In the cases reviewed for 
this publication, visualization sections grew from Communi-
cation needs of a professional staff member, supported by a 
willing, knowledgeable technical staff. As other staff became 
aware of the capability and had experience with the use of 
visualization materials, demand increased and visualization 
became a recognized area of cndeavor. This may be a veiy 
desirable model because it allows the effort to mold itself 
to the organization over a period of time. 

From a technical staff point of view, proficient CADD 
technicians can usually master the software production, 
input, and output procedures associated with visualization 
production. The one element likely to be missing in the 
technical and professional staff is the necessary design expe-
rience and expertise. 

Creative design ability should not be overlooked in evalu-
ating visualization personnel. Great amounts of time and 
effort can be spent preparilig technically correct materials 
and generating still images or animated sequences. However. 
if the wrong views are selected, if the presentation is poorly 
formatted, or if the light and materials rendering is unappeal-
ing, the final prodtict may not accomplish its task. 

It is suggested that the development of visualization 
capabilities in an agency be divided into two phases: input 
and production and output-postproduction. Following this 
path through the production process results in a logical 
division of hardware, peripherals, software, and technical 
and professional knowledge. It is also suggested that the 
development process include a well-defined product goal 
as the focus of the development effort. Projects that pro-
'idc a good pilot experience include: it complex inter-

change slated for construction or redevelopment, a widen-
ing project through -,in established neighborhood or other 
environmentally sensitive area, or a redevelopment project 
in a designated historic district. All of these projects will 
require exploration of alternatives. permit hearings, public 
input, internal and external review. Each of these project 
types includes elements of sufficient complexity to iden-
ti fy the production problems tin ique to the individual 
agency. 

When selecting a pilot project a conservative approach 
is suggested. Try not to select a project where demand for 
output will in any way place tinreasonable time demands on 
the project design, production, and construction sequence. 
Be very conservative with production time estimates when 
working with visualization in the early stages of learning: 
be assured that ''Murphy's Law" applies. 
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Phase One: Initial Development Plan 

Initial development of visualization capabilities should 
focus on the input process and construction of 3-13 models. 
The indications are that it malority of transportation agencies 
will opt for visualization products that are spatially accurate, 
that is image composites and animated sequences. For this 
reason, construction of the 3-13 computer model and the 
associated input, compositing, and rendering tasks, become 
the core of the focus in this phase. 

Throughout this part of the process, focus should be on 
the adequacy of existing platforms to produce imagery in a 
cost-effective manner, developing procedures for tile man-
agement and backup, and conventions for drawing files, data 
storage, and other functions. All this information is required 
to flesh out the needs identified in the early part of the 
process. On completion of this phase. it will be possible 
to make informed decisions about specific needs such as 
software, disk storage space, backup. and the preferred mod-
eling environment. Some specific recommendations are 
made later in the implementation section. 

Phase Two: The Postproduction and Output Development 
Plan 

Phase two requires a careful study of the available output 
technology. Very few decisions can or should he made about 
the output side of the visualization system until the front 
end production process is thoroughly understood. The reason 
for this recommendation involves the transitional nature of 
video technology and the problems of compatibility between 
the coniputing environment and many output peripherals. 
Postproduction hardware and software is a small market area 
and lacks the level of standardization and compatibility that 
characterizes the current computer industry. If the computer 
production environment is not thoroughly understood, it is 
very easy to become trapped in compatibility problems. 

In addition, the area of video technology is changing 
so rapidly that all acquisition decisions must be evaluated 
carefully. Purchasing equipment before the agency is ready 
to go into production on a regular basis will not likely be 
cost-effective. 

IMPLEMENTATION OF VISUALIZATION TECHNOLOGY 

This section provides an outline strategy for bringing 
visualization technology on-line in an agency. The focus of 
this discussion is on state transportation agencies, but there 
should be something of value for almost in),  transportation 
related practice. The discussion in this section draws heavily 
on the experience of researchers and from information gath-
ered in the survey and in followup conversations with agency 
personnel involved in visualization efforts. 

Turn-key solutions are often very attractive options when 
considering a new technology for an agency. However. expe- 

rience and observation suggest that trying to develop a visu-
alization capability by a turn-key method is not advisable. 
There are several reasons for this conclusion related to the 
kinds of software tools available, the on-line hardware and 
software in the industry, the personnel requirements and the 
pace of technological change. 

\Vhilc software is constantly being improved, there is 
still a significant gap between the needs of transportation 
practice and the current capabilities of the software. The 
existing hardware inventory in many agencies is also some-
what limiting. In many cases agencies are still tied to out-
dated proprietary systems that. for financial and budgetary 
reasons, must be phased out of use over a reasonable time. 
Similar problems exist with the input and output peripherals. 
These considerations together with the availability of knowl-
edgeable. appropriately trained professional and technical 
staff combine to suggest that development of the visualiza-
tion capability should be staged in-house and closely keyed 
to development of the overall computing environment of the 
agency. This does not mean that consultants and vendors 
should not be a part of the process. Rather, the consultants 
and vendors should be used as an integral part of the develop-
ment ebThrt under the direction of agency personnel. 

Implementation: 3-1) Modeling and Rendering 

It is suggested that visualization development be accom-
plished by a minimum of a two-person team. The team 
should include one professional and one technical staff them-
her. The professional staff member should focus on the issues 
of budgeting, internal and external audience, relationships 
between visualization and the production process, cost-effic-
tiveness, product planning, and product needs. The technical 
staff should focus on system operation, procedures for mod-
eling, bile management. input procedures, data transfer, and 
all other issues related directly to the actual production of 
products. The team should also be responsible for educating 
each other. The professional needs to understand system 
capabilities and what are reasonable production estimates 
with respect to time. The technical staff needs to understand 
the use of the products being produced, matters of budget and 
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fiscal planning, project production, and other administrative 
issues that impact the production environment. This will 
ensure a better transfer of the technology throughout the 
organization as it evolves. 

Begin with the software and computer platforms that are 
already available. This is suggested because in the transporta-
tion industry a majority of the agencies use Intergraph Micro-
station as the primary graphics environment. Focus on the 
available 3-D modeling capabilities in Microstation and the 
additional effort required to work in the 3-D environment, as 
opposed to the normal production process. 

After the team is familiar with the model-building process 
in Microstation, other modeling environments such as Inter-
graph's InRoads program should be evaluated carefully. The 
InRoads system provides a suite of tools and a 3-D modeling 
environment tailored specifically for highway transportation. 
Some of these products offer compatibility with other appli-
cations such as AASHTO's IGrds system, Bridge Analysis 
and Rating System (BARS), the Bridge Design System 
(BDS), and the Survey Data Management System (SDMS). 
The AASHTO IGrds system is a Microstation overlay that 
is structured as a 2-D production environment but it allows 
full access to all the 3-D modeling features of Microstation. 
For more information about AASHTOWareT", software 
packages for transportation, contact the project director, 444 
N. Capitol Street, N. W., Suite 249, Washington, D.C., 20001. 

Initial development should continue through the produc-
tion of finished rendered products, still synthetic frames, and 
composited graphic images. In the early stages of develop-
ment, photographs and a flatbed scanner are suggested as 
the primary means of raster graphic input. Later, consider-
ation can be given to video digitizing and image capture 
equipment. 

Experiment with a variety of rendering techniques and 
several levels of rendering detail. Particular note should be 
made of the time requirements for rendering at various levels 
of detail. Once this part of the work is complete, experiment 
with on-screen viewing of still-image sequences, animation 
sequences, and composite raster images using the built-in 
features of "Slide Show," "Display>Movie" and "Dis-
play>Image" in Microstation. These are the preliminary 
tools that will be used to plan animated sequence output and 
postproduction. 

The objective of this phase is for the development team 
to learn the basic tools and become familiar with working 
in a 3-D environment. The team will also gain experience 
with setting up perspective/camera parameters, generating 
and rendering images, and the time required to produce 
images at various levels of detail. Figure 39 is the time 
sheet used by the Texas Transportation Institute Visualization 
Laboratory to track time on visualization production projects. 

This part of the process will more firmly establish the 
actual needs for expanded memory, more processor speed 
and processor sharing capabilities, disk storage space and 
backup, and software tool preferences. 

Implementation: Postproduction and Output 

The current trend in output and postproduction hardware/ 
software is the digital process illustrated in Figure 33, chapter 
5. Using image file compression routines, usually JPEG, 
image sequences can be stored in active memory, reviewed, 
edited, and then written to video tape. This technology is 
still relatively new but cost and recent improvements in the 
software suggest that this is a most promising approach, 
certainly with respect to issues of cost. 

The team focus in this part of the planning process should 
be compatibility. The limited market in multi-media and video 
production has not achieved the level of compatibility so com-
mon to the digital computing environment. The rapid develop-
ment of the technology, the lack of a large consumer market, 
and the complexity of the digital-to-analog interface all contrib-
ute to the difficulties of developing this part of the system. 

In this phase, the "turn-key" option is probably the best 
option with respect to hardware, software, and peripherals. 
Working with an established vendor with experience in the 
technology is probably the best insurance that the output suite 
will work with other parts of the system. The fact that video 
technology is in a transitional period cannot be overstressed. 
Where possible, keep the production process in the digital 
environment. This will be the best insurance against premature 
obsolescence. Large investments, particularly in analog video 
equipment must be carefully evaluated in relation to the amor-
tization period of the investment. In the current world of 
video and computing, 2 years is a very long time. 

CONCLUSIONS 

Because there has been no widespread use of 3-D techno-
logies in transportation, it is not possible to reach any valid 
conclusions with respect to relative effectiveness, the breadth 
of application within an agency, public acceptance, or other 
benefits that may accrue from adopting 3-D and 4-D techno-
logies. Three basic questions have been identified that would 
be of immeasurable value to transportation practitioners if 
meaningful answers could be found. 

Effectiveness of 3-D and 4-D Materials in Design and 
Communication 

There are numerous examples of visualization technology 
being applied as design aids and communication devices, 
but there has been little information gathered with respect to 
how cost-effective these devices are over more conventional 
methods. For example, some major engineering consultants 
are using 4-D products to review complicated structures 
and machines as a means of identifying conflicts between 
components. Others have used the technology to optimize 
construction sequences. Each of these uses implies a savings 
of time and money that could be substantial. However, no 
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research has been done to relate various 3-D modeling tech-
niques to the effectiveness and cost savings achieved for a 
variety of projects. Appropriate research could identify cost-
effective production methods, review procedures and pro-
cesses that could offer significant savings in the design, 
permitting. and construction process. 

Acceptance and Appropriate Levels of Detail 

A second question that currently has no answer in the 
literature has to do with public acceptance of computer gen-
erated graphic materials and what threshold of detail is 
required to cofllflluiiicate effectively with various audiences. 
In discussions with professionals who have used visualiza-
tion materials there is almost always a concern expressed 
about the public' S suspicion of computer-generated imagery. 
However, the basis of this suspicion is not well understood. 
In certain cases it is thought to relate to the ''c artoonish" 
nature of some of the synthetically generated graphics. In 
these instances it is thought that the level of detail, shade 
and shadow, material color, texture, and other features is 
not sufficiently realistic to generate a high level of confi-
dence. On the other hand, agencies are concerned that if 
very realistic images are generated, there may be negative 
repercussions if changes in the project become necessary 
during final design and construction. Because the cost, in 
terms of planning, production. and final output, of a visual-
ization product increases rapidly with the level of detail, 
there is a need to better understand what types of imagery 
generate the highest levels of confidence and what levels of 
detail are necessary to effectively communicate concepts, 
ideas, and outcomes to a variety of audiences. 

Integration of Visualization Technology with Rules-Based 
Design Systems 

The use of expert systems or rules-based (lesign systems 
will be the next step in the evolution of transportation project 
development. These systems will essentially be composed 
of modules that evaluate design decisions or options from 
a catalog of adopted rules. For example, rules-based systems 
have been developed to evaluate the energy efficiency of 
buildings based on factors such as fenestration, orientation. 
season, geographic location and materials palette. The iiiore 
sophisticated systems are being developed to provide almost 
immediate feedback on increases or decreases in energy 
efficiency as design alternatives are tried. This same sort of 
technology is being explored in transportation applications. 
One very important component of the feedback loop in these 
systems will be 3-D visualization. The value of 3-D visual 
feedback was clearly illustrated in Sanchez's study of con-
flicts between vertical and horiaontal alignment standards 
for safe stopping sight distances on interchange ramps (20). 
While the value of 3-I) visualization tools as a primary  

feedback mechanism for rules-based design systems can be 
demonstrated, a great deal of further experimentation and 
evaluation is needed to create a cost-effictive design systeni. 

TRANSPORTATION APPLICATIONS 

The results of the survey and rapid development of visual-
ization tools related specifically to transportation applica-
tions strongly support the conclusion that computer based 
3-D and 4-D visualization technology has a prominent place 
in transportation practice. With few exceptions, transporta-
tion agencies in the United States and Canada are in the 
process of reviewing, evaluating, or implementing some sort 
of 3-D visualization modeling capability. 

The overwhelming locus is on 3-D modeling systems as 
opposed to 2-i) systems, based on image capture, paint, and 
image editing technology. This appears to be related to the 
need for dimensional accuracy and the ability to produce 
still as well as animated materials from the same data set. 
Likewise, the need to be sure that all visual l)rOduCts are as 
accurate and faithful to completed conditions as technologi-
cally possible makes the 34) modeling systems preferred 
for transportation applications. 

While there is widespread awareness of 3-13 modeling 
technology and a great deal of consensus about its value to 
the transportation industry, examples of actual application 
are very limited. Most of the experience within public trans-
portation agencies has been with paint and image editing in 
the form of artist's concepts or composite images. The use 
of 3-D modeling to produce animated, 4-D materials has 
until very recently been limited to research universities and 
transportation consultants with strong coninhitments to tech-
nology applications. However, it appears that by the end of 
the decade, 3-I) systems will probably be the rule rather 
than the exception. 

The single most important factor that will influence the 
speed of adoption will be the conversion from a 2-D CAD!) 
environment to a true 3-!) environment. The 3-D modeling 
environment has many advantages related to the traditional 
engineering design process in addition to the visualization 
capabilities that have been the fucus of this discussion. 



VISUALIZATION TIME SHEET 

PROJECTID.  

NAME  

TASKCODE MON TUE WED THR FRI 

ANIMATION & RENDERING - REMARKS: 

300- RENDERING SETUP 

301 - FILE MANAGEMENT 

TASK CODE MON TUE WED THR FRI 302- CREATE MOTION TEE. 

MODELING 303-ERROR CORRECTION 

DATA INPIJF- BASELINE 304 - PROCEDURE DEVEL 

DATA INP1J - SECTIONS 305-PROJECT MGMT. 

102 - ROADWAY PROGRAM 306 - TRAINING - 
103- VERIFY AND CORRECT - - -: 307 -TOTAL MACHINE TIME - 
104- CLEANUP 

105 - BREAKUP (GRiD) VIDEO SERVICES - 
106 - CREATE RIB FILES 400 - CLIENT MEETING 

107 -Th.AJNING 401 -PROPOSALDEVEL 

108-PROCEDURE DEVEL - - - 402-STORYBOAP.DING 

109 - PROJECT MGMT - 403- VIDEO TAPING 

110 - CORRECTIONS 404 - PRE PRODUCTION 

111 - FILl] MANAGEMENT - - VIDEO COMPOSmNG 

POSTPRODUCTION 

NON-ROADWAY MODELING 407 - DISTRIBUFION 

200-BUILDING BASE PI.AN  408 - PROJECT MGMT. 

201 -ROADWAY BASE PLAN 409 -TRAINING 

202 -PARKINGAND DRIVES - - 410 -OTHER_________ 

203- Medaan/Cwb EXTRUSION 411 - FILE MANAGEMENT 

204 - ENTRANCE DETAILS 

205 -TOPOGRAPHY 

206 - VEGETATION - ADMINISTRATION 
207 - DETAILS EG. SIGNS 500 - PROPOSAL DEVEL - 
200- BUILDINGEXTRUSION 501 - REPORT GENERATION 

209 - TRAINING 502-STAfF MEETINGS 

210- BREAKING GRiD SUPERVISION 

2 11 - CREATE RIB FILES - - - WORK REPORT 

212- PROCEDURE DEVEL. CLIENT MEETINGS 

213-PROJECT MGMT OTHER  

214 - FILE MANAGEMENT  

60 

FIGURE 39 Timesheet used by Texas Transportation Institute for tracking visualization tasks. 
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The 3-D revolution is not dependent on the transportation 
industry it—has already taken place in the CADD software 
industry. Microstation, which was the clear leader in all of 
the transportation agencies contacted, has been a 3-1) system 
for more than 5 years. Programs such as GEOPAK, InRoads. 
and Modelview are simply extensions that take advantage 
of the 3-D capabilities of Microstation and provide interface 
enhancements and extensions to the basic software. Because 
the basic CAI)D environment has become three-dimensional 
and there continues to be rapid improvement in the tool base 
and the software interfaces, there is every reason to believe 
that the conversion to a true 3-D modeling environment is 
simply a matter of time. 

Emerging technologies that will continue to impact the 
application of visualization in transportation in the ticar 
future are computer portability, compact disk (CD) technol-
ogy, digital projection equipment, digital photography. and 
digital video. Computers are becoming more and more porta-
ble. Disk storage space, memory, and processor speed are 
escalating at an exponential rate and costs are coming down. 
CD drives are becoming as common as floppy disk drives 
and read/write technology is available at more and more 
reasonable costs. Digital projection equipment is also 
becoming more compact and reasonable in price. When  

considered together the portable computer. the CD and the 
digital projector offer an attractive alternative to video tape 
and slides as mass distribution media for pictures, animation, 
and other multi-media materials. As digital photography 
becomes more practical and less expensive it will allow 
direct image capture and input to the computer environment 
by passing the scanner and image capture process. Finally, 
as digital video emerges in the consumer market, problems 
with the interface between analog video and digital graphics 
will be come a thing of the past. 

Clearly, it is not possible to say how long it will be before 
any of these technologies become commonplace or reach a 
level of refinement that will make them more economically 
attractive than currently available technology. However, 
these are existing technologies and they promise numerous 
advantages in terms of portability, conipatibility, and 
image quality. 

What is certain is that these technologies do represent 
the future of the tool base in transportation communication. 
planning. design construction, and administration. For these 
reasons, administrators and professionals charged with the 
responsibility of developing and operating the computer-
based systems of an agency must stay abreast of develop-
ments in these emerging systems. 
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GLOSSARY 

2-D—Described by dimensions of width and height, but not 
depth. A 2-D data point exists on a flat surface represented 
as an (x,y) data value. Images are almost always 2-D, even 
in animated sequences. 

3-D—Having dimensions of width, height and depth. A 3-D 
data point is represented as an (x,y,z) tuplet. 3-D space 
represents the world in which we live and the synthetic 
model space used for animation sequences. 

4-D—Containing the spatial dimensions of a 3-D representation 
with the additional element of time which describes the 
parameter of movement through 3-D space. Real-time inter-
active graphics and computer animation are examples of 
4-D space. 

aliasing—A term applied to a variety of undesirable visual 
artifacts that appear in computer-generated images. These 
artifacts are the result of under-sampling in the spatial or 
temporal domains. Aliasing is much more noticeable in ani-
mation because the eye is very sensitive to rapid changes 
in the visual field. 

alpha channel—A separate layer associated with a two-dimen-
sional image that specifies the opacity of each pixel. Alpha 
channels are important for the description of mattes used in 
the compositing or overlaying of 2-D images. 

ambient light—Light that bounces randomly throughout the 
environment. In rendering, ambient light affects only the 
brightness of the scene. It neither shades surfaces nor pro-
duces shadows. 

analog—Continuously varying signals or data. Video signals 
are analog which explains the difficulty with the integration 
with computer graphics, which are digital by nature. 

analog to digital conversion (AID)—Process of converting an 
analog signal into a digital bit stream. Analog to digital 
conversion requires two steps: sampling and quantizing. 
Some information is always lost in this conversion. 

animation—A sequence of images, that when rapidly dis-
played, produces the illusion of motion. 

anti-aliasing—The removal of unwanted visual artifacts, nor-
mally referred to as "jaggies" from lines and/or edges of 
planes in a 2-13 image. 

artifact—In a 2-D image, an undesirable pixel color which is 
not representative of the color of the real or synthetic object 
represented at that pixel's location. 

aspect ratio—The ratio of an image's width to it's height. 
Different media have different aspect ratios. The aspect ratio 
of video is 1.33; that of a 35mm camera is 1.5. When mixing 
formats in a presentation, decisions must always be made 
about cropping or scaling one format to fit another. 

attribute—Description of a single characteristic of an object. 

bit—A binary digit. The smallest unit of information in a 
computer; either a 0 or 1. 

bump mapping—A rendering technique in which the shading 
of a surface is produced by small random variations in the 
normal to the surface at that point. The result is a texturing 
of the surface with a rough or irregular appearance. 

byte-8 bits of information. 256 (28)  unique values can be 
stored in a byte of information. In a full color image, 3 bytes 
of storage are required for the red, green, and blue values. 

CCIR—Abbreviation for Consultative Committee, Interna-
tional Radio. 

CD-ROM—Compact Disc Read-Only Memory. A popular 
medium for images and audio. 

chrominance—Color information. In NTSC composite video, 
the color information is recorded as a subcarrier on top of 
the luminance. 

channel—A single component of an image. The red, green, and 
blue values of an image each comprise a separate channel. 

component video—A video signal that describes a color image 
as separate color channels. Examples are R,G,B; Y,I,Q or 
Y,U,V. 

composite video—A video signal that contains all of the color 
information in one channel. Examples are NTSC and PAL. 

compositing—The combining or overlaying of two or more 
images to produce a new image. All or part of the images 
may be used through the use of mattes. 

compression—A digital process that encodes digital informa-
tion in less than the required number of bits. Examples of 
digital compression include JPEG and MPEG techniques. 

cropping—Deleting or removing part of an image. Cropping 
is an alternative to nonuniformly scaling an image to pre-
serve the aspect ratio of the original image. 

cyberspace—The "space" created with a virtual reality sys-
tem. Access to cyberspace requires the use of special I/o 
devices to minimize the sensory information of the user's 
environment. 

depth cuing—A display technique in which the darkness of a 
line is associated with its distance from the view plane. 
This effect makes lines farther from the viewer appear to 
fade away. 

digital—Data consisting of discrete steps or values as opposed 
to continuous, analogue values. 

digitize; digitizing—The conversion of analog information, 
such as sound or motion, into discrete steps or units that 
can be represented in digital form. The process of scanning 
an analog image is such a conversion. 

display—A device on which an image can be viewed. Typical 
display devices are monitors and laser printers. 
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double buffering—The process of using two 24-hit frame 
buffers to display images in real-time. The advantage to 
double buffering is that while the front buffer is being dis-
played, the back buffer can be filled with the next image. 
L)ouhle buffering speeds up real-time graphics and gives the 
appearance of much smoother motion. 

edge—The line formed when two geometric surfaces meet or 
when a geometric surface ends. 

eye point—A point in world coordinate space that represents 
the location of the virtual camera. 

field—One of the two parts into which a display frame is 
divided in an interlaced display system. 

field of view—The angle at the viewpoint which determines 
the portion of the scene actually displayed. 

film recorder—Specialized output device containing a high-
quality monitor and camera. An RGB image is displayed a 
channel at a time, which is then recorded on film. 

flat shading—A rendering technique in which all the points 
on a surface are given the same color. Flat shading provides 
for fast image generation at the expense of visual quality. 
This is the quickest color rendering method. 

fractal—A class of geometrical objects that are frequently used 
in the modeling of natural objects. Fractals can be used to 
simulate topography, vegetation, and clouds. 

frame—A single image in an animation or video sequence. 
Frames are frequently divided into two interlaced fields 
which correspond to NTSC standards. 

frame buffer—Memory array in which color information is 
stored prior to display on a color monitor. The more 'bit 
planes' a frame buffer contains, the more unique colors that 
can be displayed simultaneously. 

generation—One recording and playback process. With VHS, 
a quality loss can be seen with three generations but even 
with the highest broadcast quality equipment, some informa-
tion is still lost. 

geometric modeling—The process of defining physical objects 
as a set of simple primitives. 

genlock—The process of synchronizing video signals. Genlock 
is required for frame level accuracy in video editing. 

Gouraud shading—A common rendering technique in which 
the color of a surface is determined based on the interpolation 
of the colors of the surface vertices. Gouraud shading pro-
duces smooth color gradations over a surface. 

head mounted display—A helmet-like viewing device that 
contains small monitors and is used in virtual reality systems. 

hidden line removal—The removal of lines or portions of 
lines that are obscured by objects closer to the viewer. 

hidden surface removal—The removal of surfaces or portions 
of surfaces during the rendering process that are obscured 
by objects closer to the viewer. 

image—A two-dimensional array of pixels containing color 
information about it scene. 

image paint—See photosimu lation. 
I/O—An abbreviation for input/output commonly used to 

describe a ge ni'ra I rI a ot dpvir 	wwd to Iran sli'r data to 
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jaggies—A type of aliasing in which a line or an edge of a 

polygon which is not orthogonal to the axes of an image 
appears as a series of 'stair steps.' 

JPEG—Acronym for the Joint Photographic Experts Group; 
JPEG is a lossy compression scheme that permits variable 
compression ratios from 2 to 100. JPEG compression is 
widely used because it only requires knowledge about the 
single frame being compressed and because the algorithm 
is easily coded into hardware. 

keyframe—A starting. ending, or extreme position in a 
motion sequence. 

line of sight—The vector which indicates the direction of view 
in three dimensions. 

luminance—In an image, the brightness or gray scale represen-
tat ion. 

matte (channel)—A 2-dimensional array of pixels that speci-
fics areas of an image that can be composited with other 
images. 

mesh—see triangulated mesh. 
modeling—The process of geometric modeling. Modeling is 

a necessary prerequisite before computer animation. 
MPEG—Motion Picture Experts Group. MPEG is a compres-

sion algorithm that achieves high compression rates based 
on the continuity of one frame to the next in a video sequence. 
Generally, higher image quality is available than JPEG, but 
the compression cannot be accomplished in real time. 

multimedia—The presentation of information on a computer 
that incorporates video images, sound, text, animation and/ 
or other computer-generated images. 

multi-tasking—In computer systems. it technique that perinits 
several processes to appear to run simultaneously on a single 
CPU by switching between these separate tasks several times 
a second. 

normal—A 3-dimensional vector that denotes the perpendicu-
lar to a plane, surface or vertex. The normal is frequently 
used for lighting calculations and hidden surface removal. 

NTSC—Acronym for the National Television Systems Com-
mittee, which developed the standards for color television. 

nurb—An abbreviation for non-uniform rational b-spline used 
for specifying curved lines and surfaces. 

object—Surfaces grouped together and treated as it single 
entity. 

opacity—The property of a surface that absorbs light, causing 
the object to appear solid. 

perspective—The projection of a 3-dimensional scene onto a 
2-dimensional plane so that objects that are closer to the 
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viewer appear larger than similar objects which are more 
distant from the viewer. 

Phong shading—A rendering technique in which surfaces are 
shaded based on the direction of the surface normal. Phong 
shading is the most realistic looking method of shading as 
it is capable of producing surface highlights that flat or 
Gouraud shading cannot replicate. 

photomontage—The overlaying of two or more photographic 
images or parts of images, to simulate altered conditions 
from the existing site. 

photo retouching—The manual altering of a photographic 
image through the use of dyes or paint. 

photosimulation—The altering of an image, either by compos-
iting or retouching to simulate physical conditions that do 
not currently exist. 

pixel—The smallest addressable screen location on a display 
device or picture element. 

pixel value—The attributes associated with a single pixel. Typi-
cally, this value is composed of several channels, such as 
red, green, blue, and alpha. 

polygon—Primitive in which all the vertices line in a single 
plane. The vertices are connected with nonintersecting 
line segments. 

primitive object—An object composed of a single geomet-
ric surface. 

quantizing—The process of converting an analog value into 
a digital value having a limited number of bits. This results 
in a reduction of the continuous analog signal level to a 
discrete number of levels represented by 2 to the nth power 
where n is the number of bits. 

radiosity—A rendering technique that specifies the shading of 
a surface based on the distribution of light in the scene. 

random access—The ability to access information in any order. 
Computer memory is random access while video tape is 
sequential, the opposite of random access. 

raster—A single row of pixels in an image. 
ray tracing—A rendering technique that traces the geometric 

path of light rays as they are reflected in the computer model. 
realistic image synthesis—A term used to describe the various 

rendering techniques that attempt to depict objects with pho-
tographic realism. 

real-time—The ability of a computer system to generate or 
display images quickly enough so that the illusion of the 
event occurring in actual time is created. 

reflection—Surface attribute of a material that affects the way 
in which light 'bounces' off the surface. 

refraction—A material's surface attribute that specifies the 
amount of light allowed to pass through the material. 

rendering—The process of generating a synthetic image of a 
scene given a description of the objects in the scene, lights, 
and camera position. 

resolution—In video technology, the ability to reproduce fine 
detail. In computer graphics technology, the size of an image 
in pixels. 

RGB—An abbreviation for the red, green, blue color model. 
Computer displays use RGB while video technology does 
not. 

RGBA—An abbreviation for specifying color in the ROB color 
model with the addition of an alpha channel. 

sampling—The process of reading the value(s) of a continuous 
signal at regular intervals. 

saturation—The amount of color intensity. A value of zero 
represents white (no color), while the maximum saturation 
is the most intense color possible. 

scale—A change in size of an object. The change could be in 
the x, y, or z axes, singularly or in any combination. 

scan line—A single horizontal raster line in a video frame. 
There are 512 scan lines per frame, 486 of which are visible. 

scanning—The process of converting a continuous toned (ana-
log) image to a digital signal as a series of scan lines. 

shading—The process of changing the color of a surface based 
on its orientation in relationship to the light sources in the 
scene. 

simulation—See visual simulation 
solid modeling—The use of 3-D primitives that have not only 

size and shape attributes, but volumetric as well. Solid mod-
eling uses the concept of set operations (union, intersection, 
subtraction) to create very complex shapes. 

spline—A mathematical description of a curve, based on the 
specified control points. There are several types of spline 
curves, including Bezier, cubic, beta, Catmull-Rom and her-
mite. Each type of spline has a corresponding type of surface. 

supersampling—An antialiasing technique that samples the 
scene several times for each pixel. 

surface—A set of connected points in 3-dimensional space 
that has a defined mathematical description. 

TBC—Time base corrector. Equipment that corrects for analog 
artifacts resulting from the non-uniform motion of the tape 
over the reading head. 

texture—The attribute of a surface that affects the local color 
or appearance. 

texture mapping—The process of applying 2-dimensional 
images onto 3-dimensional surfaces during the rendering 
process. Frequently, scanned photographs are used which 
adds greatly to the realism in the scene. 

TIN—An abbreviation for triangulated irregular network, 
which defines a 3-dimensional surface as a series of con-
nected triangles. 

transformation—A change in position, size, or orientation of 
an object. 

translation—A specific type of transformation in which the 
position of an object changes. 

transparency—The attribute of a surface that permits light to 
pass through it. Transparency is the opposite of opacity. 

vertex—A point where two or more edges meet. In three dimen- 
sions, a vertex is specified in x,y,z coordinates. 

video—The recording of photographic information on magnetic 
tape or disk, typically at 30 frames per second. Typically, 
a CCD (charge-coupled device) is used to transfer images 
to electronic impulses, which are coded into two interlaced 
fields per frame. 

video overlay—The use of a sequence of video images as a 
background on which a foreground image can be compos-
ited. The advantage to this technique is its realism and cost-
effectiveness. 
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viewshed—The areas of land surface visible from a given view-
point. 

virtual camera—The synthetic camera which identifies the 
position. viewing direction, and viewing angles in a com-
puter-generated view. 

virtual reality—A computer-based technology that permits the 
user to interact with 'virtual objects' by projecting the user 
into the created, virtual world, through the use of head-
mounted displays and data gloves as I/o devices. 

virtual world—Created 3-dimensional environments that exist 
within a computer and within which the user can directly 
manipulate objects. 

visual simulation—One, or a related sequence of, visual 
inulges depicting a proposed project or future environmental 
conditions in the context of the project's actual location. 

wireframe—The representation of a 3-D model that depicts 
visible polygons as edges. 

. 	 . 

I 



APPENDIX A 

Survey Questionnaire 

SURVEY 

Applications of 3D and 4D Visual Modeling for Transportation Systems 
NCHRP Project No. 20-5 Topic 25-01 

The use of 3D (still perspective) and 4D (animated) visualization technology is evolving 
as an important tool to transportation agencies nationally. Unlike engineering or technical 
drawings the perspective or Artist's Concept view of a transportation facility, corridor, or 
situation does no require a trained eye to interpret or understand. For this reason its value cuts 
across a much wider Section of agency functions and activities. This questionnaire is intended 
to help the Transportation Research Board clearly identify the existing trends in usage nationally 
and prepare a synthesis publication, that will help the industry understand the applications, 
equipment and software requirements, uses, advantages, and limitations of the technology. 

To accomplish this task your input is earnestly solicited. TRB, and the committee asks 
your cooperation by completing the following survey and returning it as soon as possible. 
Questions should be answered with the response most appropriate to your situation. Comments 
on special cases or items you may feel have been overlooked are earnestly solicited. If necessary 
use a separate sheet and appended it to the questionnaire. 

Please return the completed surveys to: 

Mr. Terry R. Larsen 
Texas Transportation Institute 
Texas A&M University 
College Station, TX 77843-3137  

SECTION I: Current Awareness and Useof the Technology 

3D and 4D involves the combination of a variety of technologies to perform the 
input, processing and output of visual products. This section is intended to determine the 
relative awareness of the technologies. 

Definitions: 
3D Media: 	3D refers to any static/still 2-dimensional products used to visualize 3-dimensional 

spaces or objects. 

4D Media: 	4D refers to any animated; synthetically generated 2-dimensional products used to 
visualize 3-dimensional spaces or objects over time. 

Please rank each of the following based on your Agency's/Unit's familiarity and use of the various technologies 
described. Please use the following scale: 

No use 	 Some Use 	 Widespread Use 
0 	 1 	 2 

- I. 	Video, use of television/video media to communicate information about sites, projects, project proposals or 
operations. 

Image capture, use of digitizing devices to capture still scenes which can then be modified to suggest a 
proposed condition. 

Paint, use of computer based "art" programs to generate synthetic images or "Artists Concepts of facilities, 
conditions or events. 

_4. 	Image compositing, the merging'of photographic images with mathematically correct computer generated 
images such that the new images that are visually and mathematically correct. 

- 5. 	Computer Animation, use of totally synthetic computer generated images to simulate motion and portray 
a situation, event or facility. 	 - 

_6. 	Multi-media, use of composited media including photography, video, animation, sound and graphic effects. 

Stereogrsphics, use of dual image media to generate the illusion of three dimensional space. 

Virtual reality, use of multiple media such as stereographics' in combination with lighting sound and other 
effects to create an illusion of reality. 
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SECTION II: Audience 

The following questions are concerned with the audience or forum where 3D and 4D products are used. 
Please rate each of the following audiences in relation to your agency's/unit's usage. Please use the following 
scale 

Never use 3D 40 3D & 40 
3D or 4D Graphics Graphics Graphics 
Graphics are used are used are used 

0 1 2 3 

- I. 	Presentations of project proposals to special interest groups, neighborhoods, environmental interests, special 
authorities, utilities, etc. 

	

- 2. 	Presentations of project alternatives to city or county governments, councils, commissions, boards. 

	

-3. 	Presentations to solicit inputs from city or county government units. 

Presentations of projects to public hearings and open forums. 

Presentation of alternatives to public hearings and open forums. 

Solicitation of input from public bodies, citizen forums and public interest groups. 

Presentation of projects to property owners during right-of-way acquisition process. 

Presentation of cases to special commissions on right-of-way acquisitions 

Presentation for litigation support. 

_lO. Internal planning assessment of project alternatives, eg. corridor location, visual impact, structural 
alternatives, etc. 

_I I. 	Internal design evaluation of alternatives. 

Internal design evaluation of aesthetic alternatives. 

Design review of construction conflicts or alignments, such as bridge bents to support column alignments. 

Design review of sight distance conflicts and requirements 

Tort liability support. 

Exploration of construction traffic control plans and sequencing. 

Evaluation of signing and traffic control pla?i. 

_l 	8. 	Evaluation of material selection for color, reflectance, shade, etc. 

	

19. 	Public service announcements on closing and routing  

_20. Public service announcements on project benefits. 

_2 I. Public information on project planning. 

Public information on aesthetics and enhancements. 

Please note any other uses in your agency that may not appear here. 

SECTION rn Media Production and Procurement 

This section is included to gather information about how 313 and 4D products are acquired or produced by 
your agency. If you do not use any 3D or 40 technologies please go on to the next Section. 

	

36 	40 
Media Media 

I. 	What is the primary source of the numeric base data used to generate 3D and 4D 
products. 

Paper plan profile sheets 

Digital CADD files 

C. 	Digital terrain models (DTM) 

Photographs 

Video 

Other (please specify) 

2. 	3D and 4D products used your agency/unit are: 

a. 	Acquired from private vendors 

	

- 	 b. 	!roduced by a central service bureau of the agency 

C. 	Prodsced by staff hossed within the immediate administrative unit. 

Acquired through association with a college or university 

Acquired from broadcast media 

Other (please specify) 
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3D 	4D 	3. 	In-house 3D and 4D products are produced using: 3D 	4D 	6. 	Which of the following describes the subject matter of the 3D and 4D products that 
Media 	Media Media 	Media 	have been produced by your agency/unit. Please check all that apply. 

a. 	No 3D or 4D products are produced in-house 

a. 	Highway corridor aesthetics 
b. 	Macintosh based software (please list program if known)  

b. Environmental impact concerns other than visual 
C. 	IBM-PC based software (please list program if known)  

C. 	Bridge design/location 
d. 	Intergraph based software (please list program if known)  

d. 	Bridge lighting 
e. 	Unix based software (please list program if known)  

Corridor lighting 
Other: 	 . 	-. 

f. Traffic aimulation 

4. 	Are there products and or equipment beng considered for the purpose of producing   Sight line, sight distance, geometries, signs 
in-house 3D and 4D products. Please indicate product if known. 

accident reconstruction 
Macintosh based software.  

i. 	Other (please specify):  
IBM-PC based software.  

C. 	Intergraph based software.  

Unix based software.  
7. 	What is the primary tource of background imagery used to produce 3D and 4D 

Commodore Amiga based software. 	 . visualization products? 

Other:  Image capture from video camera, Panisonic M2 or Sony Betacam 

Image capture from video camera, VHS/SVHS 
S. 	3D and 4D products are output to which of the following media? 	Please use the 

following scale.   Image capture from video tape, High8/Super 8 (8mm) 

Never use 	Use Occasionally 	Use Frequently 	- Scanned photographs, slide or flatbed scanners 
0 	 1 	 2 

e. 	Freehand sketches 
a. 	Photographs (prints) 

f. 	Other (please specify):  
b. 	Slides 

C. 	Video tape 

d. 	Laser disk 

C. 	Computer display (slide show) 

f. CD ROM 

g. 	Other (please specify):  

t) 
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Section IV: Image Quality and Realism  Is your immediate unit responsible for generating graphic materials ie. plsns, images, video tapes, etc. 

This section is included to determine the perceived importance of image quality and image realism in  
visualization products. Please answer each of the following in accordance with the following scale: 

 What is the primary function of your immediate organizational group eg. 'CADD Operations, Design, 
Not Important 	Somewhat Important 	Very Important 	Extremely Important Public Affairs, etc. 

0 	 1 	 2 	 3 

3D 	41) 
Media 	Media 8. What is/are the primary computing platforms within the agency? eg. HP Apollo, Intergraph, Sun, PC-DOS, 

etc. 

I. 	For 31) and 41) products rank the relative importance of each of the following. 

a. Mathematic and Geometric accuracy of the base model 
9. How is computing distributed within the agency? eg. Centralized, Administered by Division, Centralized 

Realistic color rendition of surfaces Data Management with Separate CADD support group, etc. 

Realistic reproduction of the textural quality of the surfaces 

Ability to simulate the reflective quality of the surfaces 10. How are computer operators and technicians trained? In-house, by vendors, in local educational programs 
in community colleges and universities, etc. 

Ability to model multiple light sources accurately 

Realistic surface shading and shadows 
II. Do you have still images, video tape, l8ser  discS or other media displaying your visualization products that 

Including high levels of detail eg. signs, poles, guard rails, cars, etc. might be included in a future video synthesis statement? 

Realistic motion control of viewer  

Realistic contiol of the motion of other objects in scenes eg. cars and people. 

Section V: Base Line Data 

This section is to gather information about your agency for the purposes of segregating and better 
understanding the responses to the previous sections. 

I. 	What is the full title of your Agency and immediate subdivision: 

What other groups within your agency use 3D and 4D visualization products? 

How many employees are in your division/section/department/bureau,etc 

How many employees are in your Agency  

Thank you very much for your participation! Please provide your address, phone number, FAX number and 
Network address we will provide you with a copy of the survey results when they are compiled. 

Title: 

Address: 

FAX:  

Network Address: 

Survey, NCHRP Project No 20-5; Topic 25-01 
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THE TRANSPORTATION: RESEARCH BOARD is; a. unit. of the'Nàtional Research; 
COuncil. which serves' the National Academy, of Sciences: and? the' National Academy: of 
Engineering:. It: evolved in  1974 from: the Highway, Research; 'Board which: was established 
in. 1920:. The; TRB: incorporates all; former: HRB activities: and also performs: additional 
functions; under a broader:scope. involving all: modes; of transportatiOn' an& the,  interactiOns; of 
transportation with' society:. The; Boardr's purpose: is: to; stimulate: research; concerning; the,  
nature; and perfOrmance: of, transportation' systems;, toi disseminate: infOrmatiOn; that the,  
researchi produces;. and to encourage the; application: of: appropriate; research findings:. The; 
Boards; program Is: carried; out. by: more: than; 400; committees;, task: fOrces; and panels 
composed:of'more:than;4',000;adthinimiators;,engiheers;,sociarscientists;,attorneys;.educators;, and; 
others: concerned with; transportation;; they.' serve: without: compensation;. The: program: i's; 
supported; by' state: transportation; and? high Way departments;, the mod&h administratiOns; of the: 
U:S. Department:. of TtansportatiOn;, and other;' organizations: and) individuals: interestedlin; the' 
dhvel'opment:of 'transportation;. 

The,  Nationall Academy' of: Si)iënces, i's; a: nonprofit:,, self;perpetuating; sociOty: of:distihguished? 
scholars; enggd in; scientific: and engineering; research, dedicated to the: fOrtherance' of:' 
science' and technolOgy andi to; theic' use: for: the:' general? welfare;. Upon; the: authority' of,  the: 
charter'ganted;to;it:by; the:(Ongess;i'n; 1863, the Academy; has; a; mandate' that'. requ ii'es; it; to; 
advise:' the: federal government: on: scientific: an& technical? matters:. IiJr: Bhice: Alberts, is: 
president:of the:Nati'onall Academy of Sciences: 

The: National; Academy' of'Ehgtheeri'ng; was; established in: 1964',, under the' charter,  of.the' 
National; 'Academy: of Sciences;, as; a: parallel organization; of' outstanding; engineers:. It'. is: 
autonomous; in; its: admmistratIon; an& in: the: selection: of' its; merpbers; sharing: with; the,  
National; Academy, of:'Sci'ences; the, responsibility; for advising; the'federai government:. The: 
National; Academy of; Ehgneering: also sponsors; engi'neerIng: programs aimed at: meeting; 
national' need's;. encouraging: educatiOn; and' research; , and reaignizes; the' superiOr' achievements' of: 
engifleersJ)r:,William:A'.WW 'is;interirn'presidënt.of'the:NàtiOnallAcadëmy;of Engineering;. 

The: Institute: of. Medicine'; was; establi'shed? in;. 1'9'70)by' the; Nàii'ona.0 Academy.' of'S'cienc'es' 
to secure the services, of eminent members of appropnate professions in the exan'unation of,  
policy; matters; pertaining;, to' the; health; of the: public: The; Institute: acts; under' the,  
responsibility.' giVenito the;Nätional? Academy. of.'Sinences,, by.,  its; congressional charter to be 
an-  adviser,' to,  the: federal; gpvernment' and upon; its; own; i'nitiative;, to idëntif; issues of; 
medical; care;,research;, and?edCcatiOn;. Dr: Kenneth; IL Shine, is, president; of the; Institute: of' 
Medicine;. 	 - 

The; National: Research' COu ncil?. was, organize& by; the; National; Academy; of Sciënces in; 
1.916 to: associate' the; broad'; community,' of science' and? technolOgy, With; the: Acadëmys; 
purposes. of;' furthering: knowledge: and'; advising'; the; federal government: FOnctiOning; in. 
accordance: with: general; policIes; determined; by. the,  Academy;. the 'COuncil; has; become the,  
principal; operating; agency; of;lioth; the; NatiOnal' Academy; of' Sciences; and the,  NatiOnal; 
Acadtmy of,; Ehgiheering: in: providing; servi'ces: to) the: government;, the; public;. andl'the: 
scientific: andl engiheerthgr communities;, The; COuncil; is; adinini'steredl jothtl'. by,: both:'. 
Academies; and; the; Jhstitute: of(Mëdi'cine; Dr:, Bruce: Alberts; and Di':', William; A; WOlf;'are; 
chaian'andinteriin;viëe'chah'man,.respectiVely;.of"the,Nätibnal'R'esearch;COunciE 
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