1. INTRODUCTION

As a general principle, the choice among different landslide management options should be based on cost. The direct or initial cost, such as cost of construction or removal; social costs; and the costs of lost opportunity and potential failures need to be considered. The choice among management options described in Chapter 5 is made under conditions of uncertainty because future events that may trigger landslides, such as rainstorms and earthquakes, cannot be forecast with certainty. Uncertainty also arises because of insufficient information about site conditions and incomplete understanding of landslide mechanisms. The uncertainties prevent accurate predictions of landslide occurrence or of the performance of physical control measures. In a broader sense, uncertainty should include the probability of success or failure of hazard-reduction measures such as avoidance and codes.

Geotechnical engineers are familiar with risk and decision making under uncertainty. The nature of risk and the need to balance safety with economy in geotechnical design were noted by Casagrande (1965) 30 years ago. A rational decision process used to choose among management options should account for the uncertainties. The concepts of decisions under uncertainty and probabilistic decision models have been well established in business management for over 30 years (e.g., Schlaifer 1959; Raiffa and Schlaifer 1961) and have been successfully applied to engineering problems (Keeney and Raiffa 1976). The basic elements of hazard and risk assessment and decision making as applied to landslide management are summarized in this chapter.

2. DESCRIPTION OF UNCERTAINTY

When there is uncertainty, the conventional approach is to make conservative estimates of the design parameters. In probabilistic analysis, the uncertainty about a variable, called a random variable, is described by a probability density function, \( f(x) \) [see Figure 6-1(a)], with mean \( \mu \) and standard deviation \( \sigma \). The probability that the random variable \( x \) may have values between \( a \) and \( b \) is given by the shaded area. The function \( f(x) \) may be obtained by fitting to data. When data are insufficient for determination of \( f(x) \), it is still possible to obtain reasonable estimates of the mean and standard deviation. Opinions based on experience and judgment can be incorporated as subjective probability. Engineers frequently express their opinions in the form of a best estimate and a range. This can be conveniently described by a subjective probability that has a triangular distribution [see Figure 6-1(b)], where \( b \) represents the best estimate and \( a \) and \( c \) represent the upper and lower limits of the range. Formal methods for evaluating subjective probability were described by Winkler (1969), Brown (1974), Staël von Holstein and Matheson (1979), and Agnew (1985).
Roberds (1990) provided a review of the assessment of subjective probability.

The following sources of uncertainty are commonly encountered in geotechnical engineering. First, future loads and environmental conditions cannot be predicted with certainty. For example, the occurrence of an earthquake of a given magnitude or a given ground acceleration can only be estimated on a probabilistic basis and expressed as the probability that the acceleration will exceed a given value. Pore-water pressure and seepage forces due to future rainstorms may be treated in a similar manner.

The second source of uncertainty concerns site conditions. Spatial variability of geologic materials requires the engineer to make extrapolations from material types observed at boreholes and samples and to make inferences about material types that may exist at points where no observations are made. Such extrapolations involve a large degree of uncertainty. For example, geologic anomalies can be present at a site even though they were not detected during site exploration (Baecher 1979; Halim and Tang 1991). The persistence and location of joints in rock, which are planes of weakness, cannot be accurately determined in site exploration (Baecher et al. 1977). In addition, errors in estimating material properties are introduced when the number of samples is insufficient; when the test method does not accurately measure the property, such as the in situ strength; and when test procedures contain random errors. The above errors were reviewed and the associated uncertainties estimated by Lumb (1975), Tang et al. (1976), Baecher (1979), and Wu (1989).

Analytical models are used to predict performance of geotechnical structures. Models commonly used in landslide analysis include those for stability analysis and seepage. Analytical models contain errors, introduced through inadequacies and simplifications in theory, simplifications in boundary conditions, and approximations in numerical computations. Empirical evidence provides some rough measure of model error. Results of model tests performed to check the predictions of theory have been used to estimate model error.

Although probabilistic methods have been developed to estimate the uncertainties associated with the three sources described above, a fourth source of uncertainty, that caused by possible omissions, cannot be formally described. Omission refers to the failure by the engineer to consider possible modes of failure or factors that could affect performance. Good engineering practice should avoid omissions, although the probability of omissions is difficult to quantify.

In view of the uncertainties involved in the various stages of geotechnical design, it is frequently necessary to revise estimates of site conditions and foundation performance as more information becomes available. This revision is the essence of the "observational approach" (Terzaghi 1961; Peck 1969). Updating an estimate on the basis of new observations can be modeled via Bayes' theorem:
\[
P''(\theta|Z) = kL(Z|\theta_1)P'('\theta_1) \quad (6.1)
\]

where

\[
P'(\theta_1) = \text{prior probability, which is the probability that state } \theta \text{ is } \theta_1 \text{ before the new observation;}
\]

\[
P''(\theta|Z) = \text{posterior probability, which is the probability that state } \theta \text{ is } \theta_1 \text{ given the observed results } Z;
\]

\[
L(Z|\theta_1) = \text{likelihood function, which is the probability of observing the results } Z \text{ given that state } \theta \text{ is } \theta_1; \text{ and}
\]

\[
k = \text{normalization constant, which is needed to make the sum of the probabilities over all possible } \theta \text{'s equal to 1.}
\]

The state \( \theta \) may also be used to represent the unknown parameter, such as the mean \( \mu \) of the probability distribution of a random variable. Moreover, the state \( \theta \) can be a continuous random variable. In this case, the probabilities \( P'(\theta_1) \) and \( P''(\theta|Z) \) in Equation 6.1 are replaced by the corresponding probability density functions \( f'(\theta) \) and \( f''(\theta) \), respectively. Bayes' theorem provides a vehicle for combining observational information with professional opinion quantified as subjective probabilities.

3. ESTIMATION OF HAZARD

Available methods for estimating hazard, defined as failure probability \( \beta_f \), range from reliability analysis to purely empirical estimates. In formal reliability analysis, the performance of a geotechnical system (embankment, slope, etc.) is expressed as a function of controlling factors (precipitation, soil strength, etc.) that are considered to be random variables because their values are not precisely known. As described in Section 2, each random variable \( x \) is characterized by a probability density function, \( f(x) \), with mean \( \mu_x \) and standard deviation \( \sigma_x \). Logically, the mean of an input should represent the engineer's best estimate of the true value without conservatism, whereas the variance \( \sigma_x^2 \) should represent uncertainty about the true value. Thus, the mean and variance reflect the technical expert's judgment about the uncertain variable.

To evaluate reliability, the performance of a geotechnical system may be expressed as a performance function. For example, the performance function that defines the safety of a slope could be the factor of safety, which in turn is a function of random variables that include load and strength. The probability density functions of strength, and so on, are used to derive the probability density function of the performance function, which is then used to calculate the failure probability. Thus far, this has been accomplished only for simple problems because the complexity of the various relations in the performance function makes it difficult to obtain closed-form solutions. Most solutions have used the first-order, second-moment (FOSM) method (Ang and Tang 1975).

In FOSM, \( Y \) is the performance variable, such as the safety factor. It is a function \( G \) of the random variables \( X_1, X_2, \ldots, X_n \), which represent strength, \ldots, or

\[
Y = G(X_1, X_2, \ldots, X_n) \quad (6.2)
\]

To translate means, variances, and correlations of input variables \( X_1, X_2, \ldots \) to the mean and variance of the performance function, a simple linear approximation is used to obtain the following relations (Benjamin and Cornell 1970; Ang and Tang 1975):

\[
\bar{Y} \equiv G(\bar{X}_1, \bar{X}_2, \ldots, \bar{X}_n) \quad (6.3)
\]

\[
\text{Var}(Y) \equiv \sum \Sigma \left( \frac{\partial G}{\partial X_1} \bigg|_{\mu_1} \right)^2 \text{Var}(X_1) + \left( \frac{\partial G}{\partial X_2} \bigg|_{\mu_2} \right)^2 \text{Var}(X_2) + \cdots \quad (6.4)
\]

where

\[
X_i = \text{mean or expected value of } X_i,
\]

\[
\text{Cov}(X_i, X_j) = \text{covariance of } X_i \text{ and } X_j, \text{ and}
\]

\[
\text{Var}(Y) = \text{variance of } Y.
\]

In Equation 6.4, \( |_m \) indicates that the partial derivatives are evaluated at the mean values of \( X_1, X_2, \ldots \). When the parameters are all mutually independent, Equation 6.4 reduces to

\[
\text{Var}(Y) = \left( \frac{\partial G}{\partial X_1} \bigg|_{\mu_1} \right)^2 \text{Var}(X_1) \quad (6.5)
\]

The simple relationships in Equations 6.2 through 6.5 may be used to estimate the mean and variance of a material property, such as strength, because of uncertainties about various input parameters and test conditions. Similarly, the mean and variance of the resistance along a potential slip surface due to uncertainty about the shear strength and other soil properties can be estimated. When the performance variable \( Y \) is the
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...safety factor, it is commonly assumed that the safety factor has a log-normal distribution, with mean \( E(F_S) \) and standard deviation \( \sigma_{FS} \) (see Figure 6-1(c)), as determined from Equations 6.2 through 6.5. It is then possible to calculate the probability that the safety factor is equal to or less than 1, which is the shaded area in Figure 6-1(c).

Instead of the probability of failure, the safety may be expressed by a reliability index (Hasofer and Lind 1974):

\[
\beta = \frac{[E(F_S) - 1]}{\sigma_{FS}} \tag{6.6}
\]

The numerator of this equation is the distance along the abscissa [Figure 6-1(c)] that measures the difference between the mean safety factor \( E(F_S) \) and failure at \( F_S = 1 \). This difference is equivalent to a margin of safety. When this difference is divided by \( \sigma_{FS} \), the margin of safety becomes relative to the uncertainty about the safety factor. Thus, \( \beta \) is a measure of safety while taking into account the magnitude of the uncertainties involved. Clearly, when the uncertainty is large, larger safety factors are necessary to maintain the same level of safety.

The reliability index as defined by Equation 6.6 is obtained directly from the two moments, mean and variance, and requires no assumption about probability density functions. The FOSM approach can be extended to problems with performance vectors and to performance functions expressed numerically by finite-difference or finite-element methods (Ditlevsen 1983).

The procedures described above provide probability estimates for many practical problems. However, these probability estimates are only approximate in most cases. When more accurate estimates of the reliability are required, first-order reliability and second-order reliability methods (FORM and SORM) may be applied (Ang and Tang 1984; Madsen et al. 1986). In these methods the partial derivatives in Equations 6.2 through 6.5 are evaluated at the most likely failure point on the surface defined by the performance function. An iterative procedure is required to obtain the failure point and the probability of failure. Finally, Monte Carlo simulations can be used when the system performance assessment becomes too complex for analytical evaluations.

Solutions were obtained for reliability of soil slopes by Tang et al. (1976) and of rock slopes by Einstein et al. (1983) and Scavia et al. (1990). Chowdhury and Tang (1987) presented a review of probabilistic analysis of slope stability. Methods for evaluating landslides induced by precipitation and by earthquake were reviewed by Ang et al. (1985). Where high pore pressures caused by precipitation may initiate instability, estimates of failure probability should account for the probable occurrence of the critical pore pressure that will cause failure. Examples of estimating pore pressures due to rainfall were given by Wu and Swanston (1980), Bevan (1982), Sangrey et al. (1984), and Suzuki and Matsuo (1991). Failure probability can also be calculated for the various types of protective physical control systems mentioned in Chapter 5 and described further in Chapters 17 and 18.

Where available data are insufficient for statistical analysis, the landslide hazard can be estimated by judgment. Roberds (1991) described a procedure by which slopes along a route were inspected and a probability of failure was assigned to each possible mode of failure on the basis of subjective judgment. Probabilities of failure can also be assigned to slopes on the basis of observed failures. The probabilities of failure or success pertaining to avoidance, codes, and zoning involve social and political considerations and are much more difficult to evaluate. The use of subjective probability based on experience may be the only way to estimate such probabilities (see examples given by Keeney and Raiffa (1976)).

Safety of a geotechnical system may mean satisfactory performance with respect to several modes of failure. For instance, a retaining wall can fail by overturning, sliding, or lacking adequate bearing capacity. Landslides can be induced by precipitation or earthquake. In a broad view, landslides often occur as one mode of multiple failure modes triggered by some event (Advisory Board on the Built Environment 1983; Advisory Committee on the International Decade for Natural Hazard Reduction 1987). Examples are the 1964 Alaska earthquake, which triggered tsunamis, local flooding, and many landslides, and the 1980 Mount St. Helens eruption, with associated landslides, floods, and wildfires.

Multiple modes of failure require a shift of perspective from mitigation of individual modes, such as landslides, to mitigation of an entire system that takes all of the modes into account (see Chapter 5, Section 6). For example, a building moved from a floodplain to a hillside to avoid floods may be at increased hazard from landslides or earthquakes.
The plan of mitigation should consider all possible failure modes. When failure may be caused by landslide or by flood, the failure probability \( P_f \) is

\[
P_f = P(A \cup B) = P(A) + P(B) - P(A \cap B) \tag{6.7}
\]

where

\[
A = \text{failure due to landslide}, \\
B = \text{failure due to flooding}, \\
\cup \text{ and } \cap = \text{union and intersection between events}.
\]

In this simple case, events A and B may be considered independent; hence \( P(A \cap B) \) is given by the product of \( P(A) \) and \( P(B) \). Otherwise the conditional probability \( P(A|B) \) or \( P(B|A) \) is needed. For complex problems in which the effect of correlations between the respective failure modes may not be easily determined, one can estimate the upper and lower bounds on \( P_f \) for system failure (Ang and Tang 1984).

4. DECISION UNDER UNCERTAINTY

In probabilistic decision theory, the choice between available options is dependent on the preferences of the decision maker concerning all possible outcomes of each of the options. A simplified flow diagram that illustrates the decision-making process is shown in Figure 6-2. Step 1 in a geotechnical engineering project is site exploration and soil testing to define material distribution and material properties. The results are used to characterize the site. In Step 2, all possible failure modes are identified. In Step 3, the hazard or probability of failure \( P_f \) for each mode is estimated, as described in the previous section. For each mode of failure, the consequence \( C_f \) is estimated (Step 4). Then the risk, defined as

\[
R = P_f C_f \tag{6.8}
\]

is calculated (Step 5). This procedure is repeated for each of the available options in the management strategy, which obviously should include the options of doing nothing (as discussed in Chapter 5) and of additional investigation. The choice of a management strategy is made on the basis of the decision criterion, which should include the potential risk associated with each option and the initial capital cost of the option. For some problems, the criterion may be the expected cost, which is defined as

\[
E(C) = C_0 + P_f C_f \tag{6.9}
\]

where

\[
C_0 = \text{initial cost}, \\
P_f = \text{probability of failure}, \text{ and} \\
C_f = \text{consequence or cost of failure}.
\]

In more complicated situations, some of the consequences cannot be directly represented as monetary values. A utility function is used to express the owner's preferences with respect to the possible outcomes. Multiattribute utility makes it possible to include such attributes as delays or loss of service, lost opportunity, social disruptions, and effects on users and nonusers. The use of multiattribute utility in decision analysis was treated by Raiffa and Schlaifer (1961), Keeney and Raiffa (1976), and Ang and Tang (1984).

After the probabilities and consequences have been estimated, methods of decision analysis (Benjamin and Cornell 1970; Ang and Tang 1984) may be used to arrive at management decisions (Step 6). A hypothetical decision tree, such as that shown in Figure 6-3 for landslide mitigation, can be used to identify the alternatives of actions, pos-
FIGURE 6-3
Decision tree for landslide mitigation.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Outcomes</th>
<th>Path Probability</th>
<th>Path Consequence</th>
<th>Expected Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do Nothing</td>
<td>Landslide (0.3)</td>
<td>0.3</td>
<td>10</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>No Landslide (0.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landslide</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flatten</td>
<td>System Effective (0.05)</td>
<td>0.02</td>
<td>12</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>No Landslide (0.95)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drainage System</td>
<td>System Ineffective (0.2)</td>
<td>0.04</td>
<td>11</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>No Landslide (0.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Possible outcomes, and respective consequences or costs for each scenario or path. The probability of each branch of the outcome can be determined either from probabilistic models or subjectively from available information. As given in Equation 6.9, the expected cost of each alternative is the summation of the path probability times the path consequences over the outcomes of all scenarios for that alternative. The alternative with the least expected cost is chosen if the expected value is the criterion for decision. In this example, the optimal solution for this site is the installation of a drainage system. When the probabilities or costs are crude estimates, a sensitivity analysis should be performed to find out if the optimal solution changes with the probabilities and costs.

5. LANDSLIDE HAZARD MAPS

When risk assessment is made over a large area, the results may be expressed in the form of landslide hazard or landslide risk maps (Brabb 1984). Various types of landslide hazard maps are described in Chapter 8. An ideal landslide hazard map should provide information concerning the spatial and temporal probabilities of all anticipated landslide types within the mapped area, and also include information about their types, magnitudes, velocities, and sizes. In this section, the construction of hazard maps is described on the basis of the methodology outlined in the previous section.

A comprehensive mapping procedure for landslide management was proposed by Einstein (1988). Maps containing different types of information are constructed in sequence. According to Einstein, state-of-nature maps are those that present data without interpretation. These include geologic and topographic maps, precipitation data, and so forth, as well as the results of site investigation. Construction of such maps corresponds to Step 1 in Figure 6-2. Danger maps indicate the possible modes or failure mechanisms, such as debris flows, rock falls, and so forth. These maps follow from Step 2 in Figure 6-2. Hazard maps, Step 3 in Figure 6-2, show the probability of failure for various failure modes shown on danger maps. For simple failure modes, the probability that such a failure could occur during a given time interval can be estimated on the basis of the probability distributions of the triggering mechanism (rainstorm, earthquake, etc.), soil or rock properties, slope geometry, and other controlling factors. The results can be shown on a map that delineates zones with different failure probabilities (Viberg 1984; Wu 1992). Alternatively, hazards are expressed qualitatively as high, medium, or low. If
the consequence of failure, also called "vulnerability" by Varnes et al. (1984) and van Westen (1993), can be estimated, the risk as defined in Equation 6.6 can be calculated for the construction of a risk map, as shown in Steps 4 and 5 of Figure 6-2. Finally, a management map can be used to summarize the management decisions (Step 6 in Figure 6-2).

Most available maps fall into the categories of danger and hazard maps. Danger maps can be constructed by consideration of lithology, rock structure, and hydrology and the relation of these factors to the topography. When data are insufficient for analytical evaluation of failure probability, a rating system may be used to obtain a hazard rating of low, medium, or high. Failure probabilities may be estimated from observed landslide frequencies (Brabb et al. 1972; Wieczorek 1984). These estimates may be based on examination of multiple-date aerial photographs (Canuti 1986), ground observations, or review of historical records. Danger maps provide a spatial distribution of landslides (Wright et al. 1974). A combination of historical and subjective assessment has been used for regions with similar geology, topography, and climate. This approach was used to produce the U.S. landslide susceptibility map by Radbruch-Hall et al. (1982). Hazard can also be estimated by statistical correlation with factors considered to correlate with landslides (Carrara et al. 1991). Fully worked out examples of quantitative landslide risk analysis are rare because of the difficulties in defining both hazard and consequence quantitatively (Einstein 1988; Kienholz 1992). One example of a complete mapping system is the proposed methodology called Plans d’Exposition aux Risques Naturels (PER) (Office of the Prime Minister 1985).

6. HISTORIC FAILURE RATE

Historic failure rates can be helpful by providing a broader perspective to the application of hazard prediction methods. Ideally, landslide hazard should be expressed as the probability of failure per time per area. Hazards for other forms of instability can also be included. For slopes undergoing creep movement, the probability of accelerating movement may be appropriate. Examples of historic failure rates include those for the Alpine and Pre-Alpine regions of Switzerland, where "super events," such as the Flims and Sierre landslides, have return periods of $10^4$ years or greater, whereas "major events," such as the landslides at Goldau or Deborence, have return periods of $10^3$ to $10^4$ years (Einstein 1988). However, there is a general lack of formal statistical evaluation of landslides.

In the design of corrective measures, the engineer may refer to failure rates of geotechnical systems. Although failure statistics have not been formally compiled for geotechnical systems, rough estimates can be made based on data from various studies. Baecher et al. (1980) determined that the historical rate of failure of dams is about 0.0001 per dam-year, or about 0.01 for the average life of a dam, for a wide range of locations and times of construction. The details of failure mechanisms are often imprecise, but it appears that about one-third of the failures were due to overtopping and another one-third to internal erosion, piping, or seepage. These numbers are close to what would be expected from the judgment and experience of the profession. The remaining one-third of the failures are due to slides and other mechanisms.

Results of an extensive survey of embankment and cut-slope failures along British motorways showed that "percent of failure" for embankments and cuts in different geologies ranged between 0 and 0.13 (Perry 1989). The percent of failure was defined as length of failed slope to total length of slope, and the age of the earthworks ranged from 2 to 26 years. An exceptionally low percentage of failure of 0.003 was found for cuts in London clay, and this low percentage was attributed to the flatter design slopes adopted for this well-known material. The statistics reflect a wide range in construction quality and design criteria.

More recent experience by the Ministry of Transportation of Ontario (MTO) with embankments on clay soils similar to Leda clay and New Liskard clay showed that no failures have occurred where the design safety factor is 1.3 for a shear strength measured by the MTO field vane (M.S. Devata, personal communication, 1992, Ministry of Transportation of Ontario, Canada). Since there have been at least 1,000 embankments of this type, it appears that the failure probability is less than 0.001 per embankment during the initial period of several years when modern design and construction methods have been used with a material that has been thoroughly investigated and a geology that is without surprises and anomalies.

Estimates of failure rates have also been expressed by individuals on the basis of their experi-
ence. For example, Meyerhof (1970) estimated the overall failure rate to be around 0.001 for earthworks and retaining structures and 0.0001 for foundations over the lifetime of the structure. Lambe's (1985) estimate of the lifetime failure probability for embankments and slopes designed by qualified engineers and built with adequate supervision and monitoring of performance was 0.0001 or less when the design safety factor was 1.5. Besides these judgmental estimates, results of reliability analyses on previously designed structures are also worth noting. The lifetime failure probabilities for foundations of offshore gravity structures (Wu et al. 1989) and of highways (Barker et al. 1991) were estimated to be 0.001 or less. Hence, a lifetime failure probability on the order of 0.001 may be acceptable to the profession. However, one should be cautioned that the consequences of failure in individual cases can vary substantially. Hence, acceptable failure probability can also vary between projects. In this regard, Whitman's (1984) plot of annual failure probability versus consequences of failure for a number of structures and civil engineering projects might provide some indication of acceptable risks (see Figure 6-4).

7. APPLICATIONS

Although it is possible to use probabilistic methods to arrive at decisions on location of transportation and other facilities in which socio-economic factors are involved (for examples, see work by Keeney and Raiffa (1976)), such methods have not been widely used in landslide hazard reduction by regulation or zoning. Applications of probabilistic methods to design and operations of more limited scope are plentiful. Several examples are given below, beginning with the simple and progressing to the complex. The degree of complexity depends on the nature of the problem.

A scoring system for rock-fall hazards is used by the Oregon Department of Transportation (Pier- son 1992) for management of rock slopes along highways. Scores are assigned according to geologic structure, erosion, and so forth. The scores are based largely on observed frequency of rock falls and are proportional to probabilities of failure, given the geologic structure, erosion, and other factors. Scores are also assigned for route conditions, such as sight distance and roadway width. These scores represent consequences, because short sight distance and narrow roadways are more likely to result in accidents, given a rock fall. Thus, the total score contains the essential elements of risk as defined in Equation 6.8. The ranges in cost of various methods for rock-fall mitigation are estimated. Criteria for choosing slopes for mitigation include a slope’s score in the rock hazard rating system (RHRS), the RHRS score relative to cost of mitigation, and others. Although this system does not use the formal method of the decision tree, it contains the essential elements of decision analysis.

The method used by Wagner et al. (1987) to identify hazards of rock and debris slides in Nepal is close to Einstein’s mapping procedure. State-of-nature maps consist of a geologic map and a slope map (Maps 1 and 2 in Figure 6-5). A morphostructural map (Map 3 in Figure 6-5) is constructed from the slopes and dips of discontinuities, which are planes of weakness. Where the dip of the slope exceeds that of a discontinuity and the two dips are in the same direction, the slope is considered “structural,” and wedge or block failures are possible. Thus, the morphostructural map is analogous to Einstein’s danger map. The probability of failure is estimated empirically by weights assigned to the structure, lithology, hydrology, tectonics,
1. Geologic Map

- Thick eluvial or colluvial soil
- Rather thin eluvial or colluvial soil
- In general sparse outcrops of rock
- Calcareous quartzite with laminae of phyllite; lithological susceptibility of sliding very high
- Carbonaceous, micaceous, and garnet phyllite; lithological susceptibility of sliding very high to high

2. Slope Map

- Fault
- Dip of the rock
- Spring and seepage
- Groundwater level
- Slope contour line (grads)

3. Morphostructural Map

- Ridge or crest
- Sharp ridge or crest
- Rivulet
- Limit of slope unit
- Nonstructural slope unit
- Possible structural slope unit (bed of rock)
- Possible structural slope unit (fracture)

4. Rock and Debris Slide Risk Map

- Risk of large failures
- High risk of planar failure
- Medium risk of planar failure
- Low risk of planar failure
- Risk of medium and small failures
- High risk of wedge failure
- Medium risk of wedge failure
- Low risk of wedge failure
- Very low risk of rock and debris slides; possible soil failure within wet areas
and weathering. The sum of the weights for each of the factors considered is used to obtain a qualitative description of hazards as low, medium, or high. The resulting hazard map, called a risk map, is shown as Map 4 in Figure 6-5. Major rock and debris slides that occurred after completion of the road were located in the three areas of high risk shown on Map 4. This hazard identification procedure has been adopted for selection of routes in mountainous regions (Deoja and Thapa 1989).

A complete event-tree analysis has been used to choose a maintenance program for rock slopes along transportation routes (Roberds 1991). The procedure consists of the following steps:

1. Identify possible failure modes,
2. Estimate probability of failure,
3. Evaluate consequences of failure, and
4. Evaluate effectiveness and cost of maintenance activities.

An example of this method is the choice of maintenance actions for rock slopes on a route with low traffic density. The decision tree for the slope management problem is shown in Figure 6-6: Maintenance activities include the following: M₀, do nothing; M₁, scaling; M₂, installation of rock bolts; ... M₇, construction of toe protection. Failure modes are F₁, isolated rock falls; F₂, small individual wedge slides; and so on. The consequences for each failure mode are assessed in terms of four components, namely, C₁, cost of repair; C₂, service disruption; C₃, number of injuries or deaths; and C₄, litigation. The effectiveness of each maintenance activity may be expressed by the mean reduction in the number of failures and by the mean reduction of each component of consequence, as shown in Table 6-1. These mean values are computed from the subjective distributions of the number of slope failures, such as P(NF₁|M₀), and those of each component of consequence, such as P(Cᵢ|F₁|M₀), as shown in Figure 6-6, by Monte Carlo simulation.

By translating the service disruption and injuries, deaths, or both, to equivalent costs of $20,000 per day and $100,000 per person, respectively, each

<table>
<thead>
<tr>
<th>Slope Name</th>
<th>Activity Name</th>
<th>Implementation Cost</th>
<th>Failure Mode</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>do nothing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>scaling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M₁</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M₂</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M₃</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M₄</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>large mass slide</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>toe protection</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 6-5 (opposite page) Examples of (1) geologic, (2) slope, (3) morphostructural, and (4) risk maps from Nepal (Wagner et al. 1987).

FIGURE 6-6 Evaluation of preventive maintenance activity (Roberds 1991). REPRINTED WITH PERMISSION OF AMERICAN SOCIETY OF CIVIL ENGINEERS
Table 6-1
Effectiveness of Maintenance Activity

<table>
<thead>
<tr>
<th>MAINTENANCE ACTIVITY</th>
<th>REDUCTION IN NO. OF FAILURES</th>
<th>REDUCTION IN CONSEQUENCES*</th>
</tr>
</thead>
<tbody>
<tr>
<td>M₁</td>
<td>0.6</td>
<td>C₁ 0 0 0 0</td>
</tr>
<tr>
<td>M₂</td>
<td>0.1</td>
<td>C₁ 0 0 0 0.2</td>
</tr>
<tr>
<td>M₃</td>
<td>0.9</td>
<td>C₁ 0 0 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M₄ 0 0.5 0.8 0.2</td>
</tr>
</tbody>
</table>

*Fraction of consequence of M₄.

The maintenance activity can be measured by a probability distribution of its overall utility, \( P[U(M)] \). The various maintenance activities can then be compared on the basis of their expected utility or the probability that \( U_i > U_j \), where \( U_i \) and \( U_j \) are the utilities of maintenance activities \( i \) and \( j \).
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