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Every investment decision for transportation projects requires an exten
sive examination of the amount of anticipated traffic. A statistical tech
nique, discriminant analysis, was used to determine its feasibility and ap
plicability in estimating future traffic. Discriminant analysis is a method 
to statistically weigh transportation characteristics. This paper discusses 
an application of discriminant analysis in which travel demand is divided 
between transportation modes on the Ohio River. This study uses time of 
transit, distance of transit, annual tonnage, average shipment size, trans
portation rate, and handling charges as mode characteristics. An increase 
in the transportation rate, the most significant characteristic influencing 
mode choice by the user, was simulated (everything else held constant) so 
that a demand curve for barge transportation could be constructed. 

•FEDERAL investment to support the construction and maintenance of a transportation 
facility requires the development of projections to estimate the traffic that will use the 
facility. Based on these traffic projections, an analysis can be performed to determine 
the benefits of the proposed investment. Hence, estimating the amount of future traffic 
is a key portion of the investment decision. Numerous methods such as rate compari
son, linear programs, and linear regressions have been developed and implemented on 
this subject. A most promising method that appears to be gaining recognition is dis
criminant analysis. 

This paper describes the basic concept and usefulness of discriminant analysis as a 
tool for economic research and then presents an empirical example to demonstrate 
these capabilities. 

In discriminant analysis, a linear function is established to separate a universe into 
predetermined populations or groups. Then a set of observations that possess the 
most similar a priori characteristics is assigned to a population. To simplify the 
analysis for this discussion, the paper only summarizes the mathematics of the two
population case. 

TWO-POPULATION CASE 

The two-population case is col')fined to the allocation of a random sample (of attributes 
of the universe) into one of two populations having known probabilities (10). Assume a 
single variate case X1 that has two distributed pOpulatiOllS With kllO\Vll means Of U1 and 
u2 and a similar standard deviation for both populations, where u1 represents the mean 
of variable x1 for population 1 and u2 represents the mean of x 1 for population 2 (Fig
ure 1). To allocate attributes from the random sample to the proper population re
quires that the means not be equal. The boundary line between the populations is the 
arithmetic mean Z of the total sample. 

For u1 < u2, the natural method of separating permits an observation to be placed 
into population 2 if the value of X1 is greater than 1/2 (u1 + u2) and into population 1 if x1 

is less than % (u1 + u2). In other words, if x1 < Z, the random observation will be 
placed in population 1; if x1 > Z, it will be placed in population 2. 

As can be seen in Figure 1, the two populations are obviously separated. However, 
two types of possible misclassification exist as indicated by the area of overlap. In 
this area, some population 1 observations are included in population 2 and vice versa. 
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The misclassification occurs because the tails of each distribution overlap, and mis
classification will occur whenever 

where y = (u2 - u1) =the distance between the means. 
Increasing the distance between the two means further separates the populations and 

reduces the overlap. This divergence minimizes the number of misclassifications. To 
widen the split requires more than one variable. Let us examine a multivariate case. 
Assume that there exist a number of vax·iables normally distributed by x1w for i = 1, 2, 
... , P and w = 1, 2, ... , n, which classifies the universe into two populations by sepa
rating the means of the two populations designated by 

To discriminate between the means, a linear function is developed that separates the 
two sets of variables (12). 

This function Z should be the maximum relative to its variance, and the variance must 
be proportional to 

p p M 
B = L: L k,k, L: X1w X.w 

i=l i=l W=l 

Keeping the variance constant and forming a Lagrange multiplier yield a maximum of 

p p n 

F = z2 
- AQ L: L: k 1d1d, - Ak,k, L: x,.x.. 

i=l i=l W=l 

This function can be differentiated partially with respect to k0 (m = 1, 2, ... , p), It 
can be simplified to obtain 

p p 
d, L: k1d1 =A L: k1 !:x 

i=l i=l 

Deter1~ining the k1 that are proportional to the estimates of the coefficient of the linear 
function allows the function to discriminate best between the two populations. This 
procedure divides the two populations by constructing an average Z-value that is equiv
alent in purpose to the previously discussed Z-values. This value can be obtained by 
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adding all x1 variables for both groups and dividing by the number of cases to yield an 
overall general average for each x1 • Inserting these values into equations results in 
the general Z-values. If the observation has a Z-value less than the average Z-value, 
the sample is placed in population 1. If the observation is greater than the average Z, 
the sample is placed in population 2. 

Given the discriminant function, a demand analysis for each population can be es
timated by varying only one variable for the desired population and holding everything 
else constant (2) . This process causes that population to shift toward the other, which 
increases the overlap and increases the probability of observations being misclassified. 
The economic interpretation is that, as a particular (price) variable increases in mag
nitude while other variables (quantities) are held constant, demand for that population 
decreases. 

EMPIRICAL ANALYSIS 

As a demonstration of this procedure, the model predicts the mode choice of a set of 
users and estimates the demand for barge transportation. Data for this analysis were 
collected during the summers of 1970 and 1971 and adjusted to reflect future modal 
characteristics (3, 4, 9). The data consisted of 92 actual coal movements within the 
Ohio River Basin-by rail and barge. Each observation consists of six characteristics 
of rail and barge movements. These characteristics are annual tonnage per year x1, 
distance of transit x2, time of transit x3, average shipment size x.i, transportation rate 
xa, and handling charges x6• A Univa.c 1108 executive computer and a 07M biomedical 
(BMD) computer program were used to perform the calculations (5). One of the main 
features of this program is that it enters the variables in a sequential order depending 
on their statistical significance. In this run, the actual transportation price proved to 
be the most important determinant in separating the populations. The pattern of en
trance of the remaining variables is given in Table 1. 

Table 1 also gives the mean values of each variable for the two modes. The dis
similarity of the mean values of the variables gives some indication of their use in 
classifying firms by mode. Discriminant analysis bases the separation of modes of 
transportation on the dissimilarity of the mean values of common variables and the 
order of importance. Thus the larger differences between earlier entering variables 
assist more significantly in classifying the user correctly. In this case, the cost of 
transporting coal enters the analysis first and displays a wide variation between the 
two modes . Railroad prices exceeded barge line prices for transporting coal on the 
average by more than four and a half times. Also, average transit time was approxi
mately 50 percent longer by rail than by barge. These two dissimilarities and others 
indicate that the modes can be fairly well separated. 

The second major output of t11e BMD program is the mode classification printout. 
This output tabulates the results of the analysis. The diagonal of the matrix indicates 
the modes of transportation correctly classified, and all modes off the diagonal are 
misclassified. The results of the aggregate analysis are as follows: 

Mode 

Barge 
Rail 

Observed 

53 
39 

Estimated 

53 
34 

Barge movements are perfectly classified, but the rail movements are not. Five rail 
movements are statistically categorized as barge movements. These errors occur be
cause the observations exhibit charactE!ristics more common to barge than rail. Closer 
examination of the data reveals that all misclassified movements are actually unit train 
movements. Values of the critical variables (annual shipment size, average shipment 
size, and time of transit) for train movements exceed one deviation from the rail aver-
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Figure 1. Separation of 
populations. 

Table 1. Entrance 
order of variables and 
mean values. 

Table 2. Demand 
schedule for barge 
transportation. 

Entrance 
Order of 
Variable 

"' "" x, 

"' "' X1 

Area of 
Hisclassi f ica tion 

Description 

"2 

Transportation rate, dollars 
Time in transit, hours 
Haul distance, miles 
Average shipment size, tons 
Handling charges 
Annual tonnage/ year 

Note: 1 mile= 1.6 km; 1 ton= 907 kg. 

Classification 
of Firms Barge 

Price Quantity 
Increase Barge Rail (tons) 

0.72 53 0 76,628,908 
1.12 53 0 76,628,908 
1.22 51 2 76,352,896 
1.32 49 4 74,950,461 
1.52 43 10 71, 176, 824 
1.62 39 14 65, 565, 723 

Note: 1 ton = 907 kg. 

Figure 2. Demand curve for barge transportation. 
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QUANTITY OF COAL (106 TONS) 

VARIABLE x1 

Mean Value 

Rail Barge 

3.26 0.72 
92 .08 62.2 
145.7 159.5 
1, 551 9,017 
0.36 0.29 
53, 638 44, 583 

Classification 
of Firms Barge 

Price Quantity 
Increase Barge Rail (tons ) 

1. 72 33 20 58,476,417 
1.92 28 25 54,418,975 
2.07 23 30 47,530,267 
2.12 18 35 31,264,948 
2.22 15 38 20,093, 363 
2.52 12 41 10,495, 132 

• 

60 70 80 
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age for those variables. In fact, the numerical values of these variables approach the 
barge mean values. Hence, the combination of these factors places these rail move
ments into the barge group. Because the model only misclassifies 5 percent of the 
sample and those movements can be explained, this method appears to be quite accept
able in predicting the mode of transportation a user will select. 

DEMAND ANALYSIS 

Manipulation of the data and the model enables a simulated demand curve for the barge 
transportation to be derived. This method uses a basic economic technique in which 
barge prices are altered while everything else is held constant. Implementation of 
this method indicates the responsiveness of barge demand to the alteration in prices. 
Plotting the demand for barge transportation at different prices produces a simulated 
demand for barge transportation (8). 

Shifting the barge transportation price toward rail average transportation price re
duces the difference between the two transportation rates, and each set of modal char
acteristics begins to more closely resemble the other. Consequently, the overlap of 
modal characteristics results in barge users being classified as rail demand. These 
misclassifications are economically interpreted as a decrease in demand for barge 
transportation because of the increased transportation price. Continuing to raise the 
price of barge transportation will eventually result in all anticipated barge users being 
allocated as rail demand. 

DEMAND ANALYSIS FOR AGGREGATE DATA 

Simulating the barge transportation price (positively) for the aggregate data results in 
a truncated demand curve. This curve consists of inelastic and elastic sections. The 
truncated point (kink) com1ects the two linear secUons, which forms a simulated de
mand curve for barge transportation. The inelastic section stretches from the initial 
price of $0. 72 to a total price of $1.67. The next point on the demand curve rep1·esents 
the unitary elasticity point. .Points above the $1.68 level display an elasticity coeffi
cient greater than one. From Table 2, these points can be identified and plotted 
(Figure 2). 

With.in the inelastic section of the barge demand curve, the simulation technique es
timates that 8.82 million tons (8.0 Mg) of coal will be moved by rail. However, the 
majority (72 percent) of users remain with the barge mode. This implies that the barge 
users find it economically more advantageous to absorb the additional barge costs than 
to switch modes. Continuing to increase barge prices eventually results in the unitary 
elasticity point. In the aggregate case, the kink lies between the $0.90 and $1.00 in
crease in the ave1·age barge rate. Estimation through graphic technique yields a value 
of $0.95 ($1.67 transportation rate) for the kink point. All positive values, increases 
above the kink point, for barge prices are considered part of the elastic portion of the 
demand curve, for the demand for barge transportation ill this section displayed an 
elasticity coefficient greater than one. Increasing barge transportation price con
tinues until the demand for the barge mode reaches zero. Thus, this procedure en
ables the derivation of the elastic section of the demand curve. Extrapolating the elas
tic section of the demand curve estimates the last point of the demand curve at $2.65. 
Figure 2 shows that barge transportation price did not become equivalent to the average 
transportation price of rail before the barge elasticity coefficient exceeded unity. In 
fact, the barge simulated transportation price only attained 51 percent of the average 
transportation price of rail before the kink point occurred. 

In conclusion, discriminant analysis has been demonstrated to be able to predict the 
observed behavior of users. This method also permits other monetary and nonmonetary 
variables to be included in the analysis to determine mode choice and provides a. sta
tistical technique for estimating the sensitivity of mode choice to each of the modal 
characteristics. 
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