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Abridgment 

Developing a Predictor for 
Highly Responsive 
System-Based Traffic 
Signal Control 

William R. McShane, Department of Transportation Planning and Engineering, 
Polytechnic Institute of New York 

Edward B. Lieberman and Reuben Goldblatt, KLD Associates, Inc., 
Huntington Station, New York 

A prediction methodology must be designed to provide 
the traffic control policy with accurate and reliable in
formation. The design of the control policy, the pre
cision afforded by the surveillance system, and the for
mulation of the prediction algorithm must be considered 
interactively and explicitly, From the onset, this was 
the approach used in the third generation control (3-GC) 
in the urban traffic control system (UTCS). This paper 
reports on the predictor development aspects of that 
work (1). The prediction algorithm described is intended 
to be applicable only for undersaturated links. The con
gested flow control acts on link content rather than an
ticipated volumes. 

Previous approaches to developing a prediction meth
odology were based heavily on acquiring detailed histor
ical patterns of traffic volume on a link-specific basis in 
the belief that these patterns were strongly repetitive on 
a day-to-day basis. At the time this work was under
taken, no large data base was available, particularly 
none that confirmed the high degree of traffic regularity 
desired over short time periods of 3 to 6 min. Further, 
experience in the UTCS test bed argued for the lack of 
diurnal regularity on such a time scale. Results of work 
by McShane and Crowley, in a paper in this Record, in
dicate that considerable regularity does exist, at least 
in some cities. In view of the past work and the unavail
ability of the required data base, a totally different ap
proach was explored. 

The basic idea was to develop a methodology that did 
not depend on historical data. This approach implies not 
that traffic patterns lack any degree of repetition from 
one day to the next but, rather, that it would be prefer
able not to depend strongly on such regularity of demand 
in this project. 
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Three data bases consisting of five test cases were col
lected for this activity (Table 1). 

DEVELOPMENT OF PROCESS 
MODELS 

The process model is a mathematical description of the 
variation of link-specific traffic volume over time. As 
such, it forms the basis for development of the predic -
tion model. That is, by knowing the form of the process, 
one may postulate appropriate prediction models. 

The results indicated that little benefit would be derived 
by correlating volume on the study link to total volume 
on upstream links. The refinement of identification by 
phase is also not justified, Thus, link volumes are re
lated to their own past history in the development that 
follows. 

Two techniques were considered for eliminating the 
nonstationarity of the data over a day: (a) detrending 
the data and (b) differencing the volume data. A first
order autoregressive model was found to be sufficient 
on either basis. 

PREDICTION MODELS 

Development and Analysis 

The prediction algorithm is processed during time step 
(i + 1) by using data acquired during the prior time steps 
[i, (i + 1), and so on] to predict the required parameter 

Table 1. Description of data bases. 

Data Base 

L Street, Washington, 
D.C. 

E Street, Washington, 
D.C. 

Park Avenue, Green
lawn, N.Y. 

Description 
Test 
Case 

A gentle rising trend with pronounced A 
fluctuations from one control period 
to the next 

A gentle falling trend with 
Moderate fluctuations B 
A sharp reversal C 

P renounced peaking with moderate 
nuctuations with 

A sustained peak D 
A fall-of[ from the peak E 

1 
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Table 2. Values of the variance of the 
Predictor Test Case 

prediction error. 

No. Title A B C D E Sum Rank 

I Stochastic volume 1.00 1.00 1.00 1.00 1.00 5.00 I 
3 DHferences 1. 17 1.02 1. 80 1.07 1.09 6.15 3 
4 Average of mean 1. 24 1.38 1.50 1.21 1.22 6.55 4 
5 Linear extrapolation of mean 1.13 1.00 1. 77 1.03 1.03 5.96 2 
6 Parameter estimation on volume 1. 08 1.13 3.66 1.23 1.18 8.28 7 
7 Parameter estimation on varia-

tion about mean volume 
8 Last known volume 

for time step (i + 2). Hence, because there are two 
steps to be spanned in the prediction process, from i to 
(i + 2), we are concerned with developing a two-step 
predictor. 

Evaluation 

Consistent with the concept of a first-order process de
scribing the volume sequence, a number of predictor 
models were formulated (Table :l), and the variance of 
the prediction errors was noted as follows: 

Test Case Variance 

A 
B 
C 

288 
82.1 

103 

Test Case Variance 

D 
E 

78.5 
115 

Predictor 1 is superior to the others over all data bases. 
Inspection of Table 2 reveals that, for all but one data 
base, there is little disparity in results among predic
tors 1, 3, 5, and 8-the latter being the nonpredictor. 
The exception, test case C, demonstrates an important 
advantage of predictor 1 over its competitors: its 
ability to cope with extreme conditions. 

The stochastic volume model is a linea;r filtering 
model operating on volume measurements taken on the 
subject link. The computing requirements of this model 
are very attractive. 

Use in Control Policy 

The countermeasure in the control policy to predictor 
errors is the provision of some excess green to cushion 
against predictor underestimates (i.e., so that congestion 
is not brought on by inadequate green). lf too much 
cushion must be provided, control flexibility is lost. In 
test case E, predictor 1 underestimates by three or 
four vehicles 5.9 percent of the time and by more than 
four vehicles 8.8 percent of the time. If one provides a 
cushion of excess green for three vehicles, there is a 
0,059 + 0,088 = 0.147 probability that an individual cycle 
will exceed this cushion. This can be judged acceptable 
for the purposes of control. Most situations do-not re
quire so high a cushion for comparable probability. 

The final model recommended was predictor 1: ex
ponentially smoothed trend with a first-order two-step 
predictor of the variation from the trend having param
eter aJ. Work by McShane and Crowley with substantially 
more data has since indicated that it may be best to con
tinually adjust aJ on-line. 

DISCUSSION OF RESULTS 

Subsequent to this study, two extended sets of data be
came available for comparing the efficacy of the selected 
2-GC and 3-GC predictors. To afford a comparison 

1.18 1.35 2.56 1.00 1.02 7.11 6 
1.13 1.09 2.30 1.03 1.03 6.58 5 

with the 2..:GC data on a common basis (2) requires that 
3-GC predictor data be analyzed for one-time step into 
the future, inasmuch as the only 2-GC predictor data 
available are for the one time-step prediction. 

Basically, the 2-GC predictor provides slightly more 
accuracy than the 3-GC predictor under conditions in 
which the traffic flow exhibits a regular behavior. We 
have not studied the condition in which traffic behavior 
for the study period departs significantly from the his
torical trend (e.g., weekends, holidays, inclement 
weather). As indicated, there is a small practical dif
ference between the two predictor models. However, 
the 3-GC predictor requires less storage and computa
tional time. 
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Abridgment 

Design of Freeway 
Entrance Ramps and 
Lane Drops by Using 
Semi-Markov Processes 

Robert J. Abella, Cooper Tire and Rubber Company 
David C. Colony and John D. Hansell, University of Toledo 

A continuous-time semi-Markov highway model can be 
used to simulate and design highway situations that re
quire a merging maneuver. With such a model, math
ematical manipulations of probability density functions 
are not required. A general continuous-time semi
Markov model can be used to simulate a number of merg
ing situations by the substitution of appropriate values 
for the design parameters. The substitutions are made 
into established general formulas. The continuous-time 
semi-Markov process can then be analyzed with flow 
graph and Laplace transform techniques. 

The design parameters included in the model are 
freeway vehicle headway distributions, lane volumes, 
lane running speeds, and a gap acceptance function that 
describes a driver's willingness to accept a given head
way in an adjacent lane. 

DESCRIPTION OF CONTINUOUS-TIME 
SEMI-MARKOV PROCESS 

A continuous-time semi-Markov process is similar to 
the discrete-parameter Markov process, which has been 
used by others to model some freeway operations, but 
the continuous-time semi-Markov process requires two 
matrices to describe transitions: 

1. A transition matrix, similar to that of the dis
crete Markov process, that defines the probability, PiJ, 
of making a transition from state i to another state j and 

2. A holding time matrix that embodies the continu
ous probability density function, f,J(x), of the time or 
distance associated with making a transition from state 
i to state j. 

The continuous-time semi-Markov process is used to 
model a multilane, unidirectional section of highway. In 
the simplest formulation, the states of the semi-Markov 
process represent lanes of a freeway. Transitions must 

Publication of this paper sponsored by Committee on Traffic Flow 
Theory and Characteristics. 

always occur from one lane to an adjacent lane. The 
probabilities associated with a freeway driver making a 
transition from a given lane or state to any other lane or 
state are obtained by calculating the probability that the 
gap that is adjacent to the driver in question is equal to 
or greater than the driver's acceptance criterion. If the 
driver accepts this gap, the distance associated with 
making the transition, or chang"ing lanes, is a random 
variable and is described by the holding time matrix. If 
the driver rejects the first gap, he or she must drive at 
a different speed from that of the vehicles in the adjacent 
lane and wait for another opportunity to change lanes. 
The next opportunity occurs when he or she is adjacent to 
to the next gap in the traffic stream. The waiting time 
from one merging opportunity to the next can be described 
in terms of the volume of traffic in the lane being merged 
into, which a merging vehicle must pass, or by the vol
ume of traffic that must pass the merging vehicle. 

An example of the merging process is shown in Figure 
1. The figure shows a two-lane, one-way pavement with 
a vehicle in lane one attempting to merge into lane two. 
It is assumed in this case that the vehicles in lane two 
are traveling at a higher rate of speed than those in lane 
one. If the driver in lane one is constrained by a vehicle 
in front of him or her, as is normally the case in mod
erately heavy traffic, he or she must attempt to merge 
by moving into gap one. If the merging driver rejects 
gap one, a spacing G1 separates him or her from gap 
two. The distance G1 can be expressed as a function of 
the traffic that must pass the merging vehicle. It will 
be referred to as the differential distance and is mea
sured in meters. The differential distance associated 
with rejecting a gap or making a transition into the same 
lane is a random variable with a distribution equal to the 
distribution of rejected gaps. The actual distance on the 
freeway that the vehicle in lane one must travel while 
waiting for the next opportunity to merge, a differential 
distance G1 away, is dependent on the difference between 
the mean speeds of the vehicles in lanes one and two. If 
there is a speed differential between lanes, the differ
ential distance G1 between gaps can be converted to the 
downstream travel distance for vehicle one by applying 
the speed of vehicle one. If, for example, the lane one 
vehicle in Figure 1 rejects gap one, the time required 
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to move into position to select gap two can be found by 
using the differential speed between lanes. This time 
multiplied by the speed, S1, of the lane one vehicle gives 
the required downstream travel distance. 

A flow graph of the process is shown in Figure 2. 
This flow graph can be reduced by using Mason's rule to 
yield the Laplace transform of the probability density 
function of the first passage time from lane one to lane 
two in terms of the lane differential distance. The La
place transform of the differential distance probability 
density function, f(s), is 

F(s) = [p12 f, 2 (s)] /[ I - p 11 f,i(s)J (I) 

A variety of forms of gap density functions and gap ac
ceptance functions could be substituted into equation 1 
to find the probability density function of the differen
tial distance. 

Several methods can be used to represent a driver's 
willingness to accept a gap between vehicles during a 
merge maneuver including distributions of critical gaps 
and gap acceptance functions. The most convenient 
method of representing a driver's gap acceptance cri
terion for the continuous-time semi-Markov highway 
model is a gap acceptance function. The gap acceptance 
function is assumed to be stationary with respect to the 
distance from the lane termination point but may vary 
according to highway conditions and geographical lo
cation. 

Weiss and Maradudin (1) showed that the probability 
of accepting a gap can be found by integrating the product 
of the gap density function and the gap acceptance func
tion over the range of gaps. To obtain meaningful re
sults from traffic delay calculations requires the as
sumption that vehicles occupy no space. The term gap 
is in such a case synonymous with spacing, and the 

Figure 1. Merging on a two-lane, unidirectional pavement. 
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Figure 3. Comparison of observed gap acceptance 
characteristics and an assumed gap acceptance function. 
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former term is used throughout this paper. The prob
ability, p, that any available gap will be accepted is 
therefore 

p = i -p(x)f(x)dx (2) 

The probability of staying in lane one is 1 - p. 
The distribution of rejected gaps is needed for the 

continuous-time semi-Markov model. The density 
function of rejected gaps is a conditional density func
tion that gives the probability that any gap is less than 
or equal to a certain value, given that the gap is re
jected. The probability that the length of a rejected gap 
is between x and x + ~x is therefore 

p = [p(gap between x and x + 6x) 

- (gap between x and x + 6x accepted)] /p(gap rejected) (3) 

In terms of the gap acceptance function p(x), the gap 
probability density function f(x), and the probability of 
accepting a gap, the density funciion of rejected gaps, 
g(x), is 

g(x) = [ f(x) - f(x)p(x)] /(1 - p) 

Equation 4 can be substituted for f11(x) in the semi
Ma.l'kov process . Several sample problems are dis
cussed elsewhe1·e (2). 

COMPARISON WITH ACTUAL 
FREEWAY CONDITIONS 

(4) 

Data were collected on the 404-m (1325-ft) auxiliary lane 
of I-4:75 in Toledo. This auxiliary lane was modeled by 

Figure 2. Entrance ramp situation. 
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Figure 4. Comparison of results of continuous-time 
semi-Markov model and data collected at auxiliary lane 
site. 
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a continuous-time semi-Markov process. 
The distribution of gaps during the study period was 

found to fit a negative exponential distribution. A mean 
volume of 1500 vehicles per hour and a minimum gap of 
12.2 m (40 ft) were observed. A time mean speed of 82 
km/ h (51 mph) was measured in lane two, and the en
trance ramp design was such that most entering vehicles 
attained a speed of approximately 74 km/h (46 mph) by 
the time they reached the auxiliary lane. The volume of 
entering and exiting traffic was low compared to the lane 
one volume. 

A gap acceptance function was developed from motion 
picture data collected at the auxiliary lane site. During 
the study period, 123 accepted gaps and 62 rejected gaps 
were recorded. The gaps ranged from 12.2 to 64 m (40 
to 210 ft). They were grouped in intervals of 9 m (30 ft) 
so that a gap acceptance function could be established. 
The probability that a gap in a given interval was ac
cepted was calculated by dividing the total number of gaps 
in a particular time interval into the number of accepted 
gaps in that interval. The results are shown in Figure 3. 

A gap acceptance function in the form 

p(x) = I - exp[-A(x -T)] x ;;, T 

= 0 x < T (5) 

is suggested from the figure. A minimum gap, T, of 
approximately 12.2 m (40 ft) is suggested, with the pa
rameter, \, equal to 0.025. A gap acceptance function 
in this form and with the indicated parameters is com
pared in Figure 3 to the gap acceptance data collected at 
the site. 

The auxiliary lane was modeled by using equation 5 
and the negative exponential gap density function in the 
form 

f(x) = aexp[-a(x-N)] N .; x < oo 

= 0 x < N (6) 

The constant 1/a is the mean gap and N is the minimum 
gap. 

The distribution of rejected gaps was found by sub
stituting into equation 4. Because the minimum accepted 
gap and the minimum observed gap between vehicles are 
taken to be equal, the result of this substitution is 

g(x) =(a+ A)exp[-(a + A)(x - N)] N ,;; x < oo 

= 0 x < N 

The Laplace transform of g(x) is 

L[g(x)l = (a + A)/(s + a + A)exp(-Ns) 

(7) 

(8) 

The distance required to merge into a gap was rep
resented by the distribution of rejected gaps. Substitu
tion of the known conditions gives the following result if 
q is substituted for 1 - p and c for a + \ and F(s) is the 
Laplace transform of the differential distance probability 
density function. 

F(s) = pc/[s + c = cq exp(-Ns)J (9) 

The inverse transform of equation 9 can be obtained 
by partial fraction expansion. It is an infinite series of 
exponential functions. 

f(x) = pc exp(-cx)n(x) + pcqc[(x - N)/1 ! J exp[ -c(x - NJ u(x - N) 

+ pc(qc}' [(x - 2N)2 /2!] exp[-c(x - 2N)] u(x - 2N) 

5 

+ .. . x ;;, 0 

: Q X < 0 (10) 

where 

C =a+\, 
p = probability of accepting a gap, and 
N = size of the minimum gap. 

The probability of making a transition for a number 
of differential distances was calculated by using equation 
10 and the measured values of the required parameter. 
The differential distance was converted to the corre
sponding freeway distance by using an 8-km/h (5-mph) 
differential speed. The predicted cumulative transition 
probabilities were compared to corresponding probabil
ities calculated from observations of vehicle transitions 
at the auxiliary lane site. The observed probabilities 
were found by dividing the auxiliary lane into four zones 
of from 45.7 to 176.6 m (150 to 550 ft) long and calculat
ing the probability for a vehicle merge into lane one 
within each zone. The cumulative observed probability 
of making a transition within a zone and the predicted 
probability of making transition are shown in Figure 4. 
Data given in Figure 4 show that the transition proba
bilities predicted by the semi-Markov model are similar 
to the observed data. 

SUMMARY AND CONCLUSION 

The continuous-time semi-Markov model can be used to 
find the distribution of the time spent by a driver waiting 
to emerge from an entrance ramp. This distribution can 
be used to evaluate the freeway entrance ramp designs. 
The effect of improved visibility on waiting time, for 
example, could be studied by using the waiting time dis
tribution. Different gap acceptance functions can be used 
to reflect the effect of improved visibility on a typical 
driver's merging behavior. 

The location of a warning that a freeway lane drop is 
imminent can also be studied by means of a continuous -
time semi-Markov model. Design conditions can then 
be calculated. This proportion can be related to the level
of-service concept. Providing a warning at a point cal
culated to allow 9 5 percent of the vehicles to merge from 
the lane being terminated may, for example, be associ
ated with level of service A. Further work is required 
before a definitive relation can be established between 
the output of a semi-Markov model and levels of service 
as those levels are currently defined. 
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Simultaneous Optimization 
of Off sets, Splits, and 
Cycle Time 

Nathan H. Gartner, John D. C. Little, and Henry Gabbay, Operations 
Research Center, Massachusetts Institute of Technology 

Setting traffic signals in an urban street network involves the determina
tion of cycle time, splits of green time, and offsets. All existing methods 
use a sequential procedure for calculating the traffic control variables. A 
common cycle time is established first, then green splits are calculated 
for each intersection, and, finally, offsets among the signals are deter
mined. Because these three computation stages are not really indepen
dent, the results are often not optimal. This paper describes a new com
puter method, mixed-integer traffic optimization, designed to optimize 
simultaneously all the traffic control variables of the network. The 
method has been programmed in conjunction with the mixed-integer 
routine of IBM's MPSX optimization system and thus provides a globally 
optimal procedure. It was applied to several traffic signal networks and 
is shown to offer certain advantages over existing methods. An example 
is presented in the paper to illustrate the input requirements, output 
format, and application of the program. 

The traffic control variables in a signalized street net
work are cycle time, green splits at each intersection, 
and offsets among the signals. The usual approach for 
determining these variables consists of three stages. 

1. A common cycle time for the network is selected. 
The signals are then said to be synchronized. This has 
been shown to improve traffic flow in the network by ex
ploiting the platooned structure of vehicular movement 
on the signalized links. Because the capacity of a sig
nalized intersection is a function of the cycle length, the 
common cycle is usually determined by the most heavily 
loaded intersection, called the critical intersection. 

2. Green splits are calculated separately for each 
signal by apportioning green times for conflicting ap
proaches in proportion to the respective traffic loads. 

3. The signals are coordinated by establishing a set 
of offsets that determine the relative timing among the 
signals. Only at this stage is a network optimization 
procedure commonly used. 

However, inasmuch as the three stages of signal setting 
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are not independent, this approach cannot guarantee op
timality, i.e., the best possible settings for the network. 
Some of the methods iterate among the different stages 
to find an improved solution. 

Among existing methods, SIGOP (1) scans a predeter
mined number of cycle times. For each cycle, splits 
are determined locally at each intersection and offsets 
are optimized by the OPTIMIZ subroutine by using a 
random search technique. Network performance is then 
evaluated in terms of delays and stops, by a coarse sim
ulation of traffic flow on all the links of the network by 
the VALUAT subroutine. The results obtained from 
VALUAT dictate the selection of a set of cycle time, 
splits, and offsets. Three deficiencies of this procedure 
are apparent. First, the offset optimization procedure 
determines a local, not necessarily global, optimum; 
second, the splits are determined independently from 
the other variables; third, the stochastic nature of traffic 
flow, which can have a decisive effect on link perfor
mance, is not considered. Thus, in recent comparative 
evaluations of SIGOP and TRANSYT, the lower bound on 
cycle time was consistently selected as the best value 
by SIGOP; including stochastic effects would quite pos
sibly have moved the results upward (; t i), 

The combination method and TRANSYT use a critical 
intersection approach for determining the network cycle 
time (5). TRANSYT also allows for evaluation of per
formance at different cycle times, but in view of its 
rather formidable computing requirements this possi
bility is seldom used in practice (4). Because capacity 
of an intersection increases with cycle length, the crit
ical intersection approach is based on analyzing the 
capacity requirements of the most heavily loaded inter
section, i.e., the intersection with the highest sum of 
representative flow-capacity ratios on all signal phases. 
The network cycle time is then calculated for this inter
section by a method such as Webster's (6) or by specify
ing the maximal degree of saturation on all approaches 
to the intersection. This procedure may not be optimal 
in a network situation because the interaction between 
the flows and the spatial road network structure of the 
area is disregarded. Splits and offsets are calculated 
differently by the two methods. The combination method 
calculates splits locally at each intersection and uses a 



series-parallel combination procedure, based on link 
performance functions, for setting offsets. The proce
dure can be generalized to non-series-parallel networks 
by means of dynamic programming (7). TRANSYT (8) 
uses simulation of traffic flow throughout the network to 
calculate both splits and offsets. Optimization is per
formed by a hill-climbing method using a one-at-a-time 
variable search that requires a complete network sim
ulation pass at each step. 

Although these systematic methods have been found to 
achieve significant improvements in traffic performance 
(~ 10), they cannot guarantee an optimal solution for 
all the network control variables in a reasonable amount 
of computer time. Therefore, further improvements in 
traffic performance can be made by devising a method 
that simultaneously optimizes all the network variables . 

This paper describes a new computer method and 
program, mixed-integer traffic optimization (MITROP), 
designed to achieve this goal. The program was de
veloped as part of the urban traffic control research 
project sponsored by the Federal Highway Administra
tion (11). The approach taken has been to develop a 
suitable network traffic model and performance measure 
and then to apply contemporary optimization techniques 
to it. The principal technique used is mixed-integer 
linear programming. A number of computer codes are 
available for this technique; the one used here was the 
IBM mathematical programming system (12). This paper 
discusses the main features of the program and presents 
a detailed example to illustrate the input data require
ments and the output format of the program. A more 
comprehensive description of the program as well as 
documentation and application to several test networks 
can be found elsewhere (Q). 

TRAFFIC SIGNAL NETWORK 
OPTIMIZATION PROBLEM 

The street network consists of nodes and links. The 
nodes represent the signalized intersections, and the 
links represent sections of street that carry traffic in 
one direction between two adjacent intersections. All 
parameters and variables of the system are defined 
below, and the traffic signal setting problem is pre
sented as a simultaneous optimization program. 

Definitions 

Let SJ denote the traffic signal at node j, and let (i, j) 
denote the link connecting nodes i and j. We define 

ru (g1J) effective red (green) time at SJ facing 
(i, j); 

1/JJ (AB) intranode offset at SJ, measured as the time 
from the beginning of green on phase A to 
the beginning of green on phase B; and 

C = cycle time. 

The relations between physical and effective signal 
timings are shown in Figure 1 for a single two-phase 
signal; they follow the basic model of traffic signal 
operation used by Webster and others. The signal 
phases are denoted by single capital letters A, B, and 
so on, which are replaced by letter pairs , e.g., (i, j), 
when they are assigned to links. Vehicle platoons re
leased at the start of green at node i travel to node j 
on link (i, j). Figure 2 shows the fundamental relation
ship between travel time and internode offset on a link. 
Let 

T1J = travel time of platoon's head from i to j; 
'YiJ = arrival time of platoon's head at j, measured 
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relative to start of g1J, so that -r i J,; yt J,; g1 J; and 
it>,J = internode offset in extended form. 

</>;; = T;; - 'Yii (I ) 

Su, the internode offset in reduced form or [i;t>1J]••d c 
is the time from the start of green at S1 to the start of 
green at SJ occurring next, so that O ,; S1J < C. This 
time is used to calculate the physical settings for the 
controller. 

Objective Function 

The objective of the network optimization procedure is 
to determine signal settings (offsets, splits , and cycle 
time) that minimize the disutility encountered by ve
hicles traveling through the signalized intersections. 
The particular type of disutility can be set by the traffic 
engineer and may include delays, stops, acceleration 
noise, or some combination of these measures. The 
most widely used measures of performance are delays 
and stops. Because of the inherent fluctuations in the 
traffic flow process, which induce random variations 
about the mean in variables such as total flow and tem
poral distribution of a rrivals within a cycle, it is com
mon to separate the total disutility or performance func
tion into two components . The first component is as 
sociated with the mean of the traffic flow process. This 
component is represented in MITROP by the link per
formance function (LPF). The second component is as
sociated with the random variations about the mean and 
is represented by the saturation deterrence function 
(SDF). Our goal is to minimize the total disutility in 
the network D. Therefore, the objective function is 

Min D = min L [(LPF)u + (SDF);;] 
(;,j) 

(2) 

LPF and SDF are aggregated over all links (i, j) in the 
network, including both internal and input links . In gen
eral, 

(LPF)u = fuz;;(</>;;, r;;, C) 

(SDF)ii = Qu(ru, C) 

where, 

(3) 

(4) 

average flow on link (i, j) in vehicles/ h. 
average loss per vehicle on link (i, j) for 
traveling through the signal at node j (delay, 
stops); z1 J is a function of all the signal-control 
variables, i.e., offset, split, and cycle time. 

= the average overflow queue at the signal stop 
line on link (i, j); that is, the average number 
of vehicles that because of the random fluctua
tions are unable to clear the intersection dur
ing the cycle in which they arrive. Q1J turns 
out to be a function of split and cycle time, but 
not of offset. 

The objective function D represents a loss rate in 
the network such as vehicle-hours per hour, vehicle
seconds per hour, or vehicle stops per hour. A more 
detailed description, as well as comparison with field 
data, is given subsequently. 

Constraints 

The constraints of the optimization program must rep
resent the street network structure as well as all im
portant relationships among the decision variables of 
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the program. For each link in the system we have the 
following relationship: 

(5 ) 

Equation 5 also implies the relationships between set
tings on opposing links, involving the lost times for each 
phase (Figure 1). If the signal is to provide sufficient 
capacity on each link, then 

(6) 

i.e., the flow arriving during one cycle must not exceed 
the available capacity dul'ing that cycle (s 1 J denotes the 
saturation flow r ate on the link). To facilitate pedestrian 
crossing we have a minimum red requirement, r,J :2: 

(r!J ). 1•• Because there is little gain in capacity with very 
long cycle times, we should have an upper limit on the 
cycle length c •• x· A maximum cycle length also prevents 
drivers from becoming impatient or believing that the 
signals are defective. For safety reasons as well as 
capacity requirements, it is also desirable to have a 
lower limit on the cycle time Ca1 n• 

An important physical contraint in any synchronized 

Figure 1. Relation between physical and effective signal timings of 
basic model for traffic signal operation. 
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traffic signal network is that the algebraic sum of the 
offsets around any closed loop of the network equals an 
integer multiple of the cycle time (14). Both internode 
and intranode offsets have to be included. In mathemat
ical form, the constraint reads 

L QJu + L \VJ(l)=n1C for each loop I 
(i,j)El jEI 

where n 1 = an integer associated with loop 1. 

Optimization Program 

(7) 

We are now in a position to formulate the traffic signal 
network optimization problem as the following optimiza
tion program: Find values of ¢ 1H r 1J, C to 

Min L [fuzu(QJu, ru, C) + Qu(r;;, C)] 
(iJ) 

subject to 

L QJu + L \il;(l) = n1C for each loop I 
(i,j)EI jEI 

r;; + g;J = C for each link (i, j) 

giisii;, fiiC for each link (i, j) 

r;;;, (rij)mia for each link (i, j) 

ru, g1J .e O; ¢ 1 J, n 1 are unrestricted in sign. 

(8) 

(9) 

(I 0) 

(11) 

(12) 

(13) 

The MITROP processor linearizes in pieces the non
linear components of the objective function so that the 
program can be solved by mixed-integer linear pro
gramming. The MPSX system then uses branch-and
bound techniques to determine simultaneously the opti
mal values for the continuous signal-control variables 
and the associated loop integer values n 1• 

LINK PERFORMANCE FUNCTION 

This section describes the transition process of traffic 
through a link and the computational procedure for de
termining link performance. The beginning of green 
time at SJ (Figure 2) is establish eel as a refe rence point. 
Thus, a cycle period (-r, g) consists of an effect ive red 
period (-r, 0) and an effective green period (0, g). We 
use the following notation: 

q. (t), q, (t) = arrival, departure rate in vehicles/s, 
A(t), D(t) = cumulative number of arrivals, depar

tures at time t during a cycle, and 
s = saturation flow rate during the green 

period in vehicles/s. 

From the beginning of any red period at SJ, the follow
ing relations exist: 

A(t) = 1' q,(r)dr D(t) = f' qd (r)dr (14) 

If the signal is undersaturated, all vehicles arriving 
during a cycle in which the red period precedes the green 
can be accommodated in that cycle. Therefore, all per
formance calculations for the link can be confined to a 
single interval (-r, g). The queue length Q(t) is given 
by the difference between the cumulative number of ar
rivals and the cumulative number of departures: 
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Q(t) = A(t) - D(t) = A(t) if -r < t < 0 

= A(t) - ts if O < t < t 0 

= 0 if t 0 < t < g (15) 

to denotes the queue clearance time and is obtained by 
solving 

(16) 

The departure rate is described by 

qd (t) = 0 if -r < t < 0 

=s if0<t<t0 

=q.(t) ift0 < t< g (17) 

The complete transition process is shown in Figure 3. 
This basic model will now be used to calculate the LPF 
in terms of the delay encountered by the vehicles. Other 
performance measures such as number of stops, ac
celeration noise, or the closely related measure of 
energy consumption can be similarly calculated. For 
a general approach to calculating these measures of 
performance see, for example, Huddart or Chung and 
Gartner (~ 16). 

The delay incurred by Q(t) queuing vehicles during an 
interval dt is Q(t)dt. Therefore, the total delay time Z 
incurred by traffic during a full cycle (-r, g) is repre
sented by the area under the queue length curve, i.e., 

Jg f'o Z('Y, r) = Q(t)dt = _, Q(t)dt (18) 

The size of this area depends on the arrival time y of 
the platoon of vehicles at the signal and, through equa
tion 1, on the offset ¢ and the split r (and, indirectly, 
on the cycle time C). The average delay per vehicle z 
is obtained by dividing by the total number of arrivals 
during one cycle, Ac, which can be calculated by equa
tion 14. 

Z('Y, r) = Z('Y, r)/Ac (19) 

MITROP uses a simple model to calculate the LPF. 
Traffic flow is represented by a rectangular platoon, 
which is generally made up of a primary component and 
a secondary component. Alternative assumptions, such 
as a tadpoling flow pattern (17), could equally well be 
made. The platoon must correspond to the average flow, 
f, on the link. Dispersion effects are taken into account 
via a platoon dispersion factor, which is a function of 
the link's length and which may be calibrated for each 
link. Because this traffic flow model is a simplification 
of reality, an assessment was made of its quality for 
calculating delay. Comparisons were made between 
delay computed from the model and that of actual pla
toons as reported by Hillier and Rothery (18). In their 
observations, individual vehicle arrivals were recorded 
at four locations downstream of a signal-controlled in
tersection operating on a 90-s cycle. The data were 
subsequently averaged to give the mean number of ar
rivals by 2-s intervals at each location. The results 
are shown in Figure 4. The spreading, or dispersion, 
that takes place along the approximately 305 m (1000 ft) 
of roadway downstream of the intersection can readily 
be seen; e.g., the platoon has a 72-s passage time at the 
fourth location as compared to the 40-s effective green 
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time at the intersection. 
For the comparison, observed platoons were approx

imated by rectangular platoons containing the same num
ber of vehicles. Dispersion was represented by apiece
wise linear function of distance. This yielded the pla
toons seen superimposed on the observed data of Fig
ure 4. Equations 14 through 19 were then used to 
calculate delay as a function of arrival time y for both 
observed platoons and the rectangular approximations. 
Various splits were chosen to cover a wide range of pos
sible degrees of saturation of the signals at the different 
locations. A sample of results of the comparisons is 
shown in Figure 5. A more extensive evaluation is 
given elsewhere (13), In most cases we find a close fit 
between the two functions. The largest deviations occur 
at extremes of splits or arrival times (and hence offsets), 
which are expected only rarely in practice. In some 
cases, the fit, can be improved through better selec
tion of the parameters for the rectangular platoon 
approximating the actual field data. To be used in MITROP 
the LPFs are piecewise linearized as shown by the dot
ted lines in Figure 5, It is noteworthy that in certain 
regions the linearized approximation is closer to the 
function derived from the actual platoon than to the func -
tion obtained from the rectangular platoon. 

SATURATION DETERRENCE 
FUNCTION 

The LPFs are calculated based on the assumption that 
the traffic flow patterns are identical during each cycle. 
In practice there are fluctuations about the mean in 
variables such as total vehicle flow and the temporal 
distribution of vehicle arrivals within a cycle because 
of variations in driving speeds, marginal friction, 
and turns. These random variations can lead totem
porary overflow queues that seriously degrade perfor
mance. Although this effect is negligible at low degrees 
of saturation, its predominance at high values has been 
established in several studies (.!&, ~ 20). A repre
sentation of this effect is needed to prevent green time 
from approaching its lower bound too closely, thus 
leading to saturation. If cycle time is also a variable, 
it is particularly essential that it be determined by the 
optimization process. This is because there is a fun
damental trade-off between capacity loss at short cycles 
and the inherently large delays of long cycles. 

The value of the expected overflow queue, based on 
the capacity of the signal's approach and the degree of 
saturation, has been calculated by Wormleighton (21). 
Following field studies in Toronto, he developed a model 
describing traffic behavior along a signalized link as a 
nonhomogeneous Poisson process with a periodic in
tensity function. According to our notation, the signal's 
capacity K, in vehicles per cycle, is 

K =sg 

and the degree of saturation x is 

x = fC/sg 

(20) 

(21) 

The results of the computation are given in Table 1. A 
typical relationship between expected overflow queue and 
split time in this modelis shown in Figure 6. Rather sim
ilar deterrence functions have been given by Webster (6) for 
setting signals at a single intersection and by Robertson 
(~) for the TRANSYT. signal setting model. The rate of 
delay incurred by the queued vehicles is simply Q1J (r tJ, 

C). This term is called the link's saturation deterrence 
function and provides the second component of the net-

work objective function given in equation 2. To represent 
the SDF in a form amenable to mixed-integer linear 
programming, MITROP makes it piecewise linear, as 
was done with the LPF. To ensure a minimum level of 
service, r is restricted so that the degree of saturation 
stays below 0.95. Thus we obtain an upper limit on the 
red split, which appears as a vertical constraining line 
in the (Q, r) diagram . Two additional lines are deter
mi ned by the two pairs of points (P1, P2) and (Ps, P4), 
having degrees of saturation x1 = 0.95, X2 = 0,90 and Xs = 
0.85, X4 = 0, 70 respectively (Figure 6). 

SIGNAL NETWORK OPTIMIZATION 
EXAMPLE 

The following data describe a signalized street network 
for which optimal settings are determined by MITROP 
by using the IBM 370/165 computer system. Figure 7 
shows a sketch of the test network. There are 9 inter
sections (nodes) and 24 links of which 16 are internal to 
the network (i.e., interconnect a pair of nodes) and 8 are 
input links. Table 2 gives the data for the network. 
T,:aific .fluw 011 the input liuks is assu1ned to be con
tinuous (though random fluctuations are taken into ac -
count), which therefore yields a platoon length of one 
complete cycle time. Table 3 gives the loops of the net
work; only one independent set of loops has to be con
sidered. Each loop is specified in terms of its links and 
nodes. For each link (i, j) there is a corresponding in
ternode offset ¢ 1J and for each node j there is a cor
responding intranode offset 1/JJ. These offsets are ar
ranged into constraints according to equation 7, there 
being a total of eight. In case the orientations of a loop, 
as given in Table 3, and a link in that loop do not coincide, 
a negative sign has to be taken for that offset. Table 3 
also gives the set of integers, ni, that has been deter
mined by the optimal solution for each loop 1 in the net
work. Table 4 gives the main output data for the net
work. The optimal value for the objective function in
cludes both deterministic and stochastic delays, according 
to equation 2. 

ANALYSIS OF RESULTS 

Experience of researchers and practitioners in urban 
traffic control has shown that the cycle time may well 
be the most important of the signal-control variables. 
This is suggested by both U.K. and U.S. studies (~ 9). 
The cycie time provides for the necessary capacity fo 
serve the traffic demand at each intersection, and it is 
the prime determinant of the possible coordination 
strategy among the signals in the network. Using Web
ster's notation, we have at each node j in the network 
the following relationship: 

(22) 

i.e., the sum of effective green times on all phases i 
equals the net green time available for crossing the in
tersection (cycle time minus lost time). Because LJ, the 
total lost time at node j, is a fixed quantity, the net ca
pacity increases with cycle length. This exposes a 
trade-off that is amenable to optimization. On the one 
hand, an increase in cycle time usually increases red 
times on individual phases and, consequently, the mean 
waiting time as expressed by LPF. On the other hand, 
an increase in cycle time also increases capacity and 
thus reduces stochastic delay due to the randomness in 
arrivals of vehicles, as expressed by SDF. The inter
play between LPF and SDF as a function of cycle time 



Figure 5 . Comparisons of link performance function for actual and 
rectangular platoons. 
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Table 1. Expected overflow queue. 

Signal 
Capacity 
(vehicles/ 
cycle) 

5 
15 
25 
35 
45 
55 

Degree or Saturation 

0.20 

o.oo 
o.oo 

0.40 

0.02 
0.00 
0.00 

0.60 

0.20 
0.04 
0.01 
0.00 

0.80 

1.15 
0.70 
0.47 
0.34 
0 .23 

Figure 6. Saturation deterrence function and 
piecewise linear approximation. 
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has been studied for the signal network example shown 
in Figure 7. This interplay is shown in Figure 8. It 
can be seen that the optimal network cycle time is de
termined as a least cost equilibrium point between de
lays attributed to the mean traffic flow component and 
delays attributed to the stochastic component. MITROP 
determines this point simultaneously with all the other 
traffic control variables. 

The test network was further used to analyze the sen
sitivity of performance with respect to volume. All 
volumes in the network were changed by the same per
centage, and MITROP was used to optimize offsets and 
splits for various cycle times. The results are shown 
in Figure 9. The decisive role played by the cycle time 
in reaching optimum operating conditions is illustrated 
here even more emphatically than previously. 

CONCLUSIONS 

The MITROP program formulates the traffic signal net-

Table 2. Input data for test network (Figure 7) . 

Length 
Links (m) 

[nternal 
(11, 12) 305 
(12, 13) 168 
(13, 12) 168 
(12, 11) 305 
(16, 15) 168 
(15, 14 ) 305 
(17, 18) 305 
(18, 19) 168 
(17, 14) 244 
(14, 11 ) 183 
(12, 15) 183 
(15, 18) 244 
(18, 15) 244 
(15, 12) 183 
(13, 16) 183 
(16, 19) 244 

Input 
(81, 11) 
(82, 12) 
(83, 13) 
(84, 13) 
(85, 16) 
(86, 17) 
(87, 17) 
(88, 18) 

work optimization problem for mixed-integer linear 
programming. Thus, a global optimal solution to the 
problem can be achieved via an existing optimization 
package. Whereas much previous research has been 
devoted to developing a suitable optimization procedure, 
the emphasis here is on accurately modeling the traffic 
flow process and its performance measures. The 
branch-and-bound procedure used by the MPSX code has 
proved to be quite efficient in handling the traffic signal 
network problem because the number of integer variables 
versus the number of continuous variables in the problem 
is relatively small. Mixed-integer programming is an 
active area of research, and further improvements in 
algorithms can be expected in the future (22). Such de
velopments might make it possible to use MITROP in 
an on-line mode. 

The study also indicates the importance of having all 
the control variables of the system as simultaneous de
cision variables. Performance may be significantly 
degraded when a sequential decision process is used. 

Travel Saturation Platoon 
Speed Time Volume Flow Length 

(vehicles/ h) (cycle) (km / h) (s) (vehicles/ h) 

39 28.41 630 1800 0.701 
39 15.63 630 1800 0.532 
45 13.39 400 1800 0.425 
45 24.35 400 1800 0.608 
45 13.39 430 1300 0.414 
45 24.35 430 1300 0.595 
39 28.41 630 1800 0. 701 
39 15.63 630 1800 0. 503 
35 24. 79 550 3000 0.344 
35 18.60 550 3000 0.335 
45 14.61 800 3000 0.407 
45 19.48 800 3000 0.444 
35 24. 79 550 3000 0.463 
35 18.60 550 3000 0.418 
45 14.61 900 2160 0.515 
45 19.48 900 2160 0.560 

630 1800 1.0 
800 3000 1.0 
900 2160 1.0 
400 1800 1.0 
430 1300 1.0 
630 1800 1.0 
550 3000 1.0 
550 3000 1.0 

Note: 1 m = 3 3 ft; 1 km/h = 0 6 mph 

Table 3. Loops of the test network and their corresponding 
integer variables. 

Loop Links and Nodes in the Loop 

1 (11, 12), (12, 11) 
2 (15, 12), (12. 15) 
3 (18, 15), (15, 18) 
4 (12, 13), (13, 12) 
5 (14, 11 ), 11, (11, 12), 12, (12, 151, 15, (15, 14), 14 
6 (15, 12 ), 12, (12, 13), 13, (13, 10), 16, (16. 15), 15 
7 (17, 18), 18, (18, 15), 15, (15, 14), 14, (17, 14), 17 
8 (16, 15 ), 15, (15, 18 ), 18, (18, 19), 19, (16, 19), 16 

Optimal 
Integer 

I 
1 
1 
1 

-1 
-I 

0 
0 

Figure 8. Variation of network performance function with cycle 
time. 
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Of particular importance is the cycle time, which is 
strongly affected by the flows in the network. In this 
context, it is essential to adequately model the sto
chastic behavior of traffic , which in MITROP is repre
sented by SDF. If, for instance, the cycle time for the 
test network were determined by Webster's method, the 
result would be close to 80 s (node 13 in Figure 7 is the 
most heavily loaded intersection). Inspection of Figure 
8 shows that the objective function for this cycle time is 
roughly 12 percent higher than the optimum value at 
63.8 s. 

A useful extension of MITROP is that additional per -
formance measures can be assigned to sections of the 
network, if so desired. MITROP assumes that the LPF 
is a function of offsets only on that link, similar to as
sumptions made by SIGOP and the combination method 

Table 4. Optimal settings and output data for Offset 
test network. 

Links Seconds 

Internal 
(11, 12) 44.6 
(12, 13) 33.8 
(13, 12) 30.0 
(12, 11 ) 19.1 
(16, 15) 30.6 
(15, 14) 33.8 
(17, 18) 24.9 
(18, 19) 24.2 
(17, 14) 29.3 
(14, 11 ) 28.0 
(12, 15) 25.5 
(15, 18) 31.2 
(18, 15 ) 32.5 
(15, 12) 38.2 
(13, 16) 21.0 
(16, 19) 25.5 

Input 
(81, 11 ) 
(82, 12) 
(83, 13) 
(84, 13 ) 
(85, 16) 
(86, 17) 
(87, 17) 
(88, 18) 

13 

(23). It has been shown that in certain cases, particu
larly on lightly traveled links, it may be advantageous 
to follow vehicular movement on two links or more (t 
.!1). This can be easily done in MITROP by maximizing 
bandwidth on selected arterial sections, which provides 
this coupling feature, while simultaneously minimizing 
delay on other sections of the network. The bandwidth 
maximization problem was formulated in the past in 
terms of mixed-integer linear programming by Little 
(24) and is therefore compatible with the MITROP op
timization model. 

In addition to its use in the network example given in 
this paper, MITROP was also used for a portion of the 
urban traffic control system/ bus priority system 
(UTCS/ BPS) in Washington, D.C., containing 20 nodes, 
63 links, and 21 independent loops, and for an arterial 

Green Time 
LPF SDF Degree of 

Cycle Seconds Cycle (vehicle-h/h) (vehicles) Saturation 

0.70 28. 7 0.45 1.416 1.255 0. 778 
0.53 24.9 0.39 2.175 2.244 0. 897 
0.47 28.7 0.45 0.543 0.0 0 .489 
0.30 37.6 0.59 0.315 0.0 0.373 
0.48 33.1 0.52 1. 752 0.0 0. 641 
0.53 37.6 0.59 0.566 0.0 0.565 
0.39 30.6 0.48 1. 795 0.690 0.729 
0.38 24.9 0.39 0.724 2.244 0.89 7 
0.46 17 .2 0.27 0.339 0.0 0.674 
0.44 17.2 0.27 0.736 0.0 0.674 
0.40 21. 7 0.34 1.318 0.943 0.775 
0.49 24.2 0.38 1.263 0.0 0.693 
0.51 21. 7 0.34 0.600 0.0 0. 535 
0.60 24.2 0.38 1.889 0.0 0.479 
0.33 30.6 0.48 0.780 1. 660 0.868 
0.40 30.0 0.47 0.750 1.930 0.887 

37.6 0.59 1.650 0.0 0.593 
24 .2 0.38 3.771 0.0 0 .693 
30.0 0.47 3.855 1.930 0.887 
24.9 0.39 1. 767 0.0 0.564 
23.6 0 .37 2.195 2.714 0.901 
33.1 0.52 2.119 0.0 0.67 3 
21. 7 0.34 2. 742 0.0 0.535 
24.2 0.38 2.450 0.0 0.479 

Note: Cycle time= 63,8 s; objective function"' 53. 120 vehicle-ll/h~ 

Figure 9. Sensitivity of network performance 
function with respect to cycle time and flows. 
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street with 11 signals in Waltham, Massachusetts. The 
results are described in detail in a technical report (13). 
The MITROP computer program is currently operational 
and available from the Operations Research Center at 
the Massachusetts Institute of Technology. 
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Discussion 
Dale W. Ross, DARO Associates, Inc. 

The new computer method MITROP, which the authors 
have developed for optlmtzing tJ:affic signal timings, is 
a significant contribution to the field of traffic control. 
It is tile first comprehensive, mathematically rigorous 
method to be de~'"elcped far the simultanf:!01_1~ nptimiza
tion of cycle time, splits, and offsets in an arbitrary 
traffic signal network. 

Although the name of the method, mixed-integer 
linear programming , is descriptive of the method used, 
it does not spotlight toe essential contribution of the 
authors. It is not the use of mixed-integer linear pro
gramming that is new; Little (24) applied mixed-integer 
linear programming 10 years ago. Rather, it is the 
modeling of tlle traffic flow and of the signal timing re
lations that is new. T he authors have done a commend
able job of (a) realistically modeling traffic flow, (b) 
accounting for the important 1·eal-Ufe constraints on 
s ignal timings in their model, (c) leaving all variables
cycle time splits, and offsets-as optimizable va1·i
ables in their model, and (d) judiciously approximating 
the link delay functions by 1Jiecew1se linea1· convex func
tions so that the model is amenable to optimization by 
using a s tru1dard, off-the-shelf mathematical program
ming package that guarantees a global optimum. 

T he authors ' modeling has s ome important ramifica
tions. The treatment of random variations ln traffic 
flow tlu·ough a satul·ation detel'l'ence Junction (SDF) for 
each link probably has the most effect. The authors have 



shown how essential it is to include the SDF so that ca
pacity loss at short cycles is prevented. Indeed, it is 
the interplay of the deterministic and stochastic delay 
components that makes cycle length optimization im
portant, as the authors have illustrated in Figures 8 and 
9. The inclusion of the SDF model also highlights the 
importance of allowing signal splits to be freely opti
mized. Previous signal timing programs such as SIGOP 
and TRANSYT are deficient in freely optimizing cycle 
time and splits. SIGOP does not model the stochastic 
delay component at all and only evaluates cycle times 
that are preselected by the user. As the authors point 
out, in past applications, SIGOP consistently selected 
the lower bound on cycle length. TRANSYT uses a 
critical intersection approach for determining network 
cycle time and ignores the interaction between traffic 
flows over the spatial structure of the traffic signal net
work. 

If there is one aspect of the MITROP modeling that 
could be improved it is the platoon modeling. Currently, 
platoons are assumed by MITROP to be uniform in flow 
rate over the green time of an upstream signal. This 
has a decoupling effect of making platoon flow along one 
link independent of that along adjoining links. This may 
affect the ability of the model to develop good progres
sive movements along major streets within a grid net
work. Another possible model improvement would be to 
allow the platoon speed along individual links to be vari
able within limits; in fact, platoon speed could possibly 
be yet another optimization variable. Little (24) allowed 
speed to be variable, and Leuthardt (25) has recently 
shown that allowing speed to be optimizable can lead to 
improved signal progressions. 

The required computer time for MITROP appears to 
be less than that for TRANSYT and more than that for 
SIGOP for the same or similar networks. I draw this 
tentative conclusion from (a) computer time data given 
by the authors (13) for an IBM 370/ 165 computer, (b) 
computer time formulas given for TRANSYT and SIGOP 
for an IBM 360/65 (4), and (c) a typical ratio of 3.15 for 
the computer time of similar scientific programs on an 
IBM 360/ 65 versus a comparable IBM 370/165 system 
(27). Although the authors do not give computer storage 
requirements for MITROP, its use of the IBM mathe
matical programming package probably makes it more 
consumptive of computer memory than either SIGOP or 
TRANSYT. Its storage requirements probably preclude 
its use, in present form, for real-time traffic control. 
Because few people have used MITROP, it remains to be 
seen how easy it is to use. Specifying input data may be 
a formidable effort since a large number of constraints 
must be defined for the mixed-integer linear program. 
However, it is my understanding that the authors have 
developed a preprocessor to assist in the data input. 

I have some suggestions for improving the mathe
matical optimization portion of MITROP. 

1. One way of reducing the computer memory (partic
ularly main memory, as opposed to bulk memory) re
quirements of MITROP and thereby making it more 
amenable to real-time application might be to scan cycle 
times in an allowable range and to use the Dantzig-Wolfe 
decomposition principle (27 ) to solve the resultant 
(mixed-integer) linear programs. When cycle time is 
fixed, at one point in the scan, the MITROP constraints 
become largely uncoupled, and the constraints on the 
sum of offsets around closed loops provide the main 
coupling. Each linear program can then be broken into 
subprograms. In each subprogram, only a small number 
of the constraint columns need to be examined in main mem
ory of the computer; the rest can be kept in bulk memory. 

2. In the branch-and-bound method used to solve the 
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mixed-integer linear program, it might be advantageous 
to solve the dual linear program to establish bounds. In 
the dual problem, the integer variables would appear in 
the linear objective function rather than in the con
straints. In this case, when the integers are changed 
in the branch-and-bound process, feasible solutions of 
a linear program corresponding to one set of integers 
are also feasible solutions of a linear program with a 
different set of integers. This would mean, it is hoped, 
that fewer linear program iterations would be needed to 
find a new (dual problem) solution for a change of inte
gers. Because the value of the optimal primal linear 
program is the same as that of the optimal dual linear 
program, the dual can be used to establish the bounds. 

In summary, the fact that MITROP (a) allows simul
taneous optimization of cycle time, splits, and offsets, 
(b) ensures a global optimum set of signal timings, and 
(c) has computer requirements comparable to other cur
rently used signal timing methods makes it, in my opin
ion, a superior method for (off-line) computation of 
signal timings. Future use of MITROP in a variety of 
applications will lead to improved ease of use and to an 
improved understanding of its sensitivity to real data in 
actual traffic networks. 
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Authors' Closure 
We thank Ross for his thoughful discussion of our paper. 
We have further comments on two of the points that he 
raised, 

With respect to platoon modeling, our simple for
mulation has worked well on the Hillier and Rothery 
data (18), and so we adopted it. We recognize that the 
modeldeemphasizes progression, and we have a num
ber of approaches that would introduce more progres -
sion. One of these is particularly straightforward to 
implement. All the variables required to calculate 
bandwidth on any street are already in the computer. It 
would be rather easy to calculate progression bands for 
key arterials and introduce them into the objective func
tion. The mixed-integer algorithm could then minimize 
a weighted combination of bandwidths and delays, there
by introducing progression wherever it is not dominated 
by delay considerations. 

With respect to optimization efficiency Ross makes 
some worthwhile suggestions. We gave our primary 
research priority to the model, its fidelity, and the 
method of its translation into an optimization framework. 
We left the actual mathematical programming algorithm 
to standard packages. It would be interesting to explore 
special-purpose algorithms for the problem, although 
developments in general-purpose algorithms and in
creases in computing efficiency that resulted from hard
ware advances have somewhat decreased the pressure 
for special-purpose programs. 



SI GOP II: A New 
Computer Program for 
Calculating Optimal 
Signal Timing Patterns 

Edward B. Lieberman and James L. Woo, KLD Associates, Inc., Huntington 
Station, New York 

This paper describes a new signal timing optimization program, SIGOP 11. 
The optimization procedure consists of two major components: a flow 
model and an optimization methodology. The objective function of sys
tem disutility is expressed directly in terms of vehicle delay, stops, and 
excess queue length (a congestion deterrent). The flow model computes 
these components of disutility in the course of the optimization proce
dure. The optimization procedure uses the method of successive approx
imations within the framework of a dynamic programming methodology. 
Gradient techniques are applied to explore a response surface represent
ing system disutility and to locate the minimum value. Associated with 
this minimum value of disutility is the optimal signal setting sought by 
the optimization procedure. The platoon structure of traffic and its in
teraction with the control at the intersection are described. Continuity 
of flow is preserved from one link to the next. Turning movements, lane 
channelization, and multiphase control are explicitly treated. Practical 
considerations such as signal split constraints, platoon dispersion, and 
the effect of short-term fluctuations in volume are included. This pro
gram, coded in FORTRAN, is currently being refined and extended. 
A comparison of SIGOP I and SIGOP II is given. 

Within the last decade, considerable effort has been di
rected toward developing computer programs that pro
vide signal timing patterns superior to those obtained 
through graphical techniques. Probably the most useful 
of these, particularly for grid networks, are 

1. SIGOP (1), 
2. The combination method (2), and 
3. TRANSYT (3). -

Although graphical techniques still represent the 
dominant methods used in this country, SIGOP has been 
used extensively in this country by consultants and by the 
large municipal agencies. TRANSYT has been widely ap
plied in Europe and has been modified and extended by 
several agencies abroad. During the last few years, the 
TRANSYT model has also been used in this country. The 
combination method has been applied, for the most part, 
outside the United States. A comparison of these ap-

Publication of this paper sponsored by Committee on Traffic Flow 
Theory and Characteristics. 
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proaches is given by Lieberman (4). 
Several evaluations of these and other methodologies 

have been undertaken by using both simulation ( 5, 6) and 
field studies ( 7). For the most part, the differences in 
results, expressed in terms of vehicle travel time, have 
been small. One notable exception is a study conducted 
on a portion of the urban traffic control system (UTCS) 
network in Washington, D.C., which indicated a clear 
superiority of TRANSYT signal timings over those gen
erated by SIGOP, in terms of operational measures of 
effectiveness. In that study, a third optimization proce
dure, SOLIS, developed in the form of a crude pilot 
model, produced signal timings superior to those of 
SIGOP and generated results, via simulation, not far 
below those obtained with TRANSYT. 

The SOLIS pilot model was developed to test certain 
concepts incorpo1·ated i nto the UTCS t hir d-generation 
control policy (8). Because of the performance of SOLIS, 
we decided to i1u::orporate certain features of the SIGO P 
and TRANSYT models and otherwise expand the scope of 
SOLIS. The result of this effort is the SIGOP II model, 
which was designed to satisfy the following objectives: 

1. Develop a new, improved optimization procedure, 
2. Minimize the effort and time required to effectively 

use the model, 
3. Eliminate all artifices in the specification of the 

traffic environment, 
4. Include a mechanism to address the problem of 

congestion arising from long queues that block inter
sections, 

5. Directly treat the effect of turning movements and 
of turn pockets, 

6. Explicitly represent multiphase control so that 
such signals can be properly coordinated within a control 
system, 

7. Provide an option for evaluating existing signal 
timing patterns, and 

8. Adopt and adapt those features in other models 
that have been found to be most useful. 

UNDERLYING CONCEPTS 

A strong interaction exists between the applied signal 



timing patterns and the dynamic structure of traffic 
flow. This interaction may be described as shown in 
Figure 1. A£; shown, the signal optimization procedure 
is comprised, in general, of two major components: 

1. A flow model to describe the traffic pattern that 
is compatible with the applied signal timing and 

2. An optimization scheme designed to yield signal 
timings that service the current traffic demand with 
maximum efficiency. 

Clearly, the effectiveness of any optimization procedure 
will reflect the integrity of its component parts. 

FLOW MODEL 

The flow model must describe the following processes: 

1. Representation of traffic flow as platoons of vehi
cles that tend to disperse as they traverse each link in 
the network; 

2. The change in dis utility (delay, stops), including 
short-term fluctuations, arising from the interaction of 
this traffic with the control applied at the intersection; 

3. The transformation experienced by the approach
ing flow due to its interaction with this control, ex
pressed in terms of the volume and platoon structure of 
traffic departing the intersection; and 

4. For multiphase control, representation of each 
component of flow serviced by each phase; e.g., left
turning traffic must be treated as such and not set equiv
alent to a somewhat arbitrary number of through vehi
cles, and left- and right-turn pockets should be speci
fied as such, since their impact on traffic operations is 
pronounced. 

Traffic flow is thus represented in the form of pla
toons, stratified according to turning movements. The 
delay and stops experienced by each platoon that en
counters either a NO-GO indication at the stop line or a 
standing queue are computed. A£; vehicles discharge 
from a link, the resulting platoon structure is carefully 
represented. The maximum queue length over a signal 
cycle is also determined. 

OPTIMIZATION PROCEDURE 

The relationships between signal control parameters 
(cycle length, signal split, and offset) and the descrip
tors of urban traffic flow and geometrics were assessed 
at the outset of the project. The results (.!:!_) indicated 
that a strong interrelationship (or coupling) existed be
tween signal split and signal offset. This coupling plays 
an important role in providing minimum delay service 
to vehicles grouped into well-defined platoons. 

Both SIGOP and the combination method ignore the 
coupling of these two control parameters by assigning 
fixed values of signal split a priori and then optimizing 
signal offsets. The TRANSYT model, on the other hand, 
recognizes the importance of this coupling; it optimizes 
signal offsets (holding signal splits constant) and subse
quently adjusts signal splits at each node. This pro
cedure is then repeated until the performance index 
settles down. 

In a signal timing procedure, this coupling is best 
represented by incorporating it directly into the formu
lation. A computational procedure evolved consistent 
with this approach and based on the method of successive 
approximations (MSA) used with the dynamic program
ming technique (9). Essentially, by using the MSA we 
can transform a11N-di.mensional problem (where N is the 
number of network nodes) into a sequence of N, one-
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dimensional unit problems, which are far simpler to 
solve computationally. 

This unit problem is the determination of the optimal 
signal setting at the central node of a mininetwork, 
shown in Figure 2. The unit problem is 

J 
Min~= ~(Lij+Lj;) 

j=l 

(I) 

where 

L1 = disutility for minlnetwork centel'ed at node i, 
L1J = disutility for link (i, j) = W1J x M11 , 

MIJ = (DELAY)IJ + Cl'(STOPS)IJ + (MQ),J, 
W1 J = relative importance weight assigned to link 

(i, j)' 
0t = networkwide parameter to express that one 

vehicle stop is equivalent to 0t s of vehicle 
delay, and 

(MQ\J = equivalent delay reflecting excessive queue 
length. 

To solve this unit problem, the control settings at the 
peripheral nodes are frozen, and the disutility experi
enced by traffic on all links (approaches and departing 
lilll<s) is calculated and summe<I to yield L 1 • Simple 
algebraic relations (!Q) yield the estimated values of de
lay, stops, and queue length for each link, representing 
a macroscopic simulation of traffic flow. 

Conceptually, the disutility over a mininetwork can be 
computed for every admissible signal setting at the cen
tral node. These resulting values of disutilities can be 
represented graphically by a switching plane as shown in 
Figure 3. For a two-phase signal, this switching plane 
is defined by a horizontal axis of T0 and a vertical axis 
of TR where 

T0 = switching time for the onset of the green indica
tion facing the reference link, say, Main Street 
(this time is referenced to a networkwide syn
chronous pulse emitted once per cycle) and 

Ts = switching time for the onset of the red indication 
facing the reference link. 

For each direction, values of G~;" can be calculated. 
G~q is the amount of green time required to service that 
approach in direction j carrying the higher per-lane vol
ume of traffic. The reference link corresponds to j = 1. 
When this traffic volume is lower, this value may rep
resent the minimum green time required for pedestrian 
clearance or some other specified factor. Switching 
losses are included for ease of notation. 

Because all intersections must be undersaturated for 
this analysis to apply, we may define the slack time S as 

S = C - G~g - G;:~ (2) 

where S ;,, 0 is a necessary condition. All admissible 
signal settings can thus be represented as falling within 
two strips in the switching plane, inclined at 45 deg ( Fig
ure 3). By calculating L1 at all these admissible settings, 
it is possible to draw contours defining a disutility re
sponse surface. The objective of the unit problem solu
tion, of course, is to locate that point on the response 
surface that defines minimum disutility. 

Such a point is shown in Figure 3. Note that, in this 
case, the point lies on a boundary of the region, indicat
ing that all the slack time is to be allocated to one direc
tion of travel. If the signal split had been fixed, a priori, 
the resulting switching plane representation would have 
been a line (ra ther than a strip) inclined at 45 deg, some-



18 

where inside the strip. In this case, the minimum point 
along that line would probably have corresponded to a 
value of disutility substantially higher than the actual 
value. Hence, the potential benefits of properly repre
senting the coupling of signal split with signal offset are 
quite meaningful. 

Figure 1. Structure of computational algorithm. Control 
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A gradient methodology is used to locate the minimum 
on the response surface (10). Using this approach allows 
the shape of the response surface to take any form; no 
assumption of linearity or of a quadratic relationship of 
any type need be asserted. In fact, this response surface 
will, in general, exhibit several local minima; the gra
dient method is designed to locate the lowest of these 
minima. 

A summary of the optimization procedure follows. 
The following exogenous data are required: 

1. Network topology, 
2. Traffic volume on each link, identified as to pri

mary and secondary flows entering the link and turning 
movements at downstream node, 

3. Range of cycle lengths to be investigated, 
4. Design speed on each link (average value), 
5. Link geometry including length, number of lanes, 

and turn pockets, 
6. Mean queue discharge headways for each network 

link, 
7. Minimum green time at each node for each phase, 
8. Several ealibration parameterR; 
9. Signal phasing sequence and traffic movements 

serviced on each approach by each phase, and 
10. Percentage of truck traffic. 

The procedure comprises the following steps for each 
selection of networkwide (common) cycle length: 

1. Determine the sequence of nodes along a maximal 
spanning tree of the network. 

I 
u 

60 
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G 

Figure 4. M Street arterial network. 
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2. Prime the control settings at all intersections to 
optimize traffic operations along this tree. 

3. Reverse the sequence of nodes. 
4. Optimize the signal control at the central node of 

Table 1. Comparison of SIGOP I and SIGOP II. 

Case SIGOP I SIGOP IT Difference Percent 

Mean Speed 

Section 1 
Peak 9,88 20.76 10,88 110 
Off peak 13.66 16,92 3.26 23.9 

Section 3 
Peak 11.81 17.37 5.56 47.1 
Off peak 13.28 18.75 5.47 41.2 

Stops per Minute 

Section 1 
Peak 164 91 - 73 -44 .5 
Off peak 109 73 -36 -33,0 

Section 3 
Peak 1039 652 -387 -37.2 
Off peak 795 527 -268 -33. 7 

Disutility per Hour x 10-• 

Section 1 
Peak 0.920 0.180 -0. 740 -80.4 
Off peak 0.359 0.133 -0.226 -63.0 

Section 3 
Peak 2.000 0.975 -1.02 5 -51.3 
Off peak 1.349 0.678 -0.671 -49. 7 

Table 2. Best solution after the indicated number of sweeps. 

5 Sweeps 

Deviation 
Case Disutility' (%) 

Section 1 
Peak 0.237 32 
Off peak 0.132 0 

Section 3 
Peak 1.062 9 
Off peak 0.809 19 

11 Disutility x 10·6~ 

Figure 5. Section of UTCS network. 
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Deviation 
Disutility' (%) Disutility' 

0.180 0 0.180 
0 . 132 0 0.132 

1.027 5 0,978 
0,678 0 0.678 
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each mininetwork by minimizing disutility. Span all net
work nodes in the indicated sequence by processing the 
associated mini networks. 

5. Calculate networkwide disutility. If zero or un
changed, the procedure is completed. Otherwise, pro
ceed to step 6. 

6. If the specified maximum number of sweeps over 
the network is s atisfied, select best solution and stop. 
Other wise, continue by r eturning to step 3. 

PROGRAM FEATURES 

Many features have been incorporated into the program 
to ease the task of implementing it, to expand its scope 
of application, and to enhance its precision. These are 
briefly described below. 

Memory Feature 

To preserve the continuity of flow from one link to the 
next and to properly model the platoon structure of traf
fic on all links require careful modeling of the restruc
turing of the platoons on a link as a result of their inter
action with the control at the downstream node. 

Platoon Dispersion 

The platoon dispersion model used by TRANSYT has 
been adapted. 

2.0 Sweeps 

Deviation Deviation 
(%) Disutility" (%) 

0 0.180 0 
0 0 . 132 0 

0 0.975 0 
0 0.678 0 

16 St. E 15 St. W 14 St. 
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Multiphase Control 

Considerable attention has been directed to treat the 
interaction of multiple phases at a node and the traffic 
movements on each approach link serviced by each phase. 

Short-Term Fluctuations in Volume 

The specified link-specific volumes are treated as mean 
values. In the field, the cycle-by-cycle fluctuations 
about this mean can affect operational performance. 
This factor is addressed. 

Double Cycling 

As an option the user can request the program to halve 
the cycle length at those lightly loaded intersections that 
could benefit as a result. 

Table 3. Disutility x 10-s. 

SIGOP II Sweeps 

Case SIGOP 2 10 

Section 1 
Peak 0.920 0.299 0.259 0.259 0.180 
Off peak 0.359 0.242 0.132 0.132 0.132 

Section 3 
Peak 2.000 1.182 1.179 1.072 1.027 
Off peak 1.349 0.991 0,991 0.911 0.678 

Figure 6. Networkwide signal settings as output by SIGOP 11. 

ITERATION NUHBER 

On- Line Plotting 

The user can request time-distance plots of the signal 
settings, as are now available in SIGOP. 

Source-Sink Flows 

Traffic entering or leaving a link via a parking lot or 
similar facility is treated. 

Turn Pockets 

The presence of turn pockets and their impact on control 
settings are included. 

Input Requirements 

One of the primary reasons that signal optimization pro
grams have not attained wider acceptance in this country 
is the investment required to learn how to use them. This 
investment can be reduced if the number of input data 
items is minimized and their format is simplified to the 
extent poGsible. The approach taken in the design of 
SIGOP II is to eliminate as many input items as possible 
by replacing them with internal logic in a manner that 
does not adversely affect user flexibility. Also, the 
formatting structure of the TRANSYT model, which fea
tures uniform field widths, was adapted, and all input 
data are specified as integers. 

Perhaps most important is the fact that no artificial 
links and nodes are permitted in representing a system 
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Figure 7. Networkwide minima of disutility and link-specific measures of effectiveness as output of SIGOP 11. 
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of urban streets. The physical network maps directly 
into its analytical counterpart, which eliminates much 
confusion and artistic manipulation of network topology: 
What the user sees in the field he specifies as input. 

Computer Requirements 

SIGOP II is coded entirely in FORTRAN and both CDC and 
IBM program tapes will be available. Its computational 
speed is somewhat slower than that of SIGOP but much 
faster than that of TRANSYT for a comparable number of 
sweeps over the network. Computing time varies linearly 
with the number of network nodes, rather than exponen
tially, as is the case for the other models cited. No 
floating-point operations are executed; only integer data 
are processed. 

Representative Results 

The initial evaluation of SIGOP II was conducted on two 
major networks located in Washington, D.C. One of these 
is a major arterial, section 1 of the UTCS network (Fig
ure 4), and the other is a grid network, section 3 in the 
central business district (Figure 5). 

Data were furnished by the Federal Highway Admin
istration and included not only the inputs to SIGOP II but 
also the signal timing patterns ge11e1·ated with the original 
SIGOP program (1). 'Iwo optlmization periods were an
alyzed for each network: p.m . peak period and one off
peak period. 

The evaluation option of the SIGOP II program was 
used to analyze the specified SIGOP signal timing pattern. 
Because this option uses the same flow model as that em
bedded within the SIGOP II optimization procedure, the 
two sets of results may be compared on the same basis. 

Table 1 gives the statistical comparison of the two 
programs for the small sample of four case studies. The 
data in this table are for the following volume (in vehicle
km/h) and signal cycle lengths (in s): 

Cycle 
Case Volume Length 

Section 1 
Peak 2 348.8 70 
Off peak 1 799.2 90 

Section 3 
Peak 15 206.0 80 
Off peak 12 423.6 70 

These results are unusual in the margin of difference; 
field studies performed to date have yielded much smaller 
differences in the performance of traffic operations. Al
though the original version of SIGOP II produced results 
that were somewhat optimistic, the difference between 
the two sets of results is most promising. 

Table 2 gives an indication of the number of network 
sweeps required by SIGOP II to obtain the best solution. 
A total of 20 sweeps was performed for all cases. After 
only 10 sweeps, the best solution was obtained for three 
of the cases and the fourth was only 5 percent removed 
from the best solution. Figures 6 and 7 show sample 
outputs of SIGOP II. 

The computing time for SIGOP II is comparable to 
that of SIGOP, when two or three sweeps have been com
pleted. It is instructive to compare the values of dis
utility on the basis of equal computing time ( Table 3). 

The results of SIGOP II compare favorably with those 
of SIGOP even after a few sweeps. This does not imply 
that only a very small number of sweeps should be ex
ecuted. A study has been under way to establish the best 
trade-off between the benefits (in reduced disutility) to 
be expected and the required incremental investment in 
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computing time for additional sweeps to determine the 
proper number of sweeps to be performed by SIGOP II. 

Other enhancements are currently under development. 
These are designed to refine the optimization procedure 
and the estimates of delay and speed and to further ease 
the task of implementation. In particular, the current 
internal diagnostic tests are being expanded to provide 
the user with more information, particularly when a ca
pacity problem exists. Additional features include the 
capability of specifying fixed offsets for selected links 
and fixed signal splits at selected nodes. 
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M ultilane Traffic Flow 
Process: Evaluation of 
Queuing and Lane
Changing Patterns 

Jens R!1/rbech, Laboratory of Road Data Processing, Road Department, 
Denmark Ministry of Public Works 

This paper presents a queue-theoretical model for describing traffic flow 
on a dual two-lane motorway. The model is based on the theory of sta
tionary Markov processes and is closely related to data collection methods 
made possible by specially developed recording equipment. The model is 
based on a description of the driver's behavior in traffic. The individual 
driver alternates between driving under free-flow conditions (state F) at 
his or her desired speed and without delay and driving in a queue (state 
K) with consequent delay. To escape from or possibly entirely avoid a 
queue, a driver must change lanes (alternate between lane 1 and lane 2). 
The behavior of the driver is thus described by a variable that assumes 
the discrete values 1 F, 1 K, 2F, and 2K. This process can be described as 
a Markov process. The reactions of individual drivers are summed up in 
a comprehensive description of the average driver's behavior, so that the 
road traffic model developed is an example of a macrostochastic model. 
A technique has been developed by which the parameters in the Markov 
process can be estimated from the collected data, and the paper describes 
how the model becomes part of a detailed investigation into the vital con
ditions affecting motorway traffic, e.g., capacity, relationship between 
speed and traffic volume, and the drivers' use of the motorway. 

This paper presents a method for describing the traffic 
flow on a four-lane motorway and for quantitatively eval
uating factors that have a bearing on the traffic flow. A 
more comprehensive description of the work on the traf
fic model has been published elsewhere (1). Traffic flow 
is described as a stationary Markov process. 

Breiman (2) discussed some of the road traffic models 
prepared so far: microscopic, macroscopic, and sto
chastic models. Microscopic and macroscopic models 
are deterministic; i.e., they usually compare the traffic 
with mechanical and physical processes and are in fact 
unsuitable for describing the traffic situations that are 
of interest in practice. This is because the traffic situ
ation on a motorway under normal conditions is a result 
of the corr.elation among a great number of more or less 
casual conditions that cannot so easily be represented by 
means of mechanical or physical analogies. 

Stochastic models, however, are of assistance in the 
construction of traffic engineering models. It is, after 

Publication of this paper sponsored by Committee on Highway Capacity 
and Quality of Service and Committee on Traffic Flow Theory and Char
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all, an intrinsic feature of any traffic flow that it must, 
through a limited application of service resources, meet 
manifold demands of individual units with respect to ser
vice time, method, speed, and the like-conditions that 
can often be fairly well described by means of relatively 
simple stochastic processes. In particular, the theory 
of queues is, after all, concentrated on the construction 
of models for queue systems where basic conditions such 
as the probability of rejection or delay, the number of 
units in the queue, and the average delay can be calcu
lated provided that the queue system can be broken down 
into clearly specified functions. The first works con
cerned with the theory of queues were in fact undertaken 
to solve purely practical problems in connection with the 
dimensions to be adopted for telephone installations. 

Despite this apparently obvious aid, there are few road 
traffic models based on stochastic processes, and, with 
few exceptions, discussion has been confined to descrip
tions of partial problems in traffic flow. One of the rea
sons is that road traffic cannot so easily, e.g., as tele
phone traffic, be subordinated to the specified functions 
of the conventional theory of queues. For instance, it can 
rarely be assumed that the arrivals of cars are governed 
by the Poisson distribution, i.e., that they are indepen
dent of each other; as a rule, queues can be observed 
even when traffic volumes are light, so that all the prob
lems associated with overtaking come into play. 

The present road traffic model is therefore based on 
a description of drivers' behavior in traffic. 

THE MODEL 

The following description of motorists' behavior on a 
motorway can be used purely logically to classify a 
series of conditions affecting the traffic flow process 
and as a model-technical basis for a data collection tech
nique . It is assumed that all motorists can be divided 
into two types representing extremes in driving behavior. 

The first type is drivers who keep to the right as much 
as possible. As long as there is room in the right lane , 
they travel there at the desired speed. If they catch up 
with a slower driver, they overtake him or her if there is 
room in the left lane; otherwise, they wait in the queue. 
As soon as they have completed an overtaking maneuver, 



they return to the right lane again. 
The second type is those drivers who have only one 

thing in mind: fast driving in the left lane. They force 
their way by flashing their lights and sounding their 
horns. Occasionally, they get into a queue, but they 
stay there only until they have forced the driver in front 
of them to move to the right. They themselves may also 
be forced to the right if an even faster driver of their 
own kind appears in the rear-view mirror; that is what 
they really respect. 

Drivers in both groups alternate between traveling 
under free conditions at the desired speed and without 
loss of time (state F) and traveling under queue condi
tions with loss of time ·(state K) . They have to change 
lanes (alternation between traveling in lane 1 and travel
ing in lane 2) to escape from or possibly completely 
avoid a queue. In other words, the behavior of the mo
torists on the road is described by a variable that may 
adopt the discrete values 1F, 1K, 2F, and 2K. This 
process may reasonably be described as a stationary 
Markov process. 

Figure 1 shows the alternation of the motorists be
tween the fo ur states 1F, 1K, 2F, and 2K. It appear s 
that both models of driving described above (both those 
who keep to the right and those who keep to the left) lead 
to the same pattern of change between the four states 
because of the way in which the queues are formed and 
dissolved. 

The parameters in the Markov process that are reg
istered during the recordings are partly the probability 
of remaining in the four states and partly the transition 
probabilities between the different states. The data col
lection technique and the estimation of the parameters 
in the Markov process are described below. 

THE RECORDINGS 

The values of the parameters in the road traffic model 
were determined with the aid of the recording arrange
ment shown in Figure 2. One carriageway of the motor
way was fitted with eight detectors (tape switches) so that 
each car was recorded twice. The passage times of all 
automobiles were recorded separately on a digital mag
netic tape r ecorder . A description of this very special 
equipment is given elsewhere l!, appendix) . 

Among the data recorded at each passage were ve
hicle, position, arrival time, speed, and wheelbase and 
the queue situation (i.e., whether the car was in a free
flow situation or in a queue situation). Computer pro
grams were used to analyze the recorded passage times. 
The question of defining the condition of driving in a 
queue is dealt with elsewhere (1, appendix). 

For each passage, the following data are therefore 
recorded twice (i.e. , at cross section A and again at 
cross section B): 

1. Position in the carriageway, lane 1, lane 2, lane 
change from 2 to 1, and lane change from 1 to 2; and 

2. Queue situation, free flow or queue. 

With the determination of the wheelbase, the different 
cars can again be identified at cross section B (the de
gree of uncertainty with which the wheelbase is deter
mined is much less than the 11atu1·al spread of wheelbase 
sizes) . In other words, it is poss ible to record not only 
the distribution of the cars over the four state variants 
but also the rate at which they change from one state to 
another. 

An example of the alternation of 800 cars between the 
different states is shown below, corresponding to the 
midday traffic in Table 1 described later. The traffic 
volume is 1081 cars/hand the distance L between cross 
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sections A and Bis 100 m (328 ft). 

State 1 F 1K 2F 2K Total 

1F 244 20 7 2 273 
1K 17 50 2 2 71 
2F 15 1 294 23 333 
2K 1 0 14 108 123 

Total 277 71 317 135 800 

The Markov property has been tested by recording the 
traffic at three cross sections A, B, and C and by de
termining whether a stochastic independence can be as
sumed between the observations at cross sections A and 
C while the value at cross section B remains constant. 
The stationary character has been similarly tested by 
comparing the observed distributions of the states of the 
cars at the three cross sections. 

Three different traffic volumes are considered in these 
tests: a situation of light traffic, called morning traffic; 
a situation of medium-heavy traffic, called midday traf
fic; and a situation of heavy traffic, called evening traffic , 
In all three situations, it can reasonably be assumed that 
the behavior of the drivers on the road can be described 
by the stationary Markov process shown in Figure 1. 

Because of the stationary character of the Markov 
process, the observations can be confined to a single 
cross section and can then be generalized to apply to a 
road section of theoretically indefinite length. 

ESTIMATING PARAMETERS IN THE 
MARKOV MODEL 

The recording method described above yields, as a re
sult of the observations, a transition matrix that indicates 
the states of the individual drivers at the two extreme 
cross sections of the recording section. 

The parameters that determine the actual Markov pro
cess are the state probabilities Pi and the transition in
tensities Q;'J where P; indicates the probability of a car 
being in state i at a given moment and Q;\ dl (i / j) indi
cates the probability of a transition from i to j over the 
short distance dl. The transition probabilities P~J(L) 
are of interest. P~J(L) is the probability of a transition 
from i to j over the distance L. 

Between the parameters there are the following rela
tions 

P' = P' P{i LP\= I (I) 

from which the state probability P' can be found when the 
transition .probability Pi'J is known. In the same way the 
state probability p' can also be found from 

P' Q" = 0' L P{ = I (2) 

when Q" is known. 
Between the transition intensities and the transition 

probabilities, the following correlation exists: 

P" = exp(Q"L) (3) 

Equations 1, 2, and 3 are valid provided that statistical 
equilibrium has occurred. 

In the estimation of the parameters of the Markov 
model on the basis of the observations, two considera
tions in particular become decisive. 

1. The sums of lines and columns in the observation 
matrix will hardly be identical as is demanded if sta-
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Table 1. Results of observations on Elsinore Road, 1969. 

Volume 
Traffic (cars/h) IF lK 

Morning 524 30 400 m, -33.0 1100 m, -7.4 
stretches of 920 m stretches of 154 m 

Midday 1081 33 500 m, -50.9 8700 m, -31. 9 
stretches of 658 m stretches of 2 73 m 

Evening 2736 20 300 m, -101.9 39 000 m, -93.7 
stretches of 199 m stretches of 416 m 

Note: 1 m = 3_28 ft; 1 km= 0.62 mile. 

Figure 1. The alternation of 
the motorists between the 
four states. --~ 

IF :__,@ "e._,,__-7'-,_,, 

Figure 2. Record!ng arrangement for determining the 
values of the parameters in the road traffic mode. 

Figure 3. Distribution of drivers over the four state 
possibilities as a function of the traffic volume and the 
level-of-service specifications given in the Highway 
Capacity Manual. 

% 

1001-------i---J.----+--

Figure 4. The minimized sum of the squares Kasa function of 
the road capacity c. 

l K·p(P;~\ ~)' 

1968 and 1989-trarlic 

11~--~--~---------~--<~"-"'°'_,',-
JOOO 4000 5000 cars/h 

Number 
of Lane 

2F 2K Changes 

59 000 m, -45.2 9500 m, -21.3 51.1 
stretches of 1305 m stretches of 448 m 

41 200 m, -48.4 16 600 m, -30.4 37.9 
stretches of 853 m stretches of 545 m 

15 400 m, -48.2 25 300 m, -41.3 16.4 
stretches of 318 m stretches of 612 m 

tistical equilibrium is assumed. 
2. The recording method described earlier merely 

indicates the states of the individual cars at the extreme 
points of the recording section whereas the continuous 
Markov model permits a theoretically infinite number of 
transitions between the recording points; i.e., the record
ing method aims more directly at determining the transi
tion probabilities P~J than the transition intensities Q1J. 

Tn rnnnPrtinn ,xrith thP ·urnrk nn thP rn!:Hl tr~ffi,. ninrlAl, 

an estimation technique has therefore been worked out 
in which these problems are taken into consideration. 
The estimates are carried out in a series of stages (!). 

1. The transition probabilities that meet the demand 
for statistical equilibrium are estimated on the basis of 
a maximum likelihood assumption. This PIJ matrix 
meets the requirement of identical sums of lines and 
columns (statistical equilibrium has been reached) and 
forms the basis for the calculation of a set of state prob
abilities and a set of transition intensities. The latter 
do not, however, meet the requirement of the transition 
diagram inasmuch as five of the transitions are not per
missible (Figure 1). 

2. While the state probabilities ge11e1·ated in stage l 
above are kept constant, the prohibited transitions (de
fined as the transition intenstties generated in stage 1) 
are shifted in the transition diagram in such a way that 
the transitions now follow permissible sequences. For 
instance, the prohibited transition lK - 2K is now shifted 
to lK - lF - 2F - 2K. Because the process is, after all, 
a continuous Markov process, it is quite permissible to 
assume that a motorist changes his or her state repeat
edly over the observation section. This gives rise to a 
new set of transition intensities and therefore also to a 
nP.ixr ~,=i.t nf tr!=lnc:!itinn nrnh!:ihilitiP..c:! Th,=,. c:!h::attl n-rnh~hili_ 

ties from stage 1 re~ain unchanged and are ke;t con
stant during the entire phase. 

3. The estimated parameter values determine a new 
transition matrix, and a good check is obtained by com
paring the observed and the estimated transition matrices. 
An observation matrix has been represented. The cor
responding matrix generated from the estimated param
eter values is 

State 1 F 1K 2F 2K Total 

1F 234.0 19.9 13.4 0.5 267.8 
1K 19.9 49.3 0.6 0.0 69.8 
2F 12.7 0.6 295.6 21.0 329.9 
2K 1.2 0.0 20.3 111.0 132.5 

Total 267.8 69.8 329.9 132.5 800.0 

The estimated parameters describe a traffic situation 
inasmuch as the state probabilities determine the aver
age total distance traveled in the individual states, 
whereas the transition intensities determine the length 
of time during which the drivers remain in the specific 
states. 

Table 1 gives a summary of the results from record-



ings during situations of light, medium-heavy, and 
heavy traffic volumes. The recordings date back to 1969 
when there were no general speed limits in Denmark and 
come from an old motorway, Elsinore Road, north of 
Copenhagen. The tabulations indicate the average con
ditions encountered by the motorists. During morning 
traffic, for example, motorists will on the average cover 
30 percent of the distance in state 1 F, 1 percent of the 
distance in state lK, 59 percent in state 2F, and 10 per
cent in state 2K. A motorist traveling freely in lane 1 
will, on the average, be able to travel about 900 m be
fore changing to another state. 

CONCEPTS OF CAPACITY AND 
LEVEL OF SERVICE 

Apart from this general description of the traffic situ
ations on Elsinore Road, the road traffic model has been 
used for discussing in greater detail various vital con
ditions. The concepts of capacity and level of service 
and the correlation between speed and traffic volume 
are discussed below. 

If the driver classification in the suggested road 
traffic model is applied to the approach chosen in the 
Highway Capacity Manual (3), namely, that the traffic 
flow on an open section of road for O < v/c < 1.0 will 
take place at levels of service ranging from A to E, the 
distribution of the drivers over the four state variants 
can be illustrated as shown in Figure 3. 

It is particularly important to determine the bound
ary conditions. If the different state probabilities are 
called P1 (i = lF, lK, 2F, and 2K), one arrives at the 
following results: If the volume-capacity ratio is ap
proximately equal to zero, i.e., level of service A, 
queue conditions will hardly occur except over short 
distances; i.e., 

(4) 

The distribution of the drivers over the two lanes 
will be governed by, among other things, driving habits, 
the distribution over the driving models mentioned ear
lier, and the distribution of the desired speeds. If 
v/c ~ 1.0, i.e., level of service E, all the cars will 
travel under queue conditions. There will hardly be any 
lane changing, for it is not possible to escape, in this 
way, from the queue situation: 

(5) 

In this situation, too, the distribution of the drivers 
over the two lanes will be governed by driving habits. A 
decisive factor will be the way in which the entire satu
ration process takes place, again depending on, among 
other things, the distribution over the driving models, 
the distribution of the desired speeds, and the risks that 
the drivers are willing to take to approach their desired 
speeds as closely as possible. 

An estimate of the positions of the boundary lines 
shown in Figure 3 for the four state variants has been 
made on the basis of the observations on the Elsinore 
Road by means of a regression analysis; the structure 
is apparent from Figure 3. Broadly speaking the drivers 
use the motorway in one way during light traffic when 
the right lane (lane 2) handles the greater part of the 
traffic volume and in another way during heavy traffic 
when the left lane (lane 1) handles the greater part of the 
traffic volume. An evaluation of this use of the motor
way is given later; it is shown that the distribution is 
connected with the queue formation pattern and conse
quently the transition diagram shown in Figure 1. 

Fixing of the lines in Figure 3 implies, as the prob-
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lem is formulated, that the capacity of the road is known 
beforehand. The regression analyses have been carried 
out with capacity ranging from 3000 to 5000 cars/h (for 
two lanes in one direction). In other words, the capacity 
of the road, c, has been included as a variable in the 
calculations, which permits an estimate of this vital 
quantity. 

Figure 4 shows the minimized sum K of the squares 
as a function of the variable capacity c for two series of 
observations. The best possible agreement between the 
model and the observed data is obtained when c = 4000 
cars/h (for two lanes in one direction), which is the value 
the Highway Capacity Manual recommends for a motor
way like the Elsinore Road. 

SPEED-VOLUME RELATIONSHIP 

The speed-volume relationship is determined in three 
stages. All these are time-mean speed relations be
cause of the way in which the observations are arranged. 
The state probabilities are, after all, measured at one 
cross section, which means that P1 are time probabili
ties [the concepts of space-mean speed and time-mean 
speed as related to the present roacl traffic model are 
discussed in greater detail elsewhere (1).] 

First, the distribution of the drivers' free speeds 
is estimated. Thus the mean speed V, is determined, 
which represents the left end of the speed-volume curve 
and the point of intersection with the v/c = 0 axis. 

The frequency distribution of the free speeds is shown 
in Figure 5. The speed distribution has been determined 
as follows: Obse1·vations were made during a 21/:i-h 
period at a time when the traffic flow on the Elsinore 
Road was particularly light; 250 cars in lane 1 and 250 
cars in lane 2 were selected that traveled at distances 
greater than 300 m (1000 ft) behind the car in front. The 
speed distributions corresponding to the two lanes were 
determined separately and then added up to show, on the 
basis of the average distribution over the two lanes, the 
total frequency distribution of the speeds. 

In practice it is hardly possible to determine a distri
bution function of the free speeds on any very reliable 
basis inasmuch as the selection of the cars traveling 
under free-flow conditions will always be subject to un
certainty. It is, for example, rather likely that cars of 
a certain high-speed class will be the first to be caught 
in a queue and will therefore not frequently be repre
sented as driving under free-flow conditions. 

Figure 4 shows the best estimate of the motorists' 
desired speeds, which have been checked in various ways. 
It is, for instance, apparent from Figure 5 that there is 
a logically correct correlation between the desired and 
observed speeds in the three traffic situations. It can 
also be shown that those motorists who, in the three 
traffic situations, travel under free-flow conditions can 
be isolated as components of that group of drivers that 
are determined by the distribution of the free speeds. 

In the second stage, the speed conditions of the driv
ers in the capacity situation are evaluated and the mean 
speed v. is determined, which represents the right end 
of the speed-volume curve and the point of intersection 
with v/c = 1.0. 

The speed in the capacity situation is determined on 
the basis of observations of cars traveling under queue 
conditions in the two lanes. Figure 6 shows the observed 
time intervals for cars traveling under queue conditions, 
plotted in the form of speed-volume functions. 

As with the free speeds, v. cannot be determined un
equivocally, but a reasonable estimate of v. can be made 
on the basis of the observations shown in Figure 6. 

Because driving speed in the capacity situation could 
not be accurately estimated, the final determination of 
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Figure 5. Distribution of free speeds and % 
those based on observations on the Elsinore 
Road . 100 
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the speed-volume curve allows for three alternative 
values of v. as shown in Figure 7. The three values 
were based on the observations of queue conditions in 
the two lanes (speed dis tributions for lK and 2K, Figu r e 
6) and on alternative assumptions concerning the degree 
to which the drivers will, in the capacity situation, adopt 
a rational distribution over the two lanes in accordance 
with their desired speeds, i.e., with high-speed drivers 
preferring lane 1 and low-speed drivers lane 2. 

In the third stage, the shape of the curve in the in
terval O < v /c < 1.0 is determined. This is done by es
timating, on the basis of the recor ded probabilities P1 

(i = 1 F, lK, 2 F, 2K) and the probabilities of transitions 
between these states, the probability of the drivers being 
caught in a queue in the two lanes. The result of the es
timate is shown in Figure 7. 

The shape of the curve in the interval O < v/ c < 1.0 
is determined by considering the conditions for an av
erage driver who wants to travel at a speed equal to the 
mean speed of the drivers' desired speeds Vt, As long 
as the average driver is traveling in the lF or 2F state, 
the speed is Vr and no time is lost. In situations lK and 
2K, the driver is traveling at a speed lower than Vr and 
therefore loses time. 

The time-mean speed as calculated on the basis of the 
behavior of the average driver then becomes 

(6) 

where V{, and v;, = speed of the average driver in the 
two queue situations. 

~rbech (1) describes how the speed in the two queue 
situations as a function of the traffic volume is estimated 
from the probability of a driver traveling at free speed 
being caught in a queue, i.e., on the basis of the observed 
transition intensities q, , . During light traffic the tran
sition intensities q, , are small inasmuch as the risk of 
being caught in a queue is low. During the whole satu-

Figure 7. Speed as a function of the traffic volume. 
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Table 2. Effect of a speed restriction on the traffic flow process. 

ration process the probability of traveling under queue 
conditions is increased as q, , ~ =, when v / c ~ 1.0. 
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The speed-volume relationship shown in Figure 7 has 
the form of a steadily decreasing function. The alterna
tive values for the speed in the capacity situation merely 
affect the last part of the speed curve. Figure 7 shows 
a number of 5-min observations, which cover a much 
longer observation period than those that determine the 
parameters in the Markov process. That is, the data 
that determine the speed-volume relationship are in prin
ciple independent of the plotted speed observations. 

The computed curve for the range beyond the very low 
traffic volumes lies at the upper edge of the observed 
speeds, but the difference hardly exceeds 5 km/ h (3.1 
mpJ1) on average. 

DRIVERS' USE OF THE MOTORWAY 

The transition diagram of Figure 1 can be plotted iden
tically for both of the two ways of driving mentioned 
earlier (i.e., both the motorists who keep to the right 
and those who keep to the left) because both ways of driv
ing lead to the same queue formation pattern. A strictly 
logical consequence of the two behavioral models will 
therefore take the form of the following queue formation 
patterns in the two lanes . In the slow lane, an inequitable 
queue formation will take place in which the driiver who 
arrives first in the queue is the one who will be served 
last. All the traffic gaps in the left lane will be snatched 
by the later arrivals in the queue. In the fast lane, an 
equitable queue formation will occur in which the driver 
who arrives first in the queue will also be the one who 
gets out of it first when the slow car in front moves to 
the right lane. 

The difference in queue formation patterns in the two 
lanes has a decisive influence on the whole use of the 
road. In light traffic most motorists travel in the right 
lane. Only about one-quarter of them travel at high speed 
in the left lane, and they can easily make their way. On 
the other hand, many drivers, even in light traffic, will 
travel under queue conditions in the right lane. The 
reason is that, if they try to make an overtaking ma-
nem ,.\ r, it will not be long before a fast driver will urge 
then, into the right lane again by flashing his lights; in 
fact, the road is not used very efficiently in light traffic 
conditions. At any rate this was the case before the 
speed restrictions were introduced in Denmark. 

In heavy traffic the pattern becomes different. Those 
who want to drive fast find it more difficult to proceed, 
and the many drivers who want to travel at medium 
speeds (i.e., 80 to 100 km/ h or 50 to 60 mph) take this 
opportunity, possibly too eagerly, to move out into the 
left lane. In heavy traffic almost three-quarters of the 
motorists travel in the left lane, obviously because of 
the higher traveling speed. The queue pattern in the 
right lane is a strong incentive: If one is caught in a 
queue here, it is almost impossible to get out of it again. 
Because of the inequitable queue formation pattern, those 

110-km/ h Limit 120-km/h Limit 130-km/ h Limit 140-km/h Limit 

Observed New New New New 
Mean Mean Cars Mean Cars Mean Cars Mean Cars 
Speed Speed Disturbed Speed Disturbed Speed Disturbed Speed Disturbed 

Condition {km/ h) {km/ h) {i) {km/ h) {t ) {km/h) {i ) {km/ h) (1) 

Motorists' desired speed 99.4 95.3 28 97.4 16 98.6 8 99. 2 3 
Morning traffic 97.9 94.1 25 96 .0 14 97.1 8 97.7 3 
Midday traffic 92,9 90.8 19 92.2 9 92. 7 3 92 .9 0 
Evening traffic 85.6 85.3 5 85.5 0 85.5 0 85.6 0 

Note: 1 km/h= 0.62 mph. 
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cars that join the queue later, i.e., those that travel be
hind, will snatch all the gaps in the fast lane. This is 
because the gaps in the fast lane are first available to 
the cars in the rear of the slow-lane queue. 

In themselves these statements are very obvious but, 
in fact, it has never before been realized that the result 
was such an uneven, and consequently varying, distri
bution of the traffic in the two lanes, i.e., most drivers 
in the right lane during light traffic and most drivers in 
the left lane during heavy traffic. 

One cannot help wondering whether this is an appro
priate way of driving. Is the motorway as a technical 
installation utilized to a sufficient degree? A detailed 
analysis shows that, in heavy traffic, the uneven distri
bution leads to a very nearly optimal utilization of the 
road. It is, in fact, worthwhile for as many as 75 per
cent of the drivers trying to travel in the fast lane at 
speeds ranging from 70 to 80 km/ h (45 to 50 mph). 

It has already been mentioned that, in light traffic, 
the uneven distribution of the drivers over the two lanes 
does not represent proper use of the road. The few 
drivers wanting to travel fast may be able to dominate 
too much. 1n this respect, the speed limits receniiy 
introduced in Denmark on an experimental basis may 
have an important bearing. Apart from their generally 
beneficial influence, these speed limits are also likely 
to result in an increase in mean speed. This is studied 
in greater detail below. 

Table 2 gives the recorded mean speeds correspond
ing to the three different situations on the Elsinore Road 
from Table 1, supplemented by an estimate of the av
erage speed at which the motorists would have wanted 
to travel if there had been no disturbances from other 
motorists. As mentioned, all four situations are re
lated to a situation without speed limits. 

The table also gives the mean speeds that would 
result if all the drivers, either voluntarily or under 
compulsion, obeyed an upper speed limit of 110, 120, 
130, or 140 km/h (68, 75, 81, or 88 mph). They were 
calculated simply by assigning all the speeds above the 
speed limit to that upper speed limit. As might have 
been expected, an upper speed limit will have virtually 
no effect on the mean speed in the case of heavy traffic 
volumes. More surprising is the likewise almost in
significant impact that the speed limits have on the mean 
speeds at lower traffic volumes. 

A speed limit of 120 km/ h (75 mph), possibly marked 
as 110 km/J1 (68 mph), i.e., conesponding to the present 
situation in Denmark, shou1ct according to Table 2 cause 
the mean speed to drop at most by 2 km/h (1.2 mph). 
Circumstances, however, indicate that the mean speed 
would not decrease at all but would possibly even in
crease. In the morning traffic situation it appears that 
almost all motorists who drive at speeds faster than 
120 km/ h (75 mph) travel in lane 1, the left lane. A 
120-km/ h speed limit would have the following effect on 
the mean speeds of the two lanes: 

1. Lane 1, reduction from 116.3 to 110.0 km/h (72.2 
to 68.3 mph) and 

2. Lane 2, reduction from 89.9 to 89.5 km/ h (55.8 to 
54,6 mph) . 

In other words, the effect is confined to the speed 
conditions in lane 1. However, by removing all speeds 
higher than 120 km/h in lane 1, it becomes easier for 
drivers in lane 2 to make use of the traffic gaps in lane 
1 for overtaking purposes. H only a few of the drivers 
in lane 2 would find it easier to make use of lane 1 for 
overtaking purposes, a speed limit of 120 km/h would 
hardly cause any decrease in the overall mean speed, 
all other factors being equal. 

A speed limit would thus tend to bring about some 
leveling out of the speed benefits, with the added advan
tage of a possible increase in mean speed. The drivers 
who in a situation without speed limits are particularly 
prone to get into trouble are those whose desired speeds 
are around 90 to 100 km/h (56 to 62 mph). These drivers 
can easily be caught in a queue in lane 2 but may have 
difficulties in carrying out an overtaking maneuver in 
lane 1 because of the necessary acceleration to very high 
speeds. In practical terms, a speed limit would thus 
assist the drivers wishing to travel at 90 to 100 km/ h in 
changing from the queue speed of 75 to 85 km/ h (47 to 
53 mpb) to the desired speed at the expense of reducing 
to 120 km/h (75 mph) the s_peed of ch·iyers wishing to 
travel at 130 to 140 km/ h (81 to S8 mph). II th.e traffic 
flow also contains heavy vehicles, travel speed under 
queue conditions in lane 2 may become lower still, even 
with low traffic volumes. 

This argument for lowering the very high speeds on 
the Elsinore Road has been based exclusively on consid
erations for the operational use of the road and has been 
confined to conditions at low traffic volumes. In a gen
eral assessment of the driver:;' u:;t:: ur tilt:: rua<l, however, 
it is also necessary to take another aspect into account, 
namely, the uncomfortably strenuous traffic environ
ment, which can easily be obtained if the traffic is han
dled at an unduly high speed level, that is, both the high 
speeds at low traffic volumes and a lack of adaptation of 
speed and traffic volume at high traffic volumes. 

CONCLUSION 

The road traffic model presented for describing the traf
fic flow on multilane roads can be briefly summarized and 
characterized as follows: On the basis of a description 
of the action pattern of individual drivers, the average 
driver's freedom of movement under given external con
ditions is quantified in a Markov process by using the 
measurable variables of state probabilities and transition 
intensities. Inasmuch as there are correlations between 
these new variables and the conventional road traffic 
parameters, i.e., traffic volume and speed, factors that 
have a bearing on the traffic flow can be quantitatively 
assessed. 

A concluding assessment, with suggestions for pos
sible applications of the road traffic model, may natu
rally be based on a critical evaluation of the model tech
nique that has been used. Fundamentally, the road traf
fic modei represents a method of interpreting the results 
of observations; it therefore represents a method rather 
than a model and, as already emphasized, it permits a 
quantitative description or at least a quantitative com
parison of different highway and traffic engineering situ
ations to the extent to which these situations are reflected 
in the behavior of the drivers . 

This paper has mainly concentrated on a traffic engi
neering application of the model by showing how the traf
fic flow is affected by changes in the traffic volume. In 
a broader context, the essential aspect in this connection 
is the use of the road facility by the drivers since any 
discussion about the degree of use and possibly about a 
traffic overload stands and falls after all with the methods 
designed to indicate whether the drivers' behavior is ap
propriate. It is thus shown how the distribution of mo
torists over the two lanes and their eagerness to change 
lanes and to achieve a more suitable distribution over 
the two lanes are decisive factors affecting road use. 

Among direct applications of the model, mention may 
also be made of a number of tasks of a highly practical 
nature. The Highway Capacity Manual does not for ex
ample distinguish between calculations for bridges and 
tunnels and for normal sections of road. Investigations 



carried out on an old bridge across the Little Belt in 
Denmark (4) seem to show that a road across a bridge 
is governed by quite special condit.ions. The bridge has 
only a 5.6-m-wide (18-ft) carri.agewa.y and a maximum 
observed traffic flow of 2718 cars/h. The road traffic 
model here proposed can be used in an analysis of the 
behavior of drivers on this type of highway facility with 
a view to a formulation of capacity and service level data. 

Another traffic engineering application of the model 
might be associated with an evaluation of the effect of 
heavy vehicles on the traffic flow, e.g., whether it is 
reasonable to count heavy vehicles in terms of passenger 
car units, whether the effect of heavy vehicles on the 
remaining traffic varies with the traffic volume and the 
service level, the effect of up and down gradients, and 
so on. These are problems that, apart from the calcu
lations more concerned with traffic engineering aspects, 
also have a bearing on the geometric design of a road, 
e.g., criteria for the design of climbing lanes or third 
running lanes. 

The application of the road traffic model to the as
sessment of aspects more concerned with road geometry 
has thus been mentioned. By way of example, an evalu
ation of the traffic flow on the Elsinore Road during 
hours of darkness has been discussed (1). State proba
bilities and transition intensities have been recoi·ded 
after dark on the same day as the morning, midday, and 
evening traffic situations and have been compared with 
the values that might be expected under daylight condi
tions. On the basis of the comparisons it is possible to 
indicate a quantitative expression of the effect that the 
new conditions offer to the traffic flow. Such an exami
nation might be used to determine the expediency of, for 
example, installing road lighting, 
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Discussion 
A. G. R. Bullen, University of Pittsburgh 

RIZ)hrbech's paper provides a refreshing approach to 
traffic flow theory by making a conscious and effective 
effort to bridge the gap between theory and traffic en
gineering practice. This gap is of long standing. On 
the one hand, theoreticians have been most reluctant 
to grasp some of the realities that practice demands 
while, on the other hand, practitioners have relied too 
much on makeshift empiricism devoid of any theoretical 
base. Although the paper does not succeed completely 
in bridging the gap, the level of achievement is well 
ahead of many other attempts. 

The Markovian model used as the theoretical founda
tion for the work is logical and provides one of the most 
effective ways of dealing theoretically with multilane 
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flow. The most doubtful feature of the model is the as
sumptions about basic driver behavior. Their basis is 
doubtful, and I do not accept them intuitively at least. 
Whether the empirical results confirm the claimed be
havioral structure depends very much on the rationale 
for the development of these attributes and on whether 
any alternative structures were examined. These points 
are not clear. Although this is a possible weakness, it 
does appear that it need not be so, since it should be 
possible to formulate a model that is independent of be
havioral assumptions at the micro level and that has a 
more generalized application to varying roadway geom
etries. 

The empirical base for the model's calibration is 
limited, and broad-ranging interpretations or conclu
sions cannot be made at this stage, although the basic 
opportunity for further empirical work is provided. The 
model is valid for only two lanes of traffic, and there 
must be questions when the flow is extrapolated into the 
boundary of the congested flow region. It is this region 
that current empirically based models handle least well, 
and the present model, while pointing to some innovative 
methods of approaching the problem, needs much more 
validation. In this latter regard, the applicability of a 
Markovian model to the congested flow regime is ex
tremely uncertain without considerable care in defining 
the random variable. 

The development of capacity and level-of-service pro
jections is the most interesting part of the applied work. 
The regression approach developed is innovative and 
worthy of extension although the limited empirical base 
limits the immediate strength of the results. Confirma
tion of the choice of the parabolic relationship would be 
desirable inasmuch as this is important in making the 
extrapolations and the empirical foundation is sparse. 

In conclusion, I congratulate the author on his inno
vative look at several important areas of traffic engi
neering practice. It will, I hope, generate additional 
efforts to provide more satisfactory theoretical bases 
to the real world of traffic. 



Abridgment 

Freeway Lane-Changing 
Process: A Microscopic 
Approach 

Moshe Levin, Chicago Expressway Surveillance Project, Illinois Department 
of Transportation 

A model analyzing the driver's process of changing from 
one lane to the adjacent lane is descl'ibed based on re
search presented by Levin (1). The moclel uses gap ac
ceptance concepts to evaluate the probability of accom
plishing a lane change within a certain distance under 
various traffic conditions. Such a model can be used in 
determining the effectiveness of the location of freeway 
directional and information signs. 

MODEL DESCRIPTION 

Lane- Changing Process 

A vehicle is traveling in lane i at time mean speed U1 

adjacent to a traffic s upstream traveling in lane i + 1 
at speed U1+1 (in this case, U1+1 > U1). The p1·obability 
density function of headways in the i th lane may be de
noted by 01(t). 

At a certain time t a need for a lane change (in this 
case, to the left adjacent lane) is established by the 
drivers, and the lane-changing process begins. The 
driver attempting the lane change looks at the adjacent 
lane, lane i + 1, and considers some or all of the fol
lowing: 

1. The speed of the approaching (lagging) vehicle in 
lane i + 1, 

2. The relative position of the leading vehicle in 
lane i + 1, 

3, His or her own speed and operational character
istics, and 

4. His or her gap acceptance characteristics. 

At time t + T, where T is the driver's decision time, 
the driver either accepts the gap and changes lanes or 
rejects it and waits for an acceptable gap. If he or she 
decides to accept the gap, the lane-changing maneuver 
begins at the earliest possible moment when a safe ma-
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neuver can be accomplished. If the gap is rejected, the 
driver reduces his or her speed, evaluates the next gap, 
and reaches an appropriate decision concerning that gap. 

The lane-changing process may be full or partial. The 
full process occurs either 

1. When the gap encountered immediately after the 
need for a lane change has been established is rejected 
because it is smaller than the driver's critical gap, or 

2. When the gap encountered is greater than the crit
ical gap but the vehicle is in such a position relative to 
the lagging vehicle that the lane-changing maneuver is 
considered hazardous and the gap is rejected. 

The full process consists of the following three phases: 

1. Waiting for an acceptable gap or lag, 
2. Bringing the vehicle to a position relative to the 

accepted gap so that the lane changing maneuver can be 
initiated, and 

3. The lane changing maneuver. 

The partial process occurs when the first encountered 
gap, after a need for a lane change has been established, 
is accepted. It takes place under either one of the fol
lowing forms: 

Form A, the position of the attempting vehicle must 
be adjusted relative to the accepted gap before a safe 
maneuver can be initiated, and 

Form B, the relative position of the attempting ve
hicle allows the immediate initiation of the lane changing 
maneuver. 

Both of these forms consist of phases 2 and 3 above. 
Each phase in the various forms of the lane-changing 
process has its own distribution function with respect to 
the distance involved. These functions are themselves 
functions of traffic conditions on the facility. The ex
pression f1(x0 V, U) denotes the distribution functions of 
the clistan~ required to complet~ ph!_se i ~ der vohune 
condition V .ru1d speed condition U. V a nd U are vecto1·s 
representing traffic flow rates and time mean speeds 
respectively on the lanes of the one-way freeway section 



during the time of the process. 
Any function representing any phase of the process is 

independent of those characterizing other phases for a 
given set of speed and volume conditions. The distribu
tion functions of the distance required for completing the 
various lane-changing processes were considered as the 
convolutions of the individual distribution functions de
scribing each phase in the appropriate form of the pro
cess and can be presented as follows: 

1. Full process 

2. Partial process, form A 

3. Partial process, form B 

f3 (x,V,U) = f28 (x2,V,U) * f3(X3,V,U) 

(I) 

(2) 

(3) 

The composite distribution representing the combina
tion of the various lane-changing processes for a given 
set of volume and speed conditions is 

(4) 

where ~, a,, and a8 are the probabilities of occurrence 
of the three types of the process. 

Structure of the Accepted Gap 

The section on the origin lane that parallels the accepted 
gap may be divided into three zones. One zone is that in 
which the driver cannot initiate a lane change because 
such a maneuver might end in a conflict with a leading 
vehicle on the destination lane. The size of this zone is 
the safe space lead. If a need for a lane change is es
tablished at time t while the attempting vehicle is within 
the above zone, the driver might find himself at time 
t + T either within or outside this zone. This, of course, 
depends on 

1. The driver decision time T, 
2. The relative speed U1+1 - Ui, and 
3. Where within the zone the need for a lane change 

has been established. 

If at time t + T the driver is outside the above zone, he 
or she is subject to form B of the partial process since 
he or she may start the lane-changing maneuver at time 
t + T. If the driver is still within this zone, he or she 
is subject to form A of the partial process, but the driver 
must be outside this zone before initiating the maneuver. 

Generally, if the driver's traversed distance relative 
to the leading vehicle during decision time T is greater 
than the size of the above zone, the lane change process 
will be either full or form B of the partial. Conversely, 
if the size of the zone is greater than the decision rela
tive distance, the driver may be subject to either one of 
the three types of the process. 

The second zone is that in which the driver decides to 
reject the acceptable gap because a conflict with the lag
ging vehicle might result if the maneuver is executed. 
The driver is subject, in this case, to the full process. 
This zone is a combination of two subzones: the decision 
relative distance and the safe space lag. 

The size of the third zone is, of course, a function of 
the size of the two previous zones and is the zone in which 
form B of the process takes place. 
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Process Phases 

Phase 1 occurs when the driver attempting a lane change 
rejects the first gap he or she encounters in the adjacent 
lane after establishing a need for a lane change. The 
driver rejects the lane change because either 

1. The gap encountered is smaller than the driver's 
current critical gap T1, which is established according 
to an angular velocity model (2), or 

2. The gap is greater than-the driver's critical gap 
but the position of his or her vehicle relative to this gap 
is such that a lane change would be hazardous. 

After rejecting the initial gap, the driver is assumed 
to change his or her speed and establish, according to the 
angular velocity model, a new critical gap, T2. A dis
tance distribution function may be derived from probabil
ity considerations of rejecting any sequence of gaps, size 
of average rejected gap, and speeds in the origin and 
destination lanes. 

Phase 2 involves the movement of the attempting ve
hicle within the accepted gap before the lane-changing 
maneuver is initiated. In the case that the safe space 
lead is equal to or greater than the decision relative dis
tance, the distance function in the full process is a sin
gle point function related to U1, U1+i, and the size of the 
safe space lead. In form A, the distance function is of 
a uniform nature related to U1, U1+1, T, and the safe 
space lead. In form B, the distance function is a single 
point function related to U1 and T. In the case in which 
the decision relative distance is greater than the safe 
space lead, the distance function in the full process can 
be described as a single point related to Ui, U1+1, T, 
safe space lead, and the probability of the time spent in 
this phase. In form B, the distance function is a single 
point related to U1 and T. 

Phase 3 is the lane-changing maneuver defined as the 
distance required for a vehicle to move from a straight
ahead path in the origin lane to a straight-ahead path in 
the destination lane. 

Analysis of data collected by Worrall and Bullen (3) 
revealed that, for various volume and speed groupings, 
the distribution of the above distances was of an Erlang 
nature. 

The probability of occurrence of each type of the pro
cess was determined for various traffic volume and speed 
groupings, based on the critical gap characteristics and 
the structure of the accepted gap. 

DATA COLLECTION AND ANALYSIS 

Data Collection 

A northbound three-lane section (under automatic surveil
lance) of the Gulf Freeway in Houston was selected for 
this study. Data on traffic stream speeds and lane flow 
rates were collected by the control center, and an instru
mented vehicle was driven by a test driver to obtain the 
following lane-changing data: 

1. Delay in making a lane change once an instruction 
for a lane change has been given and 

2. The distance traversed during the lane-changing 
process. 

The critical gap characteristics of the test driver 
were determined through field measurements of his 
threshold angular velocity. 

The characteristics of the headway distribution func
tions e1(t) on the freeway lanes were assumed to be of an 
Erlang nature, and the value of the parameters varied 
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according to flow rates, as shown by Drew, Buhr, and 
Whltson ( 4). 

Data Analysis 

The goodness of fit of the collected data to the model 
developed was determined by using the Kolmogorov
Smirnov test ( 5) and was found to exist at the 1 pel'cent 
level of significance. Traffic data used in the analysis 
represented freeway levels of service B, C, and D. 

APPLICATIONS 

Application of the deve~oped model can be found in ref
e1·e11ce (6) where the effectiveness of the location of di
rectional signs, spaced as recommended by the Manual 
on Uniform Traffic Control Devices on a four-lane free
way, was analyzed. For the purpose of this analysis ef
fectiveness was defined as the probability of completing 
a lane change within a distance determined by the loca
tion and size of a sign with respect to an exit ramp, for 
levels of service B and C. Based on this analysis it was 
found that for both levels of service the effectiveness of 
the sign at the gore area was between 0.35 a1i.d 0.45, 
while for the 1.6 and 3.2-km (1 and 2-mile) signs the ef
fectiveness was very close to 1.0. 
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Regularity of Some 
Detector-Observed Arterial 
Traffic Volume 
Characteristics 

William R. McShane and Kenneth W. Crowley, Department of Transportation 
Planning and Engineering, Polytechnic Institute of New 
York 

An extensive data base was obtained for four two-lane arterial locations 
in Toronto. The data were 5-min detector counts in each base of each 
location for a total of 13 291 counts over 77 days. The paper reports on 
the regularity of the weekday pattern and of the time at which certain 
flow levels are reached. The patterns are quite regular, and the variance 
of the time at which specified peak levels are reached is rather small (from 
4 to 6 min). A significant correlation between flows in the two lanes is 
found, particularly at higher volumes. The variation about the average 
pattern is also studied to assess the merits of using a predictor algorithm. 
The correlation between present and past variations (and thus future and 
present variations) is sometimes significant, but this correlation varies 
within a daily record. Further, it is not necessarily the same magnitude 
or sign at a given time on different days . It is nonetheless possible to 
construct a predictor that can extract information. The issue of the util
ity and the cost effectiveness of such prediction is noted, as is the fact 
that such an issue can only be resolved by considering the specific con
trol with which the predictor is to be used. The issue of the typicalness 
or atypicalness of the Toronto regularity of pattern must also be con· 
sidered. 

The regularity of daily traffic patterns is of basic con
cern when various candidate control strategies are eval
uated. At one extreme, if little variation exists from 
day to day, a time-of-day (minimal response) controller 
will undoubtedly suffice. At the other extreme, if no 
discernible pattern exists or if it arrives randomly each 
day, then a highly responsive control is appropriate. 

Between these extremes, there is the possibility of 
a basic underlying pattern with substantial variation 
about it. There is also the possibility that on a given 
day there will be a major deviation from an otherwise 
extremely regular pattern. To accommodate such pos
sibilities, traffic data can be collected in real time and 
deviations noted, or a predictor can be established to 
estimate future values. 

Efforts to control congestion should consider (a) the 
regularity of daily patterns and (b) the regularity of the 
times at which various flow levels are reached. These 
considerations provide insight into the utility of minimal 

Publication of this paper sponsored by Committee on Traffic Flow Theory 
and Characteristics. 

response control versus highly responsive control in this 
flow regime. 

An extensive data base was acquired through the cour
tesy of the Metropolitan Toronto Department of Roads and 
Traffic. This data base was used to investigate 

1. The regularity of the weekday pattern, 
2. The regularity of the time at which certain flow 

levels are reached, 
3. The correlation of the flow between lanes on the 

same approach, and 
4. The potential for refining estimates of traffic vol

umes, based on observation of the deviations from the 
historic or nominal pattern. 

DATA BASE 

The Metropolitan Toronto Department of Roads and Traf
fic provided an extensive data base, consisting of 5-min 
samples of volume by lane at each of four sites over a 
77-day period. The data were collected by computer 
from September 24 to December 10, 1973. 

Figures 1 and 2 show the detector locations for each 
of the four sites. 

The data were acquired from the detectors whenever 
possible. Table 1 gives the distribution of the samples 
by day of week and hour of day. Note that all periods of 
common interest are well covered. The data were output 
in 5-min counts, and the first counting period was initi
ated whenever the computer "came up." For simplicity, 
all data were shifted to standard 5-min periods; the first 
period was midnight to 12:05 a.m. The time shift thus 
introduced was uniformly distributed between -2.5 and 
+2. 5 min. This could introduce a standard deviation of 
cr = 1.44 min in any time shift estimates. 

REGULARITY OF DAILY PATTERN 

The average pattern was computed for each day by av
eraging the volume observed in each time slot. Because 
the weekdays did not differ substantially, a single aver
age pattern was also computed by aggregating all week
days at each detector. 

Figure 3 shows the average weekday pattern at each 

33 



34 

Figure 1. Location of detectors at site 1 (suburban). 
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Figure 2. Location of detectors at sites 2, 3, and 4 (central area). 
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of the four sites. The shaded area indicates the region 
within which one can expect 9 5 percent of the observa
tions to fall. This is not a confidence bound on the av
erage. The confidence bound is much tighter. It is an 
estimate of the fluctuations from day to day within a 
specified time slot. 

Figure 3 shows that, although there is substantial 
variation most of the time, the peaking is quite sharp, 
and relatively little variation exists in the time at which 
certain levels are reached. That is, specified level X 
is reached at approximately the same time every day. 
One can even question whether the variation in the ver
tical dimension is as substantial as it appears: The 9 5 
percent range is on the order of ±120 vehicles/h/lane or 
±10 vehicles/la ne in a 5-min per iod. This occurs when 
the average count is on the or der of 40 vehicles/lane in 
a 5-min period. Further, the distribution is approxi
mately normal, so that the deviations tend to be clustered 
near zero. 

Figure 4 shows the distribution of the times at which 
certain volumes are reached at site 2. For instance, 
720 vehicles/lane is first attained earlier than 6:55 a.m. 
only 1U percent 01 me time. By 7:07 a.m., U1ere i:,; a 
90 percent chance that 720 vehicles/h/lane has already 
occurred. Note that the variation is rather small, lead
ing to the conclusion that minimal response policies 
could be developed with some assurance that the onset 
of certain levels could be anticipated with some con
fidence. 
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Table 1. Distributions of samples by day and time. 

Time Mon . Tues. Wed. Thurs. Fri . Sat. Sun. Total Percent 

Midnight 115 69 46 38 52 92 104 516 3.9 
1 a.m. 69 0 0 12 12 26 83 202 1.5 
2 a.m. 96 26 0 12 10 0 72 216 1.6 
3 a.m. 96 56 0 35 13 14 72 286 2.2 
4 a ,m , 97 80 29 68 23 36 79 412 3.1 

5 a .m. 129 116 74 89 99 75 96 678 5.1 
6 a.m . 143 113 97 109 129 104 113 808 6.1 
7 a.m . 144 132 117 120 132 108 120 873 6.6 
8 a.m. 139 133 118 120 132 94 65 801 6.0 
9 a.m. 135 128 120 120 131 82 0 716 5.4 

10 a.m. 136 132 108 104 124 57 0 661 5.0 
11 a.m. 132 131 108 96 116 43 0 626 4.7 
Noon 67 44 45 47 61 48 0 312 2.3 
1 p.m. 131 117 116 81 94 48 0 587 4.4 
2 p.m. 133 120 120 86 101 48 0 608 4.6 

3 p.m. 141 120 117 97 127 57 2 661 6.0 
4 p.m. 144 132 132 120 132 77 24 761 6,7 
5 p.m. 144 131 132 120 132 89 29 777 a.a 
6 p.m. 118 114 114 100 126 95 72 739 !.O 
7 p.m. 57 32 15 45 95 103 106 453 3, •I 

8 p.m. 15 0 0 1 91 108 117 332 2.5 
9 p.m. 8 0 0 7 84 103 120 322 2A 
10 p.m. 52 30 8 45 86 96 119 436 3.3 
11 p.m. 70 46 28 57 92 101 114 508 3.8 

Total 2511 2002 1644 1729 2194 1704 1507 13 291 100.0 
Percent 19 15 12 13 17 13 11 100 



It should be noted that there is no protection against 
statistical rare events, i.e., major deviations from the 
average pattern. Generally, these can be associated 
with weather or special community activities. 

CORRELATION BE'IWEEN LANES 

If a volume is to be observed, it is necessary to de
termine whether one lane will suffice or whether two or 
more lanes must be measured. For the data available, 
which contained only two-lane approaches, the question 
reduces to one or both. 

It was found that all weekdays could be aggregated 
for a given site and that a two-regime curve relating 
total volume to curb-lane volume should be established. 
The breakpoint was established at 360 vehicles/h in the 
curb lane, and no data for a curb-lane volume of less 
than 240 vehicles / h were considered. 

Data given in Table 2 show that the total volume is 
rather strongly correlated to curb-lane volume in the 
higher flow regime, with correlation coefficients on the 
order of 0.9 and mo1·e. The correlation equation used 
for the higher flow' regime is 

Y =A+ C(X - 30) for X ., 30 (I) 

The correlation equation used for the lower flow regime 
is 

Y =A+ B(X - 30) for X < 30 

where 

Y = total 5-min count, 
A = intercept at curb, 
B = slope in regime for low flows, 
C = slope in regime for high flows, and 
X = curb-lane 5-min count. 

(2) 

A least squares fit was performed on the data for each 
site, with the two curves tied to a common point at the 
boundary between regimes. The results are summarized 
in Table 2 and are shown in Figure 5. Note that the 
slopes of lines in the X;, 30 regime are comparable, ex
cept for site 1, the suburban site. 

Clearly, the lane split tends to equalize as volume 
increases. The downtown sites tend to have greater 
concentrations in the outer (left) lane, although data are 
certainly not sufficient to identify location as a causative 
factor. 

Based on these fits, the total volume can in fact be 
computed with some confidence if the calibrated lines 
are known. 

It was determined that the weekend curves are not 
dissimilar to the weekday curves, within the range of 
the weekend data. 

POTENTIAL FOR PREDICTION 

On any given day, the actual pattern differs from the av
erage pattern by some set of discrepancies £ i. At a par
ticular site, let 

ai = average count for time period i, 
Xi = actual count for time period i, and 
€1 = Xi - ai. 

If the set £ 1 is serially uncorrelated, then there is no 
hope for predicting a future value Xi any better than 
simply saying that its expected value is aJ. If there is 
some correlation among the £ 11 however, then there is 
information contained in the sequence of past values of 

35 

E1 • This information may be extrapolated into the future 
to get some better estimate (i.e., prediction) of a value· 
Xi+k• 

Predictors may be based on nothing more than his
toric patterns, they may ignore the historic pattern and 
project forward based on current trends, or they may 
project forward a refinement to the historic pattern 
based on recent (i.e., real time) deviations from the his
toric pattern. Because the weekday pattern appears so 
regular (Figures 3 and 4), it appears most fruitful to in
vestigate whether there is any additional information in 
the set of discrepancies. 

The set of [£J, which is the outcome on any given day, 
may be viewed as the outcome of a zero-mean p1·ocess. 
It is of interest to compute the autocovariance values at 
one and two lags: R(l) :: E(EiEi+i) and R(2) = E(£1£1+3) , as 
well as the variance E(.~). If a sample of N data points 
were available, these could be estimated by 

,. N•I 

R(k) = (1/N - 1 - k) ~ €1 E;+k (3) 
i= l 

N 

o1 = (I /N - I) ~ €; €; (4) 
l • I 

respectively. If there were M days available, the es
timates obtained from equations 3 and 4 for each day 
could then be averaged to improve the estimate. 

The use of equations 3 and 4 assumes, however, that 
the quantities R(l), R(2), and cr2 do not change as a func
tion of time within the day. This is not necessarily true. 

To ensure that such an assumption is not made unless 
justified, we used 

(5) 

(6) 

as estimators, so that, if the quantities of interest do 
change, it will be reflected in the estimators. fJ controls 
both the responsiveness of the estimator to change and 
the variance (and thus confidence) of the estimate. fJ = 
0.8 was used in the material presented here. 

It may be shown that most predictors of interest de
pend on the quantities above. Indeed, if a predictor is 
being used such that one has past data through period 
K - 1 and is computing the values for period K + 1 during· 
period K-the data for which are not yet in hand-then the 
quantity of interest is E(E 1+2 £1), which indicates how much 
knowledge of period K + 1 can be extracted from period 
K - 1 and before. 

The quantities p/1) and p1(2) may be computed from 

(7) 

Therefore, the autocovariance values are indeed func
tions of the time of day, and they should be treated as 
such. Moreover, there are times when they are suffi
ciently high that they can indeed be used effectively to 
refine the estimate of a future volume x1+k• 

Of course, it must be recognized that the effectiveness, 
while real, may not be cost effective. If p1(2) ~ 0. 7, the 
va1·iance reduction is on the order of ( 0. 7)2 

!!,e O. 5 or 50 
percent. The standard deviation is thus reduced to 1/\1'2' 
or 0. 707 of its former value. Recall that the 9 5 percent 
bounds were ±120 vehicles/ h/lane for a mean of about 
480 vehicles / h/ lane. They would now be reduced to 
,±0,707(120) or ±85 vehicles/ Ji / lane. The net tightening 
of }he range is (120 - 85)/12 = 3 vehicles per lane per 5 
minutes. The question is whether this added precision 
is worth the cost. 
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Figure 3. Average weekday pattern and variation of 
individual flows. 980 
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Figure 4. Times at which certain levels are reached (site 2). Figure 5. Least squares fit of total count as a function of 
curb-lane count, weekdays only. 
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Table 2. Summary of correlations, weekdays only. 

Site Regime 

Low 
High 

Low 
High 

3 Low 
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4 Low 
High 

STANDARD 
OEVIA I N 
(MINUTES) 

3,9 

6 ,2 

4 .7 

3.9 

Correlation 

Total to 
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0.67 
0.98 
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0.27 
0 .88 

0.49 
0.92 

Center 
Lane to 
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0.37 
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Intercept 
Sample Slope in at Curb 
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2936 1. 7 
52.6 3416 2.2 

1640 2.5 
89.4 6311 1.6 

1912 1.2 
74 .4 6124 1.6 

1633 2.1 
23.5 6400 1.5 



The correlations not only vary with time but also do 
not have comparable values at the same clock times from 
day to day. The indication is that, if a person decides 
to undertake a refined prediction of futu1·e volume levels, 
it should be undertaken with on-line estimation of the 
predictor coefficients. These coefficients vary with 
time. Moreover, this variation cannot be specified a 
priori from historic data as a simple or even complex 
function of time. 

Note that this last conclusion can only be reached 
through a data base such as that used herein. Many 
daily sets (p1(k)} must be observed. Note also that the 
averaging of many sets [ p1 (k)} or (R1 (k) } will not pro
duce a better estimate of the true temporal correlations. 
Indeed, it will obscure it, for the average will tend to 
zero or at least to small values. 

DISCUSSION OF RESULTS 

The data were of particular interest because of the im
plications for the control of congested and oversaturated 
street networks (1). In regard to control of congested 
traffic flow, the following cau be said about tJ1e Toronto 
data. 

1. Because the daily pattern at a specific site is 
quite regular, minimal response (i.e., preplanned) sig
nal control can be considered as a viable approach. 

2. The times at which specific higher volumes are 
first reached is even more regular, and the initiation of 
those levels can be anticipated with some confidence. 
Although preplanned switching can be used with confi
dence, the variability that does exist lessens the bene
fits of multiple, rapid switches. 

3. Single-lane detection provides good indications of 
the total approach volume, at least on two-lane ap
proaches. 

4. Variations about the average pattern are serially 
correlated, so that some information can be extracted 
from past variations to enhance volume predictions. 

These results support the use of minimal response pol
icies in many applications. Further, both these re
marks and the discussion below are based on regularity 
as observed in Toronto. This has not been conclusively 
demonstrated to be the general pattern. Neither, how
ever, are there strong arguments that it is atypical. 

Before remarks are made about the entire range of 
flow levels exhibited in the data, two types of responsive 
systems must be distinguished: actuated equipment and 
coordinated system control algorithms. The time frame 
of the data studied herein (i.e., 5-min) is relevant only 
for the second type, and the remarks address only such 
systems. 

It should be observed that the information contained 
to this point relates only to the inherent variability of 
the traffic flow and to potential for refining fraffic pre
dictions. It was noted tJiat a two-step predictor can 
sometimes reduce the variance by 50 percent. This can 
result in a reduction in the deviation from the mean of 
2 5 to 17. 5 percent of the mean when the 9 5 percent range 
of volume values is considered. 

It does not follow, however, that this reduction is im
portant. The control algorithm may just not need such 
a precise prediction of volume. Even if there is some 
benefit to such added precision, there is the question of 
cost effectiveness: The detectors cost money, as does 
the maintenance of the detector system. Further, there 
are computation burdens on the computer system and 
storage requirements for intermediate results. 

Because of these considerations, use of such predic
tors must be evaluated in terms of the cost effectiveness 
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of the control function delivered, with predictor and con
trol effectiveness integrally related. It is clear at this 
point that meaningful results can be obtained with only 
minimal response policies. rt remains for advanced con
trol projects such as the UTCS program to determine the 
cost effectiveness of various predictor-control policy 
combinations. 

If open loop policies are used, however, two problems 
remain: (a) potentially severe impacts due to the rare 
event that would be ignored and (b) determining the aver
age pattern, which may change slowly over time (i.e., 
months or years). The first problem can be addressed 
by limited surveillance, not for on-line adaptations but 
for a quality control chart type of monitoriug on whether 
the average pattern assumed is indeed applicable. 

The second problem can likewise be addressed by de
tectors placed for surveillance, and not necessarily for 
on-line control purposes. Such detectors could be sam
pled systematically, not all necessarily on the same day, 
so as to update average stored patterns. 
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