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Cost Effectiveness of 
Freeway Courtesy Patrols 
in Houston 

Daniel B. Fambro, Conrad L. Dudek, and Carroll J. Messer, Texas 
Transportation Institute, Texas A&M University 

Traffic incidents, whether due to accidents or stalled vehicles, are a major 
cause of congestion on urban freeways. Besides causing inconvenience to 
motorists, incidents also create safety hazards on the freeway. To en· 
hance safety and to provide assistance and security to motorists, District 
12 of the Texas State Department of Highways and Public Transportation 
has been operating a motorist courtesy patrol on some Houston freeways. 
A questionnaire study and a cost-effectiveness analysis were used to evalu­
ate the operation of the patrol. The questionnaire study indicated that 
motorists aided by the patrol were overwhelmingly in favor of continua­
tion of the program. The cost-effectiveness analysis showed the patrol to 
have a benefit-cost ratio of 2 to 1. Several additional qualitative benefits 
are discussed. 

The need to provide assistance to stranded motorists 
arrived with the invention of the automobile. The ex­
pected number of motorists that need assistance, both 
on and off the freeway, increases as either average 
daily traffic increases or average trip length decreases 
(1). Large volumes of traffic and short trips are typ­
ical on freeways in large urban areas. Motorists who 
are forced to stop on the roadway because of either a 
stalled vehicle or an accident are one of the major 
causes of congestion on these freeways. Motorists in­
volved in an incident may require one or any combina­
tion of the following needs for aid (~): 

1. Service, i.e., for flat tires, mechanical and 
electrical problems, fuel, oil, or water, and towing; 

2. Police; 
3. Ambulance; 
4. Fire; and 
5. Information, either general information or emer­

gency traffic routing. 

An individual who is confronted with a stop because 
of an incident is generally unprepared to immediately 
cope with even the simplest of situations. Usually the 
only problem that the average motorist is capable of 
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dealing with by himself is that of changing a flat tire, but 
some motorists may be incapable of doing even that. A 
few motorists might be able to take care of some of their 
other needs if they carried appropriate items or material 
for dealing with these problems. Clearly, the typical dis­
abled motorist needs assistance. 

Safety problems also arise as a result of stops on the 
freeway (~). These include motorists 

1. Crossing operating lanes, 
2. Wandering on highway shoulders, 
3. Hitchhiking to seek help, 
4. Leaving abandoned vehicles in or partially in 

operating lanes, 
5. Climbing roadway protection fences, and 
6. Attempting self-help (improper use of jack, touch­

ing hot engine components). 

A motorist aid system does not eliminate all safety 
problems but should reduce their severity and frequency 
of occurrence. The major cause of these safety prob­
lems is the concern the motorist experiences when con­
fronted with an unexpected breakdown in an unfamiliar 
environment. With the passage of time, presence of 
darkness, or remoteness of setting, this concern may 
turn to fear and cause the motorist to behave in an irra­
tional manner. To reduce or eliminate this feeling, the 
motorist must have confidence that aid will come. Dis­
trict 12 of the Texas State Department of Highways and 
Public Transportation (TSDHPT) has implemented a 
courtesy patrol on selected freeways in the city of 
Houston to deal with the emergency needs of motorists 
and the problems that arise as a result of these needs. 

COURTESY PATROL PROGRAM 

Objectives 

The primary objectives of the courtesy patrol program 
in the Houston area are to provide safety, assistance, 
and security for motorists using the freeways. These 
objectives are accomplished by 

1. Assisting the stranded motorist in restoring the 

1 
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disabled vehicle to an operable condition, 
2. Summoning additional aid for problems the patrol 

cannot correct, 
3. Removing hazardous objects from the roadway, 
4. Performing minor maintenance operations on 

roadside signs and lights, 
5, Directing traffic in a safe and expedient manner 

in emergency situations, and 
6. Operating in a prompt and dependable manner so 

as to instill a feeling of security in motorists. 

If these tasks are carried out, benefits accrue to 
motorists, the TSDHPT, and the police department, 
and safety is improved. The courtesy patrol (a) saves 
motorists the expense of calling a private service, (b) 
reduces waiting time of stranded motorists , (c) provides 
a sense of security to motorists, and (d) reduces delay 
time to those involved in incidents as well as to those 
not directly involved by removing incidents and directing 
traffic through or around incident areas. The TSDHPT 
benefits through public relations and through time savings 
to other TSDHPT employees because the courtesy patrol 
performs functions that a r e normally done by other 
TSDHPT employees. 

The police department benefits because of reductions 
in (a) police patrol time spent on nonpolice functions 

Figure 1. Routes of the courtesy patrol vehicles. 

Figure 2. Courtesy patrol vehicle. 

and (b) requests for aid that require no police function. 
Safety is improved by (a) reducing accidents through 

early removal of debris and incidents, (b) reducing 
pedestrian movement on freeways, and (c) protecting 
stranded motorists while repairs are being made. 

Description 

Operation and Equipment 

Originally, the courtesy patrol consisted of one vehicle 
operating on a 24-hour basis, 7 days a week. The patrol 
worked in three 8-hour shifts: 8 a.m. to 4 p.m., 4 p.m. 
to midnight, and midnight to 8 a.m. One man was on 
duty during each of these three shifts, and a fourth man 
was employed as an extra operator. In July 1972, the 
patrol was expanded to two pickup trucks because of the 
increasing demands on the services that the patrol was 
providing. A supervisor's pickup was used as an extra 
vehicle until a backup truck could be added. Currently, 
two men ride in each truck, thus requiring a 12-man 
crew to operate the patrol. The 8 a.m. to 4 p.m. shift 
was discontinued on weekdays on December 12, 1973, 
because of the energy crisis. 

Emergency vehicle service is provided on 103 km 
(64 miles) of Houston freeways. Areas that the patrol 
covers include parts of loop I-610 and, inside the loop, 
freeways I-10, I-45, and US-59. Figure 1 shows the 
routes of the patrol vehicles. The 1972 ADT on each 
freeway was more than 91 000 vehicles/day (3). Patrol 
vehicles carry the following equipment: -

1. One two-way radio, 
2. Two flashing and one revolving amber lights per 

vehicle, 
3. Eight flares and one case of fuses, 
4. Nineteen liters (5 gal) of gasoline, 
5. Nineteen liters (5 gal) of water, 
6. One bumper jack, 
7. One 1.1-Mg {l ;/.i -ton) floor jack, 
8. One 1.1-kg (2 Ya- lb) and one 2.3-kg (5-lb) CO2 fire 

extinguisher, 
9. Two red flags, 

10. One cross lug wrench, 
11. One battery charger, 
12. Miscellaneous mechanic's tools, 
13. One shovel and one broom, 
14. Six traffic cones, and 
lo. Absorb-all . 

The vehicles are also equipped with push bumpers to 
move disabled vehicles from the main lanes to the 
shoulder. Figure 2 shows one of the patrol vehicles cur­
rently being used in Houston. 

Services Provided 

The patrol provides services that directly benefit mo­
torists in need of aid, the State Department of Highways 
and Public Transportation, the Houston Police Depart­
ment, and motorists who may not need aid themselves. 
Table 1 gives totals, percentages, and averages of the 
services rendered by the Houston courtesy patrol for 
different time periods during 1973. These data were 
taken from logbooks that were kept by the vehicle oper­
ators. 

Method of Study 

This paper presents an estimate of the cost effectiveness 
of the Houston courtesy patrol during 1973. The evalua­
tion was done in three parts. First, responses to a 



questionnaire given motorists who were helped by the 
patrol were evaluated, The second phase of the analysis 
compared the benefits resulting from operation of the 
patrol to costs necessary to provide them. Finally, the 
intangible benefits resulting from operation of the cour­
tesy patrol were addressed. 

QUESTIONNAIRE STUDY 

After the courtesy patrol had been in operation for a 
short time, a questionnaire was distributed to all mo­
torists who were helped by the patrol during the 8-
month period from March to October during 1973. The 
questionnaire was designed and administered by mem­
bers of the Texas State Department of Highways and 
Public Transportation. A total of 1429 motorists filled 
out the questionnaire and returned it to the department. 
Responses to the questionnaire are necessarily biased 
because all respondents were assisted by the patrol. 
Only those questionnaires that were returned are con­
sidered in this analysis. Responses to the questionnaire 
are not comparable to data in Table 1 because the patrol 
performs many functions other than assisting disabled 
motorists. The five questions that appeared on the 
questionnaire and a brief summary of the responses to 
each are as follows: 

1. About how long had you waited before the courtesy 
patrol arrived? Of the motorists who responded, 47 
percent replied they had to wait less than 5 min for ser­
vice , 74 percent less than 15 min, 90 percent less than 
30 min, and 96 percent less than an hour. 

2. What caused your problem, flat tire, out of gas, 
mechanical, other? The purpose of this question was 
to determine what type of aid the motorist needed. Re­
plies indicated that 24 percent of the people helped had 
flat tires, 28 percent were out of gas, 30 percent had 
mechanical difficulty, and the remaining 18 percent had 
other problems. 

3. Did this service help you? Of the motorists that 
returned the questionnaire, 94 percent replied that it 
did. The four people whom the patrol did not help com­
mented that either they were not in need of aid or that 
help was already on the way. Six percent of the respon­
dents did not answer this question. 

4. This service is paid for out of the taxes you pay. 
Do you recommend that it be continued? The responses 
to this question were very similar to those of question 
three. Ninety-four percent of the motorists answered 
yes, and only three individuals answered no. Six per­
cent of the respondents did not answer this question. 

5. Comments. Because of the many different re­
sponses to this question, the replies were categorized 
into very favorable, favorable, unfavorable, and no 
comment. Very favorable comments included "ex­
cellent service," "very good service, should be con­
tinued," "the best program ever," "there should be 
more programs of this sort," and "this is a great ser­
vice for women traveling by themselves." Some also gave 
detailed accounts of exactly what their problems were 
and how the State Department of Highways and Public 
Transportation in Texas should be commended for pro­
viding the service. Favorable comments were typically 
"thank you," "good program," and "your men were very 
helpful and courteous." Unfavorable comments were 
those that contained any negative response to the patrol. 
Thirty-five percent of the motorists responded very 
favorably, 26 percent were favorable, and 39 percent 
offered no comments. None of the motorists listed any 
unfavorable comments. 

COST EFFECTIVENESS OF 24-HOUR 
OPERATION 
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All costs associated with the operation of the courtesy 
patrol were relatively easy to determine, but some of 
the benefits were rather difficult to quantify. The ap­
proach selected was to quantify those benefits that could 
readily be evaluated and to describe the additional non -
priceable benefits that make the service more effective. 
The benefits that could be priced were used in a benefit­
cost analysis to determine the effectiveness of the 
courtesy patrol. 

Costs 

The cost to operate the patrol in 1973 on a 24-h basis 
was computed by using data supplied by District 12 of 
the Texas State Department of Highways and Public 
Transportation. The annual cost to operate the patrol 
was found to be $229 400. A breakdown of these costs 
is given in Table 2. 

Benefits 

The quantifiable benefits of the Houston courtesy patrol 
were stratified by whether they benefited the motorist, 
the TSDHPT, or safety. 

Motorist Related 

Motorist-related benefits are those that save the mo­
torist the expense of calling a service facility. The 
courtesy patrol provides several services that a mo­
torist would normally obtain from a service facility. 
Data given in Table 3, from the courtesy patrol's log­
books, show the total services of this type that were 
performed by the patrol in 1973. 

The savings in expenses to a stranded motorist were 
assumed to be the cost of obtaining aid from service 
facilities. The Houston office of the American Auto­
mobile Association (AAA) was contacted and, in turn, 
furnished the following cost information typically in­
curred by motorists for aid requests in the Houston 
area. 

1. The maximum allowable charge for towing ser­
vice by law inside Houston's city limits is $27.50. AAA 
receipts examined indicated that the maximum amount 
was generally charged. 

2. There is a standard $5 charge by service facili­
ties for going to the aid of a motorist on the freeway. 
If the service vehicle has to travel more than 1.6 km 
(1 mile), this price may increase to $10, which is the 
charge to go from a location on the Loop to downtown 
Houston. For analysis purposes, the minimum $5 
charge was assumed. This $5 charge is additional to 
the cost of the service provided. 

3. The average price to fix a flat tire is $2.50. 
4. The average price for regular gasoline in Houston 

(July 1974) is $0.133/ liter ($0.507/ gal). 

Based on those costs for services in Houston and the 
authors' experience of service rates in other cities, the 
following additional costs were estimated: 

1. The charge to start a car or charge a battery is 
at least $1.50, 

2. On the average, minor repairs to vehicles are at 
least $5, 

3. Loaning tools or issuing water might not require 
an additional charge, and 

4. Pushing a car from traffic requires wrecker service. 
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Based on these data, the savings to the motorists 
serviced by the courtesy patrol in Houston during 1973 
were computed and tabulated (Table 3). The results 
indicate that ope1·ation of the courtesy patrol saved 
stranded motorists $40 161. 

The courtesy patrol also reduces delay time of 
stranded motorists. The operation of the courtesy 
patrol enables the stranded motorist to receive aid 
faster than if no patrol vehicles were available . The 
savings in time to the motorist is a benefit of the 
courtesy patrol. 

The average stopping times for disabled freeway 
motorists deter mined in a previous study conducted in 
Houston (4) are given in Table 4. Data from Table 4 
were used to estimate an average stopped time per 
disabled vehicle of 49 min. Data given in Table 5, 
taken from the questionnaire evaluation, were used 
to estimate the average waiting time before a patrol 
vehicle arrived (12 min for each disabled motorist 
the patrol assisted). Previous studies in Houston (4, 
t ~ 1) ind icate that 10 min is an acceptable esti- -
mate of the time required for aid service to be per­
formed. Therefore, if courtesy patrol aid were ob­
tained, the estimate of the average stopped time per 
disabled vehicle aided becomes 22 min. Thus, on 
the average, each motorist-related service the patrol 
performed saved a disabled motorist 27 min. 

In 1973, the patrol performed 4568 motorist­
related services. The total time savings to the ve­
hicles involved is estimated as follows: 

Time savings= (4568 services) x (27 min saved/service) 
x (I h/60 min)= 2056 vehicle-h ( I) 

Based on a 1969 economic study of the Gulf Freeway 
and the conservative estimate of 1.0 person/passenger 
vehicle, the cost per person-hour of travel based on 
1967 data was determined to be $2.92 (8). Assuming 
a conservative compound increase of 5-percent per 
year for 6 years and a more realistic value of 1.2 
persons/ passenger vehicle, the value of one vehicle­
hour in 1973 would be $4.69. By using this amount, 
the value of time savings to the disabled motorists 
helped by the patrol becomes 

Time savings = (2056 vehicle-h) x ($4.69/vehicle-h) = $9643 (2) 

Through early removal of incidents from traffic lanes 
during the peak periods, the courtesy patrol reduces 
motorist delay time at certain incidents. Incidents, 
whether stalled vehicles or accidents, are a major cause 
of congestion on urban freeways. Incidents reduce the 
capacity of the roadway, and .if the reduction in capacity 
reaches a point where the demand on the facility is 
greater than the available capacity, motorists experi­
ence considerable delay. During peak periods, Houston 
freeways operate at or near capacity; therefore, any 
incident that occurs then causes motorists to experi­
ence greater travel times. A previous study on the 
Gulf Freeway (7) indicated that an incident that blocked 
one lane of a three-lane freeway for 15 min during the 
peak period caused 690 vehicle-hours of delay for mo­
torists. During 1973, the patrol pushed 119 vehicles 
from the traffic stream during the peak period. Using 
690 vehicle-hours as a reasonable estimate of the sav­
ings per incident and using the value of time previously 
s hown as $4.69 per vehicle-hour yield the following esti ­
mate of monetary benefit result!.ng from the courtesy 
patrols assisting stranded motorists off the freeway 
main lanes during peak periods: 

Savings= (l 19 services/year) x (690 vehicle-h/service) 
x ($4.69/vehicle-h) = $385 096/year (3) 

The courtesy patrol benefits the Texas State Department 
of Highways and Public Transportation by saving other 
employees' time. In the absence of the courtesy patrol, 
the TSDHPT would have to use other personnel to per­
form some of the services the patrol currently provides. 
Before the patrol began operation, the maintenance sec -
tions in District 12 had to deal with requests for aid or 
repair work made at night. Since the operation of the 
patrol was initiated, each of the four maintenance sec­
tions in the city feels that they save an average of $400 
per month in time alone. Thus, the annual savings can 
be conservatively estimated as 

Savings= ($400/month/section) x (4 sections) x (12 months/year) 
= $19 200/year (4) 

The safety-related benefits of the courtesy patrol in­
clude a reduction in the number of accidents due to early 
removal of debris and incidents. The services provided 
by the courtesy patrol make Houston freeways a safer 
place to drive. Kuprijanow (!) estimated that 10 stops/ 
km (16 stops/ mile) per day could be expected on a free­
way with an ADT of 75 000 and an average trip length of 
16 km (10 miles). Of these, 42 pe1·cent of the total are 
emergency stops (1), which require services of the high­
way patrol, private operators of tow services, ambulance 
services, or local fire departments. Because the ADT 
on the Houston freeways serviced by the patrol was be­
tween 90 000 and 160 000, 10 stops/ km (16 stops/mile) 
is considered to be a conservative estimate of the num­
ber of stops per day in the patrol area. Because of the 
lack of data, 16 km (10 miles) was assumed to be a con­
servative estimate of the average trip length on the free­
ways serviced by the patrol. Based on these assump­
tions, the number of emergency stops that would be ex­
pected in the 103-km (64-mile) section of Houston free­
ways covered by the courtesy patrol is 

Number of emergency stops= (I O stops/km/day) x 0.42 
x (I 03 km patrolled) 
x (365 days/year) 

= 157 899 emergency stops/year (5) 

Goolsby (4) observed 27 000 eme r gency stops in a 
17.7-km (11:-mile) s ection of freeway in Houston during 
1 year. This stoppage rate would result in 157 120 
emergency stops per year in a 103-km (64-mile) section. 
Because of the favorable comparison of the results of the 
two references, 157 000 is considered a good estimate of 
emergency stops in the patrol section during 1973 . 

Each emergency stop has the possibility of causing a 
secondary acc ident, i. e ., an acc ident involving a stopped, 
parked, or disabled vehicle. Data s upplied by the Gulf 
Freeway Surveillance and Cont rol Center indicated that, 
during 1973, there were 144 accidents of this t ype in the 
patrol section. Data taken from logbooks show that the 
courtesy patrol assisted more than 8000 disabled mo­
torists during this same time period. Because of the 
safety aspect of courtesy patrol service (flashing lights, 
quicker ser vice, experienced operators), no secondary 
accidents were reported when the patrol assisted disabled 
motorists. In contrast, a statistical analysis conducted 
by the authors showed that in a random sample of 8000 
unaided emergency stops some secondary accidents 
would have been expected to occur. Because all sec -
ondary accidents in the patrol section occurred when 
courtesy patrol aid was not provided, the estimated 
number of secondary accidents per unserviced emergency 
stop can be computed as follows: 



Table 1. Services rendered by the courtesy patrol during 1973. 

Average 
1973 Percentage 

Service Rendered Total of Total Daily Weekday Weekend 

Removed debris 
or hazard 3 261 26.2 8.9 9.2 8.2 

Issued gas 1 217 9. 7 3.3 3.4 3.2 
Controlled traffic 1 119 9.0 3.1 3.1 3.0 
Pushed from 

traffic 572 4.6 1.3 1.2 1.4 
Changed tire 546 4.4 1.5 1.1 2.5 
Lent tools 696 5.6 1.9 1.8 2.1 
Issued water 405 3.3 1.1 1.1 1.1 
Took to phone 201 l.G 0.6 0.6 0.5 
Took to service 

station 357 2.9 1.0 1.0 0.9 
Charged battery 205 I. 7 0.6 0.6 0.5 
Made call for 

motorist 365 3.0 1.0 0.9 1.3 
Made minor re-

pair to vehicle 220 1.8 0.6 0.6 0.7 
Started vehi cle 707 5. 7 1.9 2.0 1.8 
Reported stall 196 1.6 0.5 0.5 0.7 
Reported accident 

to police 452 3.6 1.2 u 1.3 
Reported debris 81 0.7 0.2 0.2 0.3 
Reported abandoned 

vehicle 222 1.8 0.6 0.0 O.G 
Called wrecker 258 2.1 0.7 0.7 0.8 
Reported damage 

to facilities 560 4.5 1.5 1.3 2.1 
Repaired facilities 370 3.0 1.0 0.9 1.2 
Gave directions 140 1.1 0.4 0.3 0.5 
Put fire out 21 0.1 0.1 0.1 0.1 
Other 257 2.1 0.7 0.7 0.8 

Totals 12 428 100 33. 7 33.1 35.6 

Table 2. Cost to operate courtesy patrol in 1973, 

Item Monthly Cost ($) Arumal Cost ( $) 

Administration 1 500 18 000 
Labor (12 man-years) 14 500 174 000 
Vehicle operating expense 

and depreciation 2 400 28 800 
Materials and supplies 720 ~ 
Total 19 120 229 400 

Table 3. Motorist savings gained by not having to request aid from 
a private business in 1973. 

No. of Cost per Annual 
Service Services Service($) Savings($) 

Issued gas 1217 0.501 + 5 6 702 
Pushed from traffic 572 27.50 15 730 
Changed tire 546 2.50 + 5 4 095 
Lent tools 696 5 3 480 
Issued water 405 5 2 025 
Charged battery 205 I. 50 + 5 1 333 
Made minor repair to vehicle 220 5.00 + 5 2 200 
Started vehicle 707 1.50 + 5 4 596 

Total 4568 40 161 

Table 4. Average stopped times before the courtesy patrol 
began operation. 

No. of Average Stopped Total Stopped 
Reason for Stop Stops Time (min) Time (min) 

Gas 131 30.9 4 047.9 
Tire 207 41.4 8 569.8 
Mechanical 299 82.3 24607.7 
Accident 50 72.6 3 630.0 
Other 194 14.6 ~ 
Total 881 43 687.8 
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Total 
Peak Period 

Midnight 9 a.m. to 6 p.m. to 
to 7 a.m. 7 to 9 a.m. 4p.m. 4 to 6 p.m. midnight Total Percent 

1321 164 979 255 
301 72 356 155 
271 62 345 133 

100 46 185 96 
130 35 196 50 
174 31 210 81 
64 24 136 71 
32 17 73 33 

82 23 129 38 
46 0 84 7 

80 15 114 45 

30 13 94 25 
131 67 221 98 
126 1 26 12 

91 29 121 86 
23 2 31 5 

7G 16 60 25 
46 12 67 53 

243 16 126 24 
202 13 79 17 

42 3 49 14 
4 1 5 7 

48 25 92 -1§. 
3663 687 3778 1366 

Table 5. Average waiting time for courtesy 
patrol aid based on estimates by stranded 
motorists the patrol assisted during 1973. 

Waiting Time 
(min) 

<5 
5 to 15 
15 to 30 
30 to 60 
>60 

Total 

Number 
(N) 

600 
347 
214 

71 
50 

1282 

Midpoint 
(X,) 

2.5 
10.0 
22.5 
45.0 
60.0 

x, X N 
(min) 

1 500 
3 470 
4 815 
3 195 
3 000 

15 980 

542 
333 
308 

145 
135 
200 
110 

46 

85 
68 

111 

58 
190 
31 

125 
20 

45 
80 

151 
59 
32 

4 
56 

2934 

Table 6. Benefits of the courtesy patrol in 1973. 

Benefit 

Saves motorist expense of calling private service 
Reduces delay time to motorists In need of aid 
Reduces delay time to motorists on freeway 
Saving to Texas State Department of Highways and 

Public Transportation 
Reduction in accidents 

Total 

237 
178 
149 

119 
57 
83 
67 
45 

44 
6 

47 

37 
134 

8 

92 
5 

35 
46 

17 
19 

7 
5 

41 

1468 

Estimated 
Annual 
Saving ($) 

40 161 
9 643 

385 096 

19 200 
5 152 

459 252 

Rate= (144 secondary accidents in the patrol section) 

7.2 
14.1 
13.3 

20.8 
10.4 
11.9 
16.5 
22.3 

12.3 
2.9 

12.8 

16.8 
18.9 
4.0 

20 .3 
6.1 

15. 7 
17.8 

3 .0 
5. 1 
5.0 

23. 8 
15. 9 

+ (157 000 emergency stops - 8000 serviced emergency stops) 
= 0.000 97 secondary accident/unserviced emergency stop (6) 

If we assume that the accident rate given in equation 
6 is a reasonable estimate, then the number of sec­
ondary accidents that would have occurred if the courtesy 
patrol had not provided aid for the 8000 disabled mo­
torists it helped during 1973 can be calculated as fol­
lows: 
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Secondary accidents = (0.000 97 secondary accident/ 
unserviced emergency stop) 
x (8000 serviced stops) 

= 8 secondary accidents that did not occur (7) 

Burke (9) determined accident costs for three types 
of accidents. It was assumed that in the eight secondary 
accidents only two cars would have been involved and 
that only property damage would have occurred, Using 
Burke's figure of $307/vehicle for a property damage 
accident in 1972 and assuming a 5 percent inflation rate 
per year yield the following cost for eight secondary 
accidents in 1973: 

($322/vehicle) x (1 6 vehicles)= $5152 (8) 

Annual savings due to the reduction of eight secondary 
accidents is $5152. 

Services of the courtesy patrol also reduce the num­
ber of pedestrian accidents. Because the courtesy patrol 
provided aid to more than 8000 disabled motorists, the 
number of would-be pedestrians walking for aid services 
in the patrol area decreased. A California study (10) 
concluded that 43 percent of all the pedestrians struck 
on freeways were on the facility because their vehicle 
was either disabled or involved in a prior accident. 
Data from the Gulf Freeway Surveillance and Control 
Center showed that there were 34 pedestrian accidents 
in the patrol section during 1973. No pedestrian acci­
dents were reported when courtesy patrol service was 
provided for disabled motorists; therefore, all pedes­
trian accidents that occ.urred were assumed to be the 
result of unserviced stops. The estimated pedestrian 
accident rate is calculated as follows: 

Rate = [(34 total pedestrian accidents) x 43 percent] 
+ ( l 57 000 emergency stops - 8000 serviced stops) 

= 0.0001 pedestrian accient/unserviced emergency stop (9) 

Based on the estimated accident rate, the number of 
pedestrian accidents that would have occurred in the 
patrol section if the patrol had not serviced the 8000 
disabled motorists would have been less than one. 
Although the number of would-be pedestrians decreases, 
no reduction in number of pedestrian accidents occurs 
because of the low pedestrian accident rate. An esti­
mated reduction in the number of accidents would oc­
cur if the patrol were able to assist more stranded mo­

torists. 

Comparison of Benefits and Costs 

The cost to operate the patrol in 1973 was $229 400. 
Monetary benefits of the patrol are given in Table 6 as 
$459 252. The resulting benefit-cost ratio is 

b/c = $459 252/$229 400 = 2 (10) 

This means that, for every dollar spent to provide 
courtesy patrol s er vice on the Houston freeways during 
1973, an estimated $2 worth of benefits wer e gained by 
motorists or the Texas State Department of Highways 
and Public Transportation. 

Additional Benefits 

In addition to the quantifiable benefits that have already 
been discussed, the following nonpriceable benefits add 
to the effectiveness of the patrol. 

Benefits to Motorists 

The courtesy patrol provides a sense of security to mo­
torists. Prompt, dependable service by the courtesy 
patrol creates a sense of security for stranded motorists . 
Knowing the patrol is on duty, motorists feel safer when 
their vehicles become disabled. This feeling of safety 
is intensified when trouble occurs late at night or when 
the vehicle operator is alone and in an unfamiliar area. 
Assigning a monetary value to this feeling would at best 
be arbitrary and is not considered in this report as 
such; however, it is recognized as a benefit that the 
patrol provides. 

Benefits to Texas State Department of Highways 
and Public Transportation 

Operation of the courtesy patrol improves public rela­
tions. The questionnaire survey indicated that nearly 
all of the people that the patrol helped thought that it was 
a worthwhile service and that it should be continued. 
No one interviewed made any negative comments about 
the operation of the patrol. This indicates that the 
courtesy patrol has helped to establish a favorable public 
image. American Oil Company operates a similar patrol 
in San Diego (~ J) and feels that increased patronage of 
its dealers' fuel and'service facilities as a result of the 
image they are creating justifies operation of the patrol. 

Benefits to Houston Police Department 

Operation of the courtesy patrol reduces the time spent 
by police patrols on nonpolice functions. Operation of 
the courtesy patrol reduces the demand for aid on the 
police patrols on the freeways. Ideally, the police de­
partment should be able to decrease the number of patrols 
because of decreased demand for their services; how­
ever, in Houston this has not been the case. Houston's 
freeways were patrolled by two motorcycle policemen, 
both before and after initiation of the courtesy patrol, 
but before the courtesy patrol began operation there were 
just that many more needs that the police patrols could 
not take care of. There are probably enough police -
related needs on the freeways to keep two patrolmen 
busy. Because the number of police patrols was not re­
duced, no monetary savings can be attributed to the 
operation of the courtesy patrol; however, the courtesy 
p::itrol allowed the polir.e pat.roli:: to ~J.)Pn_rl more of thl:lir 
time on police-related work. 

Another benefit to the police department is that the 
courtesy patrol reduces requests for aid that require no 
police function. A previous study indicated that between 
55 and 85 percent of the requests for aid require no 
police function (2). It would be expected that the police 
department would be able to devote that much more time 
to problems for which it is needed. But, as the courtesy 
patrol is able to deal with so few of the total needs for 
assistance, a reduction in requests for police aid would 
be very difficult to determine. 

SUMMARY 

District 12 of the Texas State Department of Highways 
and Public Transportation provides courtesy patrol ser­
vice for motorists on some of the freeways in Houston. 
The objectives of this patrol are to provide safety, as­
sistance, and security for motorists using the freeways. 
To accomplish these objectives, the patrol provides ser­
vices that directly benefit motorists in need of aid, mo­
torists who are indirectly affected by incidents, the Houston 
Police Department, and other members of the Texas State 
Department of Highways and Public Transportation. 



In 1973 the courtesy patrol in Houston performed 
12 428 services. Of these, 4568 services benefited mo­
torists in need of aid, 2017 services benefited motorists 
using the freeway who were indirectly affected by inci­
dents, 1571 services benefited the Houston Police De­
partment, and 4272 services benefited other members 
of the State Department of Highways and Public Trans -
portation. A total of 1429 questionnaires were returned 
by disabled motorists who the patrol assisted during 
March through October 1973. The questionnaires were 
evaluated, and the results indicate that motorists who 
were aided by the patrol overwhelmingly favored contin­
uation of the program. 

This report estimates the cost effectiveness of the 
courtesy patrol in Houston. To do this required comput­
ing the costs to operate the patrol in 1973 based on data 
supplied by District 12 of the Texas State Department of 
Highways and Public Transportation. Estimated mon­
etary benefits to motorists using Houston's freeways in 
1973 were $40 161 saved because the motorists did not 
have to request aid from a private service facility, 
$9643 saved by the stranded motorists because of re­
duced waiting time for aid to arrive, and $385 096 worth 
of time saved by other motorists due to early removal 
of incidents from traffic lanes during the peak periods. 
The Texas State Department of Highways and Public 
Transportation was able to save $19 200 because main­
tenance personnel did not have to respond to aid calls 
at night. A $5152 savings was attributed to the patrol 
as a result of a decreased number of secondary acci­
dents. By comparing these estimated benefits to the 
cost necessary to provide them, a benefit-cost ratio of 
2 to 1 was computed. In addition, the provision of a 
feeling of security to motorists and the creation of a 
favorable public image were considered intangible bene­
fits of the patrol. 

ACKNOWLEDGMENTS 

This report discussed one phase of a research project 
on development of urban traffic management and control 
systems conducted by the Texas Transportation Institute 
and the Texas State Department of Highways and Public 
Transportation in cooperation with the Federal Highway 
Administration. 

The contents of this report reflect the view of the 
authors who are responsible for the facts and the ac­
curacy of the data presented herein. The contents do 
not necessarily reflect the official views or policies of 
the Federal Highway Administration. This report does 
not constitute a standard, specification, or regulation. 

REFERENCES 

1. A. Kuprijanow, S. Rosenzweig, and M. A. Warskow. 
Motorists' Needs and Services on Interstate High­
ways. NCHRP, Rept. 64, 1969. 

2. Motorists Aid Systems. NCHRP, Synthesis of High­
way Practice 7, 1971. 

3. S. C. Tignor. State-of-the-Art of Equipment for 
Servicing Freeway Incidents. Federal Highway 
Administration, U.S. Department of Transportation, 
Jan. 1974. 

4. M. E. Goolsby and W. R. McCasland. Evaluation 
of an Emergency Call Box System. Texas Trans­
portation Institute, Texas A&M Univ., College Sta­
tion, Research Rept. 132-lF, Dec. 1969. 

5. C. J. Messer, C. L. Dudek, and R. C. Lautzen­
heiser. A Systems Analysis for a Real-Time Free­
way Traffic Information System for the Inbound Gulf 
Freeway Corridor. Texas Transportation Institute, 

Texas A&M Univ., College station, Research Rept. 
139-5, April 1971. 

7 

6. W. R. Mccasland. Freeway Control and Informa­
tion Systems. Texas Transportation Institute, 
Texas A&M Univ., College Station, Research Rept. 
139-13F, Jan. 1972. 

7. M. A. Pittman and R. C. Lautzenheiser. A Study 
of Accident Investigation Sites on the Gulf Freeway. 
Texas Transportation Institute, Texas A&M Univ., 
College Station, Research Rept. 165-1, Aug. 1972. 

8. W. F. McFarland, W. G. Adkins, and W. R. Mc­
Casland. Evaluation of the Benefits of Traffic Sur­
veillance and Control on the Gulf Freeway. Texas 
Transportation Institute, Texas A&M Jniv., College 
Station, Research Rept. 24-22, 1969. 

9. D. Burke. Highway Accident Costs and Rates in 
Texas. Texas Transportation Institute, Texas 
A&M Univ., College Station, Research Rept. 144-
lF, 1970. 

10. R. T. Johnson. Freeway Pedestrian Accidents. 
HRB, Highway Research Record 99, 1965, pp. 274-
280. 



Abridgment 

Urban Freeway Corridor 
Control Model 

Adolf D. May and Maxence Orthlieb, Institute of Transportation Studies, 
University of California, Berkeley 

In recent years , on-ramp control and freeway redesign 
to improve freeway traffic operations have received 
considerable attention. Concurrently, work has been 
under way to develop coordinated control and design 
systems to improve street operations. However, only 
a few studies have used an integrated approach to con­
trol and design both a freeway and an adjacent street 
network (i.e., an urban freeway cooridor). Inasmuch as 
corridor control and design systems have already been 
implemented in some locations and are planned in others, 

Figure 1. Freeway corridor research overview. 
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it would be most appropriate to have a methodology 
available that simultaneously considered all pertinent 
corridor control and design variables, such as ramp­
metering rates, traffic signal timings, quantity of traf­
fic to be diverted, and corridor geometry. The objec­
tives of this study are (a) to develop such methodology 
and (b) to apply the methodology to corridor control 
optimization. 

A fixed-time methodology is developed to provide in­
sight into the interactions among various corridor de-

TRIIFFIC 
PERFORMANCE 



Figure 2. Study area. 
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sign, demand, and control variables. This methodology, 
after computerization, is used to evaluate possible cor­
ridor control strategies and to select the optimum. The 
resulting computer model, corridor model with queuing 
analysis, version 1, including control CORQlC, com­
bines two existing simulation models with a decision 
model. The decision model, based on a linear program­
ming technique, selects an optimum corridor control 
strategy and predicts the resulting traffic diversion 
(Figure 1). 

This methodology is then applied to the determination 
of optimum fixed-time corridor control strategies by 
using data from a section of the northbound Eastshore 
Freeway corridor (I-80) in the San Francisco Bay area 
(Figure 2). 

Such research is expected to provide optimum cor­
ridor control strategies and to simulate improved use 
of existing facilities by balancing traffic against avail­
able capacity throughout a corridor system. 
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Single Point Diversion of 
Freeway Traffic 

Charles R. Berger and Robert L. Gordon, Sperry Systems Management, Great 
Neck, New York 

Phyllis E. Young, Office of Research, Federal Highway Administration 

This paper discusses the development and application of diversion con­
trol policies for the routing of freeway traffic at a single point. Specif­
ically, this class of policies can be used to allocate traffic flows over a 
two-roadway system during periods when traffic demands exceed some 
roadway capacities. Evaluation of these policies reveals a consistent re­
duction in roadway congestion, a reduction in motorist delay, and an 
improvement in overall system operation. The principal tool used for 
system evaluation was the Sperry traffic analysis and research simula­
tion program. This macroscopic freeway simulation is based on a hydro­
dynamic traffic flow model. The resulting optimized policies have been 
incorporated into the design for a practical real-time alternate routing 
system by Sperry Systems Management. 

During peak periods, intercity freeway systems ex­
perience oversaturation due to increased traffic demands. 
These demands cause recurrent congestion that is in­
tensified when accidents or other unpredictable or tem­
porary disturbances occur. This problem can be solved 
by constructing additional facilities, a prospect that may 
not be possible. The program documentation for the 
federally coordinated diversion and control project iden­
tifies an alternative solution: to distribute traffic over 
alternative highway facilities, which may offer advan­
tages to drivers when the primary facility is saturated, 
although the routes may be less direct. The advantages 
to individual drivers can be increased if the choice of 
alternate routes can be related to their destinations. The 
situations can range from the simplest case of a single 
alternate route to that of multiple routes and choice 
points within and in advance of a traffic corridor be­
tween urban areas. 

The Office of Research of the Federal Highway Ad­
ministration initiated a research program aimed at de­
veloping a system to distribute traffic over existing fa­
cilities by supplying real-time routing information to 
intercity and local motoi-ists. This would enable motor­
ists to avoid (a) congestion on primai·y routes between 
ancl around cities and (b) the mixhu·e of tlu·ough traffic 

Publication of this paper sponsored by Committee on Freew~y Opera­
tions. 
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and local peak-hour traffic. With the cooperation of the 
Maryland State Highway Administration, Interstate 9 5, 
t he Balt imore Harbor Tunnel Thruway (HTT), and the 
Baltimore Beltway (I-695) were s elected as the location 
for the design, installation, and evaluation of a system 
for diverting traffic at a single point onto a single alter­
native (Figure 1). 

Sperry Systems Management was selected as the FHW A 
contractor for this research problem. The contract in­
cluded the task of designing a real-time system for op­
timal distribution of southbound traffic on the highway 
system shown in Figure 1. Under this task was the re­
quirement for developing and testing candidate diversion 
strategies and algorithms for routing traffic at a single 
point. 

This paper addresses the class of diversion control 
policies that have application for the management of traf­
fic flows at a single point of a roadway system during 
those periods when the traffic demands downstream ex­
ceed the roadway capacities. The freeway configuration 
and the control concept are discussed, and the control 
algorithms are evaluated by using the Sperry traffic 
analysis and research (STAR) simulation program. The 
impact of design considerations is discussed in relation 
to the strategy implemented. 

TRAFFIC APPLICATION 

Every year more freeway systems are experiencing peak­
period traffic demands that cause recurrent congestion 
and oversaturated flow conditions at multiple locations 
throughout a roadway network. In addition to the recur­
rent congestion at these bottleneck locations, nonrecur­
rent congestion can occur at any network location as a 
result of a major incident or other randomly occurring, 
capacity-reducing event. In many instances, because of 
the specific location of the traffic congestion and the con­
figuration of the roadway, it is possible at a single inter­
change to divert a fraction of the traffic from the roadway 
experiencing congestion to another roadway operating 
with excess capacity, which improves overall system 
operation. 

As shown in Figure 1, HTT is the shortest and quick­
est route, in the absence of congestion, for intercity 



traffic originating north of Baltimore and destined for 
Washington, D.C., and points south. However, because 
of its limited capacity (1450 vebicles/lane/h), the com­
bined demands of intercity and local traffic frequently 
produce extensive roadway congestion. During these 
daily peak periods, weekends, and holidays, 1-695 pro­
vides a viable alternative for the diversion of the inter­
city motorist. By measuring the precongestion flows 
and determining the regions of congestion and incidents, 
control strategies can be used to divert a fraction of the 
intercity traffic to the alternate route. 

Conversely, congestion at the tunnel notwithstanding, 
traffic conditions on 1-695 may be such that the HTT re­
mains the preferred route. Consequently, if some mea­
sure can be derived to permit a real-time evaluation of 
the more advantageous route, traffic can be rerouted 
such that the intercity motorist benefits and congestion 
on the more critical route is relieved. The essential 
consideration in the design of diversion strategies, 
therefore, is the choice of criteria with which to per­
form the route diversion. 

TRAFFIC DYNANilCS AND SIMULATION 

Hydrodynamic Flow Model 

The movement of traffic over the network (i.e., the traf­
fic dynamics) must be described in terms of a quantita­
tive model. In general, traffic research has established 
that macroscopic flow models are suitable for freeway 
modeling when several kilometers of roadway are of in­
terest for several hours at a time. The hydrodynamic 
flow model as developed by Lighthill and Whitham (1) is 
the most widely recognized of this class. The stream 
variables that characterize the flow of freeway traffic 
are vohune q, speed u, and concentration or density k. 
Under uniform flow conditions (i.e., all vehicles travel­
ing at the same speed and uniform spacing), the equation 
relating these three quantities is 

q = uk (I) 

'h.e func 'on defining the fundamental nature of ve­
hicular traffic flow (sometimes called the traffic equa­
tion of state) is shown in Figure 2 as an idealized re­
lation between the volume and the concentration of traffic 
at a specific roadway location. From equation 1 the 
corresponding speed on the roadway is defined. In Fig­
ure 2, the two distinct regions of traffic flow are an un­
congested, stable, free-flow region on the roadway for 
a concentration t·anglng from O to the critical concentra­
tion (kC) and a congested, unstable flow region for a 
concentration ranging from kC to the jam concentration 
(kJ). The boundary separating these two regions defines 
the roadway operating: point (.PO) at which maximum flow 
(the roadway capacity) is achieved. 

Based on accepted traffic operational practices, a 
desirable operating state of roadway section is a skady­
state operating point (Pl) on the q-k curve slightly to the 
left of the maximum capacity point. This steady-state 
operating point for a roadway results in a margin of 
safety so that minor flow disturbances will not force the 
roadway operation into the congested flow region (P2). 

On a typical freeway there exist sections of roadway 
operating at distinct (q, k, u) operating points within 
homogeneous zones and separated by zone boundaries or 
wave fronts. The wave fronts in general move over the 
roadway, propagating the changes in traffic flow. Light­
hill and Whitham (1) determined that the speed at which 
the wave fronts move with respect to the roadway is 

(2) 
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where s. = wave front speed in kilometers per hour. 
When the sign of the volume difference across the 

wave front Aq is the opposite of the sign of the density 
difference Ak, the wave front moves upstream with re­
spect to the roadway. These backward moving wave 
fronts result either when demand exceeds capacity, in 
which case congestion builds, or after a bottleneck has 
been removed, in which case congestion dissipates. In 
all other cases, the wave fronts move downstream with 
respect to the roadway. The moving wave front is an 
indicator of the changing traffic conditions along the 
roadway. 

STAR Simulation 

The use of traffic simulation as the principal design tool 
for developing the single point diversion control policies 
was dictated by the complex geometric and dynamic na­
ture of the,I-95/HTT/I-695 freeway system. In addition, 
a tool was needed to provide the level of confidence re­
quired by traffic operations personnel before system 
implementation would be attempted. Therefore, Sperry 
developed an event-scanning traffic simulation based on 
the hydrodynamic flow model with the capability of sim­
ulating multiroadway freeway systems (2). Its use p1·0-
vided the .ability to economically study the system's re­
sponses to a variety of input specifications and traffic 
scenarios. 

In the hydrodynamic flow model, traffic is propagated 
along each major, roadway in homogeneous zones sepa­
rated by wave fronts. Permanent stationary wave fronts 
are established at entrance and exit ramps, at detector 
stations, and at roadway locations where the traffic 
equation of state changes because of variations in road­
way geometry, e.g., at lane drops, grades, and tunnels. 
Stationary wave fronts are also introduced and removed 
at roadway locations as required to simulate the occur­
rence and removal of capacity-reducing incidents and 
bottlenecks. Moving wave fronts with speeds. (eq1mtion 
2) are introduced at each entrance ramp each time the 
entrance volume changes, at incident sites, at roadway 
bottlenecks when demand exceeds capacity, and at the 
diversion point interchange when traffic is shifted be­
tween roadways. 

Because the effect of the single point control algo­
rithm is to divert the intercity motorist, the STAR simu­
lation and the hydrodynamic flow model were provided 
with the capability of differentiating between intercity and 
local traffic. This differentiation was implemented by 
defining a second type of moving wave front called a ve­
hicle boundary, which defines the boundary between sec­
tions of flow that have different ratios of intercity volume 
to total traffic volume. All other traffic parameters re­
main constant across the boundary. The speed of this 
vehicle boundary with respect to the roadway is the mean 
speed u of the vehicles in both sections. 

The vehicle boundaries are generated only at the di­
version interchange of 1-95 and 1-695, i.e., the inter­
change where the intercity traffic enters the roadway. 
All other entrances generate only local traffic. The sum 
of local and intercity traffic gives the total traffic at any 
point along the roadways. By using these vehicle bound­
aries, floating car travel times from the 1-9 5/1-69 5 di­
version point to any point along either roadway can be 
provided. In particular, we are interested in the south­
bound travel times along both the 1-695 and I-95/HTT 
routes to the Baltimore-Washington Parkway and to the 
interchange of 1-95 south of Baltimore. 

As the wave fronts and the vehicle boundaries move 
over the roadways, intersections or collisions between 
them occur. These intersections are the most impor­
tant of the five types of state events that occur at various 
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times during the simulation and that represent a change 
in the traffic state of the simulation model. 

The types of state events are 

1. Intersections between wave fronts, vehicle bound-
aries, or both, 

2. Queues at entrance ramps, 
3. Volume changes at entrance ramps, 
4. Incident occurrence or clearance, and 
5. Changes in diversion control. 

In addition, there is another class of events related to 
the system update of surveillance data. These surveil­
lance events occur periodically to observe and record 
the roadway state without changing it. The occurrence 
of any of these events steps the simulation in time. A 
detailed description of each of these classes of events 
is presented elsewhere (2). 

The logic that ties together the several segments of 
the program is the simulation clock. The clock controls 
the cataloging and processing of the events, including 
surveillance events, as they occur during a run. Pres­
ent time is used as the datum, and the events are sorted 
and cataloged in sequence based on the time interval to 
event occurrence. This set of event times is then 
searched for the minimum time to the next event. The 
simulation is stepped ahead by this minimum event time 
interval and the event dynamics are processed. Upon 
completion of the processing, the clock is reentered 
and the steps repeated. The use of an event-scanning 
clock with a variable time step results in an extremely 
efficient simulation with respect to computer running 
time. 

CONTROL CONCEPT 

By applying the traffic dynamics to the I-95/HTT/1-695 
roadway system, several traffic scenarios can be pos­
tulated for which the application of diversion control 
concepts would be appropriate and result in improved 
system operation. The scenarios have the following 
stages: The roadways are operating under peak-period 
conditions for which demand volume flows are approach­
ing roadway capacities. All roadway sections are op­
erating under free-flow conditions. During this peak 
period an incident occurs on the HTT that restricts the 
flow of traffic. The severity of the incident can be quan­
Lif.i~<l Uy u1t=a::,ui0ing the. :rc:si<lual ilow of t,-afiit; iilOving 
past the incident location. This flow can be termed the 
bottleneck capacity of the incident. 

Upstream of the incident a region of congested flow 
(density > kC) propagates at a speed s. determined by 
equation 2. 

The capacity-reducing incident remains on the road­
way for a period of time (generally, 15 to 30 min), after 
which it is removed. The traffic congestion built up be­
hind the incident is released and moves down the road­
way at the roadway capacity (PO in Figure 2), and the 
roadway operation returns to preincident conditions. 

The application of diversion control modifies the sce­
nario at step 3 by shifting a portion of the traffic demand 
volume upstream of the incident to 1-695. At a later 
time, after the incident has ended, the traffic diversion 
is terminated and the traffic demand is shifted back to 
the 1-95/HTT roadway. 

The essential consideration in the design of diversion 
strategies is the choice of a performance criterion with 
which to perform the real-time evaluation of each road­
way so that the intercity motorist can be routed. Three 
criteria incorporated into candidate algorithms for eval­
uation were 

1. Delay difference, control based on difference in 
travel delay experienced by the intercity motorist on 
each roadway; 

2. Delay rate difference, control based on an equal­
ization of the rate of increase of motorist travel delay on 
each roadway; and 

3. Total roadway delay difference, control based on 
the difference in system delay of all motorists on each 
roadway. 

Figure 3 shows a basic mechanization of the diversion 
control algorithm. The algorithm uses a switching plane 
to compare the relative performance of each roadway as 
defined by each of the above criteria. The comparison 
is made by defining the appropriate switching boundaries. 
In principle, the boundaries divide the plane into two re­
gions, each of which corresponds to a control action. 
When the system is ope1·ating in region 1, the control 
action is to direct the intercity motorist to the I-9 5/HTT 
roadway. For the system operating in region 2, the con­
trol action is to divert the intercity motorist to the I-695 
roadway. The control algorithms ru:e therefore on- off 
types of controllers (3). The principle control action 
available is the time at which the diversion is turned on 
and the time at which the diversion is turned off. 

A mechanization of each of the above candidate algo­
rithms requires, in addition to the switching plane, the 
specification of a surveillance subsystem to measure the 
fundameuW traffic parameters (volume, speed, concen­
tration) at a suitable set of roadway locations (detector 
stations) and to calculate the performance parameters 
for each roadway. Table 1 gives a set of equations that 
can be used to calculate each of the performance pa­
rameters. 

Figure 4 shows a block diagram of the I-95/HTT/1-
69 5 single point diversion system with control and the 
overall signal flow paths and interfaces between the road­
way system and the control algorithm. The linearization 
of the roadway system as implied by the block diagram, 
although a simplification of actual system operation, 
clearly shows the essential system dynamic relationships 
that determine the major algorithm characteristics. 
These relationships define vehicle delay TD as the inte­
gral of delay rate TD and total roadway delay TDI as the 
integral of vehicle delay TD. 

The dynamics for each roadway are represented by 
the forward paths as shown within each dashed box. The 
._ ... .s:J!: .... .Cl - --· - -- ,... .... -.t.. _ ....... ..J ........... ,_ : _ 1 t)) ,..._,. ,... __ ._ ........ ~~ 
LJ.4..1..1.&.\., .1.1.vvv.:, Vl.1 'CiQ.\.,U .1.va.uvvA.3 ''it,"' - .1.,," Q..L'-' "'l-'l-' ... VAA,U-

ing the diversion point A and are modified by the di­
vertible traffic at the control points B. Under the as­
sumption that the resulting total traffic demand, whether 
normal or incident, is greater than tJ1e roadway capacity 
(<l:.,"x,), the delay rate TD1 is calculated C. The other 
parameters are obtained by integration. The feedback 
path incorporates the diversion algorithm, which shifts 
the divertible traffic q' between the roadways D. The 
control algorithms generated from each of the specified 
criteria represent rate feedback, position feedback, and 
position integral controllers respectively. 

During algorithm evaluation, the control character­
istics represented by tJ1ese controller types (4) were 
found to play a significant role in final algorithm selec­
tion. As will be discussed, the best diversion strategy 
was found to be the strategy that incorporated the delay 
difference criterion. 

Whereas the basic algorithm is a two-level, on-off 
controller, an add.itional level of control authority is 
possible depending on the capability of the roadside equip­
ment used to communicate with the motorist. Research 
in motorist cominunicatio11 techniques (5) has shown that 
motoris t compliance (number of motorists who will divert) 
with displayed sign messages varies. At the present time, 



it is questionable whether this level of control can be 
used in a consistent positive manner. The algorithms 
discussed here do not address this level of control; i.e., 
they do not use the ability to effect variation in motorist 
diversion compliance through the use of variation in 
sign messages. 

In general, the level of control authority available 
for diversion can be modeled as 

qd = aq' 

where 

(3) 

q' = volume of intercity traffic approaching the diver­
sion point, 

OI = fraction of intercity traffic that will divert in 
response to the message displayed, and 

qd = volume of intercity traffic diverted (i.e., the 
level of control). 

Values for q' and OI were selected for testing based on 
the volume and origin-destination data collected at the 
study site. Several values of these parameters were 
tested in the simulation studies. The sensitivity of 01 is 
discussed later. 

EVALUATION AND OPTIMIZATION OF 
THE CONTROL 

To evaluate and optimize the control algorithm require 
that a set of performance criteria or measures of ef­
fectiveness (MOEs) be specified. These MOEs must 
quantify the following operational objectives: 

1. The total roadway system must show improved 
operational characteristics when the diversion control 
system is activated; 

2. Intercity motorists must benefit from system 
operation; and 

3. All motorists, both intercity and local, must ben­
efit from system operation. 

The specification of the second objective is required 
because it is the intercity motorist who provides the 
control authority for the operation of the system. If a 
typical motorist in that group does not perceive a bene­
fit from the operation of the diversion system, then a 
negative reinforcement will result such that he or she 
will tend not to believe the information provided. In 
equation 3, this condition will manifest itself by the di­
version fraction 01 approaching zero and hence the di­
vertible traffic volume also nearing zero. This observa­
tion represents one example of a unique characteristic 
of traffic systems and their control: the independence 
and, in a sense, the uncontrollability of the driver. 

Two MOEs that collectively have been used to quantify 
the above objectives are mean roadway speed in kilome­
ters per hour 

(4) 

and total system delay in vehicle-hours 

(5) 

where 

LJ = number of lanes of roadway section, 

AX = length of roadway section, 
k/tl = concentration over roadway section during 

time period t, 
uFFt = free-flow speed of roadway section, 
uJ(tJ = speed over roadway section during time 

period t, 
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N = number of roadway sections for each roadway, 
and 

t1, t2 = upper and l ower limits defining the time pe­
riod of observation (t). 

Equations for these MOEs can also be written in dis­
crete time for individual sections and for all roadways 
over an entire system. 

A second equation for the delay MOE is appropriate 
when major diversion of the traffic flow occurs within 
the system: 

+ [(1-TTFF1/TTFF2)qdj/qi]dt (6) 

where 

TTFF = free-flow travel time over the routes included 
in the diversion, 

1 = route from which vehicles are diverted (I-9 5/ 
HTT), and 

2 = 1·oute to which vehicles are diverted (I-695). 

This equation represents the total system delay plus the 
delay to the diverted vehicles based on the change in 
free-flow travel time of the route to which diversion is 
made. This latter term is (1 - TTFF1/TTFF2)qd/qJ, 
which takes into account the cost based on the change. 
The volume qdJ is defined in equation 3. This form of 
equation 6 is a quantification of objective 3, i.e., that 
all motorists must benefit from system operation. 

To quantify objective 2 requires that the total system 
delay MOE be modified by including factors to apportion 
that fraction of delay incurred by the inte1·city motorist. 
Specifically, the factor (qVqJ) is inserted in the integral 
for equations 5 and 6 thus modifying all terms. In ad­
dition, the factor {qd/qJ) in equation 6 is replaced by 
(qd/q~) . 

SIMULATION RESULTS 

Extensive testing and evaluation of the control algorithm 
were performed by using STAR, a dynamic traffic sim­
ulation of the I-95/HTT/ I-695 roadway system, based 
on the hydrodynamic flow model. A limited validation 
of the simulation was performed before the algorithm 
was tested and evaluated (6). The evaluation was based 
on the following set of simulation runs: 

1. A baseline run that established roadway opera­
tions under no incident and no control conditions, 

2. An incident run that established roadway opera­
tions under uncontrolled incident conditions, and 

3. A control run that established for each algorithm 
to be tested roadway operations under controlled inci­
dent conditions. 

Sets of these runs were made for various combina­
tions of the following parameters: roadway demand vol­
ume, incident location, incident severity, volume of 
intercity traffic, and diversion fraction. A typical set 
of these simulation runs for each control algorithm is 
shown in Figures 5 and 6. The set of input parameters 
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Figure 1. Study network. Figure 4. Single point diversion with control. 
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Table 1. Candidate control criteria and equations. 

Parameter 

Delay rate, TD 

Delay, TD 

System delay, TD! 

Equation 

TD = (q, - qMAX) / qMAX 

N 
TD= L (l>X/ u,)[l - (u,/uFF)] 

j ae ] 

N 

TD! = L [1 - (u,/uFF)]K,t.X,L,l>T 
j• I 

I I 

: I NOTE: 1 km/h • 0 6 mph 

64 
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Definition of Terms 

Equation applicable during roadway incident or congestion conditions; q, = roadway de­
mand flow and q MAX = roadway capacity 

uFF = free-flow speed of roadway, u, = speed of roadway section, t.x, = length of road­
way sectioni and N == number of roadway sections 

K, = density of roadway section, L, = number of lanes, and l>T = time interval over which 
parameter is calculated 



Table 2. Control algorithm switching times. 

Scenario Event 

Incident begins 
Incident detected 
Diversion begins 
Incident ends 
Diversion ends 

8 0atum = 7:00 a.m. 

Scenario 
Event Time 
(min from datum) ' 

35 

Algorithm Switching 
Times (min from 
datum)' 

A B C 

10 8 14 

54 42 42 

Figure 6. Total system delay for (a) all motorists and (b) intercity 
motorists. 
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specified for these runs were a.m. peak roadway de­
mand volume, incident located 1.6 km (1 mile) north of 
the Harbor Tunnel, incident severity sufficient to reduce 
capacity 50 percent on the two-lane roadway, and inter­
city traffic volume equal to 40 percent of traffic volume 
at the diversion point. 

The simulation runs with control implemented re­
quire the specification of the control algorithm under 
evaluation. This is implemented in the STAR simulation 
by defining the diversion fraction Q in equation 3 for each 
message presented to the motorist. 

Based on the results of an origin-destination license 
plate survey and a motorist message survey (6), the 
fraction of intercity fraffic Q to use I-69 5 durfrig the a.m. 
peak period was selected as 0.2 when route I-95/ HTT is 
the superior route and 0.85 when route I-95/ HTT is the 
inferior route. For other time periods, the value of Q 

changed accordingly. It is interesting to note that theo­
retical analysis using queuing theory (7) determined that 
the design of the control algorithm is frisensitive to the 
fraction of traffic diverting in response to a sign mes­
sage. This analysis implies that the successful imple­
mentation of the control algorithm will not be severely 
compromised by errors in the assumed values for the 
fraction of intercity traffic that diverts. 

Figure 5 shows the mean speed over each roadway 
for each of the three simulation runs. The dashed ver­
tical lines indicate the time evolution of the scenario . 
Curve 1 on both figures shows the performance of each 
roadway under no incident, no control conditions. Curve 
2 shows performance under uncontrolled incident con­
ditions. On 1-95/HTT, the mean speed degrades badly 
in the presence of an incident. Even after the incident 
ends, the roadway does not recover its preincident con­
dition because of the heavy peak traffic demand. On 
I-69 5, since no traffic is diverted to it, the performance 
of the roadway remains constant. Curve 3A shows per­
formance of the roadways with delay difference control 
implemented. As would be expected, there is a small 
degradation in performance on I-695; on I-95/ HTT the 
improvement is significant, The control action not only 
improves roadway performance during the period the 
incident is on the road but also returns the I-95/ HTT 
roadway to its preincident condition. 

Tests of the other diversion algoritbms (3B, delay 
difference rate, and 3C, system delay ·differ-ence) for 
which similar runs were developed show congestion re­
maining throughout the peak period. This residual con­
gestion phenomenon is caused by the premature termi­
nation of the diversion command as illustrated by the 
algorithm switching times given in Table 2. Based on 
the complete set of simulation runs, only the delay dif­
ference algorithm consistently held the diversion until 
all congestion resulting from the incident dissipated. 

The algorithm based on the delay difference rate cri­
teria performed erratically with an underdamped re­
sponse that resulted in undesirable system oscillations. 
The system delay algorithm had an overdamped response. 
This response resulted in a system that performed slug­
gishly with relatively long time intervals between sign 
changes. These characteristics obtained from the sim­
ulation runs are based on the dynamic relationships of 
the three criteria shown in Figure 4. These relation­
ships clearly show that the delay difference algorithm 
is superior to the other algorithms because its response 
is matched to the dynamics of the roadway system. The 
importance of these curves themselves is that they allow 
judgment of the operational characteristics of the road­
way system (objective 1). 

Figure 6 shows total system hours of delay for all 
motorists and all intercity motorists in the system. The 
lower curve in both figures represents the no incident, 
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no control baseline case. The upper curve represents 
the uncontrolled incident case. The three curves in the 
middle represent the performance of each of tlu·ee con­
trol algorithms. In all figures the curves labeled A, B, 
C represent the delay difference, delay difference rate, 
and total roadway delay algorithms. The figure taken 
together illustrates the success in obtaining a control 
algorithm that satisfies all operational objectives. 

DISCUSSION OF RESULTS 

The simulated performance of the I-95/HTT/I-695 road­
way system was significantly improved when the single 
point delay difference algorithm was implemented. The 
intercity motorist's acceptance of his or her role as the 
control function will allow the actual realization of this 
improvement. This role will only be accepted when the 
intercity motorist receives a positive benefit from the 
operation of the system, which indicates the importance 
of the performance curves shown in Figure 6b. As was 
shown by Berger and Shaw (7), optimal diversion con­
trol policies can penalize some drivers for the good of 
the system. This conflict between individual and social 
optimization appears in many service system problems 
and was resolved in the single point delay difference 
algorithm by the introduction of the double switching 
lines (Figure 7). The explanation of this hysteresis is 
that, for vehicles that will experience small delays at 
the onset of an incident (trajectory segment 1, 2 in Fig­
ure 7), a high threshold (switching line SWl) causes only 
minor increases in total delay. For vehicles that will 
experience large delays at the latter stages of an incident 
(trajectory segment 3, 4), a low threshold (switching line 
SW2) is required if nearly minimal total delay is to be 
achieved. The low threshold more closely corresponds 
to the optimal threshold obtained by Berger and Shaw (7). 
The switching coefficients are Cl, the amount of delay -a 
motorist will tolerate before diverting to the alternate 
route, and C2, the amount of delay a motorist normally 
encounters on the primary roadway during nonincident, 
noncongested flow condit ions over a specific time period 
(peak or off peak). The coefficients can be calibrated to 
a specific single point 1·oadway system by setting Cl 
equal to the difference in free-flow travel times between 
the two roadways 

Cl= TTFF2 -TIFFI (7) 

and by setting C2 equal to the difference of the normal 
travel time and the free-flow travel time on the primary 
route 

C2 = TT-TTFFI (8) 

For the 1-95/ HTT/ I-695 roadway system, these coef­
ficients were set to 12 and 2.5 min respectively. 

CONCLUSIONS 

The objective was to advance the state of the art in the 
development of diversion control algorithms suitable for 
a multiroadway freeway system. This objective has been 
realized through the resolution of a real-world traffic 
control problem requiring the real-time diversion of 
traffic flows over a freeway system and through the de­
velopment of a class of diversion control algorithms that 
can be used to implement the single point diversion con­
cept for control of freeway traffic. 

The diversion algorithms examined in this paper, spe­
cifically the delay difference a lgorithm, have been spec­
i:fied for further testing and implementation on the I-95/ 
HTT/I-695 roadway system whenever the system is in-

stalled. It is important to note that this algorithm satis­
fies the three operational objectives discussed. It satis­
fies the first objective on freeway operation by quickly 
returning the roadways, after an incident has occurred, 
to their preincident, noncongested condition. Satisfying 
this objective essentially meets the requb·ements of the 
traffic system operator (traffic engineer) inasmuch as 
the roadways are being used most efficiently to maintain 
uncongested free-flow conditions. 

By satisfying the second objective, a 30 percent re­
duction in system delay experienced by the intercity mo­
torists, the algorithm provides the positive benefit to 
the group of motorists who provide the conb:·ol authority 
necessary for actual system operation. Finally, the third 
objective is satisfied by realizing a 20 percent reduction 
in total system delay over the uncontrolled operation of 
the system during an incident. By meeting this objective, 
the algorithm provides a proven benefit to the system 
users. 

In the future, the concept of single point traffic di­
version to a single alternate route can be expanded by 
investigating and developing single point diversion con­
trol algorithms for multiple alternate routes. 
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Discussion 
Vikram S. Budhraja, Integrated Sciences Corporation, 
Santa Monica, California 

The paper presents a good technique fo1· diverting traffic 
to minimize s ystem delays in a freeway network when 
one or more alternative paths are available for traveling 
from one node to another. The algorithm substantially 
reduces delay and improves traffic flows. However, this 
is done without considering other criteria such as energy 
consumption, exhaust emissions, and so on. Such an ap­
proach is likely to lead to development of traffic control 
systems that may be inadequate when considered in the 
light of multiple traffic management objectives. This is 
illustrated by an example. 

Consider a set of three goals: reduce traffic delays, 
reduce exhaust emissions, and reduce energy consump-



tion. When the single point diversion algorithm is ap­
plied, it optimizes the fi rst criterion. However , as can 
be seen from the 1-95/ 1-695 example, a reduction in 
traffic delays also leads to increased vehicle-kilometers 
of travel. This will obviously affect both the fuel con­
sumption and exhaust emission levels. 

Because the algorithm impr oves traffi c Hows, the 
unit emission and ene r gy consumption r ates (per kilo­
meter of oper ation) will be lower. The overall emis ­
sions and energy consumption levels for alternative 

Figure 8. Speed, energy 
consumption, and exhaust 
emissions under different traffic 
flow situations. 
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traffic flow situations (no incident, incident with no con­
trol, and incident with single point diversion control) will 
depend on 

1. The nature of the incident-minor, major, or 
critical, 

2. Vehicle-kilometers of travel, and 
3. Unit emission and energy consumption factors. 

If the incident is minor and causes some traffic flow 
interruption, the algorithm will reduce traffic delays. 
However, this is likely to lead to higher emission and 
energy consumption levels due to the increased vehicle­
kilometers of travel. 

On the other hand, when the incident is critical and 
causes long traffic delays (many stops, extensive idling) , 
the algorithm will substantially reduce delays . The 
change in emissions will depend on the relative magni­
tude of the, increase in travel distance and traffic inter­
ruptions. A small to moderate diversion resulting in, 
say, a 50 percent increase in vehicle-kilometers of 
travel is likely to have lower emissions because of fa­
vorable unit emission rates. However, if diversion is 
large, the emissions may be higher when the algorithm 
is applied to divert traffic. 

This may argue for a control algorithm that delays 
diversion during minor incidents . The actual strategy 
will of course have to be derived on the basis of the in­
teractions among the above three factors. 

Representative curves for the three traffic manage­
ment goals are shown in Figure 8. The incident is seen 
to occur at time t, causing a sharp drop in speed or in­
crease in delay. The algorithm causes diversions, and 
the effect takes place at time t + 1. This substantially 
improves speed but may cause a transient increase in 
energy consumption and emissions. Consequently, the 
optimum strategy may be to divert traffic at some time, 
t + At, when the overall impact is beneficial. The effect 
of such a modified algorithm is shown compared with the 
single point diversion algorithm in Figure 9. 

Optimizing over a multidimensional space will no 
doubt increase the complexity of the algorithm. How­
ever, simple combinatorial techniques (e.g ., we ighted 
worths) can be used as a compromise. I feel that con­
sideration of multiple objectives, even in a simplistic 
manner, is necessary to ensure that the traffic control 
strategies developed are beneficial from the total system 
standpoint. 

Authors' Closure 
The authors would like to thank Budhraja for taking the 
time to comment on our paper. The point that he raises 
is of course well taken in the context of freeway traffic 
management. We would like to raise several points in 
response to Budhraja's discussion. 

First, it is important to note that the operation of the 
single point algorithm is based on the relative perfor­
mance of each roadway as defined with respect to the 
parameter s of ve hicle travel delay . Thus, the lJlace­
me11t of the switching lines in the control plane (Figure 
7) deter mines the operation of the algorithm for a given 
traffic scenario. For the results presented in the paper, 
the location of the switching lines was based explicitly 
on minimizing system delay for all motorists and for the 
intercity motorist. Maximizing mean roadway speed was 
also explicitly examined. The question to be answered 
is then, Where will the switching lines be located (in the 
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switching plane) if the minimization of exhaust emis­
sions and energy consumption is explicitly considered? 
Whichever measure of effectiveness or combination is 
examined, the complexity of the algorithm is not in­
creased; control is still defined within the context of a 
switching plane. 

Also, it is not at all clear that a control policy ex­
plicitly des igned to minimize delay would not also min­
imize exhaust emissions a11d foel consumption (at least 
in a suboptimal sense). Our first reaction is to say that 
the policy would not, however, as Budhraja points out, 
because vehicle-kilometers of travel would increase 
and the unit emission and energy consumption factors 
are dependent on speed. The final word is not yet in. 

It is thus appropriate to suggest the need for addi­
tional research to examine explicitly the influence of 
the objectives of minimizing fuel consumption and ex­
haust emissions on the operation and control of multi­
roadway freeway systems. 



Operating Parameters for 
Main-Line Sensors in 
Freeway Surveillance 
Systems 

Kenneth G. Courage, University of Florida 
Christian S. Bauer, Florida Technological University 
Dale W. Ross, DARO Associates, Inc., Sunnyvale, California 

.Freeway surveillance and control systems obtain most of their input in­
formation from discrete vehicle presence sensors. Performance measures, 
for both on-line control and off-line evaluation, must be determined from 
the presence data. The most significant measures include speed, flow rate, 
and detector occupancy. To obtain accurate estimates of the measures re­
quires that several parameters be established for the sensor configuration 
and for the computational algorithms. These include size of detection 
zone, detector scanning interval, vehicle lengths, speed distribution char­
acteristics, averaging period, and degree of feedback of the average speed 
into the calculation of individual speeds. The relationship between these 
parameters is complex and does not lend itself to a simple analytical treat­
ment. Therefore, a simulation model was developed to analyze the effect 
of the various parameters on the accuracy of the measurements obtained 
from discrete sensors. Through the simulation model, several relationships 
were investigated. Based on these relationships, some important conclu­
sions and recommendations are offered for the design and operation of 
discrete sensor systems for freeway surveillance. 

Discrete sensors used in traffic surveillance systems 
provide only binary information. In other words, they 
simply indicate whether or not a vehicle is passing 
through the zone of detection. These inputs must some­
how be digested and converted to information that is 
more meaningful to the user. 

There are two basic units of information available 
directly from discrete sensors : 

1. The flow rate, i.e., the number of actuations 
recorded by the detector during a given time period; 
and 

2. Time occupancy, i.e., the relative proportion 
of time that the detector was activated by a vehicle (this 
is a dimensionless number, usually expressed as a per­
centage). 

The average speed at the point over a given time 
period may be estimated by dividing the flow rate by 
the detector occupancy. In this case, the detector oc­
cupancy is used as an estimator of equivalent density 
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at the point. By definition, the speed is equal to the 
flow rate divided by the density. Space mean speed is 
total distance traveled divided by the total time required 
or 

V, = [Q(l + w)p/Op] 

where 

V, = space mean speed, 
Q = flow rate, 
l = average vehicle length, 

w = sensor dimension in direction of traffic flow , 
p = length of averaging period, and 

(I ) 

e = proportion of time the sensor is occupied by a 
vehicle during averaging period. 

This reduces to 

V, = (Q/O)L (2) 

where L is the combined length of the vehicle and sensor . 
Thus, L is a constant of proportionality that expresses 
speed as flow divided by occupancy. 

There are two primary sources of error within this 
calculation. 

1. The actual length of the vehicles in a given sample 
is unknown and must, therefore, be estimated by an 
average value. 

2. The exact time period of occupancy cannot be de­
termined economically, especially when the detector is 
located a significant distance from the surveillance cen­
ter. Instead, a periodic scanning process must be used 
to estimate this time interval. 

The accuracy of the speed estimate obtained from 
equation 2 depends on several factors including 

1. Size of detection zone, 
2. Scanning interval (resolution), 
3. Vehicle length distribution, 
4. Speed distribution, 
5. Volume, 
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6. Averaging period, and 
7. Computational method. 

This paper considers the effect of each of these factors. 

SENSOR REQUIREMENTS FOR 
FLOW MEASUREMENTS 

Volume counts obtained from a single discrete sensor 
in each lane can have errors caused by 

1. Failure of the detector to recognize the presence 
of a vehicle, 

2. Lane straddling by vehicles, which results in 
either missed or double counts, 

3. Tailgating, which causes two successive vehicles 
to be recognized as a single unit, or 

4. Too slow a detector sampling rate, which allows 
vehicles (or intervehicle gaps) to pass through the sys­
tem unnoticed. 

The first problem is one of proper design and installa­
tion of the detector unit. The use of state-of-the-art 
equipment and techniques should eliminate difficulties 
in this area. 

The second problem may be minimized by placing 
sensors in locations where lane changing maneuvers 
are not excessive. If a high degree of precision is re -
quired where frequent lane changes occur, it may be 
necessary to install an additional sensor between each 
lane. This technique requires a more complex process­
ing algorithm and is therefore best suited to systems 
that are monitored by a central computer. It has been 
used successfully on the John C. Lodge Freeway in 
Detroit (1). 

The solution to the third problem lies in keeping the 
longitudinal dimension of the sensor to a minimum. The 
minimum loop size recommended by many manufacturers 
is approximately 2 m (6 ft). Drivers seldom follow the 
vehicle in front of them by less than 2 m (6 ft) in moving 
traffic. However, as discussed later, increasing loop 
size somewhat does have advantages from the point of 
view of speed measurement accuracy. 

The problem of sampling rates is of particular impor­
tance where a central computer is used for monitoring 
the field sensors, especially where long communication 
distances are involved, The sampling rate is a signifi­
cant factor in communication costs: therefore. the mini­
mum sampling rate that will provide the required degree 
of accuracy should be chosen. 

To ensure that no traffic events ( either vehicles or 
gaps) will be missed requires that the sampling interval 
be shorter than the minimum duration of an event. This 
requires a separate analysis for vehicle presence and 
gaps. 

The minimum vehicle presence duration may be cal­
culated as 

Dp = (1 +w)/V 

where 

(3) 

DP = duration of presence of a vehicle on the detector 
in seconds and 

V = vehicle speed. 

By assuming reasonable values for the vehicle following 
distance (4.3 m or 14 ft minimum) and for the detector 
size (2 m or 6 ft), we can calculate the presence dura­
tion as a function of speed. This relationship is shown 
in Figure 1. 

The gap duration is somewhat more elusive because 

it depends very heavily on driver behavior. The duration 
of a gap between vehicles depends on how closely drivers 
are willing to follow each other. From a worst case 
point of view, this figure may be expressed in terms of 
either a minimum time gap or a minimum distance gap. 
In both cases, the detected gap duration is a function of 
speed, If a minimum time gap is assumed, the detected 
gap duration is expressed as 

De= (VTe - w)/V 

where 

Do = detected duration of the gap, 

(4) 

V = speed (both vehicles are assumed to be traveling 
at the same speed), and 

To = time gap between vehicles. 

Note that the detected gap duration is smaller than the 
actual gap duration because of the width of the sensor, 
which must not be occupied by either vehicle during the 
gap detection interval. 

The previously assumed sensor size of 2 m (6 ft) was 
used to plot the detected gap durations shown in Figure 
1 for a minimum intervehicle gap of 0.3 s, which may be 
considered as a conservative value, 

If a minimum distance gap is assumed, the detected 
gap duration is expressed as 

De = (Le - w)/V (5) 

where Lo = the length of the minimum gap. 
If the minimum following distance is assumed to be 

one car length, then the detected gap becomes 

De= (1-w)/V (6) 

The detected gap duration is shown in Figure 1 as a func­
tion of speed, based on the 4.3-m (14-ft) minimum value 
established previously. 

The three relationships shown in Figure 1 may be 
used to establish the minimum scan interval for traffic 
counting. Each relationship governs the scan interval 
throughout a specific speed range. In the lower speed 
range, the minimum following distance establishes the 
maximum scan interval. This value reaches approxi­
mately 160 ms at 14.6 m/s (48 ft/s). If the minimum 
following distance were used at higher speeds, the mini­
mum intervehicle time gap of 0.3 s would be violated. 
The minimum intervehicle gap continues to be the domi­
nant factor until the speed reaches 26 m/s (85 ft/s), at 
which point the duration of vehicle presence time be­
comes more critical. Vehicle presence time continues 
to dominate for the rest of the speed range. At the 
upper limit of the speed range, the minimum required 
duration again reaches 160 ms. 

The foregoing analysis may be considered valid for 
moving traffic when processing algorithms require only 
one scan interval to establish vehicle presence or a gap. 
It is common practice in freeway surveillance to require 
two successive scan intervals to establish either condi­
tion. In such cases, the scan rate must be doubled. 
However, refining the algorithms to eliminate the need 
for two successive intervals at very low speeds may 
improve the accuracy of volume counting inasmuch as 
the assumption of a minimum following distance is less 
valid in this speed range, Detected gap durations based 
on minimum gap times are also extremely short at low 
speeds as shown in Figure 1. 



SPEED VERSUS OCCUPANCY 

Flow rate values do not provide, by themselves, an ade­
quate description of the operation of a freeway. For ex­
ample, a low rate of flow at any particular time may be 
an indication of low demand or heavy congestion. Addi­
tional measures such as speed or occupancy must be 
used to resolve this ambiguity. Occupancy is used in 
several existing surveillance systems, partly because 
it is easier to measure than speed and partly because 
it is a more meaningful indicator of the degree of use 
of the facility under low-volume conditions. Speed on 
the other hand tends to be a more stable measure when 
demand approaches capacity. At this operating level, 
occupancy values tend to remain at the same level as 
the operation degenerates from an area of relatively 
stable flow to conditions of forced flow. The same is 
true for the reverse process, which occurs as conges­
tion is dissipated. Therefore, both speed estimates 
and occupancy measurements from main-line freeway 
sensors can be used. 

Several factors affect the accuracy of speed esti­
mates made with a single discrete sensor. The complex 
interrelationships between these factors do not, unfortu­
nately, lend themselves to simple analytical treatment. 
They do, however, provide the basis for a practical 
simulation model. Such a model was developed to ana­
lyze the accuracy of a set of conditions specified by as­
signing values to the various operating parameters. 

The accuracy of the speed computations for any given 
configuration may be expressed in terms of either error 
or bias. Error is the discrepancy between the calculated 
and actual velocities for a given sampling period. It is 
represented by a root mean square (rms) value that is 
always positive regardless of the direction of error. 
Bias, on the other hand, is the algebraic mean error 
over a large number of samples and may be either posi­
tive or negative. It is possible, therefore, to have a 
configuration with a large error and a very small bias. 
It is not, on the other hand, possible for the bias to ex­
ceed the rms error. Bias and error are both examined 
in this analysis. However, error is the preferred mea­
sure because correction factors can be applied to elimi­
nate a known bias condition. 

DESCRIPTION OF SIMULATION 
MODEL 

The simulation model developed for this analysis is ac­
tually a combination of two submodels: 

1. A stochastic submode! that generates a set of ve­
hicles and determines a speed, length, arrival time, 
and departure time from the presence sensor by using 
Monte Carlo techniques (a sample normally consists of 
3000 vehicles) and 

2. A deterministic submode! that scans the table of 
vehicles and examines the output of the sensor (present 
or absent) for predetermined scanning intervals. 

The speeds of individual vehicles and average speeds 
for specified time periods are estimated by using the 
outputs of the deterministic submode!. Comparing these 
estimates with the known speeds obtained from the sto­
chastic submode! allows the accuracy of a given configu­
ration of parameters to be determined. 

Three distributions are involved in the stochastic sub­
mode!. The first is the headway distribution, which is 
a shifted negative exponential distribution whose mean 
headway is determined by the traffic volume and is 
shifted to allow a minimum headway of 1. 5 s between 
successive vehicles. Second, speed is considered to 
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be normally distributed, and its mean and standard de­
viation are determined as a function of freeway volume 
by using the relationship given in the Highway Capacity 
Manual (2) and in Table 1. The third distribution deter­
mines the length of each vehicle. This is an empirical 
distribution derived from an analysis of data obtained on 
Interstate 75 in Tampa, Florida. This distribution (Fig­
ure 2) has a mean vehicle length of approximately 5.6 m 
(18.5 ft) with a standard deviation of approximately 2 m 
(6 ft). 

Input Requirements 

To establish a configuration for analysis requires the 
following inputs : 

1. Traffic volume (0 to 2000 vehicles/lane/h), 
2. Scanning interval (1 to 500 ms), and 
3. Averaging period (constant time interval or con­

stant number of vehicles in the averaging sample). 

Model Outputs 

For each case as specified by a flow rate, a scan inter­
val, and an averaging period, the following values are 
calculated: 

1. Percentage of error for individual vehicle speeds, 
2. Percentage of error for time mean period aver­

age, 
3. Percentage of error for space mean period aver­

age, 
4. Percentage of bias for individual speeds, 
5. Percentage of bias for time mean period average, 

and 
6. Percentage of bias for space mean period average. 

The time mean period averages are calculated as the 
arithmetic mean of the individual speed values. The 
space mean period averages are calculated as the har­
monic mean of the individual speed values. 

INDIVIDUAL SPEED CALCULATIONS 

The most important factor in the calculation of individual 
speeds is the scan rate because it determines the accu­
racy of the time measurement on which the speed calcu­
lations are based. Figure 3 shows this relationship. 
Both error and bias are shown in this figure, which 
covers the full range of scan intervals to a maximum of 
500 ms. The minimum expected error, corresponding 
to the shortest possible scanning interval, is approxi­
mately 19 percent. 

This error may be expected to increase monotonically 
as the scanning interval increases; however, a resonant 
effect is observed in the vicinity of the 300-ms scanning 
interval. At scanning intervals of this magnitude a ve -
hicle will tend to be recognized in the loop for one scan­
ning period. The average speed for this sample was 22 
m/s (73 ft/s). For an average combined vehicle plus 
sensor length of 7. 5 m (24. 5 ft), the average time spent 
in the detection area by each vehicle is 297 ms. The 
low error that occurs at this point simply represents a 
coincidence between the length of one scanning interval 
and the speed represented by that length. This resonant 
point will occur at different scanning intervals for differ­
ent values of assumed average speed and vehicle length. 
It is therefore of no value to the speed computations. 
Accurate computations will in fact require that the scan­
ning interval be kept below the range in which this reso­
nant effect is observed. This limits the scanning inter­
val to approximately 200 ms. 
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Figure 1. Event durations versus vehicle speed. 
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Table 1. Relationship between volume and speed. 

Freeway Lane Approximate Speed 
Volume Mean Vehicle Standard Deviation 
(vehicles/h) Speed (km/h) (km/h) 

200 95 12.1 
700 89 8.8 

1000 84 7.2 
1500 76 7.2 
1800 63 6.4 
2000 5! 2.2 

Note: 1 km/h= 0 ,62 mph. 
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Figure 2. Cumulative distribution of vehicle lengths used in simulation 
analysis. 
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Figure 3. Effect of scan interval on error and bias for individual 
vehicle speed estimates based on a single presence detector. 
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Figure 4. (a) Actual speed distribution and distortion 
due to (b) 20-ms, (c) 100-ms, and (d) 250-ms scan 
interval. 
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The effect of scanning interval on bias is also very 
interesting. No resonant effect is observed; however, 
the bias does cross the zero axis and shifts from posi­
tive (overestimate) to negative (underestimate) some­
where around the resonant point. 

The distribution of computed speeds is also worth 
examining. A histogram of the actual speeds generated 
by the simulation model (Figure 4a) illustrates excellent 
conformance with the normal distribution. The distor -
tion in this distribution that takes place as the scanning 
interval is increased from 20 to 500 ms is shown in 
Figure 4. The 20-ms case (Figure 4b) shows very little 
deviation from the actual distribution. Subsequent cases, 
however, show a marked grouping of the values into a 
bimodal and trimodal shape. Note, for instance, the 
two distinctly separated normal distributions in Figure 
4d, corresponding to a 250-ms scanning period. As the 
scanning interval increases even further, the distribu­
tion tends to take on a single value corresponding to the 
speed calculated by using a vehicle of average length 
that occupies the loop for one scanning interval. This 
creates an increasing error accompanied by a strong 
negative bias. 

The general conclusion to be drawn from Figure 4 
is that rough estimates (approximately 20 percent error) 
may be obtained if the scan interval is kept very short. 
The validity of the indi victual calculations, however, be -
gins to deteriorate rapidly above 20 ms and, above 50 
ms, individual calculations have little or no significance. 

AVERAGE SPEED CALCULATIONS 

Individual speeds, fortunately, are not an important con­
sideration in most traffic surveillance and control appli­
cations; the average speed of the traffic stream at a spe­
cific time period is of more interest. Several important 
questions arise in connection with the measurement of 
average speeds. 

1. What is the effect of the scanning interval on the 
measurement accuracy ? 

2. Is time mean speed preferable to space mean 
speed from an accuracy point of view ? 

3. Is a constant time period preferable to a constant 
sample size for averaging purposes? 

4. What is the effect of different lengths of averaging 
periods? 

5. What is the effect of traffic volume on the accu­
racy of speed computations? 

6. What is the effect of feedback of previous speeds 
in the speed computations on the error analysis? 

7. What is the effect of the sensor length computa­
tional accuracy? 

These questions have all been examined by using the 
simulation model and are discussed separately. 

Scan Interval 

The scan interval is limited to a maximum value of about 
200 ms by two factors: 

1. The requirement for accurate counting of vehicles 
and 

2. The resonant effect observed above 200 ms. 

The effect of scan interval on accuracy is shown in 
Figure 5, which assumes representative traffic condi­
tions and surveillance system operating parameters. 
The effect of varying these assumptions is shown in sub­
sequent figures. A relatively flat relationship is shown 
in Figure 5, and the error varies from approximately 5 

23 

to 7 percent (without feedback) throughout the full range 
of scan intervals. This suggests that relatively long 
scan intervals will be more cost effective in many sur­
veillance applications. 

Effect of Feedback of Previous Speeds 

The detector occupancy time for an individual vehicle 
depends on both the length and the speed of the vehicle. 
If the length is assumed constant, as in equation 2, all 
of the occupancy time variation between vehicles will be 
erroneously associated with speed variation, and a larger 
error will result. At the other extreme, if the speed is 
assumed constant, the speed measurement capability 
will be destroyed. Between these two extremes lies a 
solution that reduces the speed measurement error due 
to the distribution of vehicle lengths without introducing 
other errors in the process, 

The technique investigated involves feeding back the 
calculated speed from the previous averaging period into 
the calculations for the current averaging period to pro­
duce more accurate estimates. 

(7) 

where 

V1 = corrected individual vehicle speed, 
Sx = space mean speed computed in the last averaging 

period, 
O! = weighting coefficient (0 s: O! < 1), and 
T = presence duration of the individual vehicle when 

it passes over the sensor. 

The open loop computations were made with ai = 0 so 
that no consideration was given to the previously com­
puted speed. Length and occupancy calculatiops were 
updated only when a vehicle left the loop. This precludes 
the problem of a partial vehicle at the end of an averag­
ing period. The speed estimates produced in this man­
ner are equivalent to Mikhalkin's estimator three (3). 
Increasing O! to 1.0 amounts to assuming that speed is, 
in fact, constant. 

The effect of varying degrees of feedback is shown 
in Figure 5. Values of O! shown in the figure range from 
0 to 90 percent. For the given conditions of 1200 ve­
hicles/ h/lane and averaging period of 60 s, the accuracy 
was improved to a significant degree as O! was increased. 
It must be recognized, however, that there is a trade­
off between accuracy of individual computations in the 
steady state and speed of response to a definite change 
in freeway speed as a function of time. The condition 
of fluctuating speed is extremely difficult to simulate 
realistically, and therefore as a conservative measure 
the feedback parameter was maintained at a value of 
0.5 for all of the analyses discussed. Before a final 
value is established, tests should be conducted on an 
operational surveillance system. 

Time Mean Speed Versus Space 
Mean S.pee!i 

Time mean speed (estimated by the arithmetic mean) 
will give a heavier weight to individual vehicle speeds 
that are excessively high. Space mean speed (estimated 
by the harmonic mean) on the other hand will weigh more 
heavily on vehicle speeds that are excessively low. 
Which method is preferable will therefore depend on 
whether the greatest potential for gross error is on the 
high side or the low side. Data shown in Figure 6 indi­
cate that for each of the four averaging periods repre­
sented the space mean speed is clearly preferable to the 
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time mean speed in terms of both error and bias. How­
ever, especially with longer averaging periods, the er­
ror and bias for the time mean speed are close to each 
other. This indicates that a bias correction may be ap­
plied to time mean speed, which may reduce the error 
substantially. 

Figure 7 shows the results of a bias correction fac-

Figure 5. Effect of feedback factor on error. 
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tor on the time mean speed. In this case, the errors 
for corrected time mean speeds are plotted along with 
space mean speed for various averaging periods as a 
function of scanning interval. The time mean speed 
shows a lower error than the space mean speed does 
in all cases. There may, therefore, be some advan­
tage to using time mean speed depending on the objec­
tives of the surveillance system. The advantage, how­
ever, is very slight, as shown in Figure 7. On the other 
hand, because the space mean speed is involved in the 
speed-flow-density relationship and the harmonic mean 
is simpler to measure from a computational point of 
view, the space mean speed is likely to emerge as the 
preferred choice in most applications . 

Constant Time Period Versus Constant 
Sample Size 

There is, ,at least theoretically, an advantage in choosing 
the averaging period to contain a constant number of ve­
hicles as opposed to a constant length of time. This 
question was investigated by using the simulation model 

Figure 6. Error and bias in time 
mean speed and space mean 
speed estimates. 
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Figure 8. Accuracy of constant 
time period and constant vehicle 
sample averages. 
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ing periods, the error and bias associated with constant 
time averaging versus constant vehicle averaging. A 
noticeable difference exists only in the case of very 
short sampling periods. For the chosen flow value 
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(1200 vehicles/h) only the 6-s, 2-vehicle sampling pe­
riod exhibited a worthwhile improvement for constant 
vehicle averaging. This improvement subsided very 
quickly as the averaging period increased and became 
imperceptible under the 60-s, 20-vehicle case. Because 
of the computational difficulty of constant vehicle averag­
ing, i.e., the asynchronous condition that would result 
if several ramps were treated in this manner simulta­
neously, it is suggested that constant time averaging 
should be used in operational surveillance systems. 

= 180 Sec, 
60 Vehicles 

Error 
(Both) 

200 so LOO 

Scan Interval (MSEC) 
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Whether a constant time or constant vehicle averaging 
period is chosen, the length of the period will have a sub­
stantial effect on the accuracy of computations, inasmuch 
as longer periods will tend to give larger sample sizes. 
The relationship between error and averaging period, de­
rived from the simulation model, is shown in Figure 9. 
The errors below 10 percent may be expected with rea­
sonable scanning intervals for averaging periods of 0.25 
min or so. On the other hand, a 5 percent error requires 
that the averaging period be extended to about 1 min. 
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Effect of Traffic Volume 

The data describing the effect of averaging period shown 
in Figure 1 were based on a traffic volume of 1200 
vehicles/h. To examine the effect of volume on the 
error analysis, separate runs were made assuming an 
averaging period of 60 s for volumes of 600, 1200, and 
1800 vehicles/h. The results of this analysis are shown 
in Figure 10, As anticipated, error tends to rise slightly 
as volume decreases. However, even under the fairly 
low volume of 600 vehicles/h, the error still remains 
in the 5 percent range for the 60-s sampling period, 
From a freeway surveillance ,point of view, main-line 
volumes of 600 vehicles/ lane/ hare considered ex­
tremely light. It would not generally be desirable to 
compromise the peak-period computation by designing 
the system for high accuracy in velocity measurements 
at volumes of less than 600 vehicles/h. 

Effect of Sensor Length 

Speed computations may be expected to improve as the 
length of the sensor (parallel to travel direction) is in ­
creased. The sensor itself contributes a speed trap ef­
fect to the measurement system, and increasing its 
length may therefore reduce measurement errors. This 
effect was simulated for sensor lengths between 0.3 and 
9 m (1 and 30 ft), and a significant degree of improve­
ment in speed computations was observed (Figure 11). 
It appears that, by using a sensor width of 6 m (20 ft), 
errors may be reduced by approximately 50 pE:)rcent 
over the 1.8-m (6-ft) loop that is more or less a cur­
rent standard. This improvement must of course be 
traded off against the increased cost of installing longer 
loops plus the increased error in counting due to very 
close vehicle headways. It is suggested, however, that 
6-m (20-ft) loops could be used successfully for speed 
measurement in most freeway surveillance systems 
provided that computational algorithms did not require 
extremely high accuracy for counting individual vehicles 
under jam density conditions. 

Another advantage to the longer loop that is not incor­
porated into the simulation model is the fact that the 
electrical length of the loop, which is known to change 
somewhat with ambient conditions, will vary by a 
smaller percentage of the loop length. Thus a further 
improvement in measurement accuracy may be possible. 

RECOMMENDATIONS 

Based on the analysis, the following recommendations 
are offered for the design and operation of main-line 
traffic sensor systems for freeway surveillance. 

1. Estimates of average speed should be made in 
addition to the measurements of detector occupancy. 

2. The sampling process should be based on a con­
stant time period rather than a constant number of ve -
hicles. A 1-min interval is adequate for most purposes. 

3. Space mean speed should be measured and not 
time mean speed, 

4. A detector sampling rate of about 10 samples/s 
gives sufficient accuracy. 

5. Computation of the individual vehicle speed should 
include feedback of the average vehicle speed, 

6. There should be at least one speed trap on the 
freeway to measure average vehicle length, which, in 
turn, is used to compute individual vehicle speeds. 

7. The accuracy of speed estimates may be improved 
by increasing the longitudinal dimension (dimension in 
the traffic flow direction) of the main-line detectors to 

a value larger than that in current installations. A maxi­
mum length of 4.6 to 6 m (15 to 20 ft) is recommended, 
provided that there is no need to accurately count indi­
vidual vehicles under jam conditions. However, where 
accurate volume counts are required, the sensor dimen­
sions should be kept to a minimum. 

These recommendations apply particularly to systems 
involving centralized supervision by a digital computer. 
If the current trend toward local control by micropro­
cessors continues, the problems of data communication 
over long distances will be reduced. This will also per­
mit refinement of the data processing algorithms and 
may modify some of the recommendations, particularly 
those dealing with scanning intervals. It will also per­
mit the use of more sensors at a given location, which, 
in turn, should improve the surveillance and control 
capability of a given system. 
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Discussion 

John L. Barker, LFE Corporation 

Courage, Bauer, and Ross are to be sincerely congratu-
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needed evaluation of input sensor data to freeway and 
surveillance systems. Their approach is understandable; 
the information is usable and does not need a great deal 
of discussion. My one suggestion is that the authors 
should rewrite the paper one more time such that the 
result would be about halfway between the abstract and 
the details in their paper. There are a large number 
of rules, conclusions, and teachings that would be of 
immediate use to the operating engineer. The basic 
paper would still remain a reference. 

To take at least some issue with the authors, I criti­
cize the rather dogmatic recommendation made about 
the use of longer loops to secure added accuracy in the 
measurement of speed. Their suggested length of 4.6 
to 6 m (15 to 20 ft) in the direction of travel, as com­
pared to the more conventional 1.5 to 2 m (5 to 6 ft), 
brings up the possibility of more problems than those 
listed by the authors, including some degradation in 
volume counts due to a gap not being recognized between 
tailgating vehicles under jam traffic conditions and the 
increased costs of the larger loops. 

A few other points are listed below. 



1. Cross talk, i.e., one loop electrically interacting 
adversely with another loop in an adjacent lane, is al­
most directly proportional to the length of the adjacent 
sides. Increasing the length of the adjacent sides from 
2 to 6 m (6 to 20 ft), added to the increased sensitivity 
used today to ensure accurate high-bodied truck and 
motorcycle detection, could well present a cross talk 
problem. 

2. It is problematical whether the electrical stabil­
ity of the larger loop, with respect to environmental 
changes, would be as good as that of the smaller loop. 
This would be a foregone conclusion if the larger loop 
had to be located such that it extended longitudinally 
across an expansion joint between two slabs of the road­
way. 

3. As the size of the loop increases, the problems 
of accurate detection under the conditions of lane chang­
ing become more severe, with regard to both count and 
occupancy. Good installations try to minimize this 
problem by judicious sensor location. Even with 2 -m 
(6-ft) loops, lane changing vehicles moving diagonally 
across the detector give short presence pulses for oc­
cupancy and speed data; tailgaters do not provide suit­
able gaps between vehicles for proper count. It would 
be better to concentrate on slightly faster scanning 
rates or preprocessing of the data at the sensor before 
telemetry to the computer. Also, separate measure­
ment of vehicle lengths on a sampling basis materially 
increases the accuracy of assumed average length of 
vehicles in the system and keeps it up to date with re­
gard to changes in the mix of passenger and other ve­
hicles. 

4. The algorithm using feedback of previous speed 
data to compute present averages to produce more ac­
curate estimates might just be an illusion. The im­
provement (Figure 5) in the accuracy versus the amount 
of feedback appears to be related to the nature of expo­
nential smoothing-the scheme used to put the feedback 
factor into the calculation. As such, this could imply 
no advantage over simply taking an average over a cor­
respondingly longer period. Further, if this is the case, 
this also means any apparent gain in response time is 
lost. I suggest that a rigid mathematical analysis or 
more computer runs be made to resolve whether this 
is an illusion or a real gain. 

Robert Reiss, Sperry Rand Corporation 

The authors have provided a long needed analysis of 
measurement errors in traffic surveillance systems. 
This information will be of great value to designers, 
particularly for choosing sampling frequencies, choos­
ing averaging periods, and smoothing filter constants. 

Although the authors are correct in pointing out the 
complexity of the interrelationships affecting traffic 
parameter estimation, certain simplified analytical ap-

27 

proaches can often lend insight into the problem of mea­
surement accuracy. 

For example, Figure 12 shows a true detector pulse 
along with a pulse reconstructed from discrete samples. 
The error in the reconstructed pulse is the sum of the 
start and stop time errors t1 - b and d - t2 respectively. 
Because each of these errors has a uniform probability 
density, the density of the sum is triangular with char­
acteristics as shown in Figure 13. This density has a 
mean of zero and a variance of T%. Therefore, the ex­
pected percentage of rms error in a single occupancy 
measurement is 

(T /y'6 )(I /Dp) I 00 (8) 

where D. is the duration of vehicle presence. 
For example, a 10-ms sampling interval and a pulse 

duration of 280 ms (approximated 96 km/h or 60 mph) 
result in a 1. 5 percent error. 

Because individual vehicle speed is proportional to 
the reciprocal of pulse width, the probability density 
function (pdf) of the speed measurement can be derived 
from the pulse width pdf by using the theory of transfor­
mation of random variables. For the range of nominal 
speeds and sampling frequencies of interest, the speed 
measurement pdf can be shown to be approximately tri­
angular. 

A useful follow-up to the work presented in the paper 
would be an error analysis for a speed trap detector con­
figuration (two closely spaced detectors in a lane). De­
signers should be cognizant of the accuracy inherent in 
a speed trap versus the increased cost associated with 
its installation. •· 

Standard error analysis techniques ~ere used to de­
velop the curve shown in Figure 14 illustrating the ex­
pected rms error in vehicle length measurement by using 
a speed trap configuration with the following parameters: 

Parameter 

Distance between loop 
centerlines 

Length of loop field 
Speed 
Sampling period 

Value 

4.6 m 
2m 
96 km/h 
1h2 S 

Variance 

93 cm 2 

465 cm 2 

Analyses of the type indicated in this discussion 
usually cannot treat the entire measurement accuracy 
problem but can provide additional understanding of the 
phenomena involved. 
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Figure 14. Error in vehicle length measurement. 
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Joseph Treiterer, Ohio state University 

Any surveillance and control system can only be as good 
as the sensing system, and the most sophisticated com­
puter will be useless if the input of traffic data is inade -
quate. I therefore consider this paper to be an impor­
tant contribution to any surveillance and control system, 
i.e., existing ones that can be improved by applying the 
findings of the paper and new ones that can be developed 
by using the approach in this paper for an optimal de­
sign of the loop detector sensing system. 

I very much agree with the conclusion and recommen­
dation that an estimate of average speed should be made, 
and I would like to add that refining the process of speed 
estimation from a loop detector sensing system appears 
to be a promising approach for improving traffic condi­
tions on urban freeways. 

Measurements taken on Interstate 71 in Columbus, 
Ohio, show that maximum volume is obtained at a speed 
range of 38 to 64 km/h (30 to 40 mph). The same range, 
however, will only produce a throughput to 113 to 145 
vehicle-km/h2 (70 to 90 vehicle-miles/h2

), which is 
about 65 to 80 percent of the optimum traffic condition. 
That means that the productivity of urban freeways can 
be increased by 20 to 35 percent if the control system 
is based on proper speed control. 

Furthermore, there is an important secondary as­
pect of reliable speed measurements. The most impor­
tant phase in the process of recovering from a kinematic 
disturbance occurs at an almost constant traffic density 
of about 43 vehicles/km (70 vehicles/mile). If this re­
covery process is disturbed and cannot develop fully, 
then traffic flow conditions will recycle around the A­
loop, thus resulting in a very inefficient stop-and-go 
operation. It is therefore of utmost importance that the 
recovery process be recognized and controlled properly 
to allow traffic to return to more efficient flow condi­
tions. Because density is almost constant in this pro­
cess, reliable speed determination data are the only 
computer input necessary for the control and dissipation 
of kinematic disturbances. In the recovery process 
speed increases steadily from about 32 to 64 km/ h (20 
to 40 mph) at about uniform density. 

Attempts to obtain more accurate and reliable speed 
measurements for traffic surveillance lead to the multi­
ple figure eight loop detector that was developed in a re­
search project on the investigation of traffic dynamics 
by aerial photogrammetrv techniques. Although the 
multiple figure eight detector, because it was designed 
to provide speed and density information, might have 
some advantages in comparison with the standard single 
loop detector, it is costly, the equipment is complicated, 
and the research carried out by Courage, Bauer, and 
Ross might very well cover the need for density and 
speed information in a much more economical and less 
complicated manner. 

Authors' Closure 
The authors appreciate both the complimentary and crit­
ical comments offered by the reviewers. These com­
ments have been taken into account in making minor re­
visions to the paper and will be further considered in 
determining the future course of research on this sub­
ject. 



Developments in Automatic 
Vehicle Identification 
During 1974 and 1975 

Robert S. Foote, Port Authority of New York and New Jersey 

Technology for automatically and uniquely identifying vehicles in motion 
has been under development and testing since the early 1960s and is re­
ceiving increasing attention. Systems using this technology make possible 
nonstop collection of tolls and other road user charges. Other potential 
applications include traffic control, law enforcement, and fleet manage­
ment. This report summarizes recent developments of the technology. 
A coding format has been developed that is suitable for standard use. An 
intermediate generation of radio frequency equipment did not perform 
as expected, but a new generation is about to be tested. A system using 
microwaves is being developed and tested. An optical system is deliver­
ing good performance and reduced-rate cash toll collection. Studies of 
cost elements in a nonstop toll collection system, such as account main­
tenance, are being conducted. Market research is under way. 

By the end of 1973 several reports had been published 
describing the growth since 1963 of technology for 
uniquely and automatically identifying vehicles in mo­
tion (.!_,!,_;,!,EJ,;2.}. Such a system would make pos­
sible fully automatic nonstop collection of tolls and other 
road user charges such as parking fees and assist traffic 
operations, vehicle security, law enforcement, vehicle 
maintenance, fleet management, motor vehicle admin­
istration, transportation planning, and other functions. 

Since the end of 1973, there have been both progress 
and setbacks. Some of the major steps forward are as 
follows: 

1. Initial testing by the Port Authority of New Y'lrk 
and New Jersey of a new automatic vehicle identification 
(A VI) system, 

2. Development of a new generation of low-power 
radio frequency A VI equipment, 

3. Letting by the U.S. Department of Defense of a 
second-stage contract for a microwave AVI system, 

4. Testing by the New Jersey Turnpike Authority of 
two additional AVI systems, 

5. Testing by the Association of American Railroads 
of a new generation of A VI equipment, and 

6. Use of an optical sticker in conjunction with coin 
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or token collection on Delaware River Port Authority 
bridges. 

On the other hand, A VI equipment tested at the Golden 
Gate Bridge and the bus terminal of the Port Authority 
of New York and New Jersey did not meet expectations. 
This equipment, whose design was later than that tested 
successfully by the Port Authority under contract for the 
U.S. Department of Transportation, failed because of 
breaks in a wire connecting a component to a printed cir­
cuit board, which were caused by different coefficients 
of thermal expansion. This made it impossible for Golden 
Gate Bridge officials to offer the AVI system to the gen­
eral public, as had been planned. However, Golden Gate 
officials are now testing an AVI design developed to meet 
the Port Authority contract. 

In summary, progress has been made. Interest in 
A VI systems for nonstop toll collection has continued, 
and the outlook is for field testing and refinement of sev­
eral forms of A VI for toll collection in the immediate 
future. 

Why should members of the toll road industry be par­
ticularly interested in A VI? By automatically and uniquely 
identifying moving vehicles, A VI, in conjunction with 
other system components that have already been proved, 
makes possible fully automatic collection of tolls, i.e., 
collection without requiring the transfer of currency and 
therefore without requiring any action on the part of 
either the motorist or the toll agency. This means toll 
collection without toll collectors and without toll plazas 
in its ultimate form. And that provides safety and con­
venience for patrons and lower costs and higher security 
for toll agencies. In addition, A VI can provide other 
benefits for road use and traffic control, vehicle ad­
ministration, and road planning. 

What is A VI? This technology was developed in the 
last 10 to 15 years and is now being applied in super­
markets, clothing stores, and other retail outlets as 
well as in military and transportation operations. Typi­
cally there are two elements involved: a sticker or other 
passive device carried on the vehicle or object to be 
identified and an active element mounted in or near the 
roadway and capable of reading electronically the identity 
of the device on the vehicle. Generally the vehicle-

29 



30 

mounted device is referred to as a transponder; the road 
device is an interrogator. Depending on the type of sys­
tem, information may be transferred between the trans­
ponder and the interrogator in the visible light spectrum, 
in the radio frequency spectrum, or in the microwave 
spectrum. Energy required for the transponder to emit 
its identity can be supplied by an internal power source 
such as batteries, by the electrical system of the host 
vehicle, or by reflectance or inductance from the inter­
rogator power source. 

How can this technology be used in a nonstop toll col­
lection system? Because the only transfer at the time 
of vehicle passage is of electronic information, cash 
payment can be made either before or after the vehicle 
uses the toll facility. In either ca,se, an account is 
maintained for each vehicle (or Ileet operator) and is 
updated after each use and each payment. The amount 
of bookkeeping this entails is not feasible without com­
puter technology. And, although such accounting is 
within the scope of today's computers, the cost may 
still be excessive in some toll applications. A key fac­
tor in reducing costs is to use standard transponders 
and interrogators and possibly a pooled accounting op­
eration. With standardization, the motorist can use his 
or her transponder at the facilities of many toll and other 
agencies. And, with standardization, each toll operator 
can handle a larger proportion of toll collection through 
A VI. Through standardization, any interrogator can 
read any transponder, but the message format, coding, 
and A VI hardware must be standardized. 

Who are the principal suppliers of A VI? At this point, 
only five companies are actively marketing AVI systems, 
and several others are moving toward the marketing 
stage with optical and microwave systems. 

Where are A VI developments taking place? Both po­
tential suppliers and potential users come from nearly 
all industrial countries. There has been significant de­
velopment in France, the Netherlands, Great Britain, 
Germany, Canada, and Japan as well as the United 
States. The most significant field testing of radio fre­
quency systems has been at the Golden Gate Bridge in 
San Francisco and by the Port Authority of New York 
and New Jersey. During 1972 and 1973 the Port Au­
thority conducted a federally sponsored test (5) that con­
firmed that radio frequency A VI performs at the 98 per­
cent plus level of accuracy needed for use in a fully auto­
matic A VI-based toll system. Optical systems were 
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Jersey Highway Authority and are now being used in con­
junction with a coin system at the Delaware River Port 
Authority bridges in Philadelphia. 

When will A VI be in widespread use? The answer de­
pends on many developments. However, it seems likely 
that the first fully automatic, nonstop A VI-based toll col­
lection system will be offered to the public in the next 5 
years. The Golden Gate Bridge had planned to offer such 
a system last year, but its introduction was delayed be­
cause of poor performance of the hardware. The New 
Jersey Turnpike may offer such a system on a test basis 
in the next year. And the Port Authority is working to 
implement an A VI system for buses in the next year. The 
rate of public acceptance depends first on the decision 
by toll agencies to offer such systems, second on the 
performance of the systems, and third on the actual 
costs and benefits, and it is increasingly likely that these 
factors will become well defined in the next 5 years. 

PORT AUTHORITY TESTS 

The Port Authority has extensively tested radio frequency 
A VI systems developed by four suppliers in a program 
supported by the Federal Highway Administration. By 

1974, a system had been proposed for further testing. 
Special attention was given to the coding and message 
format to ensure that the system could serve as a stan­
dard for the toll industry. 

The format adopted has an 80-bit transponder that can 
be coded in two main forms, one containing only fixed 
numbers (i.e., all bits in the transponde r would be coded 
at time of manufacture and could not be altered subse­
quently without destroying the transponder) and one pro­
viding, in addition to some fixed numbers, five-digit 
number capacity that could be varied from on board the 
vehicle. Although the toll road industry is mainly in­
terested in transponders that are coded permanently, 
some of the variable-unit systems may be particularly 
valuable for fleet operators. For example, buses could 
display route number and passenger loading to assist 
dispatchers to optimize fleet use. 

The transponders and interrogators were delivered to 
the Port Authority in summer 1975. Loops for the in­
terrogators had previously been installed in toll lanes 3 
and 5 of the Lincoln Tunnel toll plaza in Weehawken, 
New Jersey. Also, cable had been run approximately 
61 m (200 ft) to a room overlooking the toll plaza whe1·e 
the interrogator circuitry could be located. The function­
ing of both the interrogator and transponder units has 
been demonstrated satisfactorily. The Port Authority 
has tested most transponders to ensure proper operation, 
and initial units have been delivered to Transport of New 
Jersey, the bus company participating in the test program. 

Information from both the new and old interrogators 
will be routed to a computer at the Lincoln Tunnel Ad­
ministration Building. One of the main purposes of the 
test is to evaluate and demonstrate the feasibility of 
maintaining A VI accounts on-line. 

Although a radio frequency system was chosen for 
this test, the Port Authority has not committed itself to 
this technology for the full system. Continuing interest 
is being maintained in alternate approaches, and addi­
tional testing may be scheduled. 

NEW JERSEY TURNPIKE STUDIES 

Early in 1974, the New Jersey Turnpike Authority decided 
to cease testing of A Vis, but, because of continuing in­
flation in the cost of conventional toll collection, the 
authority is still interested in new forms of automatic 
toll collection. After rethinking their requirements, 
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automatically identify patrons rather than vehicles. The 
status in September 1975 was summarized in a letter 
from Harry R. Loewengart, project engineer for the 
turnpike: 

About one year ago, we formulated a four year toll equipment moderniza. 
tion plan. This plan provides for development (where needed) and imple· 
mentation of an overall system which includes, among other features, 
"permanent identification" of commuter vehicles (instead of single use 
toll tickets), a computer network and prepayment or charging of tolls by 
about 100 000 patrons. (Cars constitute 85 percent of our traffic.) 

. .. we recently solicited proposals for vehicle identification and detec­
tion equipment from 35 firms. From the six responses, we have selected 
two, . . . a microwave system and ... an electro-optical system. A develop· 
ment and demonstration contract has been awarded [for] each; under 
these contracts both systems will be tested competitively in early 1976, 
with 100 participants (authority staff) . 

Both systems provide for a transponder or label which can be hand 
held or attached to the vehicle ... . 

In addition to exploring hardware for this system, the 
turnpike staff is studying the costs of operating such an 
A VI system and also planning a survey of turnpike pa­
trons to determine their interest in such new approaches 
to toll collection. The studies are still in progress but 



are developing important new data that will be essential 
in applying A VI technology in the toll road industry. 

SYSTEM COST ANALYSIS 

The cost of transponders is probably the most visible 
element in A VI system cost because the ultimate system 
will deal with millions of vehicles. By far the least ex­
pensive transponder is the optical sticker, which costs 
10 cents to $ 8 depending on the required information 
content, reliability, and longevity. The cost of the 
radio frequency transponders is about $ 50, and this is 
a significant drawback to widespread application at first 
glance. However, the estimated life of these units, 15 
years, along with the greater accuracy, reliability, and 
information capacity they offer, as compared with op­
tical stickers, may make them competitive in price per 
use. The cost of microwave transponders has not yet 
been defined inasmuch as none of these units has yet 
reached the market stage, but present indications are 
that their cost would be between that of the optical and 
radio frequency units. 

A preliminary analysis of total system costs was 
made by Port Authority staff in July 1974. Major capi­
tal cost elements include transponders, interrogators, 
local data recording, and central processing facilities. 
Tasks include installation and removal of transponders, 
preparation of monthly statements, and handling of ac­
counts receivable and delinquent accounts. Many choices 
must be made in defining the exact system. For ex­
ample, would transponders be purchased or leased by 
vehicle owners, or would both options be available? If 
leased, would a deposit be required? What agency 
would install or remove transponders? Who would pay? 
What information would be supplied on the periodic state­
ments? Would this vary by class of user? Would all 
statements be issued monthly, or would variations of 
this period be desirable? What would be the procedure 
for issuing statements and receiving payment? 

Answers to these questions will be developed in part 
through a greater understanding of the costs and benefits 
implicit in the choices and in part through marketing 
considerations. Much of the work under way to demon­
strate a complete A VI-based toll system at the Port 
Authority is intended to define processing costs. The 
ball park estimate of total system costs is $10 /year/ 
user, of which roughly two-thirds is for the transponder 
and one-third for mailing and account processing. Other 
work to define A VI-based toll system costs is being un­
dertaken by the New Jersey Turnpike Authority. 

FURTHER AVI EQUIPMENT 
DEVELOPMENTS 

The first routine operation of an A VI system by the pub­
lic has been implemented by the Delaware River Port 
Autho1·ity, which uses an optical system {19). There 
are 14 lanes of eq11ipment installed a:t the Walt Whitman 
Bridge, 13 lanes at the Ben Franklin Bridge, and 4 lanes 
at the Commodore Barry Bridge. The optical system 
is used in conjunction with automatic cash toll collection 
equipment. Stickers, mounted on the side windows of 
commuter vehicles, contain four digits: a classification 
number and three digits for an expiration code repre­
senting 30 days from the date of sale. If the date is 
valid, the patron passes through the lane after deposit­
ing a reduced cash toll in the automatic toll collection 
machine. At the Walt Whitman Bridge, all 14 lanes are 
equipped with a gate control. Bridge authorities report 
that they are pleased with the operation of the system. 

In November 1974, a microwave A VI system developed 
under contract for the Army was completed. The micro-

wave system uses a 7.6 by 11.4 by 0.6-cm (3 by 4.5 by 
0.25-in) label or transponder affixed to the side of the 
container (or vehicle). The system is a line-of-sight 
operation, but, because the information is transmitted 
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in the microwave band rather than the visible light band, 
the surface of the transponder can be made to appear as 
part of the vehicle to which it is affixed. As noted above, 
this system is to be tested by the New Jersey Turnpike 
Authority. 

ROAD PRICING 

Road pricing schemes differ from conventional toll road 
financing in which the primary aim is to recoup road 
construction and operation costs. Instead, the primary 
aim is to modify road use to promote public goals such 
as use of rapid transit. The widespread adoption of such 
schemes could create a significant market for A VI sys­
tems and stimulate the wide introduction of this tech­
nology. Thus the development of road pricing is of in­
terest in A VI development as well. 

The most significant progress in applying road pricing 
on a large scale appears to have been made in Singapore. 
A special charge, equivalent to $1.30, has been imposed 
on low-occupancy vehicles entering the central area dur­
ing the morning peak hour. This scheme is being imple­
mented by use of stickers rather than A VI. Peak-hour 
private car traffic has decreased to 25 percent of its 
previous level, and bus speeds have increased dramatic­
ally. The scheme is generally considered to be a suc­
cess, and implementation during the evening peak is 
being considered. 

In the United States, studies of road pricing are being 
made at the federal level, but prospects for implementa­
tion appear remote. 

RAILROAD DEVELOPMENTS 

As the major existing market for automatic identification 
technology, the railroad industry has been the primary 
factor in development of equipment suitable for A VI. The 
multicolored stickers identifying rail cars are ubiquitous, 
and optical scanners are in widespread use. However, 
the performance of this system has not met expectations. 
Identifications were being made only at a level of about 
80 percent, even when the problem of dirty labels was at­
tended to. 

To evaluate the prospects for improved performance, 
the Southern Railway staff canvassed developments in 
identification technology in the United States and other 
countries and issued a comprehensive report in May 1974 
(14). The report states in part: 

Substantial progress is evident in non-optical ACI development. This sur­
vey found prototype hardware whose performance exceeds that of the 
present optical system. All of these non-optical systems operate at wave 
lengths which penetrate label contaminants which cause the present sys­
tem to fail. ... The tests lead us to conclude that a microwave reflection 
system can meet crucial AA R specification requirements that are unob­
tainable by the optical system .... We believe a program could be com­
pleted in about 311, years. 

Responding in part to these recommendations, the 
Association of American Railroads is undertaking a 
search for a new generation of identification equipment. 
Progress in that effort will undoubtedly benefit highway 
applications as well. 
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An Approach for 
Maximizing the Capacity 
of Self-Service Parking 
Facilities 

Jason C. Yu, Transportation Research Center, University of utah 

This paper develops a quick and effective method for determining the max· 
imum storage capacity of a parcel of land designated for a self-service park­
ing facility. Because of scattered and inadequate information on design 
guidelines, this study was authorized. The basic design unit in this analy­
sis is the parking block, which comprises dual-stall units. The elements 
that constitute the block are analytically correlated. Two most widely 
used parking configurations are proposed for parking capacity analyses. 
The varying data on dimensional elements in a set of mathematical func­
tions are entered into a developed computer program, and a series of de­
rived graphs and application procedures that are necessary for solving a 
variety of parking capacity design problems is presented. 

The growing use of automobiles and the decreasing 
availability of urban land have caused the scarcity of 
parking spaces. Trip generators in urban centers, which 
are moving toward higher and higher skyscrapers, at­
tract more people per unit of land area than ever before, 
which results in higher parking needs per unit of land 
area. Street curb parking, which hinders traffic flow 
and consumes valuable driving area of street, is no 
longer considered feasible and desirable in areas of 
high traffic concentration. Hence, effective solutions­
off-street facilities along with public transit-are ur­
gently needed to accommodate the increasing parking 
demand in growing urban areas. 

An intricate design for an off-street parking facility 
encompasses a complex process. To maximize the use 
of a facility, the design must be aimed at not only en­
suring convenience and safety in and out of the facility 
but also keeping the cost low enough to attract users. 
In areas where land values are high, the problem of pro­
viding space for a parking facility becomes not only an 
economical one, but also one based on availability. If 
the parking land is obtainable, the facility should be de­
signed to reduce the unit parking land cost. To this end, 
the facility designer's goal is to render the greatest ef­
ticiency of parking space use. However, specific guides 
to parking geometric design to maximize facility storage 
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capacity are scattered and inadequate. Frequently con­
flicts arise in the design specifications when different 
sources are consulted. The designer, therefore, must 
use his or her judgment to arrive at the best solution. 
Obviously, this leaves room for judgment errors and 
thus signifies the need for standard design criteria for 
specific solutions in a variety of cases. 

STUDY OBJECTIVES 

As indicated previously, in consideration of parking fa­
cility layout, the use of parking space and the efficiency 
of parking operations are equally significant. Of primary 
concern to this study is the development of a solution that 
maximizes the parking capacity of self-service parking 
facilities and maintains a satisfactory operational ef­
ficiency. The rectangular parking facility was chosen 
as a design basis because it is most commonly used. 
This may appear to limit the usefulness of the solution 
obtained. However, parking facilities of many other 
shapes, particularly larger ones, can be divided into 
rectangular units so that the solution is still applicable. 

BASIC GEOMETRIC DESIGN 
CONSIDERATIONS 

Geometric design of the parking facility is the phase that 
requires designer creativity in making proper selection. 
Design elements such as stall width and length, aisle 
width, parking angle, and type of parking operation leave 
room for trade-offs to meet particular specifications. 

The parking stall normally varies in width from 2.4 
to 3.05 m (8 to 10 ft). The width should be such that it 
provides adequate space for the occupants to get in and 
out of the car from either side, which makes faster op­
eration possible. Higher values should be used where 
drivers are likely to be inexperienced, and lower values 
should be used where attendant parking is available . Also, 
the width of the access aisles can be reduced as the stall 
width is increased. The stall length should be sufficient 
to accommodate the average car. A length of 5.5 to 6.1 m 
(18 to 20 ft) is dependent on conditions such as wheel 
stops and walls. 

The access aisle must be wide enough to allow ease 
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of maneuvering cars in and out of stalls, Aisle widths 
vary according to the angle of parking. Selecting widths 
for access aisles is of great importance in the design. 
In designating the aisle width, the designer must con­
sider the width of the stalls, the efficiency of operation 
desired, specifications of the design vehicles, and des­
ignated parking angle. 

Initially, the general parking configuration must be 
chosen. The choices are a single row of cars or a 
double row using the herringbone or interlocking pattern. 
Each has its advantages and disadvantages. The goal in 
the manipulation of all design elements is the most eco­
nomical use of land area and efficient and safe operation 
of the facility. 

NOTATION 

The following notation is used in the analysis presented 
in this paper: 

A = total area of lot, 
a = area of block, 
B = area per stall, 

F1 = number of stalls along one side of lot length, 
F2 = number of stalls along one side of lot width, 
K = number of dual-stall units per block, 

Figure 1. Parking block geometrics. 
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Figure 2. Parking configuration 1. 
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Figure 3. Parking configuration 2. 
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L = lot length, 
n = total number of stalls per block, 
S = number of blocks in lot, 
t1 = see Figures 1 and 2, 
t2 = see Figures 1 and 2, 
U = see Figure 1, 

W = lot width, 
w = block width, 

W / L = ratio of lot width to lot length, 
x = stall length, 
y = stall width, 
z = aisle width, 
ex= parking angle, and 
./,=block length. 

METHOD OF ANALYSIS 

In this analysis , the parking block comprised of dual­
stall units {Figure 1) is selected as the basic unit for 
capacity estimation. The geometric elements that con­
stitute the block are analytically correlated. A two-part 
analysis of the relationship between parking angle and 
aisle width is made: one applied to a parking angle of 75 
deg or less and the other for a 90-deg parking angle. 
The reason for separate analysis is that only one-way 
traffic is allowed for parking angles less than 75 deg, 
whereas a90-degparking angle can serve two-way traffic 
flow in the aisle. The mathematical relationships of the 
variables involved in the parking block are shown in 
Figure 1. To expand the equations for the total facility 
area requires that aisle width be taken into consideration. 
The computation can be made by using any, say, 15-deg 
increment of parking angles from 30 to 90 deg. The 
variation in angle parking and the corresponding changes 
in the aisle width are suggested in many published 
sources. 

Two typical types of parking configurations (Figures 
2 and 3) are proposed for this analysis. These configu­
rations consist of parking rows in a herringbone parking 

Figure 4. Computer process. 
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pattern. This specific parking pattern was selected be­
cause it is not only adaptable to changes in the angle of 
parking but also flexible in providing alternate traffic 
flow patterns in the parking facility. For the purpose of 
capacity analysis, various design parameters are corre­
lated into a series of mathematical equations for the con­
figurations shown in Figures 2 and 3. Based on those 
equations, a computer program has been developed to 
facilitate the calculations for specified data sets. A flow 

Figure 5 . Parking configuration 1 for S = 2 blocks. 102m2 1 o3tt2 
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Figure 6. Parking configuration 1 for S = 4 blocks. 
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chart of the computer process is shown in Figure 4. 
As shown in Figures 5 through 10, the graphical re­

lationship between the total facility area and the required 
area per car is derived from changing the values of the 
block patterns and aisle widths for the selected herring­
bone configurations. The graphs shown in those figures 
can be used to obtain the maximum numbers of cars 
that can be stored in a given size of facility. The ratio 
of the facility width to its length should be known before 
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the optimum space use is obtained. The ratios of widths 
to lengths are labeled at the end points of the curves. To 
obtain the ratio for any point on the curve, a linear in­
terpolation is used between the indicated ratios at the 
end points of each curve. 

Figure 7. Parking configuration 1 for S = 6 blocks. 102m2 J03tt2 
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APPLICATION PROCEDURES 

The graphs shown in Figures 5 through 10 can be used to 
quickly solve the geometric design problem of maximiz­
ing parking capacity of rectangular facilities. The fol­
lowing is a typical design example. Find the parking 
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Figure 8. Parking configuration 2 for S = 2 blocks. J02m2 1 o3tt2 
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Figure 9. Parking configuration 2 for S = 4 blocks. I0
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angle that requires the minimum area per car (or 
maximum parking capacity) for a facility with given total 
area and dimensions (facility width and length). Compute 
the value of width/length (W /L). Locate on the graphs 
(Figures 5 tlu·ough 10) the respective facility ax-ea, ancl 
proceed to the right and find the lines intersected at a 
point where the value of W /L is app1·oximately that com­
puted. Several curves will probably contain the specified 
W / L value. It is possible to find more than one of these 
points. If more than one is close, choose the one that 
gives the least area per car value. When the minimum 
area per car is found, the intersected line will give the 
angle of parking for the maximum parking capacity for 
a given size and shape of land. This procedure for a 
specific design problem can be completed in a very short 
time period. 

Determine the maximum parking capacity of a parcel 
of land having the dimensions of 53.3 by 106. 7 m (175 by 
350 ft). 

First, determi11e the size of U1e area and parking lot 
width-length 1·atio; t hat is, A= 53 .3 x 106.7 = 5687.11 m2 

(61 250 ft") and W/L ratio= 106.7/53.3 = 2.00. The fol­
lowing data are obtained by using graphs: 

Area per Parking Angle 
Figure Car (m2 ) (deg) 

6 37.16 30 
8 29.91 60 
9 30.35 45 

The minimum area per car is 29.91 m 2 (322 ft2) for a 
parking angle of 60 deg, as given by Figure 8. The max­
imum number of cars N that can be parked is N = 5687.11/ 
29.91 = 190 cars. 

CONCLUSIONS 

The ever-increasing number of automobiles has been 
creating a parking space shortage, particularly in high­
density urban areas. Therefore, maximizing parking 
space use is a very important consideration in parking 
facility design. Although the geometric design problem 
is not new, the development of a better method for prac­
tical design purposes is still an urgent need for present 
and future parking facilities. The basic approach used 
to maximize storage capacity for any parking facility 
simply decides which tyPe of configuration will prove 
most satisfactory for a specific parcel of land. However, 
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facility, the solution becomes very difficult to general­
ize. The approach undertaken in this study has de­
veloped a simple and practical tool for maximizing 
storage capacity of parking facilities, specifically for 
larger parking lots. 
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Planning Transit Facility 
Parking for the Boston 
Metropolitan Area 

Herbert S. Levinson, Wilbur Smith and Associates, New Haven, Connecticut 

This paper analyzes the basic policy issues, planning parameters, and de­
mand estimates associated with developing a regional park-and-ride plan 
for the Boston metropolitan area. It shows how transit facility parking 
can complement downtown parking supply, and it sets forth planning 
procedures for estimating the number and location of park-and-ride fa­
cilities. These methods have applicability in other large metropolitan 
areas. 

Park-and-ride facilities are essential parts of regional 
transportation strategies that emphasize public trans­
port, limit radial express highway construction, and 
stabilize downtown parking supply. An increasing num­
ber of communities look to transit facility parking as a 
means of achieving environmental, air quality, and en­
ergy conservation measures. 

Establishing a transit-oriented parking policy calls 
for a realistic assessment of demands, costs, and con­
sequences. It is necessary to know when transit facility 
parking is needed, where it should be located, and how 
it should be developed. This paper analyzes the basic 
policy issues and planning parameters associated with 
developing a park-and-ride system for the Boston met­
ropolitan area. 

TRANSIT FACILITY PARKING 

As people move farther away from the city center, their 
tendency to drive increases. Transit facility parking 
can intercept those motorists and provide express tran­
sit for their line-haul trips. It is essential to maintain 
the existing suburban transit market, attract new transit 
riders, and reduce commuter car trips to the city center. 
Transit facility parking offers the following advantages. 

1. It can reduce core-oriented automobile travel, 
and the attendant air pollution that this travel generates, 
by intercepting motorists in outlying areas and encourag­
ing line-haul commuter trips by transit. 
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2. When transit facility parking is used, the automo­
bile can be used for local collection and distribution to 
and from express transit stations in suburban areas 
where population densities are too low to generate walk-in 
patronage or to sustain local bus services. Parking is 
essential at all express transit stations outside of high­
density areas. 

3. Transit facility parking with secondai·y distribution 
by automobile (a) helps increase the public transport 
market, (b) reduces the extent of express and local tran­
sit routes, and (c) permits wider station spacings on ex­
press transit routes, thereby improving line-haul speeds 
and operating efficiency. 

Transit facility parking is successful where the multi­
modal trip to the city center is cheaper and faster than 
driving. It has greatest applicability in urban areas 
where car travel to the city center is inhibited and where 
daily parldng costs average $2.00 oi· more. Its feasibil­
ity depends on (a) demonstrated needs fo1· additional 
downtown parking, (b) availability of express transit ser­
vices , and (c) community willingness to limit dow11,town 
parking supply. These conditions prevail in the Boston 
metropolitan area. 

Contemporary Practice 

The role of transit facility parking in serving the down­
town travel market is increasingly recognized. Today, 
outlying park-and-ride and kiss-and-ride facilities are 
provided in virtually every American metropolitan area 
with rail transit. Facilities range in size from about 
200 spaces in Chicago to more than 1500 spaces in 
Boston, Cleveland, Philadelphia, New York, and Toronto. 
Parking is also provided along express bus routes in 
many urban areas including Milwaukee, New York, St. 
Louis, Seattle, Washington, D.C., and Hartford. Lots 
generally have at least 150 spaces, and 300-space fa­
cilities are common. 

Three rapid transit systems-Cleveland, Lindenwold, 
and San Francisco (BART)-incorpora.te parking as an 
integral part of their overall operation. Approximately 
7000 spaces are provided at nine stations in Cleveland, 
where daily inbound patronage approximates 30 000. 
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Nearly 9000 spaces are provided at six stations along 
New Jersey's Lindenwold Line, where daily inbound pa­
tronage is approximately 18 000. BART initially pro­
vided about 17 000 spaces at 23 stations and is planning 
another 4000. 

Typical ranges in the number of boarding passengers 
per parking space are given in Table 1. Parking pat­
terns vary both among and within cities. There are 
usually two to three boarding passengers per parking 
space in suburban areas, but the ratio is much higher 
in densely developed areas, which rely on walk-in and 
bus riders. Studies of existing outlying change of mode 
parking facilities show about 1.2 daily person arrivals 
per parking s1Jace (1 2, 3). 

Kiss-and-ride 1)ih~1is may represent 20 to 40 percent 
of total peak-hour a1·rivals . Median access distances of 
4.8 to 6.4 km (3 to 4 miles) for park-and-ride passengers 
and 1.6 to 3.2 km (1 to 2 miles) for kiss-and-ride patrons 
are common. 

Boston Park-and-Ride 

There are 18 000 parking spaces along commuter rail 
and rapid transit lines in the Boston metropolitan area 
as compared with 40 000 spaces within the city center. 
These park-and-ride spaces are nearly 70 percent oc­
cupied by 9 :30 a.m., and many have occupancies of 80 
to 100 percent. 

Boardings along Boston's Red Line extension to 
Quincy average about 3 passengers / parking space at 
North Quincy, 5 at Wollaston, and 15 at Quincy Center. 
Overall, the Blue Line averages about 10 boarding pas­
sengers per space· the Red, Blue, and Orange Lines 
combined average about 20 (downtown boardings ex­
cluded). 

The wide range reflects variations in parking avail­
ability, bus frequency, and population density. Stations 
that are served by numerous bus lines and that have 
substantial walk-in traffic usually experience the high­
est patronage and least dependence on automobile ar­
rivals. These stations are generally located along 
well-established transit lines, often near the city 
center. Conversely, stations in outlying areas with 
little or no bus traffic mainly rely on automobile ar­
rivals. Thus, nearly 60 percent of all passengers ar­
rive at Harvard Square by bus as compared with 16 per­
cent at stations in Quincy, and fewer than 10 percent 
access the Penn Central and Riverside stations along 
Ront~ 128 by bns. 

POLICY OPTIONS AND TRADE-OFFS 

The total parking supply for downtown-oriented com­
muters includes two complementa1·y and interdependent 
components: (a) parking within the city center and its 
environs and (b) parking along express ti·ansit lines. 
There is generally a trade-off between the amount of 
parking provided downtown and that provided along ex­
press transit lines for any specified level of downtown 
activity. An increase in one suggests a decrease in the 
other. 

The optimum balance between the two types of parking 
is a basic policy choice facing many large urban centers. 
The challenge is usually where to provide additional 
parking, rather than whether additional parking should 
be provided. Viewed in this context, transit facility 
parking represents a transference of parking supply 
from the city center outward along express transit lines. 

The basic policy options are 

1. Alleviate existing deficiencies, meet CBD growth, 
and hold modal split constant; 

2. Accommodate existing needs, CBD growth, and 
automobile use trends; or 

3. Maintain downtown parking freeze. 

Based on the complementary relationship between 
parking downtown and along express bus lines, the basic 
policy options would mean the following number of addi­
tional spaces for the Boston metropolitan area: 

Outlying 
Option CBD Spaces Spaces Total 

1 10 520 4 000 14 520 
2 14 520 0 14 520 
3 0 14 520 14 520 

The 1980 needs for both downtown and outlying parking 
spaces in the Boston metropolitan area are shown in 
Figure 1 and given in Table 2. Stabilizing downtown 
parking supply would result in about 14 500 additional 
effective spaces along outlying transit lines by 1980. 
Maintaining the existing modal distribution of CBD trav­
elers would result in about 4000 additional transit fa­
cility parking spaces. 

DEMAND ESTIMATES 

Future demands for transit facility parking depend on the 
magnitude of downtown growth, existing and future de­
ficiencies in downtown parking supply, origins and travel 
modes of downtown employees, amount and location of 
regional population growth, and basic changes in roads, 
transit services, and downtown parking supply. 

The amount of potential transit facility parking de­
mand depends on the increase in CBD employment (direct 
variation), increase in CBD parking supply (inve1·se vu­
ia.tion), and extension of express transit services (gen­
erally direct variation). The location of demand depends 
on the geographic distribttlion of future CBD employment, 
especially the anticipated increment of employment 
growth, and the relation of this additional CBD employ­
ment growth to transit service extensions and street pat­
terns. 

Transit facility parking demand forecasts for the Bos­
ton metropolitan area show how the preceding approaches 
can be applied. Anticipated 1980 transit facility parking 
demands were based on the population and employment 
projections furnished by the Boston Transportation Plan­
ning Review (BTPR) and the Boston Redevelopment Au­
th.01·ity (BR.A...). They '.vere developed by :1:1ulyzing the 
station arrival patterns of the additional downtown em­
ployment g1,owth assumJ.ng that (a) a downtown puking 
freeze would continue, (b) planned rapid transit exten­
sions would be open, and (c) commuter l'ail service fre­
quency would be improved or at least remain at present 
levels. Demands were cross-checked by estimating 
parking requirements directly from boarding passenger­
parking ratios. 

Number of Spaces 

The number of anticipated 1980 parking spaces for down­
town Boston-oriented transit riders was based on the 
following assumptions: 

1. An increase of approximately 15 percent in CBD 
person accumulations and employment between 1972 and 
1980, 

2. A stabilization of downtown off-street parking 
supply at 1972 levels, and 

3. Transit service extensions of the Green Line to 
Somerville, the Orange Line to Malden and Needham, and 
the Red Line to Alewife (or beyond) and South B1·aintree. 



To stabilize automobile use within the city center at 
1972-1980 levels requires that the entire additional in­
crement of employment growth commute by transit. 
This assumption provides a reasonable approximation 
of the potential increase in transit riders. It was further 
assumed that one transit parking space would be pro­
vided for every two additional boarding transit passen­
gers, overall. 

Parking demands of transit riders destined for down­
town Boston resulting from these assumptions are given 
in Table 3. Approximately 16 000 additional effective 
spaces would be needed. This translates into an addi­
tional 18 000 total spaces when allowance is made for 
the efficiency of space use. 

Distribution of Spaces 

Anticipated 1980 transit facility parking demands were 
allocated to the Boston metropolitan area rings and sec­
tors. It was assumed that each community would attract 
additional CED workers relative to its population change 
and in general proportion to its present CED work-trip 
attraction rates. These trip attraction rates were based 
on interviews conducted at major generators in downtown 
Boston during 1972 and show a decreasing downtown 
orientation with distance from the city center (Figure 2). 

Anticipated 1980 transit facility parking demand com­
putations are given in Table 4. This table is described 
below. 

1. Population in the 150-town Eastern Massachusetts 
Regional Planning Project area, based on BTPR esti­
mates, is expected to increase from 3.8 million in 1972 
to 4.2 million in 1980. The anticipated population changes 
were identified by ring and sector (columns 1, 2, and 3). 

2. The 1972 per capita work-trip attraction rates 
were applied to the anticipated population increases in 
rings 1, 2, and 3. However, for ring 4, CED trip at­
traction rates of four per 100 persons in sectors 1, 2, 
and 3 and six per 100 per sons in sectors 4, 5, and 6 
were used (columns 4 and 5). 

3. The resulting CED employment increases were 
normalized to reflect 39 000 for the strong core pro­
jection (column 6). 

4. Increases in employment were then translated into 
parking space needs. The 1972 modal distributions of 
workers to the city center by ring and sector were used 
to approximate the relative proportion of 1980 car driv­
ers to trans it stations (columns 7 and 8). This provided 
a more realistic approach than direct translation by 
means of a constant percentage. 

5. The resulting parking demands were then normal­
ized to the basic control total of 18 000 total parking 
spaces for the strong core projection (column 9). 

This procedure can be expressed analytically as follows: 

(I) 

(2) 

where 

e1 = increase in employment in area i, 
r 1 = attraction rate of CED work trips from area i, 
p1 = population growth in area i, 
Z1 = assumed percentage of work trips by automobile 

driver in area i, and 
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t1 = potential transit facility parking spaces in area i. 

Transit facility parking demands were also derived 
from Massachusetts Bay Transportation Authority 
(META) forecasts of inbound passengers . Estimates 
of boarding passengers per parking space based on cur­
rent experience at suburban and urban transit stations 
were applied to antici1)ated station patronage along pro­
posed extensions. These estimates (Table 5) were gen­
erally consistent with the previously developed demands. 
They produced considerably greater demands in the 
northwest corridor, which may include parkers destined 
to central Cambridge. They did not identify increases in 
demands in sectors where no additional rail transit is 
anticipated, inasmuch as the forecasting methodology 
tended to distribute these demands to adjacent corridors. 

Composite 19 80 Demands 

Anticipated 1980 transit parking demands by ring and cor­
ridor are given in Table 6 and shown in Figure 3. Al­
though based on the previous computational steps, these 
demand forecasts were modified to more closely reflect 
the results of the alternate forecasts. 

Potentials of any given site or station will depend on 
locations of roads, transit lines, and parking facilities. 
Therefore, accumulative demands by ring are also shown 
since potential parkers can be expected to travel inward 
toward the city center to reach parking locations and 
logical intercept points. 

The demand estimates reflect anticipated rates of 
downtown employment, growth, and metropolitan popula­
tion change over the next decade. If growth occurs at a 
slower rate, then the estimates should be reduced ac­
cordingly or the horizon year should be extended. Thus, 
the estimates provide a framework and methodology for 
adjusting park-and-ride forecasts to varying population 
and employment changes in the city center and through­
out the metropolitan region. 

PLAN DEVELOPMENT 

Transit facility parking should intercept motorists at 
threshold points between suburbs and downtown where it 
is efficient to transfer from car to transit. Ideally, such 
parking facilities should be located where land is rela­
tively inexpensive, environmental impacts are minimal, 
and the rest of the journey by car is congested. The 
multimodal trip from the city center should be faster and 
less costly than the corresponding trip by car. Time 
savings should exceed 5 min to overcome passenger re­
luctance to change modes. Meeting these broad criteria 
suggests that transit facility parking generally should be 
located 8 to 13 km (5 to 8 miles) from the city center. 
These optimum distances will vary among communities, 
depending on specific local street, transit, and land use 
patterns. 

Concept Plan 

The emergent transit facility parking plan shown in Fig­
ure 4 provides a conceptual framework for detailed site 
development. It depicts the logical transit-highway in­
tercept points for consideration as possible park-and­
ride sites. The plan includes 

1. Existing outlying parking facilities along principal 
META routes; 

2. Additional large parking facilities of 500 to 2000 
spaces located along rail rapid transit extensions, mainly 
in suburban communities, and clustered along the Route 
128 axis; 
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Table 1. Transit facility parking patronage comparisons in major 
metropolitan areas, 1970 to 1972. 

Estimated Off-Street Boarding 
Boarding Parking Passengers per 

Location Passengers 

Boston 
Wollaston 2 700 
North Quincy 2 400 
Quincy Center 7 500 
B&M 11 000 
Penn Central 3 800 

Chicago 
Dempster 4 000 
Desplaines 4 000 

Cleveland 
West Side (Brookpart, Puritas, 

'l'rlokctt1 w. 117th, W. 08th) 20 000 
Enst Side (K 55th, Superlnr, 

Wlndormorel 10 000 
Philadelphia (commuter rail) 

Bucks County 4 000 
Chester County 3 900 
Delaware County 15 500 
Montgomery County 19 500 
Penn Central, in city 45 000 
Re::i.dlng, in city 31 600 
L1ndonwold (New Jersey) 20 000 

Toronto 
Islington 23 500 
Warden 24 600 

Figure 1. Anticipated 1980 
downtown-oriented parking demands in 
relation to parking policy options. 
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Figure 2. Distribution of 
worker and nonworker trip 
attractions in downtown 
Boston. 
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3. Additional rail transit-oriented facilities of 300 
to 500 spaces located along main commuter rail lines; and 

4. New bus -oriented parking facilities of 300 to 500 
located along Route 128 at (a) interchanges with major 
radial express highways and (b) within regional shopping 
centers (they would be served by express buses, in con­
junction with priority use of radial exp1·essways). 

Table 2. Summary of 1980 parking space 
needs for Boston metropolitan area. 

Item 1972 1980 

Legal supply 38 500" 41 500' 
Effective supply 33 020 35 480 
Peak demand 39 650 50 000 
Need 6 630 14 52U 

• Atle&Jt St'IOO curb and 32 900 off·slreet spaces. 
bS,pKN und1r conittl,C.lion or built since 1972. 

Net 
Increase 

2 900 
2 460 

10 350' 
7 89U 

ce11sed on following breakdown: 6350, CBD growth (policy 
option 1 ), and 4000, modal split change (options 1 and 2) 

Table 3. Estimated 1980 transit-related potentials for downtown 
Boston (increase over present levels). 

Item 

Transferred 1980 CBD 
parking demand 

15 percent increase in peak 
CBD per.son accumulation 
(30 000 p4raons) 

CBD employment growth of 
39 000 persons 

Average 

Effective 
Additional 
Spaces for 
CBD Travelers 

14 520 

15 000 

19 500 

16 340 

Remarks 

Includes illegal parking 
and walk-in demands 

60 percent automobile 
driver arrivals at 
stations; 1.2 occupancy­
turnover adjustment 

60 percent automobile 
driver arrivals; 1.2 
occupancy-turnover 
adjustment 

Figure 3. Anticipated 1980 additional transit parking demands in 
downtown Boston (18 000 actual spaces, CBD demand only). 
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Table 4. Anticipated 1980 transit Percent as Daily 
facility parking demands. Assumed Car Driver Automobiles 

Downtown to Transit per Transit 
Boston Daily can Daily Station (1972 Facility 

Corridor Change in Employment Employment Resultant Percent by Parking 
Car to CBD) of Origin Ring 

(!) (2) 

I 
2 
3 
~ 

Subtotal 

2 
3 
4 

Subtotal 

3 2 
3 
4 

Subtotal 

2 
3 
4 

Subtotal 

1 
3 
4 

Subtotal 

0 I 
3 
4 

Subtotal 

Total 

Table 5. Additional outlying parking potentials based on 
1975 estimated passenger volumes. 

Boarding 

Popula tion 
(3) 

2 800 
3 000 

28 200 
26 900 

60 900 

4 700 
14 900 

114 900 

134 500 

2 600 
14 000 
27 800 

44 400 

1 700 
B 900 

~ 
62 900 

35 200 
1 100 

42 100 

78 400 

8 000 
19 000 
64 100 

91 100 

472 200 

24-Hour Passengers Estimated 
Boarding Per Parking Parking 

Corridor Pas s engers Space Spaces• 

Red Line Southeast 
South Braintree 5 500 2 2 000 
North Braintree 3 830 2 I 900 

Orange Lines 
VFW (and Route 128) 7 530 2 2 000 
West Rnxbury 5 570 8 700 
Roslindale Center 0 700 R 800 

Green Line Northwest 
Washington 7 140 10 700 

Red Line Northwest 
Alewife 17 100 2 000 

Orange Line North 
Oak Grove 5 000 4 1 200 
Malden Center 6 500 8 BOO 
Wellington 5 700 8 700 
Sullivan Square 7 000 10 700 
Community College 11 370 10 1 100 

Total 14 600 

• Maxi mu m capacity of 2000 spaces at any location, 

Plan Implementation 

(~) 
(4) 

7.6 
9.1 
5.6 
4.0 

7, 5 
5.9 
4.0 

8.7 
5.8 
4.0 

13.5 
8.9 
6.0 

10 .9 
7,7 
6.0 

9.1 

12.0 
10 . 5 

6.0 

It is necessary to continually adapt this regional con­
cept plan to physical, economic, and environmental 
reality. This calls for detailed analysis of costs, 
benefits, and impacts, environmental impact assess­
ments of alternative site developments, and cooperative 
implementation by state and regional transportation 
agencies and impacted communities. 

The locations where park-and-ride facilities physi­
cally and environmentally can be provided will influence 
the locations and capacities of the transit facility parking 
system. They will have important bearing not only on 
the parking program but on the feasibility of express 
transit extensions as well. 

CONCLUSIONS 

This paper has set forth an approach to formulating and 
quantifying a regional transit facility parking plan. The 

Increase Employme nt Space 
(5) (6) (7) (8) 

213 291 7.6 22 
273 374 27 .1 101 

1 579 2 161 40.6 877 
I 076 l 472 49.1 ~ 
3 141 I 298 I 723 

353 483 35.4 171 
879 1 203 31.4 378 

4 596 6 290 51.9 ~ 
5 828 7 976 3 814 

226 309 6.9 21 
812 I Ill 31.8 353 

....!...!!!. I 522 56.2 855 

2 150 2 942 1 229 

230 315 36.B 116 
792 1 084 35, 6 386 

3 138 4 294 53.9 2 314 

4 160 5 693 2 816 

3 837 5 251 16.8 882 
85 118 28.8 34 

2 484 3 399 50.9 I 730 

6 406 B 768 2 646 

960 1 303 25.4 331 
1 995 2 756 40.2 1 108 

~ 5 264 53.0 ~ 
.Jl..._l!ll_!_ 9 323 ..i.B.t 
28 486 39 000 16 457 

Table 6. Anticipated 1980 transit facility parking 
demands in downtown Boston (increase over 
present levels). 

Ring 

Corridor 4 3 Total 

1 790 950 140 1 880 
2 3 070 410 190 3 670 
3 I 430 420 0 1 850 
4 2 530 420 130 3 080 
5 I 720 240 960 2 920 
6 3 540 700 360 4 600 

Total 13 080 3140 460 1320 18 000 

Figure 4. Regional transit parking concept. 
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Parking 
Spaces 
(9) 

24 
110 
959 

---1!!!. 
I 884 

187 
413 

~ 
4 172 

23 
386 

~ 
I 344 

127 
422 

.l..lli.. 
3 080 

965 
37 

~ 
2 894 

362 
1 212 
3 052 

4 626 

18 000 
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methodology has potential application in other large 
metropolitan areas as well. It represents a first step 
before detailed demand estimates, plans, and designs 
for specific park-and-ride sites are developed. 
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Framework for Design 
and Operation of Passing 
Zones on Two-Lane 
Highways 

Douglas W. Harwood and John C. Glennon, Midwest Research Institute, Kansas 
City, Missouri 

Current design and marking standards for passing and no-passing zones 
are based on the results of field studies conducted more than 35 years 
ago. Many of the assumptions used to derive these standards are not 
valid for current highway operations . In addition, design and marking 
standards are almost exclusively concerned with passing sight distance. 
Design standards contain no provision to establish the minimum length 
over which the design passing sight distance must be made available to 
the passing driver to constitute a safe passing zone. Marking standards 
indirectly set the minimum length of passing zones at 122 m (400 ft). 
This zone length is inadequate for the majority of higher speed passes. 
A review of recent research, especially studies dealing directly with de­
sign or marking practice, indicates that sufficient data are available to 
develop design and marking standards based on contemporary field mea­
surements. The results of a study on short passing zones demonstrate 
the safety and operational deficiencies of passing zones less than 268 m 
(880 ft) long. Therefore, it is recommended that design and marking 
standards consider both passing sight distance and passing zone length. 
Because the design of highway geometrics should be based on analysis 
of subsequent highway operations , the authors recommend that de­
sign and marking standards be identical. Specific criteria for the design 
and marking of passing and no-passing zones are suggested. 

In the age of interactive graphics, automatic photogram­
metric plotting, freeway surveillance and control, real­
time motorist communications, and other sophisticated 
design and operational tools, the highway community 
still designs and marks passing zones on two-lane rural 
highways according to false and archaic principles. 

The passing maneuver is a very complex phenome­
non because it involves not only the dynamic time- space 
relationship of three moving elements (pass ing vehicle, 
passed vehicl e, and oncoming vehicle) but also the dy­
namic perceptual r eference (sight distance ) of the pass­
ing driver. The total phenomenon of the interrelation­
ships of moving vehicles and changing sight distance, 
therefore, defines visualization in the nominal time­
space reference frame. 

Although the passing phenomenon is very complex, 
this is little justification for the false concepts used in 

Publication of this paper sponsored by Committee on Operational Effects 
of Geometrics. 

the design and mar king of passing zones. Actuall y in 
the cur r ent practice (1, 20), passing zones are neither 
designed nor marked cifrectly . Current marking prac­
tices, for example, are directly concerned with no­
passing zones, and passing zones merely happen where 
no-passing zones are not warranted. In highway design, 
the design of passing sight distance (PSD) only considers 
the percentage of highway distance that has PSD, regard­
less of whether that PSD constitutes passing zones of 
adequate length. In other words, PSD design ignores the 
number, location, and length of passing zones. Also, 
PSD design practice is based on different criteria and, 
therefore, bears little resemblance to the intended op­
erational (marking) practice . 

Besides the inconsistencies already discussed, there 
are flaws in the hypothesis underlying current design and 
marking practices. Although this hypothesis considers 
two elements of the critical passing situation, it throws 
out the baby with the bath water. The hypothesis cor­
rectly looks at an opposing vehicle as an integral com­
ponent of the critical maneuver and correctly considers 
a minimum safe separation distance between the passing 
and opposing vehicles at the completion of the pass. What 
it fails to recognize is the critical time-space relation­
ship among all three vehicles involved and how that re­
lationship bears on the determination of required sight 
distances and lengths of passing zones. 

CURRENT DESIGN PRACTICES 

Current design s tandards set forth in the AASHTO policy 
(!_) are based on the r esults of field studies (.!!, 18) con­
ducted between 1938 and 1941 at1d validated by another 
study (16) conducted in 1957. Based on these studies, 
the AASHTO policy defines the minimum passing sight 
distance as the sum of the following four distances: 

d1 = distance traveled during perception and reaction 
time and during initial acceleration to the point 
of encroachment on the left lane, 

da = distance traveled while the passing vehicle oc­
cupies the left lane, 

da = distance between passing vehicle and opposing 
vehicle at the end of the passing maneuver, and 
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d4 = distance traveled by an opposing vehicle for two­
thirds of the time the passing vehicle occupies the 
left lane or two-thirds of d2• 

Design values for each of these four distances were 
developed by using the previously mentioned field data 
and the following assumptions. 

1. The overtaken vehicle travels at uniform speed. 
2. The passing vehicle reduces speed and trails the 

overtaken vehicle as it enters a passing section. 
3. When the passing section is reached, the passing 

driver requires a short period of time to perceive the 
clear passing section and to react to start his maneuver. 

4. Passing is accomplished under what may be 
termed a delayed start and a hurried return in the face 
of opposing traffic. The passing vehicle accelerates 
during the maneuver, and its average SJ?eed during the 
occupancy of the left lane is 16.1 km/ h (10 mph) higher 
than that of the overtaken vehicle. 

5. When the passing vehicle returns to its lane, there 
is a suitable clearance length between it and an oncoming 
vehicle in the other lane. 

The design standards obtained when the four elements 
of the passing maneuver are combined under these as -
sumptions are shown below. Sight distance on a vertical 
or horizontal curve is defined as the distance at which 
an opposing vehicle 1. 37 m ( 4. 50 ft) above the pavement 
sm·face can just be seen by a passing driver 1.14 m 
(3 .75 ft) above the pavement. 

Design Minimum Passing Design Minimum Passing 
Speed Sight Distance Speed Sight Distance 
(km/h) (m) (km/h) (m) 

48 335 105 701 
64 457 113 762 
80 549 121 792 
97 640 129 823 

An examination of the state of the art indicated that 
many of the assumptions used to develop the AASHTO 
standards are invalid for current highway operations (22). 
First, no provision exists for establishing the length -
over which the design PSD must be made available to 
the passing driver. Second, assumed speeds consider­
ably lower than design speeds are used because the 
standards are based on an average rather than a critical 
passia,g n1aneuvc1·. A11U, thi1·U, th~ a::;~u111ed spt:t:d dii­
ferential between passing and passed vehicles measured 
for low-speed passes was extrapolated as a constant for 
higher speed passes. These assumptions lead to in­
adequate sight distance standards except that the ele­
ments of the passing maneuver are combined in an ex­
tremely conservative manner. The summation of the 
four distance elements di, da, da, and d4 bases passing 
sight distance requirements on the completion of an en­
tire pass ing maneuver rather than on the critical portion 
of the maneuver afte1· the driver is committed to pass . 
More realistic standards can be developed based on cur­
rent measurements of passing performance and a re­
vised model of the sight distance requirements of pass­
ing drivers. 

CURRENT MARKING PRACTICE FOR 
NO-PASSING ZONES 

The 1971 Manual on Uniform Traffic Control Devices 
(MUTCD) specifies that a vertical or horizontal curve 
shall warrant a no-passing zone and shall be so marked 
where the sight distance is equal to or less than that 
listed below for the prevailing (off-peak) 85th percentile 

speed. Sight distance on a vertical or horizontal curve 
is defined as the distance at which an op1Josing vehicle 
1.14 m (3. 75 It) above the pavement surface can just be 
seen by a passing driver 1.14 m (3,75 ft) above the pave­
ment. 

1971 MUTCD 1971 MUTCD 
85th Percentile Sigllt Distance 851'11 Percentile Sight Distance 
Speed (km/h) (ml Speed (km/h) (m) 

48 162 97 305 
64 183 113 366 
80 244 

The reasons for selecting these minimum sight dis­
tances are not stated in the MUTCD, nor is the source 
given. However, MUTCD sight distances are identical 
to those presented in a 1940 AASHTO publication (2). 
These recommended sight distances represent a sub­
jective compromise between distances computed for 
flying passes and dista nces computed for delayed passes. 
As such, they do not .rep resent any particular passing 
situation. Table 1 gives the basic assumptions and de­
rived sight distances. 

Because of the lack of documentation, the source of 
flying pass sight distances cannot be validated. The de­
layed pass sight distances are calculated as the sum of 
the left-lane distance and the opposing vehicle distance 
based on the stated asswnptions and additional assump­
tions regarding the passing phenomenon contained in 
another AASHTO policy (3}. For these calculations, the 
pex·ception- reaction distance, d1, and clearance distance , 
da, are ignored, and the opposing vehicle is assumed to 
appear at the initiation of the passing maneuver. 

With all the subjective assumptions a11d manipulations 
needed to derive the 1940 AASHTO no-passing zone sight 
distances, it is very difficult to see how they relate in 
any way to the safety and operational efficiency of pass­
ing zones. 

In regard to MUTCD recommendations, the other 
part of the no-passing zone marking practice relates to 
the distance between no-passing zones, which indirectly 
sets the minimum length of passing zones. The basis 
for this length, which is set at 122 m (400 ft), is not 
documented. A passing zone of this length is wholly in­
adequate for the majority of higher speed passes on main 
rural highways (13). 

A final consideration in current marking practice is 
that there is no universally accepted meaning of center­
lint: i11arking1,, Two conct:lpts are in use today, The 
first, known as the short-zone concept, requires that 
all passes be completed within the marked passing zone. 
This concept has been adopted by the Unifo1·m Vehicle 
Code (15) and incorpornted by reference in the MUTCD. 
A less common interpretation, known as the long-zone 
concept, allows a driver to complete a pass within a 
marked no-passing zone if the pass was started within 
a passing zone. Criteria for marking passing and no­
passing zones are based on the meaning of centerline 
marki"ngs. Thus, passing zones bas ed on the long-zone 
concept can be shorter, since passes need not (legally) 
be completed within the zone. However, longer passing 
sight distance should be required at the end of a passing 
zone, inasmuch as a pass could legally be initiated at 
that point. Either concept can be used, together with 
appropriate marking warrants, to operate highways 
safely. However, uniform nationwide use of a single 
interpretation of passing and no-passing zone markings 
is desirable. 

RECENT RESEARCH FINDINGS 

Although a considerable number of studies have been 



conducted on various aspects of the passing maneuver, 
the fact remains that current AASHTO and MUTCD 
standards are primarily based on studies conducted 35 
to 50 years ago. For this reason alone, the validity of 
current standards is questionable. 

Many recent studies have provided valuable insights 
that would allow improvements to these standards, but 
several of these studies were purely empirical and gave 
little attention to application of the results to current 
practice. These results should be synthesized to make 
them applicable. 

In the interest of space, a thorough discussion of all 
pertinent aspects of all previous studies is impractical, 
but several of the more important ones are discussed 
briefly and a few significant studies are discussed in 
more detail. 

Several studies were concerned with the driver's 
ability to estimate variables such as available sight 
distance, closure speed between the passing vehicle and 
the passed or opposing vehicle, required passing dis­
tance or time under various impedance conditions (either 
by an approaching vehicle or by available sight distance), 
and other judgment aspects of the passing maneuver. 
One study (4) was conducted to determine how drive1·s 
understand and act at no-passing zones. Another study 
(5) involved mathematical simulation of a two-lane rural 
hlghway. 

Research conducted by Gordon and Mast (10) was con­
cerned with the ability of d1·ivers to judge thedistance 
required to overtake and pass. Their results (govern­
ment car and own car) are shown in Figure 1 compared 
with previous results by Matson and Forbes (14), Prisk 
(18), and Crawford (6) . Although none of these research­
ers was co11cer11ed w1th passing zone length, the best fit 
curves clearly indicate the inadequacy of the MUTCD 
122-m (400-ft) passing zone. 

Jones and Heimstra (12) performed studies to de­
termine how accurately drive1·s estimate clearance time. 
They found that many subjects were not capable of ac­
curately judging the last safe moment for passing with­
out causing the approaching vehicle to take evasive ac­
tion. 

Farber and Silver (!, t t 19,) defined requirements 
for the overtaking and passing maneuver. The major 
findings of their studies were that drivers judged dis­
tance accurately in passing situations, but that their 
ability to judge speed variables was marginal. Subjects 
could not discriminate even grossly different opposing 
vehicle speeds. Ability to judge time available to pass 
was substantially improved when the need to judge oppos­
ing vehicle speed was eliminated. 

Research was conducted by Hostetter and Seguin (11) 
to determine the singular and combined effects of im-:­
pedance distance, impedance speed, passing sight dis­
tance, and traffic volume on driver acceptance of pass­
ing opportunities. In general, sight distance was found 
to be the major determinant of the probability that a 
driver would accept a passing opportunity. The proba­
bility of a pass increased as the sight distance increased. 

Bacon, Bl'etming, and Sim (4) conducted a question­
naire study of passing practices and no-passing policies 
to determine how drivers understand and act at no­
passing zones. The research revealed that only 30 per­
cent of the sample (424 respondents) claimed to observe 
no-passing zones according to enforcement intentions. 

Cassel and Janoff (5) used a mathematical simulation 
model to study passing maneuvers. It simulated the 
movement of vehicular traffic for various road geometry 
and traffic volume conditions. Results of simulation 
runs indicate that (a) when drivers were given knowledge 
of opposing vehicle speed on tangents, there appeared 
to be an increase in safety but the average speed was 
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reduced, so that a significant loss in time occurred; 
and (b) as the percentage of no-passing zones increased, 
there was a decrease in throughput as indicated by aver­
age speed, time delay, and number of passes. 

Two 1971 studies (21, 23) added signi(icant insight on 
how to consider the passing phenomenon in designing and 
marking adequate passing zones. These studies inde­
pendently recognized the critical position in the passing 
maneuver where the passing driver requires the maxi­
mum sight distance for safe execution of the maneuver. 
Weaver and Glennon (23) called this the critical position, 
and Van Valkenburg and Michael (21) called it the point 
of no return. Although it is difficult to determine the 
exact relationship between the passing and passed ve­
hicles, this position occurs essentially when the two ve­
hicles are abreast. It is the point at which the sight 
distances needed either to safely (with adequate clear­
ance to an opposing vehicle) complete the pass or to 
abort the pass are equal. 

Figure 2 shows a: critical passing maneuver. The 
passing and passed vehicles are at points A and B as 
they enter the passing zone. The passing vehicle travels 
distance d1 while determining that the left lane is clear 
to pass. At point C, the passing vehicle is abreast of the 
passed vehicle . The results of early studies, recon­
firmed by Weaver and Glennon, show that the average 
distance traveled by a passing vehicle in accelerating 
from the trailing position to the critical _position adjacent 
to the passed vehicle is approximately 1/s d2, Until the 
passing vehicle reaches point C, the sight distance re­
quired to abort the maneuver is less than the sight dis­
tance required to complete the maneuver. Beyond point 
C, greater sight distance is required to abort than to 
continue the maneuver, so the passing driver is com­
mitted to complete the pass. At point E, the passing ve­
hicle returns to the right lane with proper clearance to 
the passed vehicle, now located at D. An opposing ve­
hicle will fravel a distance d4 (equal to % d2J from G to 
F while the passing vehicle moves from C to E. Proper 
sight distance must be provided to ensure that the oppos­
ing vehicle is no closer to the passing vehicle than point 
F when the passing vehicle returns to the right lane. The 
sight distance required by the passing driver in the crit­
ical position is, therefore, the sum of the remaining dis­
tance before the passing vehicle returns to the right lane 
(% d2), the distance traveled by an opposing vehicle be­
fore the passing vehicle 1·eturns to the right lane (dJJ 
and a clearar1ce distance (da). 

The studies described above used both the critical 
position hypothesis and results of field studies on passing 
maneuvers to derive recommended sight distance stan­
dards. Although the two studies used different assump­
tions in choosing the distances associated with the ele­
ments of the passing maneuver, their recommended 
sight distances are very similar, as shown in Figure 3. 
Also shown in this figure are the sight distance standards 
from the current edition of MUTCD and from an earlier 
draft of that edition. Although the basis for the sight 
distance standards proposed in the draft was never docu­
mented (nor was the reason for rejecting these recom­
mendations), the new standards proposed in that draft 
are very similar to those of the two research studies de­
scribed above. 

In addition to the sight distance recommendations, 
Weaver and Glennon also stressed the need for minimum 
passing zone lengths. Their recommendations are based 
on the sum of 85th percentile distances found in their 
field studies for the perception-reaction distance, di, 
and the left-lane distance, d2, These recommended zone 
lengths are 
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Design Minimum Length Design Minimum Length 
Speed of Passing Zone Speed of Passing Zone 
(km/h) (m) (km/h) (m) 

80 270 105 407 
97 361 113 453 

These minimum zone lengths represent the distance re­
quired to make a pass with the 85th percentile condition. 
With a shorter zone, the possibility of a passing vehicle 
being in the critical position beyond the end of the zone 
(where available sight distance is less than the recom­
mended) is greatly increased. 

Another study by Jones (13), done in conjunction with 
the Weaver and Glennon study, was undel'taken to prove 
that the MUTCD allowance of a 122-m (400-ft) passin 
zone length was inadequate. Although this study was not 
rigorous, it shed light on the relationship of marking 

Table 1. Basic assumptions and derived sight distances. 

Speed of Passing Vehicle (km/h) 

Assumption 48 64 80 97 

Speed differential between passing and 
passed vehicles, km/h 16.1 20.1 24.1 32.2 

Speed of ~posing vehicle, km/h 40.2 52.3 64.4 74.4 
Sight distance for flying passes, m 134 168 201 201 
Sight distance for delayed passes, m 155 232 332 421 
Suggested minimum sight distances, m 152 183 244 305 

Note: 1 km/h= 0.62 mph; 1 m = 3.28 ft, 

Figure 1. Passing distance in relation to speed. 
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Figure 2. Completion of a critical 
passing maneuver. 
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practice and actual highway operations. 
The Jones study evaluated the use and safety of short 

passing zones on two-lane highways. Three short pass­
ing zones of 122, 195, and 268 m (400, 640, and 880 ft) 
were chosen. The three sites had similar ADT volumes 
and geometrics and reasonably similar len~ths of no­
passing stripe on the approach to the zo·ne (490 to 670 m 
or 1600 to 2200 ft). In addition, two longer zones having 
lengths of 500 and 792 m (1640 and 2600 rt) we1·e s tudied 
for comparative purposes. The posted speed limit for 
all five sites at the time of study was 113 km/ h (70 mph). 

The study included a subjective evaluation of the pro­
portion of passing opportunities that resulted in com­
pleted passes. A passing opportunity was defined as a 
situation in which a vehicle entered one of the study areas 
trailing another vehicle within four car-lengti1s (approx­
imately 25 m or 80 It) and was, in the judgment of t he 
observer, awaiting a chance to pass the lead vehicle. 
An averag~ of 125 such passing opportunities occurred 
at each of the three short zones during the study period. 

Figure 4 shows the results of the evaluation of pass­
ing zone use (13). Fewer than 9 percent of the passing 
opportunities were accepted at each of the three short 
passing zones. By contrast, the 500-m (1640-ft) zone 
had 22.8 percent use, and the 792-m (2600-ft) zone had 
41.0 percent use. These results, though based on lim­
ited observation, cast doubt on any claim that short pass­
ing zones add substantially to the level of service on two­
lane highways. 

Additional data were collected at the three short zones 
about each passing opportunity that resulted in a passing 
maneuver. The safety of the return of the passing ve­
hicle to the right lane at the completion of the maneuver 
was subjectively rated on a severity scale of O to 2 based 
on the following definitions: 

Rating Definition 

0 Smooth return from passing lane to normal operating 
lane 

Forced return in which the passing driver apparently 
realized that the remaining sight distance was less than 
adequate 

2 Violent return in which the passed vehicle or an opposing 
vehicle was forced to brake or move to the shoulder 

Also, the location of the return to the right lane was re­
corded for each completed pass. 

Figure 5 shows the distribution of severity ratings for 
the retnrl') rn~ne.uvers of completed p?.sses for each cf the 
three short zones. The proportion of observed hazardous 
maneuvers decreased as the zone length increased. 
Forced or violent 1·eturns occu1-red in 63 percent of the 
passes on the 122-m (400-ft) zone, 45 percent of the 
passes for the 195-m {640-ft) zone, and 10 perceilt of the 
passes for the 268-m (880-ft) zone. Only the results 
for the 268-m zone appear tolerable under any reasonable 
safety standard. 

The point of return of passing vehicles to the right 
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Figure 3. Minimum sight distances required to pass. 
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Figure 4. Driver acceptance of passing opportunities. 
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Table 2. Design criteria and marking warrants. 

BOO 

Minimum Passing Sight Minimum Length of Passing 
Distance (m) Zone (m) 

Design 
Speed Recom- Recom-
(km/h) mended AASHTO MUTCD mended AASHTO MUTCD 

48 335 152 122 
64 457 183 122 
80 346 549 244 270 122 
97 451 640 305 361 122 

113 556 762 366 453 122 

Note: 1 km/h= 0.62 mph; 1 m = 3.28 ft, 

lane was also recorded as an indication of safety and 
legality. The standards established by the MUTCD and 
the laws governing highway operation in many states re­
quire a driver to complete a pass before entering a no­
passing zone (15). On this basis, all 11 of the observed 
passes on the 122-m (400-ft) section were illegal. On 
five oi these 11 passes, the passing vehicle did not re­
turn to the right lane until more than 122 m after the be­
ginning of the no-passing stripe. Only one pass out of 
nine on the 195-m (640-ft) section and two of the 10 
passes observed on the 268-m (880-ft) section were 
legal. For all three study sites, the drivers who pen­
etrated the no-passing zone entered an area of extremely 
restricted sight distance. 

SIGHT DISTANCE REQUIREMENT (Meters) 

Figure 5. Return maneuver severity rates. 
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SEVERITY OF RETURN MANEUVER 

The results of the Jones study indicate that most 
drivers are reluctant to use passing zones shorter than 
268 m long. The overwhelming majority of drivers who 
did use such zones did so illegally or unsafely. A more 
complete study is needed to establish in detail the rela­
tions hip of frequency and safety of passing zone use to 
zone length and available sight distance. However, 
available data suggest that the MUTCD standards for 
striping highways should be modified. 

NEED FOR INTEGRATED DESIGN 
AND OPERATIONS 

Because as many as 5000 fatalities a year may be asso­
ciated with passing maneuvers on two-lane highways, 
there is a definite need to critically reevaluate the cur­
rent design and marking standards associated with the 
passing maneuver. Also, in a time of increasing liti­
gation against highway agencies concerning their safety 
responsibility in highway accidents, these agencies are 
concerned about the adequacy of these standards and 
their compat ibility with existing state laws regarding the 
use of passing and 110-passing zones. Such a reevalua­
tion is particularly timely since nationwide speed limits 
have been reduced . Many passing zones that were mar­
ginally safe at 113 km/h l 70 mph) may be completely 
adequat e at 88 km/ h (55 mph), and improved standards 
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tl1at reflect. this appru.·ent benefit should be promulgated 
before highway agencies begin remarking these zones ac­
cording to lower speed standards. 

Most highway agencies use either the AASHTO and 
MUTCD standards directly or some subjective modifi­
cation of them. Therefore, these standards (and related 
state laws) need to be 1·evlsed to relate more objectively 
and practically to the safety of passing maneuvers, as 
discussed earlier. Although the most predominant need 
is for objective and sound marking standards, design 
standards based on the same principles could also derive 
significant safety and operational benefits on the many 
kilometers of lwo-lane high.ways (pa1·ticularly primary 
highways) that are reconstructed each year. 

Indeed, it is time to reconsider whether the continu­
ation of separate design criteria and marking warrants 
for passing and no-passing zones is desirable. The de­
velopment of combined design and marking standards can 
promote both operational efficiency and safety. Such 
standards should include both minimum passing sight 
distances and minimum lengths of passing zones. 

Consideration of passing zone operations in the de­
sign process is highly desirable because subsequent op­
erations are largely fixed by design decisions. Minor 
adjustments of horizontal and vertical geometrics can 
increase both the safety of passing operations and the 
use of marginal passing zones in rolling terrain. Ad­
justment of geometrics to optimize passing operations 
must be integrated into the design process, because 
such adjustments are not economically feasible after 
the highway is built. Combined standards for design 
and operation of passing zones would encourage the de­
signer to assess directly the effects of design decisions 
on the length and sight distance available in marked 
passing zones on the completed highway. 

SUMMARY 

An evaluation of passing sight dista11ce standards shows 
that % da + d3 + d1 is a more logical model of the sight 
distance requirements of passing drivers than is d1 + 
d2 + ds + d4, which is Ltsed in current AASHTO design 
standards. Current MUTCD passing sight distance 
standai·ds do not 1·e1ate objectively to the safety and op­
erational efficiency of passing zones. AASHTO design 
standards place no restrictions on the length of passing 
zones. n1e MUTCD allows the use of passing zones as 
short as 122 m (400 ft) long. Jones' study demonstrates 
that passing zones shorter than 268 m (1:rnu nj long do 
not increase service substantially but do increase ac­
cident potential. 

Combined design criteria and marking warrants for 
passing and no-passing zones will promote both oper­
ational efficiency and safety. The criteria given in 
Table 2 are suggested for both design and marking of 
safe passing zones. Passing should not be allowed un­
less the minimum sight distance is available to the pass­
ing driver for at least the minimum passing zone length. 
The basis for these criteria has been discussed and is 
thoroughly documented by Weaver and Glennon (23). For 
comparative purposes, the present AASHTO andMUTCD 
criteria are also given. 

The question that remains is what is the trade-off be­
tween traffic service and safety for the variety of traffic 
and highway conditions present at passing zones. This 
suggests a need for more rigorous examination of the 
distributions of passing maneuver variables for various 
passing zone environments. 
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Abridgment 

Roadside Encroachment 
Parameters for N onf reeway 
Facilities 

John C. Glennon and Cathy J, Wilton, Midwest Research Institute, Kansas 
City, Missouri 

A recently published NCHRP report (1) has shed light on 
how to evaluate and compare the degree of hazard asso­
ciated with roadside obstacles. To evaluate the effec­
tiveness of roadside safety improvements, a probabilistic 
hazard index model was developed. This model accounts 
for (a) vehicular roadside encroachment rates, (b) per­
centile distribution for the lateral displacement of en­
croaching vehicles, (c) encroachment angle, (ct) lateral 
placement of the roadside obstacle, (e) size of the ob­
s tacle, and {f) accident severity associated with the ob­
stacle. The predicted difference between the hazard 
index before and after improvement indicates the effec­
tiveness of the roadside safety improvement. 

The objective of the research (2) described here was 
to enlarge the applicability of the hazard model developed 
in NCHRP Report 148 so that it can be used for predicting 
the effectiveness of roadside safety improvements on all 
classes of highway. This involved collecting additional 
data for estimating roadside encroachment rates, en­
croachment angle distributions, lateral displacement 
distributions, and obstacle severity indexes for all 
classes of highway other than freeways: urban arterial 
streets, rural two-lane highways, and rural multilane 
surface highways. 

ROADSIDE OBSTACLE SEVERITY 
INDEXES 

The severity index is a measure of the average conse­
quence of a vehicle impact and is an integral part of the 
roadside hazard index model. Generally, any safety 
program is aimed at reducing total fatal, injury, and 
property damage accidents. Therefore, any improve­
ment scheme that assigns higher weights to the more 
severe accidents will tend to satisfy these aims. The 
severity index c·onsidered here is the proportion of total 
accidents that are either fatal or nonfatal injury accidents. 

So that the hazard model would be usable for all 

Publication of this paper sponsored by Committee on Operational Effects 
of Geometrics. 

classes of highways, severity indexes were identified for 
the various roadside obstacles classified by type of high­
way. The major premise was that, as average operating 
speeds increase, the severity index of a particular road­
side obstacle increases. Therefore, for a particular ob­
stacle, the severity index is expected to increase from 
urban streets to rural at-grade highways to freeways. 

Severity data on single-vehicle roadside obstacle ac­
cidents were requested from 34 city and 13 state agencies. 
Of these agencies, 8 cities and 10 states were able to 
provide data suitable to the needs of this study. City 
agencies were asked for accident severity data on urban 
roadside obstacles on streets with speed limits of 48 to 
72 km/h (30 to 45 mph). State agencies were asked for 
accident severity data on roadside obstacles along rural 
nonfreeway l'Oadways with speed limits of 80 to 112 km/h 
(50 to 70 mph) . 

The subject research report lists developed severity 
indexes for freeways, rural surface highways, and urban 
streets for the following roadside obstacles: utility poles, 
trees, sign posts, light poles, traffic signal poles, rail­
road signal poles, curbs, guardrails, roadside slopes , 
ditches, culverts, drainage inlets, bridge abutments and 
piers, bridge rails, retaining walls, fences, and fireplugs. 

ROADSIDE ENCROACHMENTS 

A roadside encroachment occurs when a vehicle leaves 
the traveled way either because of loss of driver control 
or because of an emergency maneuver to avoid collision 
with another vehicle. The parameters that describe the 
nature of these encroachments are the encroachment 
rate, distribution of encroachment angles , and distribu­
tion of lateral displacements of encroaching vehicles. 

Because of time and funding constraints, estimates 
of the pertinent encroaclunent parameters were made by 
using roadside accidents as the basic data source. Of­
ficials of Kansas City, Missouri, and the Missouri State 
Highway Commission were very cooperative in providing 
the necessary accident data and roadway and traffic in­
ventory data. 
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Table 1. Equations of roadside accident rate versus ADT for various 
classes of highway. 

Correlation Slandard 
Highway Clas s Regression Equation Coefficient Error 

Rural fre eway y = 0.476 + 0.000 172 (ADT) 0.731 1.330 
Rural multila ne divided y = 0.663 + 0.000 113 (ADT) 0.641 0 .861 
Wide rural two-lane 

(roadbed > 10.9 m) y = 0. 182 + 0.000 142 (ADT) 0.445 0 .3 55 
Narrow rura l two-lane 

(roadbed < 10.9 m) y = 0. 159 + 0.000 142 (ADT) 0.590 0.400 
Urban arterial s treets y = 0.474 + 0.000 254 (ADT) 0.608 2. 570 

Note: 1 m "' 3.28 ft 

Encroachment Rates 

Roadside encroachment rates are normally higher than 
reported roadside accident rates because all encroach­
ments do not result in accidents. The only pure en­
croachment data available are those of Hutchinson and 
Kennedy (3) for freeway medians. Therefore, for this 
study, the-encroachment rates were estimated from ac­
cident rates by multiplying all accident rates by the ratio 
of freeway encroachment rates (twice the median en­
croachment rate of Hutchinson and Kennedy) to freeway 
accident rates (measured in this study). 

The accident data were analyzed by using simple lin­
ear regression analysis in which data points were 
weighted by roadway section length. To achieve max­
imum discrimination, several classification variables 
were also investigated including type of street, speed 
limit, frequency of fixed objects, and presence of curbs 
in urban areas and type of highway, roadbed width, and 
average operating speed in rural areas. Of these clas­
sification variables, type of highway in rural areas and 
roadbed width for two-lane rural highways were the only 
ones that provided some discrimination of accident rates. 

The resulting roadside accident rate versus ADT re­
lationships are shown in Table 1. These relationships 
are defined by the regression equations and the standard 
descriptors of goodness of fit, the correlation coefficient, 
r, and the standard error, S.E. The encroachment fre­
quencies for highways other than freeways are estimated 
by multiplying the slope of each accident line by the ratio 
(5.23) of freeway e11c1·oachments to freeway accidents. 
These are simply order of magnitude estimates to be 
used in the absence of true encroachment data. 

Encroachment Allgles and Lateral 
Displacements 

Collision diagrams from accident reports were used to 
record dimensions of accident encroachments for de­
termining encroachment angles and the lateral displace­
ments of encroaching vehicles. Lateral displacement 
was measured to the right-front corner of the vehicle at 
its final resting place and requires identification of 
either that dimension directly or the other two sides of 
the encroachment triangle. To compute the angle of en­
croachment requires that any two sides of the encroach­
ment triangle be identified. 

The subject research report shows resulting exceed­
ance distributions for encroachment angles and lateral 
displacement distances for urban arterial streets and 
rural two-lane highways. With minor variations, these 
distributions are similar to those found for freeway me­
dians by Hutchinson and Kennedy. 

CONCLUSIONS AND RECOMMENDATIONS 

Applying the developed roadside encroachment parame­
ter estimates in the hazard model suggests that rela-

tively little effectiveness can be gained by implementing 
roadside safety improvements on highways other than 
freeways. This negative conclusion, however, must be 
interpreted in light of the limitations of the data presented 
in this report. The roadside encroachment rates de­
veloped here are only average rates and do not account 
for higher rates at specific locations. For example, the 
encroachment rates for highway curves, for weaving 
sections, or for sections with extremely low skid resis­
tance are expected to be much higher than the average. 
Unfortunately, the data needed to detect these variances 
from the average are difficult to compile and therefore 
have not been investigated by anyone. 

Because the hazard index is directly proportional to 
encroachment rate, it is easy to investigate the sensi­
tivity of the hazard index to a change in encroachment 
rate. For example, if the encroachment rate for a par­
ticular highway curve geometry is three times the aver­
age, the hazard index would be three times the average. 
If this kind of condition could be detected, more kinds of 
roadside hazard improvements at more highway locations 
could be justified. 

To be able to identify and justify roadside safety im­
provements for highways other than freeways, therefore, 
requires further research to improve the precision of the 
hazard model so that it accounts for hazard-sensitive 
site-specific parameters. 
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Effect of the Energy Crisis 
on Existing Design 
Standards 

George B. Pilkington II, Federal Highway Administration 

An immediate reaction to the energy crisis by highway engineers was a pro­
posal to summarily reduce design standards, especially design speed. This 
paper discusses why such a reduction should not be effected. Factors­
that should be considered before standards are reduced are (a) AASHTO 
definition of design speed, (bl possibility of 88-km/h (55,mphl speed 
limit being temporary, (cl the effect reducing design speed could have 
on multimodal corridors, {d) higher order of safety provided by higher 
design speeds, (e) increased use of smaller cars, (fl liability of highway 
engineers, and (g) current research on situational design criteria. 

The energy crisis is one of many socioeconomic and 
political factors that have adversely affected the funds 
available for highway operation, both constl·uction and 
maintenance. As an immediate reaction to the reduced 
availability of highway funds, some design engineers 
have proposed that geometric design standards be re­
duced. These proposals have, for the most part, 
centered on a reduction in the design speed to 88 km/h 
(55 mph), since that is the current maximum speed limit 
specifjed in the Fedeul-Aid Highway Act of 1974. 

While it does not appear that the adoption of an 88-
km/h (55-mph) design speed is an appropriate solution 
to the current problem of reduced highway funding capa­
bilities, a brief discussion of the considerations involved 
in such a change is appropriate. A review of the various 
geometric design policies of the American Association of 
State Highway and Transportation Officials (1) indicates 
that there is nothing to prevent such a change since there 
are nine specific design speeds ranging from 32 to 129 
km/h (20 to 80 mph). Although 88 km/h (55 mph) is not 
one of these, the geometric design requirements at this 
speed can be determined by interpolating between the 
values specified for the 80 and 97-km/ h (50 and 60-mph) 
design speeds. However, there are several factors that 
should be considered before a policy of using an 88-
km/ h (55-mph) design speed is adopted. 

Publication of this paper sponsored by Committee on Operational Effects 
of Geometrics. 

CONSIDERATIONS IN REDUCTION OF 
DESIGN STANDARDS 

AASHTO Definition of Design Speed 

AASHTO (1) defm_es design speed as "a speed determined 
for design -and correlation of the physical features of. a 
highway that influence vehicle operation. It is the maxi­
mum safe speed that can be maintained over a specified 
section of highway when conditions are so favorable that 
the design featm·es of the highway govern." AASHTO 
also states (2) that design speed should be selected con­
sistent with the terrain, type of highway, expected traf­
fic volumes, and economic considerations. AASHTO 
policy indicates that "every effort should be made to use 
as high a design speed as practicable to attain a desired 
degree of safety, mobility and efficiency." The require­
ments for selecting design speed in urban ru:eas (3) are 
consistent with those outlined in the earlier publication. 

Thus, AASHTO policy, which is adopted by FHWA, 
is that a design speed should be higher than the antici­
pated operating speed. Table Ill - 1 of the "blue book" 
(2) indicates that the assumed operating speed for wet 
pavements is between 94 and 80 percent of tJ1e design 
speed between 48 and 129 km/ h (30 and 80 mph} 1•espec­
tively. To be consistent with this policy, a design speed 
of 105 km/ h (65 mph) should appropriately be selected 
if an 88-.km/h (56-mph) operating speed is to be main­
tained over a given section; and 105 km/h (65 mph) is 
specifically provided for in the "blue book." Further, 
a recent study of traffic speeds to determine the effect 
of the 88-km/h (55-mph) speed limit on operating speeds 
shows that, while there has been a definite dec1·ease, 
only 53 percent ot all vehicles on main 1·ural 1·oads con­
form to the 88 -km/h (55 mph) speed limit. 

88-km/ b (55 mph) Speed Limit May Be 
Temporary 

At hearings before the Senate Public Works Committee 
on increased truck size and weight, Senator Bentsen sug­
gested that the 88-km/h (55-mph) restriction might be 
lifted in the future. Just as the maximum size and 
weight limitation on trucks has now been increased, so, 
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too, could the current speed limit be increased by 
future legislation. In fact, a recent article (7) that 
listed congressional objectives with respect to auto­
mobile energy conservation did not include the main­
tenance of the 88-km/ h (55-mph) speed limit in either 
short- or long-term objectives. 

Throughout the years, highways have always been 
constructed by using the best available technology; as 
a result roads built in 1925 are in use today. This fact 
constitutes one of our major concerns: "How do we 
upgrade these older facilities to meet the safety stan­
dards in use today within the availability of highway 
funds?" By the same token, highways built today may 
well be in use in the year 202 5; thus, it is imperative 
that engineers use the best standards available. 

Although we do not know what the future automobile 
will look like, the technology available in the automobile 
industry will most probably produce vehicles with more 
efficient power plants and vehicles that are not so de­
pendent on petroleum. Thus, the future safety and 
mobility demands placed on the highway may very likely 
be similar to those we know today. 

Accordingly, highways should be designed with 
safety, mobility, and costs in mind. Where standards 
below those that have proved to provide a high degree of 
safety are proposed, a case to use these less-than­
minimum designs should be made to the FHWA on a 
project-by-project basis. 

Use of Highway Facilities as Multimodal 
Corridors 

In some instances, the use of lower design speeds would 
seriously limit, if not prevent, the use of highway facil­
ities as multimodal transportation corridors. Primarily, 
rail is the only other transportation mode that could 
jointly use a land corridor. The geometric require­
ments for rail are more restrictive than those for a 
highway facility in both horizontal and vertical align­
ment. However, by combining modes in a corridor, 
some of the costs can be shared, such as right-of-way 
acquisition and construction. For example, Metro, the 
158-km (98-mile) 1•ail transit system being built in the 
Washington, D.C., area, was proposed to use the 1-66 
median for rail lines. Because it now appears that 1-66 
will not be built, Metro wants to maintain control of 
sufficient right-of-way within the current highway cor­
ridui tu biiild lir-,es. California is now cunsiUe1·.iu~ 
multimodal transportation corridors, particularly when 
new facilities are planned. 

There are many instances across the country in which 
right-of-way lines of a highway and a railroad abut each 
other; thus, both modes are using the same corridor. 

Table 1. Accident rates on Interstate and federal-aid primary and 
secondary highway systems. 

Rate• 

System Fatalities Injuries Fatality Injury 

Interstate 4 946 169 225 2.31 78.92 
Federal-aid primary 

Interstate 1 680 65 916 4.39 172.44 
Other 18 681 750 852 4.79 192.42 

Total 20 361 816 768 4.75 190.63 

Federal-aid secondary 
State 9 262 283 493 6.31 193.13 
Local 4 542 ~ 5.21 261.22 

Total 13 804 511 223 5.90 218.50 

'Per 62 million vehicle-km (100 million vehicle-miles) traveled. 

Safety Features of Higher Design Speeds 

Higher design speeds not only meet today's mobility 
demands but also generally provide a higher order of 
safety. Several research studies (i, ~ have shown that 
geometric elements such as longer sight distances, 
flatter horizontal curves, and flatter grades decrease 
accident experience. A comparison of the 1973 fatal 
and injury accident rates for the Interstate, federal-aid 
primary, and federal-aid secondary highway systems 
(Table 1) indicates generally that as design speed de­
creases the accident rate increases (10). 

Recent research has shown that theflatter grades and 
flatter horizontal curves associated with the higher de­
sign speeds reduce fuel consumption (11). Thus, the 
use of a lower design speed to reduce construction costs 
will cause an increase in vehicle operating costs. 

An issue related to the general safety implications of 
lower design speeds is the mixing of design speeds, e.g., 
a section having a 113-km/h (70-mph) design speed fol­
lowed by a section with an 88-km/ h (55-mph) design speed. 
An example of this is in Washington, D.C., where the 
Capitol Beltway (1-495) goes through Rock Creek Park. 
In the Rock Creek Park section, a lower design speed 
was imposed; however; in spite of the 80-km/ h (50-mph) 
speed limit, the accident rate is higher in this section 
than in the two adjoining sections having higher design 
speeds. The accident rate through Rock Creek Park was 
106/100 million vehicle-km (171/ 100 million vehicle­
miles) as compared to 84/ 100 million vehicle-km (135/ 
100 million vehicle-miles). Such situations violate 
driver expectancy (8); consequently, highway engineers 
have been accused of ignoring the human element in the 
design process. 

Increase in the Use of Small Cars 

The increasing use of small cars (compacts and subcom­
pacts) is causing concern about whether the current 
sight distance requirements-1.14-m (3.75-ft) eye height 
and 0.15-m (0.5-ft) object height-are inadequate (9). 
New Jersey has indicated that inadequate sight distance 
may be a cause for the increase in small car accidents 
occurring in that state. Canada is also concerned that 
the eye height is inappropriate because of the increasing 
number of smaller cars on their highways; therefore, 
as part of their metrication effort, a 1.05-m (3.45-ft) 
t:yt: ht:ight hai:, bt:tm rl::'cummended as a change to Cana­
dian geometric design standards. Should a lower eye 
height be accepted, a longer sight distance on crest 
vertical curves would be required. 

Liability of Highway Engineers 

The question of liability of highway engineers in negli­
gence suits resulting from highway accidents should be 
considered. Paul W. Clark, former chief of litigation 
for the State Highway Commission of Kansas, pointed 
out that, in some instances, the courts have specified 
that the design be implemented when they believe the 
highway agency has not appropriately improved a high­
way feature in accordance with advanced state of the art 
in highway safety (6). Many states have given up their 
sovereign immunity and have thus opened the way for 
personal negligence suits against the highway engineer 
at all levels. 

SUMMARY 

An 88-km/h (55-mph) design speed or any other criterion 
should not be adopted as an immediate panacea to cur­
rent fiscal problems without a good understanding of the 



implications of such decisions. Currently under way 
and planned is research that will provide a better under -
standing of the many unknowns of this situation. The 
objectives of one ongoing study (12) are to 

1. Quantify the effect on accident frequency and 
severity of varying the magnitude, size, or dimension 
of each roadway and roadside design element and com­
binations of the elements, 

2. Develop a methodology for measuring the cost 
effectiveness of these elements or combinations, and 

3. Provide a readily usable design guide for the 
highway design engineer. 

FHWA has plans to expand the work of Laughland 
and Schoon (12) so that most, if not all, of the geometric 
design elements or combinations recommended for fur­
ther research will be investigated. The FHW A study 
will use the earlier work as a basis for beginning the 
FHWA research. Both a literature review and evalua­
tion methodology will be used, and this research will 
only be done on those geometric elements or combina­
tions that cannot be comprehensively evaluated in the 
earlier work. 

Formal documentation of these studies will not be 
available until late in 1977; however, interim results of 
various investigations will be readily available from the 
progress reports required during the conduct of these 
research efforts. 

Thus, the energy crisis should not be permitted to 
affect existing geometric design standards at least until 
ongoing or planned research is completed. 
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Abridgment 

Roadside Hazards on 
N onf reeway Facilities 

J. W. Hall, C. J. Burton, D. G. Coppage, and L. V. Dickinson, 
Transportation Studies Center, University of Maryland 

The increasing emphasis on highway safety, due in part 
to the Highway Safety Act of 1966 and the more recent 
congressional hearings on highway safety, design, and 
operations, is directed primarily toward improving the 
Interstate Highway System. Numerous safety improve­
ment projects around the country are applying the clear 
roadside concept to existing Interstate facilities, an ef­
fort certainly warranted by the fact that 16 percent of all 
vehicle-kilometers of highway travel occurs on this sys­
tem. However, additional attention to highway safety is 
warranted on non-Interstate systems, which carry the 
remaining 84 percent of all travel and account for more 
than 91 percent of highway fatalities. In both a technical 
and financial sense, however, the design and operational 
features for reducing single-vehicle accidents on free­
ways are not directly applicable to nonfreeway facilities. 
This is especially true for the largest class of single­
vehicle accidents, those involving fixed objects along the 
roadside. 

<:ONC!F.P'T' QF A ROAD$! ffR J!A_7.A_RD 

Most research on the roadside environment has been 
directed toward specific types of items. P1·evious re­
ports (1, 5) have discussed the elements of U1e roadside 
envirornnent and have referred to them jointly as road­
side hazards. The extensive use of photographs in these 
reports to depict the poor design and installation of road­
side elements creates the impression that any reasonably 
capable engineer should be able to identify and correct 
these hazards on existing roadways and eliminate them 
from future designs. Notwithstanding some conceptual 
development (3), the technical lite1·ature does not con­
tain a comprehensive, definitive statement for determin­
ing whether a particular object is in fact a roadside haz­
ard. In the absence of a formal definition, engineers 
could respond that they know a roadside hazard when they 
see one. In a somewhat circular vein, a roadside hazard 
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could be described as any element that conflicts with the 
much-publicized 9.1-m (30-ft) clear roadside recovery 
area. Inasmuch as these two indirect criteria do not 
apply to nonfreeway facilities, the following set of defi­
nitions are proposed 

Roadside furniture: Includes all fixed or semipermanent objects, both 
publicly and privately owned, that are located off the traveled portion of 
the roadway but that are within 9 m (29.5 ft) of the n&arest edge of the 
traffic lanes. 

The definition is intended to include the general category 
of fixed objects and certain objects of a less permanent 
natul'e (e.g., tem_porai:y signs , debris left by traffic ac­
cidents). The limitation of roadside furniture to objects 
within 9 m (29. 5 rt) of the traveled roadway is admittedly 
arbitrary but not particularly critical in the subsequent 
concept development, 

Roadside obstacle: Any element of roadside furniture that, because of 
!ts s!!e, r!giditv, des!gn, 0r manner 0f p!acement, c=!..!ses ~n lmpact1!1g '.'e­
hicle and its occupants traveling at prevailing highway speeds to be se­
verely decelerated (or redirected) or causes the interior of such a vehicle 
to be seriously violated. 

This definition recognizes the extent to which roadside 
furniture impedes the operation of a vehicle after it has 
departed from the traveled way. The severe decelera­
tion noted in the definition has not been quantified, al­
though the numerical c1·iteria suggested by research in­
volviDg atteDuators (6) may be appropriate. Acco1·ding 
to this definition, unprotected bridge piers, most trees, 
and some drainage facilities are roadside obstacles. Al­
though a completely safe roadside environment would be 
one that was free of all obstacles, it is apparent that the 
elements fitting this definition do not have a uniform ac­
cident experience. 

Roadside hazard: Any roadside obstacle that, because of its placement 
and the design and operational characteristics of the adjacent roadway, 
has an above-average probability of being struck and causing severe oc­
cupant injury. 

The concept of a roadside hazard combines the severity 



level characteristic of an obstacle with the likelihood of 
impact. While severity of impact at a given speed is 
most closely related to design characteristics of the ob­
stacle, the probability of impact is more closely related 
to several roadway and obstacle parameters, including 
roadway geometrics and obstacl e position. For example, 
previous research (2, 7) has found that accident experi­
ence is higher on horizontal curves than on tangent sec­
tions. 

CHARACTERISTICS OF SINGLE­
VEHICLE, FIXED-OBJECT 
ACCIDENTS 

Although the suggested definitions may be lacking in cer­
tain respects, they do clearly indicate that the probabil­
ity of impact and the accident severity for particular 
fixed objects are the important considerations. These 
characteristics were initially examined by using the 
236 000 accidents in the Maryland accident record sys­
tem for 1970 to 1972. To analyze single-vehicle, fixed­
object (SVFO) accidents required that a modified ac­
cident data base be established based on the following 
criteria: 

1. Only one vehicle was involved, 
2. The accident occurred on a Maryland route or a 

U.S. route in Maryland, and 
3. The fixed object was coded for manner of col­

lision. 

For the 3-yea.i· period, 19 743 accidents (8.4 percent of 
the statewide total) met these criteria. 

Several general characteristics describe these SVFO 
accidents. Passenger cars were involved in 88 percent 
of the accidents. Approximately 73 percent of the SVFO 
accidents were reported as "non-intersection related," 
as opposed to 45 percent for all other accidents on Mary­
land and U.S. routes. In comparison with other acci­
dents, a higher percentage (60 versus 47) occur on two­
lane roads without access control. Analysis of the rec­
ords indicates that SVFO accidents occur most frequently 
on weekends, during the hours of darkness, under ad­
verse pavement conditions, during inclement weather, 
and on horizontal curvature. Vehicle speed was cited 
as a probable cause in 44 percent of the accidents. Driv­
ing under the influence of alcohol was listed as the prob­
able cause in 8 percent of the SVFO accidents, although 
in 27 percent the drivers were characterized as "had 
been drinking." In 10 percent of the SVFO accidents an 
unknown vehicle was considered at fault. 

The severity index (SI) for all SVFO accidents is 0.44, 
considerably higher than the SI of 0.34 for other acci­
dents on Maryland and U.S. routes. From the modified 
data base, the SI was evaluated for each of the 14 types 
of fixed object used in the accident record system. Ac­
cidents involving trees had the highest severity index 
(0.61), followed closely by those involving utility poles 
(0.59). The most fr equently struck objects were utility 
poles, which accounted for more than 16 percent of all 
SVFO accidents. The severity and frequency data were 
combined by using a ranking procedure (4). Based on 
this procedure, which represents the highest level of 
sophistication that can be obtained solely from the record 
system, utility poles are the most serious roadside 
hazard. 

ACCIDENT SITE INVESTIGATIONS 

Because the record system does not provide information 
sufficient for evaluating the engineering aspects of SVFO 
accidents, the modified accident data base was used to 
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choose locations for field study. The selection procedure 
(4) identified 105 study sections, ranging in length from 
o-:-a to 6.4 km (0.5 to 4.0 miles ) and having a tota l length 
of 270 km (168 miles). Although the sections accounted 
for only 3.4 percent of the total Maryland and U.S. high­
way distances, 13.5 percent (2664) of the r eported SVFO 
accidents occurred on these routes. The combined study 
sites have 3.3 SVFO accidents/km/year (5.3/mile/ year), 
approximately four times the statewide average. At 
some sites, utility poles are involved in half of all SVFO 
accidents. Other sections, lacking bridges, curbs, or 
guardrail, obviously have no accidents involving these 
objects. Overall, the study sites experienced approx­
imately the same relative accident frequencies and char­
acteristics as the modified data base. 

Field investigations were conducted at 75 percent of 
the study sections, and photographic logs were used to 
examine the remaining sites. The investigations identi­
fied those fixed objects involved in reported accidents as 
well as those that had been struck but were not included 
in the accident record system. On some routes, it was 
difficult to locate the specific objects cited in the acci­
dent record probably because of inaccurate coding of 
mileposts and the use of nondescriptive collision codes. 
This problem has been corrected in the current accident 
record system. 

The field investigations identified several character­
istics that were common to many of the SVFO accident 
sites. 

1. Narrow highway right-of-way. Many of the r ights­
of-way were 9.1 to 12.2 m (30 to 40 ft) wide . This re­
stricts the lateral placement of features maintained by 
the highway administration as well as utility poles, which 
frequently share the highway right-of-way. 

2. Curves. Thirty-five percent of the SVFO accidents 
occurred on curves, the majority involving objects on the 
outside of the curve. 

3. Lateral placement. Comparatively few of the 
SVFO accidents on two-lane r oads involved objects farther 
than 4.5 m (14.8 ft) from the edge of the roadway. The 
most serious problems occurred with respect to trees, 
which were occasionally at the edge of the pavement. 

4. Outdated designs. Many of the objects struck, 
most notably drainage facilities and guardrails, were 
not in accord with currently accepted design practices. 
In some cases, this increases the likelihood of them be­
ing struck, but, more commonly, it increases the severity 
of a collision. 

5. Treatment. In many cases, the treatment of ob­
stacles was inadequate. This problem was especially 
noticeable at terminals of bridges and drainage head­
walls, and side slopes were too steep. 

6. Combination effects . In some instances, isolated 
obstacles were placed adjacent to continuous obj ects (e.g., 
ditches, guardtail) i n a manner that increased the likeli­
hood that they would be struck. The redirecting effect 
of continuous objects should obviously be considered in 
the location of roadside elements. 

PLANS FOR CONTINUING RESEARCH 

The preliminary work on this research, consisting of 
the accident record evaluation and the field site investi­
gations , has verified that SVFO accidents on nonfreeway 
facilities warrant increased consideration. The continu­
ing phases of this research will attempt to make the def­
initions of roadside obstacles and hazards more opera­
tional by developing criteria for distinguishing them. To 
facilitate a continuing program of roadside improvement, 
the roadside hazard identification procedures will be de­
signed for use with photographic logs. 
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At this stage of the research, it is not possible to 
state with certainty which roadside obstacles are the 
most hazardous. Because the technical literature fails 
to adequately discuss roadside hazards on nonfreeway 
facilities, the preliminary findings in Maryland cannot 
be compared to the situation in other states. Although 
the problems found in this study are serious, there is 
no reason to believe that the situation in Maryland dif­
fers significantly from that nationwide. 
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Effect of Commercial 
Vehicles on Delay at 
Intersections 

Thomas H. Yurysta, McDonnell, Proudfoot and Associates, Inc., Toledo 
Harold L. Michael, Purdue University 

This paper reports the results of a study of the effects of commercial ve­
hicles on intersection delay. The objective was to determine the delay to 
through traffic at signalized intersections caused by commercial vehicles 
and to determine the effect of intersection corner radii on right-turn 
speeds of commercial vehicles. Commercial vehicles are defined as any 
vehicle having at least six tires and two or more axles. Data were col­
lected at intersections in five cities in Indiana. Twenty-three intersec­
tion approaches were studied for commercial vehicle delay, and 19 in­
tersection corner radii were studied for right-turn speeds of commercial 
vehicles. The results of this research are both quantitative and qualita­
tive. It was found that the average travel time of a passenger car through 
a signalized intersection was increased from 39.9 to 49.4 s when one 
or more commercial vehicles were traveling ahead of it in the same 
platoon of vehicles. Significant factors or variables were found to either 
increase or decrease delay due to commercial vehicles. Right-turn speeds 
of passenger cars, truck combinations, and commercial vehicles were 
found for varying intersection corner radii. From a delay viewpoint, a 
9-m (30-ft) radius was found to be optimum for a single-unit truck and 
an 18-m (60-ft) rndius was found optimum for a truck combination. 

Traffic control at an intersection is of critical impor­
tance to the traffic engineer because it is at intersections 
that travel time delays and accidents are at a maximum. 
One factor contributing to delay at intersections is the 
presence of commercial vehicles or trucks. This factor 
is becoming increasingly important because registered 
trucks are increasing as a percentage of all vehicles, 
and the number of larger trucks being sold in the United 
States is increasing twice as fast as the total number of 
trucks and buses being sold. From 1960 to 1970, sale 
of trucks with six wheels and three axles increased 310 
percent, and sale of motor trucks and buses increased 
160 per cent (2). 

Th!:! objective of this r esearch report was to quan­
tify the delay to through traffic caused by commercial 
vehicles and to determine the effect of intersection 
corner radii on: right-turn speeds of commercial ve­
hicles. 

Publication of this paper sponsored by Committee on Operational Ef­
fects of Geometrics. 

COMMERCIAL VEHICLE DELAY 

Intersection delay is the difference between the actual 
travel time through an intersection and the travel time 
through the same intersection at normal roadway speed 
without deceleration, stopping, and acceleration. Re­
cently, Geiger, Sofokidis, and Tilles conducted a liter­
ature review on the subject of intersection capacity and 
performance and concluded that the majority of authors 
preferred delay as the most desirable and tangible mea­
sure of intersection perfor mance (5). 

We conducted a literature review and found no studies 
that specifically evaluate the delays caused by commer­
cial vehicles at intersections . It is believed that the dif­
ficulty in measuring delay has caused the lack of re­
search in this area. 

Measuring Delay Due to Commercial 
Vehicles 

The first step in determining delay due to commercial 
vehicles was to define the length of roadway affected by 
a signalized intersection. This roadway distance origi­
nates at a point before an intersection where the average 
running speed on the roadway is reduced because of the 
presence of the intersection. The distance terminates 
after the intersection at a point where the average running 
speed on the r oadway is contimted. For this research, 
an average r unning speed ot 40 km/h (25 mph) and an 
average maxin1mn queue length of 75 m (250 f t) at an in­
tersection approach during a peak period were assumed. 
The T1·affic Engineer ing Handbook indicates that a de­
celeration length of 150 m (500 It) is required Ior ave­
blcle to stop from a speed of 40 km/h (25 mph) (3, p. 50), 
and it has been determined that an average semitrailer 
requires 150 m (500 ft) to accelerate to a speed of 40 
km/h (4, p . 215). Thus , vehiculai- movements were 
studiedf rom 225 m (150 + 75) before an intersection to 
150 m after the intersection. 

For this study, the floating car method was used to 
measure travel times through an intersection. In this 
method, a test car repeatedly and at random enters a 
platoon of vehicles approaching an intersection and re­
mains within the platoon until a point beyond the inter-
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section. The travel time of the test car was measured 
from a point 225 m (750 ft) before the intersection to a 
point 150 m ( 500 ft) after the intersection. Each run 
was timed, and the following factors affecting commer­
cial vehicle delay were determined by the observer in 
the test car: 

1. Number of commercial vehicles ahead of the 
test car in the platoon, 

2. Position of test car in the platoon, 
3. Approach lane occt1pied by the test car, 
4. Stop time caused by the red signal (if applicable), 
5. Delay caused by pedestrians (if applicable), and 
6. Delay caused by a slow right-turning vehicle (if 

applicable). 

A stationary observer counted the following additional 
factors: 

1. Approach volume per lane, 
2. Number of loaded phases, 
3. Right-turn volume, 
4. Left-turn volume, and 
5, Commercial vehicle volume. 

Because they might affect commercial vehicle delay, 
the following items were inventoried at each intersection 
approach studied: 

1. Approach width, 
2. Parking conditions, 
3, Number of approach lanes, 
4. One-way or two-way street, 
5. Metropolitan area population, 
6. Curb parking on approach, 
7. Type of traffic signal, 
8. Curb radius, 
9. Speed limit on approach, 

10, Degree of right turn at cross street, 
11. Length of green phase, 
12. Curbing on approach, and 
13. Exclusive turning lanes. 

Delay due to commercial vehicles or trucks was de­
termined by subtracting the average travel time through 
the intersection when commercial vehicles were p1·esent 
from the average travel time through the inte1·sectio11 
when commercial vehicles were not present. The av-
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time and the average stop time. The stop time in this 
research is the time from when a vehicle stops because 
of a red traffic signal to the time the traffic signal turns 
green. The running time is the running time of a ve­
hicle through an intersection and the time that vehicle 
waits to start up after the traffic signal has turned green. 
The numing time and the stop time were measured sep­
arately for each test car run. 

Pilot Study for Delay Due to Commercial 
Vehicles 

The number of vehicle runs or sample size needed to 
determine an average travel time was determined sta­
tistically from a pilot study. The statistical equation 
used required that the standard deviation, population or 
vehicles per peak period, error tolerance, and a proba­
bility level of not exceeding the error tolerance be es­
timated (~. The standard deviation and population were 
obtained by averaging data from the three intersections 
used in the pilot study. An error tolerance of 4 s with 
an accompanying 90 percent probability level of not ex­
ceeding the error tolerance was allowed to exist within 

each average travel time. The resulting sanwle size 
calculated from the statistical equation was 11.4. Thus, 
a minimum of 11 travel time runs was required. This 
required 22 tl'avel time runs at each intersection ap­
proach or 11 runs for mean travel time with trucks and 
11 runs for mean travel time without trucks. 

Results of Data Collection 

Twenty-three signalized intersection approaches in five 
cities in Indiana were analyzed for delay due to commer­
cial vehicles. These intersections were located in the 
fringe areas and outlying business districts of the five 
cities. Data were collected in the morning and evening 
peak traffic periods on clear days. Table 1 gives the 
results. The average delay due to trucks for all the in­
tersection approaches was 9.5 s. 

Testing the Results 

The Wilcoxon signed rank test was performed on the 23 
average truck delay times to determine whether trucks 
caused significant delay (9). A 95 percent confidence 
that trucks did cause delay was determined. 

The next step was to determine whether the average 
stop time when trucks were present was significantly dif­
ferent from that when trucks were not present at a sig­
nalized intersection approach. The Wilcoxon signed 
rank test was again used. It was found that the hypoth­
esis of no difference between the two average stop times 
could not be rejected. It is therefore concluded that the 
presence of trucks at an intersection does not signifi­
cantly increase or decrease the average stop time of a 
vehicle. As a result, stop time was not used in deter­
mining delay due to trucks. Only the running time was 
used. 

Regression analysis was used to develop a model for 
predicting delay due to commercial vehicles at an inter­
section and for determining which traffic, intersection, 
and metropolitan area characteristics affect truck delay 
at intersections. Nineteen factors that were thought to 
cause most of the commercial vehicle delay were mea­
sured at each of the 23 intersection approaches studied. 
These factors or variables and their measurement range 
are given in Table 2. 

Stepwise linear regression was the analysis procedure 
selected. This regression procedure enters predictor 
variables one at a time into the regression equation, in 
Order of highest pai"tial correlation. with the UepenUent 
variable. Predictor variables continue to be added until 
no significant variables remain or until the list is ex­
hausted. The significance of a particular variable is de­
termined by evaluating its F-ratio and tolerance level. 
The SPSS 15: Regression program was used to perform 
the stepwise linear regression (11). All the variables 
given in Table 2 and various interactions between these 
variables were entered into the regression analysis. 

A method used to increase the significance of the re­
gression equation or model was to elimi:nate those pre­
dictor variables from the model that displayed small 
multiple con:elation coefficients or r2 values. A partial 
F-test was conducted after each predictor variable was 
added to determine whether adding that predictor vari­
able to the model resulted in a significant increase in 
the r 2 value. 

The model in its final form is presented below. This 
model produced an r 2 value of 0.971 a nd an F-value of 
4.67, significant at the 0.025 alpha level. An r 2 value 
of 0.971 indicates that the predictor variables explain 
97 .1 percent of the variation about the mean of the given 
values for the dependent variable, truck delay. The in­
dividual r 2 values for the significant predictor variables 



are given in Table 3. The estimate of the s tandard er­
ror of the model was 2.23 s. (Because the model ac­
cepted values only in customary units, the results are 
given only in those units.> 

Y = -2.436 + 0.009 69X13 + 0.000 042 7X26 + 0.236X 19 

-3.867X8 + 0.000 022 2X 22 + 5.238X 12 + 0.000 000 886X24 

-0.23 6X3 - 0.222X5 + 5.920X9 + 0.3 36X17 - 0.000 020 3X18 

- 9.572X10 

where 

Y = truck delay in seconds, 
X13 = peak-hour volume, 

(l ) 

Xaa = degree of right turn times percentage of trucks, 
X19 = percentage of trucks, 
Xa = exclusive left-turn lane (yes = 1 and no = O), 

X22 = percentage of left turns times peak-hour volume 
times left-turn lane times left-tur n green phase, 

X12 = left-turn green phase (yes = 1 and no = O), 
X24 = metropolitan area population times speed limit 

in miles per hour, 
X3 = percentage of right turns, 
Xs = cur b rad~us in feet, 
Xg = right- turu lane (yes = 1 and no = O), 

X1 7 = approach width in feet, 
Xrn = metropolitan area population, and 
X10 = cur bing on approach (yes = 1 and no = O). 

The residuals from the final model were investigated 
to check the practicability of the model in p1·edicting 
truck delay. The residuals are the differences between 
the actual truck delay and the truck delay predicted by 
the model. The frequency cha.rt of the r esiduals is 
s hown in Figure 1. AW-tes t (10) was performed on the 
residuals to determine whet11e1~1ey followed a normal 
distribution. [ Regression analysis was used under the 
assumption that these residuals a.re normally distributed 
(~).] The results of the W-test did not reject the hypotll­
esis of normality. 

An examination of the arithmetic sign preceding the 
pr edictor variables in the model also revealed the prac­
ticality of the model. The arithmetic sign that preceded 
many of the predictor variables was obviously to be ex­
pected. However, some of the arithmetic s igns were 
not obvious until the study intersections were reviewed. 
The imperceptible signs were interpreted to read as 
follows. 

1. The negative sign preceding left-turn lane indi­
cates that a left-turn lane reduces truck delay. The in­
ters ection approaches that had left-turn lanes also had 
at least two other lanes. Most of the through passenger 
cars traveled in the center lane or lanes, and most of 
tile through trucks traveled in the right lane. Because 
most of the through passenger cars are not in the same 
lane as the trucks, delay due to trucks is minimal. 

2. The positive sign preceding approach width indi­
cates that an increase in pavement width causes an in­
crease in delay due to trucks. Most of the three- and 
four-lane approaches s tudied displayed speed limits 
equal to or gr eater than those on the two-lane approaches. 
The highe1· speed limits increas e delay due to trucks be­
cause trucks take longer to accelerate to a higher speed 
than passenger ca r s . 

3. The positive sign _preceding left-turn green phase 
indicates that a. left-tur n green phase increases delay 
due to trucks. Many drivers assume that a separate 
left - turn gree111,base res Ults in a reduced tlu·ough g.r een 
phase time . This may cause drivers to accele,r ate faster 
tha n normal from a s top at an inters ection. Because 
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trucks are unable to equal the faster acceleration of pas­
senger cars, a greater delay results. 

4. The positive s ign preceding right- turn lane indi­
cates that a right-turn lane increases truck delay. The 
presence of a right-turn lane usually indicates that there 
is at least one other lane for through movements only. 
Consequently, the through-only lane or lanes are forced 
to carry all the through trucks . This condition increases 
delay due to trucks because (a) right-turning vehicles 
cause 110 delay to through vehicles and, thus, do not off­
s et truck delay and (b) tlu·ough vehicles cannot change 
lanes to avoid a more slowly moving truck. 

5. The negative sign preceding metropolitan area pop­
ulation indicates that a larger metropolitan area reduces 
truck delay. In this research, it was found that fringe 
areas and outlying business districts in larger metro­
politan areas had speed limits that were usually lower 
than those in similar locations in smaller metropolitan 
areas. As previously stated, lower speed limits reduce 
delay due to trucks. An"otller reason is that drivers in 
larger cities tend to be more aggressive in their driving 
habits and take more chances to avoid a slow-moving 
truck. 

The arithmetic signs preceding the interaction vari­
ables are dependent on tile magnitude and effect of each 
variable in the interaction. It is difficult to determine 
how the magnitude and effect of each variable in the inter­
action influence the preceding arithmetic sign; thus, the 
arithmetic signs preceding inter action var iables were not 
examined. 

A final check of the practicability of the model was 
accomplished by testing it against an independent inter­
section. Data at this test intersection were obtained 
from observers s ta tioned in a 12- m- high (40-'ft) fire 
tower overlooking the intersection. A sample of 38 per­
cent of the total through vehicles was collected. This 
sample size was statistically proved to yield acceptable 
average travel times . T11e sample produced a delay due 
to trucks of 2. 78 a/vehicle . Values foi· tile variables that 
occur in the model were determined at the test intersec­
tion and inserted into the model to produce a predicted 
delay due to trucks of 2.82 s. Tbis small error substan­
tiates the model's practicality. 

Although several checks of the model's practicality 
proved to be pos itive, it is not concluded that the model 
is acceptable at every intersection. Cer tainly it may not 
be applicable fo r intersections with variables that fall 
outside the ranges given in Table 2. 

RIGHT-TURN STUDY 

One of the largest single contributors to vehicle delay at 
intersections is long trucks negotiating right turns. 
Many urban area intersections are not able to accommo­
date tm·ning movements of truck combinations without en­
croachment on adjacent lanes. Often, one large truck 
combination will delay a lane of traffic for an entire sig­
nal cycle because of its inability to negotiate a right turn 
without encroaching on the opposing or adjacent lane on 
the cross street. 

Data Collection for Right-Turn Study 

Nineteen curb radii were studied to determine their effect 
on right-turn speeds of eommercial vehicles. Each curb 
radius was measured as a simple curve radius, and curb 
radii from only right-angle intersections were studied. 
Speeds of right-turning vehicles wer e obtained by timing 
a vehicle along a predetei·mined distance with beginning 
and end r eference points . The beginning reference point 
was located on the front tangent of t he cur ve 18 m (60 f t) 
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Table 1. Data for study of delay due Trucks Present Trucks Not Present 
to commercial vehicles. 

Travel Stop Ttn vnl Stop 
Intersection City Approach Time (sl Time (sl Tltno (sl Time (sl 

Kentucky at Morris Indianapolis Northeast 49,5 10.0 43,7 10.3 
Kentucky at West Indianapolis Southwest 57.3 23.5 41. 7 15,6 
Kentucky at Harding Indianapolis Northeast 49.4 19.4 38.4 9. 7 
Morris at Tibbs Indianapolis East 44.4 11. 7 32.6 10.7 
Morris at Harding Indianapolis East 72.9 5.1 64.7 5.2 
Morris at Tibbs Indianapolis West 40.7 12.3 33.2 6.6 
Morris al Harding Indianapolis East 58. 7 14.5 46,4 13.8 
Virginia at Stevens Indianapolis Northwest 35.8 1.4 28.9 0.5 
Kentucky at White R. Indianapolis Northeast 39.2 12.4 26.5 8.0 
Morris at Harding Indianapolis West 54.3 4.2 38.6 6.0 
Meridian at South Indianapolis North 43.1 7.8 32.8 10.9 
South at West Indianapolis East 52.2 40.1 44.2 40,8 
Morris at Belmont Indianapolis East 40.9 0 36.3 0 
Morris at Holt Indianapolis East 38.5 2.9 28.7 2.1 
Northwestern at 16th Indianapolis South 38.2 6.6 39.4 0.2 
US- 52 at South Lafayette South 50. 7 20.6 39.2 27.9 
US-52 at South Lafayette North 44.8 13,9 31.1 15.4 
US-52 at Main Lafayette South 41.7 9.8 34.0 16.8 
US-52 at Main Lafayette North 41.2 14.0 30.8 17.8 
Union at 18th Lafayette West 60.4 11.3 53. 7 26.1 
US-31 at Markland Kokomo South 51.4 27 .9 44.6 40.3 
Kennedy at 169th Hammond North 76. 7 33. 7 69.2 41.3 
Indianapolis at 141st East Chicago North 54,0 6,2 38.8 5.3 

Mean 49,4 13,4 39.9 14.4 

Table 2. Range of variables affecting 
Variable 

delay due to commercial vehicles. Number Variable Unit of Measurement Range 

XI Degree of right turn Degrees 42 to 135 
X2 Green phase length Seconds 21 to 54 
X3 Percentage of right turns o to 37.9 
X4 Peak-hour load factor Number of loaded phases/ 

total phases o to 0.95 
X5 Right-turn curb radius Meters 3 to 30 
X6 Parking on approach Yes and no 
XI Peak-hour factor Vehicles per peak hour/ 

4( vehicles per peak 15 min) 0.66 to 0.95 
X8 Exclusive left-turn Jane Yes and no 
X9 Right-turn lane Yes and no 
XlO Curbing on approach Yes and no 
Xll Percentage of left turns 0.6 to 47.8 
X12 Left-turn green phase Yes and no 
X13 Peak-hour approach volume Vehicles per hour 544 to 1505 
X14 Percentage of single units 1.1 to 11.9 
X15 Percentage of truck combinations O to 12.3 
X16 Speed limit on approach Kilometers per hour 40.2 to 88.5 
X17 Approach width Meters 6 to 15 
X18 Metropolitan area population 83 000 to 

1 110 000 
X19 Percentage of trucks 1.5 to 20.4 

Table 3. Significant predictor variables for delay due to trucks. Figure 1. Frequency of residuals for model of delay 
due to trucks. 

Delay 
Due to 
Trucks (s) 

5.8 
15.6 
11.0 
11.8 
8.2 
7.5 

12.3 
6.9 

12.7 
15. 7 
10.3 
8.0 
4.6 
9,8 

-1.2 
11.5 
13.7 

7.7 
10.4 

6,7 
6,8 
7,5 

15,2 

9.5 

Variable Description r' Change 8.----.----.----.----.----~---, 

X13 Peak-hour volume in vehicles 
X26 Degree of right-turn x percentage of 

trucks 
X19 Percentage of trucks 
X8 Left-turn lane (yes = 1 and no = O) 
X22 Percentage of left-turns x peak-hour 

volume x left-turn lane x left-turn 
green phase 

X12 Left-turn green phase in seconds 
X24 Metropolitan area population x speed 

limit in miles per hour 
X3 Percentage of right turns 
X5 Curb radius in feet 
X9 Right-turn lane (yes = 1 and no = O) 
X17 Approach width in feet 
X18 Metropolitan area population 
X10 Curblui; on ap11runch (yes = 1 and no = O) 

0.132 

0,107 
0.099 
0.092 

0.091 
0.075 

0.056 
0,052 
0.049 
0.046 
0.038 
0.021 
0.014 
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ahead of the point of intersection of the curve tangents. 
The end reference point was located on the back tangent 
18 m (60 ft) back from the point of intersection of the 
curve tangents. The vehicle was required to be travel­
ing in free flow the entire timing distance. Vehicles 
were subdivided into passenger cars, single-unit trucks 
and buses, and truck combinations. Times were taken 
for each vehicle subclass for each curb radius studied 
until a good statistical average was obtained. Also mea­
sured at each curb radius studied were approach turning 
width, curbing on approach, and cross-street turning 
width. 

Analysis of Data 

The first step was to define the relationship between 
curb radii and vehicle speeds. Transformations were 
performed on the predictor variable curb radius, and 
the stepwise linear regression prog1·a.111 (11) was used 
to determine the best conelation betweencm·b 1·adius 
and vehicle speeds. The regression line plots resulting 
from each of the regression equations are shown in Fig­
ure 2. The shaded area in Figure 2 represents the 9 to 

Figure 2. Right-turn speed as a function of curb radius. 
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Table 4. Right-turn vehicle speeds (in kilometers per Curb 
hour) for various curb radii. Radius Passenger 

(m) Car 

9 23.76 
10.5 24.34 
12 24.88 
13.5 25.39 
15 25.87 

Figure 3. Right-turn speed for passenger cars. 
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Passenger Car Passenger Car 
Single- Unit Truck Minus Single- Minus Truck 
Truck Combination Unit Combination 

20.16 16.86 3.60 6.90 
20 .62 17. 78 3.72 6.56 
20 .99 18.53 3.89 6.35 
21.31 19.18 4.08 6.21 
21.55 19.71 4.32 6.16 

Note: 1 m = 3 28 ft; 1 km/h= 0.62 mph, 
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Figure 5. Right-turn speed for commercial vehicles. 
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15-m (30 to 50-ft) curb radius that is recommended by 
the Amei·ican Association of State Highway and Trans -
portation Officials (1) and by a recent Institute of Traffic 
Engineers subcommittee report (7) for trucks at inter­
sections of major streets carryirig heavy traffic volumes. 
This 9 to 15-m (30 to 50-ft) range was subdivided into 
1.5-m (5-ft) intervals, and the regression equations 
were used to calculate the resulting vehicle speeds. The 
results are given in Table 4. The difference between 
average right-turn speed of a passenger car and that of 
a single-unit truck was smallest at a 9-m (30-ft) curb 
radius and largest at a 15-m (50-ft) curb radius. The 
difference between average right-turn speed of a pas­
senger car and that of a truck combination was smallest 
at a 15-m (50-ft) curb radius and largest at a 9-m (30-ft) 
curb radius. From a passenger car delay viewpoint and 
within AASHTO recommended limits, minimum delay 
caused bv a rie:ht-turnine: sin!!'le-unit trur.k i~ inr.nrrP.il 
at a curb radiii°s of 9 m (30 ft), and minimum delay -­
caused by a right-turning truck combination is incurred 
at a curb radius of 15 m ( 50 ft). Further inspection of 
Figure 2 reveals that the speeds of single-unit trucks 
and truck combinations increased very little beyond an 
18-m (60-ft) radius. From an 18-m (60 -ft) to 27-rn 
(90-ft) curb radius, the increase in s peed for a single­
unit truck was less than 0.16 km/h (0.1 mph) and for a 
truclc combination was 0.64 km/ h (0.4 mph). These 
small increases in speed do not justify a 9- m (30-ft) 
increase in curb radius, and result in a maximwn de­
s il·able ClU'b radius of 18 m (60 ft). Therefore, it is 
recommended that a 9-m (30-ft) curb radius be used at 
intersections on major streets when a single-unit truck 
is used as the design vehicle. At intersections on major 
streets that use a tJ:uck combination as the desigi1 ve­
hicle, an 18-m (60-ft) cttrb radius is recommended. 
These recommendations apply to intersections located 
in fringe areas and outlying business districts of metro­
politan areas. 

To increase the predicting power of the regression 
equations, we considered three additional variables: 
approach turning width, curbing on approach, and cross­
street turning width. Also, a new regression equation 

for commercial vehicles was determined. The data for 
right-turn speeds of single-unit trucks and truck combi­
nations were averaged to obtain speed data for commer­
cial vehicles. The regression equations for passenger 
car, truck combination, and commercial vehicle right­
turn speeds yielded hlgh r 2 and F-values. Figures 3, 4, 
and 5 show these regression eqltations. 

CONCLUSIONS AND RECOMMENDATIONS 

The following general conclusions concerning the effects 
of commercial vehicles on intersection delay were de­
termined from this research report. 

1. The presence of comme1·cial vehicles in a platoon 
of vehicles a.pp1·oaching a signalized intersection does 
not significantly increase or decrease the average ve­
hicle stop time at the signalized intersection. 

2. The factors or variables that have a significant .,,___ 
effect on increasing commercial vehicle delay are pealc­
hour volume, percentage of commercial vehicles, the 
presence of a left-turn green phase, the presence of a 
right-turn-only lane, and approach width. The factors 
that have a significant effect on reducing commercial ve­
hicle delay are the presence of a left-turn-only lane, 
percentage of right turns, right-turn curb radius, metro­
politan area population, and the presence of curbing on 
the approach. 

3. An analysis of the right-turn study revealed that 
the maximum right-tum speed for a truck combination 
at a signalized intersection is approximately 22.4 km/h 
(14 mph) and apprnximately 23 km/ h (15 mph) for a 
single-unit truck. 

4. The presence of a curb at a signalized intersection 
approach was found to decrease the right-turn speed of 
passenger cars by 1.12 km/h (O. 7 mph) and to decrease 
the right-tum speed of a truck combination by 1.44 km/h 
(0.9 mph). 

Based on this research, the following recommendations 
are made. 

1. The right-turn speeds of passenger cars, truck 
combinations, and commercial vehicles as shown in 
Figures 3, 4, and 5 are recommended for application in 
corner radius design, delay, and capacity analysis. 

2. A 9-m (30-ft) radius caus ed the least delay for a 
n::a~~P.nUP.l' r~r fnllrnuina ~ c:inull'.l-nnit t...-11,-.lr o::Jnrl ,:,, 11;_,'V\ 

'( 50~ft) ;;di;;~- c-;~~~-d-the-i;~~rctei~yf~~ -;·;a~;nge;-c;~ 
following a truck combination. Also, corner radii 
greater than 18 m (60 ft) did not appreciably increase 
right-tum speeds of single-unit trucks and truck combi­
nations. Therefore, it is recommended that a 9-m (30-ft) 
corner radius be used at intersections on major streets 
that use a single-unit truck as the design vehicle. On 
major streets at intersections that use a truck combina­
tion as the design vehicle, an 18-m (60-ft) corner radius 
is recommended where economically feasible. 
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Evaluation of Factors 
Influencing Driveway 
Accidents 

William W. McGuirk, District of Columbia Department of Transportation 
Gilbert T. Satterly, Jr., Purdue University 

Full control of access will obviously not lower the number of accidents 
that occur on urban arterial highways. Both land access and traffic move­
ment must be allowed on this type of facility, so the causes of resulting 
traffic accidents must be identified, and deficiencies must be corrected. 
The literature contains much on intersection accidents, but relatively little 
has been written to identify the major causes of driveway-related traffic 
accidents, which account for almost 14 percent of total arterial highway 
traffic accidents. This paper identifies some of the characteristics of 
driveway accidents and relates driveway accident occurrence to various 
physical and environmental features of the roadway and traffic charac­
teristics. Through statistical analysis, it is shown that the driveway acci­
dent rate tends to decrease as the spacing between two driveways and 
the spacing between a driveway and an adjacent intersection increase. 
Multiple regression analysis was used to develop a series of mathematical 
models relating the driveway accident rate to the physical and environ­
mental features of the roadway and traffic characteristics. This 1>roee­
clure reveals that the driveway accident rate dacrea$e$ as the number of 
commercial driveways per kilometer decreases, as the number of through­
traffic lanes decreases, as the number of total intersections per kilometer 
increases, as the number of total driveways per kilometer decreases, or as 
the traffic volume on the arterial highway decreases. The results of this 
study provide the engineer or public official with tools to better identify 
the circumstances related to driveway accidents, to predict driveway ac­
cident rates, and to estimate the effectiveness of measures to reduce such 
accidents. 

Reducing traffic accidents is and always will be one of 
the primary objectives of the highway engineer. The 
introduction of full control of access, which has been 
hailed as the most significant factor in accident reduc­
tion developed thus far (2), was designed to meet that 
objective. However, full control of access cannot be 
used as a sole solution to the accident problem because 
a complete highway system must provide both land ac­
cess and traffic movement (4). The accident problem 
is further complicated on those facilities where these 
two functions must be simultaneously coordinated with­
out delegating an advantage to either. A case in point 
is the urban arterial highway, which must encourage 
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efficient through-traffic movement and provide access 
for abutting landowners. 

Landowners access the arterial highway by means of 
driveways, each of which introduces an additional con­
flict to through traffic. As the number of such conflict 
points along an arterial highway increases, the oppor­
tunity for driveway-related traffic accidents increases. 
A driveway accident is a traffic accident in which at 
least one of the participants was moving to or from a 
driveway at the time of the accident or an accident re­
sulting from such a movement. 

The number of a particular type of accident on an 
arterial highway can be reduced only after the major 
factors contributing to its occurrence have been identi­
fied. Many studies have been conducted to mathemati­
cally identify causative factors of accidents at intersec­
tions, but relatively little has been written to identify 
the major contributors to driveway accidents. Driveway 
accidents represent a significant percentage of total 
arterial highway traffic accidents, as revealed in a 
recent study made in Skokie, Illinois, which found that 
ti1"hro1·u~y ~,,,..;,iontQ ,..nl'Y'lpnao.n 1? po.'l"t'.O.nf- n:f +'h:,1.+ nH·y'S 

major street accidents (1). Because there is little 
reason to doubt that this figure is representative of 
urban arterial highway accident experience throughout 
the country, research directed toward a better under­
standing of the factors causing driveway accidents on 
urban arterial highways is of obvious benefit. 

This research was developed to provide a means for 
improving overall highway safety and to expand on the 
limited existing data on driveway accidents. A literature 
search disclosed numerous voids and some conflicts of 
opinion on the subjects of driveways and driveway acci­
dents (3). Given these observations, the following re­
search objectives were developed: 

1. Identify and evaluate characteristics of driveway 
accidents; 

2. Relate driveway accident rates to the average 
spacing on a section of roadway between adjacent drive­
ways; 

3. Relate driveway accident rates to the average 
spacing on a section of roadway between a driveway and 
an adjacent intersection leg; and 
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4. Relate driveway accident rates to characteristics 
of the roadway and its abutting environment and to traf­
fic characteristics. 

DATA COLLECTION TECHNIQUES 

Relevant data obtained from 100 sections of urban arte­
rial highway were analyzed. Ten roadway sections were 
taken from each of 10 central Indiana cities whose popula­
tion exceeded 30 000. Three specific types of roadway 
data were collected: physical roadway, traffic volume, 
and traffic accident data. 

Data on roadway characteristics were obtained by travel­
ing to eachsite and inventorying all existing physical fea­
tures of each roadway. A measuring wheel was used on 
both sides of every section to obtain an accurate measure­
ment of all access and intersection spacing details. How­
ever, because many factors could conceivably influence 
the driveway accident rate, homogeneity with respect to 
certain variables throughout the length of each study sec­
tion was mandatory. Therefore, sections selected for 
study had to meet the following criteria: 

1. Curb parking characteristics must remain con-
stant; 

2. Curb-to-curb street width must remain constant; 
3. No type of median divider can be present; 
4. No major changes in traffic volume may occur 

between the termini of each section; 
5. No major construction must have occurred on the 

section or on land abutting the section later than 1 year 
before the study (1968); and 

6. Each section selected for study must be located 
outside the limits of the central business district but 
within the city limits. 

Driveway types were classified into four categories: 
residential, commercial, industrial, and other. The 
first three classes refer to the principal land use served 
by the driveway; the fourth includes driveways to land 
uses other than the first three categories, such as fire 
houses, schools, and churches. 

Most of the traffic volume data were obtained from 
state and local highway and planning officials. However, 
19 percent of the data was collected by placing traffic 
counters at representative locations within each section. 
In all cases, however, pertinent traffic volume expan­
sion factors and a 4 percent annual increase in traffic 
volume were used to obtain the average daily traffic 
(ADT) volume for each roadway section for each re­
quired study year. 

Traffic accident data were collected for each of the 
100 roadway sections for the period January 1, 1968, 
to December 31, 1971, from the standard accident re­
port form as filed by the investigating police officer. 
Pertinent data on each driveway accident were trans­
ferred from the report to a preprepared form. 

The methods of analysis determined how the data 
would be refined for study. To identify driveway ac­
cident characteristics, the first objective of this study, 
required the entire 4-year accident history of each 
roadway section. No special treatment of the data was 
necessary. The next three objectives, however, re­
quired the development of accident rates to be mathe­
matically related in multiple regression analysis to 
particular characteristics of the study sections. Two 
accident rates, accidents/1.6 km/year and accidents/ 
160 million vehicle-km, were developed (the latter rate 
was discarded early in the analysis because it did not 
relate so well to the roadway characteristics as did the 
accidents/1.6 km/year). A 3-year annual average of 
the 1968-1970 accident data was used to develop the 
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accident rates used in multiple regression analysis. A chi­
square goodness-of-fit test was applied to data from each of 
the 100 sections to test the hypothesis that the 3 years of acci­
dent data originated from the same population. Inasmuch as 
all but eight of the sections passed the test and it was deter­
mined in initial analyses that more statistically reliable re­
sults could be obtained without those eight sections, only 92 
roadway sections were selected for analysis and used for the 
latter three study objectives. The accident rates used in 
testingthe resulting regression equations were developed 
from 1971 accident data. 

ANALYSIS OF DATA 

Driveway Accident Characteristics 

All 100 Roadway Sections 

The 4-yea1· accident history of 100 central Indiana urban 
arterial highway sections totaling 96.853 km (60.436 
miles) in length revealed a total of 1212 driveway acci­
dents. This represented 13.95 percent of all reported 
traffic accidents on these same roadway sections. 

The following results were obtained when similar 
characteristics of each of the 1212 driveway accidents 
were grouped together: 

1. The fewest number of driveway accidents oc­
curred on Sunday when traffic volumes are lowest and 
when most business establishments are closed. A higher 
number was experienced on Friday and Saturday when 
traffic volumes are heavier and when more trips to com­
mercial establishments, on the average, occur. The 
following figures show the number of driveway accidents 
and the percentage of the total number of driveway ac -
cidents that occurred each day. 

Num- Percentage Num- Percentage 
Day ber of Total Day ber of Total 

Sunday 92 7.59 Thursday 188 15.51 
Monday 166 13.70 Friday 255 21.04 
Tuesday 146 12.05 Saturday 233 19.22 
Wednesday 132 10.89 

2. Of all driveway accidents, 71.62 percent involved 
a maneuver into or from a commercial establishment. 

3. Most of the driveway accidents (85.56 percent) 
resulted in property damage only; the remainder (14.44 
percent) involved personal injury. None of the reported 
accidents resulted in a fatality. 

4. Vehicles turning left into or from driveways were 
involved in 64.60 percent of all driveway accidents, and 
76.00 percent of all driveway accidents resulting in 
personal injury involved a left turn maneuver. 

5. A vehicle entering a driveway was involved in 
53.47 percent of the driveway accidents; the remainder 
involved an exit maneuver. 

6. Right-angle collisions made up 60.07 percent of 
the driveway accidents; rear-end collisions made up 
33.09 percent. A majority of the rear-end collisions 
occurred when the driveway vehicle was struck while 
waiting to turn into a driveway. 

7. Driveway vehicles were struck by through-traffic 
vehicles in 57.01 percent of the cases, whereas they 
struck the through-traffic vehicles in 33.34 percent of 
the cases. The driveway vehicle was not directly in­
volved in the collision in the remainder of the driveway 
accidents studied. 

8. Of all driveway accidents, 72.28 percent occurred 
during daylight hours when traffic volume is heaviest. 

9. Seventy-five percent of the driveway accidents 
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occurred during periods of nonprecipitation, and 70.05 
percent occurred under dry pavement conditions. These 
results probably reflect the low number of days annually 
on which weather is inclement. 

Significant Data Splits 

In this analysis, the data were split into two or more 
logical categories, and the differences between the 
groups were compared. Three significant data splits 
were analyzed in this phase of the study. 

The sample consisted of 29 one-way streets and 71 
two-way streets. During a 4-year period, two-way 
streets experienced, on the average, almost 2. 75 times 
the number of driveway accidents per kilometer as did 
one-way streets (Table 1). However, associated with 
this statistic is the fact that the one-way streets in this 
sample had a lower ADT and fewer commercial drive­
ways per kilometer, both of which may explain this dif­
ference. 

The entire sample of 100 arterial street sections had 
from one lane to four lanes. Data given in Table 2 show 
that, as the number of through-traffic lanes increases on 
the average, the number of driveway accidents per 
kilometer, the number of commercial driveways per 
kilometer, and the ADT increase, indicating that dif­
ferent combinations of these variables could have a 
significant effect on the driveway accident rate. 

Although a consistent relationship does not occur, 
there is a definite trend toward more driveway accidents 
per kilometer and more commercial driveways per 
kilometer in higher ADT ranges (Table 3). The ADT 
ranges into which the sections were categorized were 
determined by plotting the number of driveway accidents 

Table 1. Driveway accident characteristics on one-way and 
two-way streets. 

One-Way Two-Way 
Item 

Number of roadway sections 
Driveway accidents per kilometer 
Driveway accidents as percentage of total 
Average ADT, vehicles per day 
Commercial driveways per kilometer 

Note: 1 km = 0.62 mile. 

Streets Streets 

29 
14.8 16 
6.37 
7582 
10 .067 

71 
5.444 
16.35 
9905 
13 .248 

Table 2. Driveway accidents par kilometer, commercial driveways per 
kilometer, and ADT as a function of the number of through-traffic 
lanes In both directions. 

Driveway Comme rcial 
Number of Number of Accidents Driveways 
Lanes Section Samples per Kilometer per Kilometer ADT 

1 3 0.086 4.711 1 713 
2 74 7 .464 9.804 7 843 
3 5 9.490 17.471 11 648 
4 18 31.812 21.373 15 522 

Note: 1 km = 0,62 mile, 

Table 3. Driveway accidents per kilometer and commercial 
driveways per kilometer as a function of ADT. 

ADT Range 

Oto 5000 
5001 to 6800 
6801 to 8800 
8801 to 10 200 
10 201 to 11 900 
11 901 to 14 600 
More than 14 600 

Note: 1 km = 0.62 mile 

per kilometer against ADT and selecting definite clusters 
of points as intervals. 

Driveway Spacing Analysis 

The literature recommends longer distances between 
adjacent driveways and between driveways and adjacent 
intersection legs, but these conclusions are based on 
criteria other than the driveway accident rate. To de­
termine the relationships between driveway spacing and 
the driveway accident rate, scaled maps were reproduced 
for each of the 92 roadway test sections from the mea -
surements obtained in the earlier field inventories. Two 
average driveway spacing variables were developed for 
each roadway section. The average spacing between 
two adjacent driveways was defined as the sum of the 
centerline-to-centerline distance between two adjacent 
driveways divided by the number of times in a section 
two driveways appeared next to each other. Likewise, 
the average spacing between a driveway and an adjacent 
intersection leg was defined as the sum of the centerline­
to-centerline distance between a driveway and an adjacent 
intersection leg divided by the number of times in each 
section that a driveway appeared adjacent to an intersec­
tion leg. Both average spacing variables were developed 
by considering driveways on both sides of the street. 

The technique of analysis was to plot each average 
spacing variable against the corresponding driveway ac­
cident rate of each roadway section. Inasmuch as both 
plots displayed such a scatter of points that useful, 
significant information could not be obtained, a least 
squares technique was used to fit the best possible 
straight line through the points. The following two re­
gression equations were developed: 

Y = 7.728- 0.055 X1 

Y = 11.584 - 0.068 X2 

(I) 

(2) 

where 

Y numbe1· of driveway accidents per mile per year, 
X1 average spacing in feet over a section of road­

way between adjacent driveways, and 
X2 average spacing in feet over a section of road­

way between a driveway and an adjacent inter­
section leg. 

(Both equations were developed from an array of data 
defined in U.S. customary units; therefore, SI units are 
not given for the variables in these models.) 

The con·elation between Y and X1 was - 0.166, and the 
correlation between Y and X2 was -0.318, indicating that 
neither of the two driveway spacing variables is related 
linearly to the driveway accident rate. However, the 
negative sign preceding the coefficients of the independent 
variables and the negative sign preceding each of the 
correlation coefficients suggest a trend toward lower 
driveway accident rates as driveways are located fur-

Number of Sections Driveway Commercial 
Accidents Driveways 

One Two Three Four per per 
Total Lane Lanes Lanes Lanes Kilometer Kilomete r 

22 3 19 0 0 2.451 3.088 
16 0 15 1 0 4.381 9.461 
17 0 15 1 1 8.347 10.505 
7 0 7 0 0 7.236 8.370 
8 0 5 1 2 10.978 11.094 

13 0 6 1 6 20.126 15.357 
17 0 7 1 9 30.347 26.467 



ther from other driveways or intersection legs. An in­
crease in either spacing variable implies a decrease in 
the number of driveways on a section of roadway. This 
would surely contribute to a decrease in the driveway 
accident rate. 

Relationship Among Driveway Accidents, 
Roadway Characteristics, and Traffic 
Volume Characteristics 

Analysis Technique 

One method for establishing which factors have the 
greatest effect on the driveway accident rate and their 
relative order of importance is stepwise linear regres -
sion analysis. This technique involves defining a de­
pendent variable, the number of driveway accidents per 
mile per year, and the number of independent variables 
that are suspected to have an influence on tlle dependent 
variable. This analysis conside.red a total of 26 inde­
pendent variables representing the 24 most important 
and most logical roadway, environmental, and traffic 
volume factors. Because stepwise multiple regression 
analysis works by scanning an array of independent 
variables and choosing insuccessionthose mostclosely 
related to the dependent vaxiable, as many independent 
variables as possible were provided. The independent 
and dependent variables, as they were coded for com­
puter analysis, are given in Table 4. Curb parking 
restrictions are further denoted as follows: 

X23 X24 

0 0 
1 0 
0 1 

Definition 

No parking on both sides of street 
Parking on one side of street only 
Parking on both sides of street 

Curb conditions are further denoted as follows: 

X25 X25 

0 0 
1 0 
0 1 

Definition 

No curbs on both sides of street 
Curbs on one side of street only 
Curbs on both sides of street 

Stepwise multiple regression analysis was used to de­
velop equations for combinations o.f the study sections. One 
regress ion equation was developed for each of the following 
categories: all 92 study sections, all one-way street sec­
tions, all two-way street sections, and all two-lane street 
sections. Four equations were developed by using the same 
categories of data with the sections from Indianapolis re­
moved. This was done to test the effect of urban area 
population on the driveway accident rate· nine of the urban 
areas had populations between 30 000 and 80 000 whereas 
the population of Indianapolis was 750 000. 

The eight regression equations were developed in a 
three-step process. In the first step the data were 
subjected to stepwise regression analysis. Only linear 
independent variables that effected a s ign,ificant increase 
in the multiple correlation coefficient (r2

) were used in 
the equation. In the second step, a stepwise multiple 
linear regi·ession was again used, but the independent 
variables were all of the s~g11lficant linear terms from 
the first step and all possible two-way products of these 
linear terms. These two-way products represent in­
teractions between two independent variables, and these 
products proved in every case to be more significant 
than the sum of their component variables. Once again, 
only those terms that contributed to the increase in the 
multiple correlation coefficient were used in the equation. 
Because a model that contains interaction terms must 
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also contain the main effect terms that make up the in­
teraction and because in some cases one or more of the 
main effect terms were not significant enough to enter the 
equation in the second step, the third step was introduced 
to force these main effect terms into the final equations. 

Regression Equations 

Eight regression equations relating the driveway acci­
dent rate to significant roadway and environmental char­
acteristics were developed. They are given below. 
Based on data from all 92 study sections, 

Y = -7.067 + 0.300(X1) + l S.SSO(X2) + 2.250(X6) + 0 .636(X13) 

+ 0.075(X16) + 0.024(X19) + 0.024(X6)(X16) - 0.372(X6)(X13) 

+ 0.280(X2)(X19) - 0.009(X1 )(X19) - 0.01 O(X13)(X16) 

+ 0.067(X1)(X13) - 8.067(X1)(X2) + 0.46l(X6)2 

+ 0.928(X2)(X16) (3) 

The definitions of the variables are given in Table 4. 
Based on data from all 92 study sections except Indian­
apolis, 

Y = +0.130 - 4.583(X2) - 0.494(X6) + 0.764(X13) + 0.178(X16) 

- O. l 30(X20) + 0.079(X2)(X16) - 0.009(X13)(X16) 

+ 0.082(X6)(X20) + 320.927(X2)2 - 0.448(X6)(X13) 

Based on data from all two-lane study sections, 

Y = +0. I 70 + 0.0 I O(X1) + 20.034(X2) + 0.014(Xn) + 0.111 (X16) 

(4) 

+ 1.413(X2)(X16)- O.Ol l(Xu)(X16)- 0.030(X1)(X16) (5) 

Based on data from all two-lane study sections except 
Indianapolis, 

Y = -2.211 + 69.795(X2) + 0.191 (X13) + 0.021 (X14) + 0.026(X16) 

+ 1.609(X2)(X16) - 0.009(X13)(X16) + 0.003(X14)(X16) 

- 3.978(X2)(X13) (6) 

Based on data from all one-way street study sections, 

Y = -1.592 + 8.996(X2) + 0.179(X1s) - 0.006(X19) + 0.970(X24) 

+ I .096(X2)(X19) - 32.035(X2)(X24) (7) 

Based on data from all one-way street study sections 
except Indianapolis, 

Y = -2.333 + 25 . 728(X2) - 0.428(X7) + 0.378(Xn) + 0.03 l(X19) 

+ 1.020(X2)(X19)- 0.032(Xn)2 - 0.028(X7)(X19) (8) 

Based on data from all two-way street study sections, 

Y = +21 .425 + 0.041 (X1) - 1 l.070(X6) + 0.216(X9) - 0.378(X13) 

+ 0.043(X16) - 0.041 (X17) - 0.053(X21) + 0.060(X6)(X16) 

- O.OOl(X13)(X2i) - O.Ol S(X16)(X17) - l.379(XG)(X9) 

-0.022(X1)(X16) + 0.019(X9)(X21) + 2.475(X6)2 

+ O. l l 9(X9)(X13) + 0.029(X9)(X16) (9) 

Based on data from all two-way street study sections 
except Indianapolis, 

Y = +0.098 + 23.967(X2) + 1.513(X6) + 0.22S(X13) + 0.167(X16) 

- 0.004(X21) + 0.995(X2)(X16) - O.Ol 6(X13)(X16) 

+ 0.014(XG)(X16) - O.OIO(X13)(X21) (10) 
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Again, these equations were developed from a large 
array of data, most of which was defined and coded for 
computer analysis in U.S. customary units. The sta­
tistical complexity of the equations makes it difficult to 
merely apply the conversion factors directly to the coef­
ficients of the appropriate terms. to devise equations for 
the number of driveway accidents per kilometer. How­
ever, an increase or decrease in a certain property per 
mile implies an increase or decrease in that same prop­
erty per kilometer. This accounts for the use of metric 
units throughout this paper in spite of the fact that the 
results were originally obtained in U.S. customary units. 

Evaluating the Regression Equations 

The most obvious feature of the eight regression equa­
tions is their relatively high multiple correlation coef­
ficients, which are given below. 

Equation r2 Equation r2 

3 0.85 7 0 .86 
4 0.86 8 0.87 
5 0.71 9 0.84 
6 0.78 10 0.82 

Table 4 . List of variables. 

Index 

y 
X, 
X, 
x, 
X, 
X, 
X, 
x, 

x, 
x. 
X oo 
x,, 
x ,, 
x,, 
XM 
x,, 
Xm 
x ,, 
x., 
x ,, 
X20 
x,, 
x,, 

X2J ,X2-1 
A2s , A20 

Table 5. 
variables. 

Desc ription 

Driveway accidents per mile per year 
1970 urban area population in hund r ed thousands 
1969 average daily traffic volume in hundred thousand s 
Street type; X 3 = 0 for one -way streets; X3 = 1 for two-way streets 
Roadway section speed limit (mph) 
Curb-to- curb street width (ft) 
Number of through-traffic lanes 
Lane markings ; X1 = 0 for no lane markings ; X7 = 1 for lane mark-

ings visible 
Number of s top signs a nd red flashing traffic s ignals per mile 
Number of traffic s igna l s per m ile 
Number of yield signs a nd yellow flashing traffic signals pe r mile 
Number of 3 -way intersections p er mile 
Number of 4-way intersections per mile 
Number of total intersections per m ile 
Number of a lleys per mile 
Number of r esidential dr iveways pe r mile 
Number of com mercial driveway s per mile 
Number of industrial driveways per mile 
Number of othe r driveways per mile 
Number of total d r iveways per mile 
Number of fri ction points per mile 
Av~ra,ge spacing between adjacent driveways (ft) 
Avcrnge spacing between drivewa ys a nd adjacent intersection 

JCjlll (ft) 
Curb parking restrictions 
Curo cond1non 

Range of significant Sample Variable 

Introducing cross products into the models added con­
siderably to the numerical value of r 2

• 

Without a doubt, the variable having the most signifi­
cant effect effect on the driveway accident rate was the 
number of commercial driveways per kilometer. Only 
in the one-way street analysis did this variable prove to 
be insignificant. This is probably due to the low number 
of one-way streets and the lack of substantial commercial 
development fronting those one-way street sections used 
in this analysis. Further computations using the models 
indicated that each commercial driveway to an arterial 
street adds between 0.1 and 0. 5 dl·iveway accident/mile/ 
year (0.6 and 3.1 accidents/km), depending pri marily on 
the ADT and the number oC traffic lanes on the arte1·ial. 
Other independent variables that seem to have an im -
portant effect on the driveway accident rate are the num­
ber of through-traffic lanes, the arterial highway ADT, 
and the number of total intersections per kilometer . 
Computations revealing the mathematical sign preceding 
each of these significant variables lndicated that the 
driveway accident rate increases as the number of com­
mercial driveways per kilometer increases, as the urban 
arterial ADT increases, as the number of traffic lanes 
increases, and as the number of total intersections per 
kilometer decreases. Only minor deviations attribut­
able to variable interactions were evident in the analysis. 
These 1·esults are not only inherent from the models, 
but exactly as one would expect in a real s ituation. It is 
significant to note that the number of residential drive­
ways per kilometer is related in no way to the driveway 
accident rate. 

The effect of urban area population was significant. 
This variable entered the regression equation as a 
moderately significant predictor of the dependent vari­
able when the Indianapolis sections were included in the 
analysis, but it had no significance whatsoever when 
these sections were omitted. In addition, i.n most cases, 
the arterial highway ADT was more significant as an 
independent variable when the Indianapolis sections were 
not included in the analysis. 

One of the major findings of this study was that the 
product of two independent variables was superior to the 
sum of the same two variables as a predictor of the de­
pendent variable. These products represent interactions 
between variables, and their possible use in this analysis 
was first brought to light during the discussion on drive­
way accident characteristics. The two most significant 
interactions in this study were those between the number 
of through-traffic lanes and the number of commercial 
driveways per kilometer and between the ADT and the 

lndex Maximum Minimum Ra nge 

92 secti ons Driveway a ccidents per kilome ter per yea r y 17.0 0 17.0 
Urban a rea population JOO OOO(X,) 744 624 31 403 713 221 
ADT 100 OOO(X,) 31 034 1153 29 881 
Numbe r of traffic lanes X, 4 1 3 
Lane markings x, I 0 1 
Traffic signals p er kilometer X, 7.3 0 7.3 
Total intersections per kilomete r x,, 14. 7 1.7 13 .0 
Alleys per kilometer x ,. 2 1.9 0 21. 9 
Commercial driveways per kilometer x ,, 45 .5 0 45 .5 
Industrial driveways per kilometer x,, 16. 7 0 16.7 
Other dr iveways per kilome ter x ,, 13.6 0 13 .6 
Total dr iveways pe r kilometer x,, 74.1 16. 1 58 .0 
Friction points per kilome ter X,o 81.0 22 .0 59 
Driveway-driveway spacing (meters) Xu 40.6 7. 7 32.9 
Parking x,. I 0 1 

64 two-way sec tions Driveway accidents per kilometer per year y 17.0 0 17.0 
Urban a r ea population 100 OOO(X,) 744 624 31 403 713 22 1 
Number of traffic lanes x, 4 2 2 
Traffic s ignals per kilometer x, 5 0 5 
Total in te r sections per kilome te r x,, 12.9 1.7 11.2 
Commer cial driveways per kilometer x" 45.5 0 45.5 
Industrial driveways pe r kilometer x,, 16 .7 0 16.7 
Driveway -driveway spacing (me ters) x,, 40.1 8. 7 31.4 

No te: 1 km = 0,62 mile; 1 m = 3.28 ft. 



number of commercial driveways per kilometer. In 
the first case, more commercial driveways per kilo­
meter are generally found on highways with more traffic 
lanes. As both of these variables increase in numerical 
value, so does the driveway accident rate, on the average. 
The same analogy can be found in the second case. That 
is, the two variables seem to increase or decrease in 
value at approximately the same rate as the dependent 
variable; thus, the interaction is represented by the 
product of the two terms. 

At first glance, any one of the eight equations may 
seem difficult to use. However, an engineer can quickly 
determine the driveway accident rate of a particular 
stretch of roadway by knowing a maximum of only seven 
roadway factors and applying them in proper sequence in 
the appropriate regression equation. Each equation 
should produce reasonably reliable results, as long as 
the data entered into the equation are within the range 
used to develop each. The range of each variable, how­
ever, varies in each of the eight equations because of the 
different source of data from which each was developed. 
For purposes of comparison and general information, the 
ranges of significant variables associated with equation 
3, which was developed from the data of all 92 roadway 
sections, and with equation 9, which was developed from 
the data of all 64 two-way street sections, are given in 
Table 5. Table 5 also indicates the range of all other 
variables that were significant in at least one of the other 
equations. In most cases, as is evident by comparing the 
data, the range of a certain variable in a given equation will 
be less than that given in Table 5. These equations can be 
used not only to provide a reasonable estimate of the drive­
way accident rate on a particular segment of undivided arte­
rial highway, but also to indicate how much of a change 
is required in one or more roadway characteristics to 
effect a desired change in the driveway accident rate. 

Testing the Models 

The eight models were tested by using each to predict 
the driveway accident rate that would occur on a partic­
ular study section in 1971 and by comparing those re­
sults with the actual 1971 driveway accident rate. These 
two figures were compiled for each study section, and 
the individual differences between the actual and the pre­
dicted driveway accident rates were used to develop a 
multiple correlation coefficient. 

When these eight multiple correlation coefficients 
were compared to those associated with each respec -
tive model, differences were obvious and excessive. 
In addition, the differences between the actual and pre­
dicted driveway accident rates indicated extreme vari-, 
ance. For example, the regression equation developed 
on the basis of data from all 92 study sections explained 
85 percent of the variation of the averaged 1968 to 1970 
driveway accident rate, but this same equation explained 
only 53 percent of the variation in the 1971 driveway ac -
cident rate. Likewise, the accompanying residuals 
ranged in value from 19.8 to -13.4 for a range of 33.2. 

The results are not an indication of unreliability in 
the predictive capacities of the models. Rather, they 
emphasize the importance of the major controls in­
corporated throughout this study. In all cases, models 
developed on the basis of the annual average of a 3 -year 
accident history (1968 to 1970) were used to predict a 
1-year accident history. It is possible, in some cases, 
that the 1971 driveway accident rate for a given section 
does not agree statistically with its corresponding 1968 
to 1970 avBl'aged driveway accident rate. In fact, ~re­
liminai-y computations 'Indicated a highe1· value of r and 
a smaller range of residuals when sections having ob­
vious discrepancies between the two driveway accident 
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rates were omitted from this phase of the analysis. It 
is obvious from the study that the models will predict 
a 3-year annual average driveway accident rate and not 
a driveway accident rate based on a 1-year accident 
history. 

CONCLUSIONS 

The following conclusions concerning driveways and 
driveway accidents on urban arterial highways in central 
Indiana are presented. 

1. Driveway accidents represent a significant per­
centage of the total traffic accident experience on urban 
arterial highways, and steps taken to effect their de­
crease would improve overall highway safety. 

2. Public officials should consider measures such 
as barrier medians, traffic signals, left turn lanes, 
and left turn prohibitions at certain driveways as a 
means to effect a reduction in driveway accidents and 
in personal injuries resulting from such accidents. 

3. The driveway accident rate tends to decrease 
when the average spacing over a section of arterial high­
way between adjacent driveways and between a driveway 
and an adjacent intersection leg increases. 

4. Certain roadway and environmental factors and 
traffic volume characteristics can be used to predict the 
annual number of driveway accidents per mile signifi­
cantly better than they can predict the number of drive­
way accidents per 100 million vehicle-miles. 

5. The interaction, or product, of two variables 
proved to be more significant, in every case, than the 
sum of the same two variables in predicting the number 
of driveway accidents per mile per year. 

6. Driveway accident rates based on the annual 
average of a 3-year accident history produce better re­
sults in regression analysis when it can be shown that 
the 3 separate years of accidents used to derive the 
rates originated from the same population. 

7. The number of driveway accidents per kilometer 
per year will decrease when (a) the number of commercial 
driveways per kilometer is reduced, (b) the number of 
through-traffic lanes is reduced, (c) the number of total 
intersections per kilometer is increased, (d) the num­
ber of total driveways per kilometer is reduced, or (e) 
the arterial highway ADT is reduced. Other factors 
were shown to have a less pronounced effect on the 
driveway accident rate. 

8. Urban area population can be used as a significant 
predictor of the driveway accident rate when the study 
samples are derived from urban centers whose popula­
tion differences are significantly large. However, the 
effectiveness of this variable as a predictor decreases 
rapidly as this difference becomes less pronounced. 
This may be due to the fact that motorists from larger 
cities are more accustomed to traveling on urban arte­
rial highways. 

9. Mathematical models describing the driveway 
accident rate on one-way streets, two-way streets, and 
two-lane streets are not statistically or analytically dif­
ferent from the model describing all study sections. 

10. These mathematical models can be used not 
only to predict a future driveway accident rate but also 
to present facts defending decisions on controlling the 
number of access points for the public well-being. Used 
within the constraints from which they were developed, 
the models can be valuable tools to all public officials 
concerned with the number of driveway accidents in 
their cities. 
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Abridgment 

Effect of Bridge Shoulder 
Width on Traffic 
Operational Characteristics 

Robert R. Roberts, College of Engineering, University of South Carolina 

In 1970, West Virginia University, in cooperation with 
the West Virginia Department of Highways and the Fed­
eral Highway Administration, began a study to develop 
analytical techniques for determining the best shoulder 
and curb width on long-span bridge structures from the 
standpoints of safety and cost. The major objective of 
this research was to determine whether providing full­
width shoulders across long-span bridge structures would 
improve traffic and safety. Completed in 1975, the 
study included a structural cost analysis, accident rec­
ord analysis, a controlled laboratory study, and a before 
and after field study to relate the results of the labora -
tory study to actual field conditions. The structural cost 
analysis study revealed that the additional cost for wid~ 
ening would be about 3 percent of total bridge cost per 
0.3 m (1 ft) of bridge width. The accident study re­
vealed no strong relationship between bridge shoulder 
width and accidents although the laboratory study showed 
that erratic behavior of drivers is at a minimum for a 
bridge shoulder width of 1.8 m (6 ft). 

The before and after field study, which is reported 
here, was carried out in two major stages. The first 
stage consisted of studying the effect of various bridge 
shoulder curb widths on the operational characteristics 
of vehicles on the bridge. The second stage consisted 
of making these same studies on the effects of various 
bridge shoulder curb widths with a guardrail type of 
barrier flush with the face of the curb and offset 0.6 m 
(2 ft) from the face of the curb. 

The before condition consisted of determining the 
speed and lateral placement, as measured from the edge 
of the roadway shoulder, of vehicles in the vicinity of 
the bridge. The lateral placement of the vehicle is the 
distance of the right front wheel from the edge of the 
roadway at the point where the shoulder begins. After 
the observations for the before period were made, the 
physical characteristics of the bridge were altered to 
simulate the effect of 0.6, 1.2, 1.8, and 2.4-m (2, 4, 6, 
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and 8-ft) curbs alone and with guardrail both flush with 
the face of the curb and offset 0.6 m (2 ft) from the face 
of the curb. This resulted in a minimum of 11 conditions 
in the after period. 

Although the basic study was concerned with curbs as 
wide as 2.4 m (8 ft), this study was confined to investi­
gating the effect of 0.6, 1.2, and 1.8-m (2, 4, and 6-ft) 
curbs on a bridge with 3-m (10-ft) shoulders. 

The speed and lateral placement of automobiles only 
were collected at six locations on and in the vicinity of 
the study bridge under conditions of no curb and 0.6, 1.2, 
and 1.8-m (2, 4, and 6-ft) curbs. These various curb 
widths resulted in effective bridge shoulder widths of 3, 
2.4, 1.8, and 1.2 m (10, 8, 6, and 4 ft). Data were col­
lected on the speed and lateral placement of at least 200 
free-flowing automobiles for each of the test conditions 
at six locations for a minimum of 2 days under each con­
dition. 

The site selected for study is located on Interstate 79, 
approximately 32 km (20 miles) south of Morgantown and 
just east of Fairmont, West Virginia. The nearest on­
ramp is approximately 1.6 km (1 mile) upstream and the 
nearest off-ramp is app1·oximately 0.8 km (% mile) down­
stream. The roadway throughout the test section has 
four 3.6-m (12-ft) lanes, divided by a grass median. The 
study site is located on the southbound lane with a 5 per­
cent downgrade. 

The study bridge, which is 67 m (220 ft) long, is 
slightly skewed to the right and has W-beam guardrails 
on both shoulders on the upstream and on the right shoul­
der on the downstream side. This particular site was 
selected because it was built to AASHTO-recommended 
design standards, and it also possessed other qualities 
desirable for obtaining data. 

The proper measurement of the speed and placement 
variables was considered to be critical to the successful 
completion of this study. Measurements of vehicle speed 
and placement were made by using a tape switch installed 
305 and 152 m (1000 and 500 ft) upstream of the bridge, 
152 m (500 ft) downstream, at the upstream and down­
stream ends of the bridge, and in the middle of the 
bridge. Data were collected for a 4-day period with no 
modifications to the bridge so as to establish the before 
condition. After the base data were collected, the curb 
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was simulated by fabricating a wood curb to resemble 
the actual concrete curb as nearly as possible. The 
curbing was fabricated in 0.6-m (2-ft) sections so that 
it could be used to simulate 0.6, 1.2, and 1.8-m (2, 4, 
and 6-ft) curb conditions. Data were collected for each 
of the conditions after the traffic had adjusted to the new 
situation. 

To evaluate the effect of position and curbing condi­
tions on vehicle speeds and placements, a fixed effects 
analysis of variance model was formulated since only 
discrete levels of each factor were to be analyzed. The 
model was tested to determine whether there were sig­
nificant differences between levels of curb conditions or 
levels of positions and for an interaction effect between 
the levels of curb conditions and positions. 

The conclusions drawn from this study were, like any 
research effort, necessarily limited by many factors. 
As many of the confounding factors as possible were con­
trolled or eliminated where possible so that more reli­
able conclusions could be reached regarding those vari­
ables of interest. 

The following conclusions were reached after the re -
sults of the study were evaluated, 

1. Vehicle speed and placement data may be com­
bined for different days of the week without any major 
loss of information. 

2. Relative location had a significant effect on speeds 
as the vehicles moved thrm1gh the test section. Average 
speeds increased from 96.88 km/ h (60.20 mph) 305 m 
(1000 ft) upstream to 101.0 km/h (62.78 mph) 152 m (500 
ft) downstream, a difference of 4.12 km/h (2. 58 mph). 
It was concluded that the increase in speed was probably 
due to the 5 percent downgrade throughout the test sec­
tion. 

3. All curb conditions had a significant effect on ve­
hicular speeds in that the speeds with curb in place were 
significantly lower than those with the base condition of 
no curb. The lowest average speed of 97. 73 km/ h (60. 73 
mph) occurred with 1.2-m (4-ft) curbs; the speed with 
no curbing was 100.36 km/h (62.36 mph), a difference 
of 2.62 km/ h (1.63 mph). 

4. There is a significant interaction between posi­
tions and conditions for vehicle placements, which leads 
to the conclusion that some positions and conditions af­
fect vehicle placement while others do not. 

5. Vehicles travel farther from the roadway edge at 
tho roont.a.,-. n-f tho n,..;~IY'.a. nnr1o,.. l'lll ,,,,,-.h;"',.... ,,,.,,. ..... M.;+.; .......... o ........ .., ...,_. ... ,..,...,_ ..,.._ ., ...... _. ...,., .. ....._b..., ....,. ...... ..,....., ............. .._."".A. ,_,..,,.,,.E, '-'V.I.J.1d.L11,,.LVJ..LIJ• 

6. Vehicles travel farther from the shoulder at the 
center and the upstream and downstream ends of the 
bridge under the 1.8-m (6-ft) curb conditions. There 
is a small but definitely significant displacement of ve­
hicles on the bridge for the 1.8-m (6-ft) curb condition. 

7. With the 1.8-m (6-ft) curb, vehicles tend to move 
slightly away from the shoulder edge as they cross the 
bridge, then tend to overcorrect, and move nearer the 
shoulder downstream of the bridge. 

Future research of the type conducted in this study 
should include, at least in the initial phase, an additional 
evaluation to verify the conclusion from this study that 
data for separate days of the week may be combined. 
Ideally, this evaluation should be based on speed and 
placement data collected for a full 5-day week as a 
minimum and check for significant differences between 
days. 

The results of this study, in the context of implica­
tions for design or vehicle operations, tend to support 
the conclusion that the effects of bridge safety curb on 
vehicle speeds and placements, although statistically 
significant, are not practically significant, at least 
during daylight hours. The difference in speeds be-

tween positions can probably be attributed to the 5 per­
cent downgrade and is therefore highly suspect. Fur­
ther research in this area should be conducted on a level 
or near level roadway grade if possible. 

Although the effect of curbing on speeds is statistically 
significant, the rank order of these effects creates some 
doubt about the practical importance of this difference. 
The highest speed occurred with no curb and the lowest 
with 1.2 and 1.8-m (4 and 6-ft) curb conditions. The 
higher speed with no curb is probably true, and, although 
the lower speeds for the three curb conditions are also 
true, the seemingly significant difference in speeds be­
tween the 1.2-m (4-ft) curb and the other curb conditions 
is probably due to chance alone. This can be verified 
with additional research. In this case, however , the 
difference in speed of 2.62 km/ h (1.63 mph) between the 
base condition of no curb and the 1.8-m (6-ft) curbing 
condition is less than 4.0 km/h (2.5 mph), which can be 
defined as the range of accuracy for design standards. 
Design standards are established in increments of 8 
km/ h (5 mph); therefore, a change of less than half this 
increment would have no effect on these standards. 

The conclusion about interaction between positions 
and conditions for vehicle placement is not surprising. 
Drivers definitely tend to move away from any obstacle 
placed near the edge of the roadway. The simulated 
curb on the bridge caused the drivers to displace as they 
approached and crossed the bridge and then to return to 
a position closer to the shoulder edge after crossing the 
bridge. In fact, drivers tend to overcorrect after cross­
ing the bridge and to move nearer the shoulder edge than 
they were upstream of the bridge. This is particularly 
true with the 1.2 and 1.8-m (4 and 6-ft) curb conditions. 

The maximum difference in vehicle placement oc­
curred at the upstream end of the bridge and was only 
0.16 m (0.54 ft). The maximum differences in placement 
from the other conditions at the center of the downstream 
end of the bridge were 0.11 and 0.08 m (0.35 and 0.26 ft) 
respectively. It can be concluded from these differences 
that the displacement of vehicles as they crossed the 
bridge would not be large enough to affect the lane width 
on the bridge. 

It should be pointed out that the conclusions drawn 
from this study can only be applied to bridges on rela­
tively high-speed, one-way roadways with two lanes. 
Two-way bridges, even though they may have two lanes 
in each direction, may and probably would give entirely 

The findings and conclusions developed from this study 
are significant but must be considered in the light of the 
many restrictions that were of necessity placed on the 
project. The major restrictions were as follows: 

1. Only free-flowing vehicles were considered; 
2. A single data site was used; 
3. Only daylight conditions were investigated; 
4. The test bridge was relatively short; and 
5. Data were collected during fair weather conditions 

only. 

Even with these restrictions, there is strong evidence to 
support the conclusion that 1.8-m (6-ft) outside shoulders 
on rural freeway bridges would not seriously affect the 
operational characteristics of vehicles as they crossed 
the bridge. 

It is recommended that further research be carried 
out to investigate design factors not included in this 
project. If the findings of this further study support 
the findings of this project, then the recommendation 
can be made that bridge designers give serious consid­
eration to reducing the outside shoulder width on rural 
freeway bridges to a minimum of 1.8 m (6 ft). 
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Abridgment 

Effect of Guardrails on 
Interstate Bridges on 
Vehicle Speed and Lateral 
Placement 

Bernard F. Byrne, West Virginia University 
Abdelmajid Kabariti, Amman, Jordan 

West Virginia University conducted a research study 
to determine the best shoulder and curb widths on high­
way bridges from the standpoint of safety, operational, 
and cost. A major objective of the study was to deter­
mine the behavior of traffic (speeds and lateral place­
ments) on long-span bridge structures with different 
shoulder and curb widths. A secondary objective was 
to determine whether the addition of a guardrail barrier 
flush with the face of a curb on a bridge affects the 
lateral placement and speed of moving vehicles on the 
structure. 

Data were collected in the vicinity of and on a bridge 
on 1-79 approximately 1.6 km (1 mile) from the down­
town area of Fairmont, West Virginia, for speeds and 
lateral placements with various bridge shoulder curb 
widths with a guardrail type of barrier both flush with 
the face of the curb and offset 0.6 m (2 ft) from the face 
of the curb. Ten conditions were studied and are re­
ported in this paper. Two were a base condition (no 
guardrail or curb present) with and without a sign saying 
TEST BRIDGE AHEAD. Four were a guardrail mounted 
flush with the curb 0.6, 1.2, 1.8, and 2.4 m (2, 4, 6, and 
8 ft) from the parapet. Three were offset guardrails 1.2, 
1.5, and 2.4 m (4, 5, and 8 ft) from the parapet. One 
was only a curb 2.4 m (8 ft) from the parapet. 

The site, data collection procedure, and data reduc -
tion procedure are identical to those used by Roberts in 
a paper in this Record. Further information on the data 
collection procedure is contained in Byrne and others in 
a paper in this Record. Much greater detail on results 
may be found in Byrne (!). 

RESULTS 

The data were analyzed by using the analysis of variance 
technique and Tukey tests to find significant differences 
between speeds and placements for different conditions 
and positions. Position refers to tape switch trap posi-
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tion. Positions 1 and 2 were 300 and 150 m (1000 and 
500 ft) upstream of the bridge. Positions 3, 4, and 5 
were at the upstream end, middle, and downstream end 
of the bridge respectively. Position 6 was 150 m (500 
ft) downstream of the bridge. 

The following analyses were performed for both speed 
and placement: 

1. One-way analysis of variance for each condition 
at all positions to determine whether there is any sig­
nificant difference between positions for any condition, 

2. One-way analysis of variance for all conditions at 
each position to see whether there is any significant dif­
ference between conditions for each position, 

3. Two-way analysis of variance for all conditions 
at all positions to determine whether there is any inter­
action between positions and conditions, and 

4. Tukey's test to find the significant difference be­
tween positions and conditions. 

The one-way analysis of variance of speeds showed 
that there is a significant difference between speeds at 
positions for the following conditions: (a) 0.6-m (4-ft) 
guardrail, (b) 1.8-m (6-ft) guardrail, and (c) 2.4-m (8-ft) 
curb. For the other seven conditions, there was no 
significant difference between speeds within positions. 

The one-way analysis of variance of placement showed 
that there is a significant difference in placements be­
tween positions for each condition except the base con­
dition with sign. The analysis of variance of speeds and 
placements for conditions within positions showed that 
there is a significant difference between both speeds and 
placements for all conditions and for each position. 

The two-way analysis of variance of speeds revealed 
a significant difference between speeds for positions 
and conditions for all combinations except for base con­
ditions. For the base conditions, there was no signifi­
cant difference between conditions, but there was a sig­
nificant difference between positions. However, there 
was no interaction of positions and conditions. 

The two-way analysis of variance of placements 
showed a significant difference for positions and condi­
tions as well as significant interactions between positions 
and conditions for vehicle placements. Breaking down 



the two-way analysis of variance to related conditions 
shows interaction within the guardrail conditions and 
the offset guardrail conditions but not within the two 
base conditions and the 2.4-m (8-ft) conditions. 

The last statistical test run was Tukey's test, which 
shows where significant differences exist within condi­
tions and positions. Tukey's test was run twice on the 
main effects of speeds because there was no interaction 
(as shown in the two-way analysis of variance). The 
first run was for six positions and overall means of 10 
conditions. The second run was for the overall means 
for each condition at all positions. 

Tuk.ey's test was run 16 times on simple effects of 
placements ·nasmuch as there was interaction. The 
first 10 were for each condition at all positions. The 

Figure 1. Mean placements for guardrail conditions at positions. 
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rest were for all conditions at each position. 
There was no significant difference between the two 

base conditions in speeds and placements at all positions. 
Also the least frequency of significant differences within 
positions was observed in the two base conditions; the 
greatest frequency was observed h1 the l.8-m (6-ft) 
guardrail, 2.4-m (8-ft) guudrail, 1.8-m (6-ft) offset 
guardrail, and 2.4-m (8·-ft) curb conditions. 

Figure 1 shows the mean placements for tbe guardrail 
conditions. The maximum placements occurred at posi­
tions 1 and 3 for the 0.6-m (2-ft) guardrail condition and 
at position 3 for the 1.2-m (4-ft) guardrail condition. 
These two conditions are not significantly different at 
position 3, but they are at position 1 where the difference 
is 0.113 m (0.37 ft). The maximum placement occuued 
at position 4 for the 1.8 and 2.4-m (6 and 8-ft) guardrail 
conditions, but these were not significantly different 
from each other at all positions. 

Figure 2 shows the mean placements for the offset 
gua1•drail conditions. The maximum placement occurred 
at position 4 for the 1.8 and 2 .4-m (6 and 8-ft) offset 
guardrail conditions, while the maximum placement oc­
curred at position 3 for the 1.2-m (4-ft) offset guardrail 
condition. Note the inconsistencies where the place­
ments for the 1.2-m (4-ft) offset guardrail condition are 
greater than those for the 1.8 m (6-ft) offset guardrail 
condition at positions 1, 2, 3, 4 and 6. 

In addition there was no significant difference in place­
ments for the 1.2-m (4-ft) guardrail and offset guard­
rail conditions at positions 2, 3, 5 and 6, and there was 
no significant difference between the 1.8-m (6-ft) guai-d­
rail and offset guardrail conditions at all positions. 

Mean speeds were at a maximum mostly at position 
6, and they we1·e at a minimum mostly at position 1. In 
general, mean speeds increased at positions 2 and 3, 
then decreased at positions 4 and 5, and then inc1·eased 
again at position 6. The increase in speed is attributed 
to the 5 percent grade. The decrease in speed is attrib­
uted to the guardrail and the bridge. 

Placements at positions 3 and 4, the beginning and 
the middle of the bridge, are in general the highest and 
significantly different from the other positions. The 
mean placement was at a maximum at position 4, 1.23 m 
(4.03 ft) for the 2.4-m (8-ft) guardrail condition, while 
the maximum mean placement at position 3 was 1.17 m 
(3.89 ft) for the 2.4-m (8-ft) offset guardrail condition. 

CONCLUSIONS 

The following conclusions are drawn regarding speed. 

1. There is a significant difference in speeds between 
positions and conditions but no interaction between posi­
tions and conditions, as was shown in the two-way anal­
ysis of variance. 

2. There is no significant difference in speed be­
tween the base conditions with and without the sign. 

The following conclusions were reached regarding 
placements. 

1. There is a significant difference and interaction 
in placements between positions and conditions. 

2. There is a significant difference in placement 
between positions for the base condition with no sign, 
but there is no significant difference in placement be­
tween positions for the base condition with the sign . 

3. Placements at positions 3 and 4, which are at the 
beginning and the middle of the bridge, are, in general, 
the highest and significantly different from the other 
positions. 

4. Vehicles move away from the shoulder as they 
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approach the bridge and cross it but tend to move back 
toward the shoulder at the lower end of the bridge. This 
is particularly true for the 2.4-m (8-ft) conditions. 

There is no significant difference in placement for 
the 2.4-m (8-ft) guardrail, 2.4-m (8-ft) offset guardrail, 
and 2.4-m (8-ft) conditions at all positions. 

Wider guardrails have a definite effect on vehicle 
placement, particularly in the center of the bridge where 
the average maximum placements occurred. 
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Characteristics of 
Intersection Accidents in 
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Webb L. Tyler,if Bremner, Youngblood, and King, Inc. 

Engineering guidelines for traffic and safety improve­
ments have developed from studies conducted primarily 
in urban areas where traffic engineering expertise is 
available. This paper summarizes applicable data col­
lected in several comprehensive studies of small city 
and town intersections. Conclusions are drawn concern­
ing those areas in which urban and rural accident pat­
terns and roadway conditions are both similar and dif­
ferent and concerning how the difference may affect traf­
fic engineering decision making for rural areas. 

STUDY AREA 

More than 300 intersections in 42 towns and cities in 
Virginia were included in two studies funded by the 
Virginia Division of Highway Safety. Initial data collec­
tion funding was from U.S. Department of Transportation 
Highway Safety funds. Of the total number of intersec­
tions studied, 232 rural intersections are reviewed in 
this paper. The typical rural municipality has an aver­
age population of approximately 15 000. Accident data 
are based on state records obtained from the munici­
palities, which must report all accidents causing at 
least $100 damage. More than 2300 accidents are sum­
marized by intersection for a 24-month period between 
1969 and 1973. 

If there are differences in accident characteristics 
between rural and urban areas, there logically should be 
differences in driver behavior or roadway conditions to 
cause these differences. In rural areas, drivers may 
be less aggressive because of less traffic congestion, a 
higher percentage of local drivers familiar with the in­
tersections, and drivers not conditioned to extensive 
repetition and enforcement of standard roadway design 
and traffic operation. 

Publication of this paper sponsored by Committee on Operational Effects 
of Geometrics. 

*Mr. Tyler was with Wilbur Smith and Associates during preparation of 
this paper. 

ACCIDENT TYPES VERSUS INTERSECTION 
TRAFFIC CONTROL 

A summary of all intersection accidents studied by ac­
cident type and intersection traffic control is given in 
Table 1. Rear-end collisions and angle collisions com­
pose 36 and 43 percent of total accident types respec -
tively. The percentage for angle collisions is low com­
pared to that found in some other studies, which indi­
cated that angle accidents constituted as much as 83 
percent (1) of the total. The intersections with STOP 
and YIELD sign control have a higher percentage of 
angle and lower percentage of rear-end collisions than 
the signalized intersections, which is consistent with 
other studies (~). 

ACCIDENT TYPES VERSUS INTERSECTION 
GEOMETRICS 

A summary of accidents by intersection geometrics and 
type of traffic control is given in Table 2. Whereas 
Y -type and offset intersections have accident patterns 
characteristic of the summary totals in Table 1, there 
are some interesting facts in four-way and T-type in­
tersection patterns. Previous studies indicate that 
four-way intersections have up to four times the number 
of accidents as T-types of intersections (3). Although 
the four-way intersection accident rate orl.35 is higher 
than the 0.80 for T-types, this is only a 69 percent in­
crease. 

Signalized four-way and T-types of intersections have 
higher percentages of rear-end collisions than intersec­
tions controlled by STOP and YIELD signs (40 and 58 
percent versus 22 and 28 percent respectively). On the 
other hand, four-way and T-types of intersections with 
STOP and YIELD sign control have a higher percentage 
of angle collisions than do signalized intersections (59 
and 43 percent versus 40 and 29 percent respectively). 
This reconfirms general knowledge that signalization 
of an intersection tends to reduce angle collisions but 
increase rear-end collisions. 
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SIGNALIZED INTERSECTIONS 

A summary of accidents at signalized intersections 
conforming with the minimum signal display criteria 
of the 1971 Manual on Uniform Traffic Control Devices­
two indications per approach and one head within the 
40-deg cone of vision-is given in Table 3. Also iden­
tified are those signalized intersections that meet the 
minimum traffic volume warrants of the manual. The 
most important fact is that the accident rate for all four 
categories is nearly identical. Whether or not a traffic 
signal control meets the volume warrants or standard 
display criteria appears to have no bearing on accident 
frequency. Even the breakdown by accident type is 
fairly consistent for all four categories despite the 
small sample size for two categories. These findings 
are inconsistent with other studies that indicate that 
signalized intersections with lower traffic volumes (!, 

Table 1. Summary of accidents. 

Intersection Rear End Angle 

Type Number Number Percent Number Percent 

Signalized 76 508 43 445 37 
STOP or YIELD 

sign control' 156 316 29 542 49 

Total 232 824 36 987 43 

chap. 4) and substandard signal display (5) tend to have 
higher accident rates. -

It is interesting to note that both warranted and un­
warranted signalized intersections with substandard 
displays have a higher percentage of angle collisions 
(48 and 46 percent) than the standard display intersec­
tions (40 and 35 percent). The occurrence of fewer 
angle collisions at s tandard display intersections is con­
sis tent with a previous study (§_) . 

TRAFFIC VOLUMES 

A comparison of accident rates under STOP or YIELD 
sign control versus traffic signal control was made for 
various intersection types and average daily traffic 
(ADT) volumes (Table 4). For a given intersection and 
ADT, signalized intersections have a higher accident 
rate than those intersections with STOP or YIELD sign 

Sideswipe Other• Average 
Accident 

Number Percent Number Percent Total Rate' 

142 12 100 8 1195 1.26 

110 10 ~ 12 1106 1.08 

252 11 238 10 2301 1.13 

a1ncludes mostly head-on and fixed-object collisions. bAccidents per million entering vehicles. clncludes STOP sign control with flashing beacons. 

Table 2 . Accidents by intersection geometrics. 

Intersection Rear End Angle Sideswipe Other Average 
Accident 

Type' Number Number Percent Number Percent Number Percent Number Percent Total Rate• 

Four-way 
Signalized 52 379 40 384 40 105 11 79 9 947 1.47 
STOP or YIELD 

sign control 66 125 22 340 59 55 10 50 9 570 1.27 

Total 118 504 33 724 48 160 11 129 8 1517 1.35 

T-type 
0.82 Signalized 12 68 58 30 25 13 11 7 6 118 

STOP or YIELD 
sign control 48 72 28 109 43 30 12 44 17 ~ 0.79 

Total 60 140 38 139 37 43 11 51 14 373 0 .80 

Off~et 
Signalized 3 42 0 0 2 29 2 29 ? 0.40 
STOP or YIELD 

sign control 9 16 34 14 30 6 13 11 23 47 0.76 

Total 12 19 35 14 26 8 15 13 24 54 0.58 

Y-type 
Signalized 10 42 7 29 8 25 4 24 1.40 
STOP or YIELD 

sign control 14 68 66 24 23 4 4 7 7 103 1.04 

Total 15 78 61 31 25 10 8 8 6 127 1.22 

11Accidents per million entering vehicles. bAccidents for miscellaneous intersection geometrics not summarized. 

Table 3. Accidents by signalized intersections. 

Intersection Rear End Angle Sideswipe Other Average 
Accident 

Characteristics Number Number Percent Number Percent Number Percent Number Percent Total Rate" 

Meets warrants 
Standard display 50 390 45 306 35 107 12 69 8 872 1.26 
Substandard display 5 32 36 41 46 8 9 9 9 90 1.28 

Below warrants 
Standard display 14 67 38 70 40 25 14 13 8 175 1.26 
Substandard display 7 19 33 28 48 2 3 9 16 58 1.23 

~Accidents per million entering vehicles. 



control. This is true for all four traffic volume cate­
gories despite significant variations in sample size for 
each category. The signalized intersections, in fact. 
have a 29 percent higher accident rate . This strongly 
suggests, as do other studies (6), that a typical signal­
ized intersection will have a higher accident frequency 
than one with STOP or YIELD sign control. 

SEVERE GRADES, POOR SIGHT DISTANCE, 
AND NIGHT VERSUS DAY 

Accident data for intersections that provide poor driver 
sight distance on at least one traffic approach or that 
have an unusually steep grade are given in Table 5. 
(Poor sight distance is based on factors such as vehicle 
speed and degree of sight obstruction as well as sight 
distance. Severe grades are usually greater than 5 per­
cent .) The accident rate of 0.97 for intersections with 
severe grades is unusually low in light of the high ac -
cident potential such roadway conditions possess and 
when compared to the accident rate of 1.13 for all in­
tersections. During the study of the intersections, it 
was observed that intersections with extremely severe 
grades, such as many of those in the small municipali­
ties in the Shenandoah and Blue Ridge mountains, ex­
perience unusually low accident rates. It appears that 
drivers are aware of the dangerous roadway conditions 
and exercise due caution. 

Intersections with poor sight distance have a rela­
tively high accident rate of 1.33 . As would be expected, 
56 percent of the accidents we1·e angle collisions in 
which the driver was unable to properly view an ap­
proaching vehicle on the cross street. 

Of the total accidents, 30 percent occurred at night 
with less than 3 percent variance from this amount for 
any traffic pattern or roadway geometry category. This 
strongly suggests that traffic and physical roadway con­
ditions have no relationship to frequency of night acci­
dents. 

CONCLUSIONS AND RECOMMENDATIONS 

Driver behavior and roadway conditions in rural munic -
ipalities differ from those in urbanized areas. How­
ever, the following conclusions concerning rural acci-

Table 4. Average accident rate by intersection ADT. 

Traffic Number of 
ADT Control Intersections 

<10 000 Sign 93 
Signal 15 

10 ooo to 15 ooo Sign 47 
Signal 35 

15 000 to 20 000 Sign 11 
Signal 12 

>20 000 Sign 5 
Signal 14 

a Accidents per million entering vehicles . 

. . ) ., ) .. 

Average 
Accident 
Rate' 

1.12 
1.33 
1.05 
1.26 
0.97 
1.09 
0.52 
1.26 

dent characteristics reconfirm results of previous 
studies. 
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l. A typical intersection with a given volume of 
traffic will have a higher accident frequency under traffic 
signal control than under STOP or YIELD sign control. 
Prior to the costly installation of traffic signal control, 
a thorough engineering analysis must be performed to 
clearly identify and quantify the benefits of signalization. 

2. Intersections with poor driver sight distance on 
one or more traffic approaches tend to have a higher­
than-normal accident rate, particularly with regard to 
angle collisions. Increasing driver sight distance will 
likely effect a reduction in this type of collision. 

3. Standardizing signal display should result in re­
duced accidents at locations with a relatively high num­
ber of angle collisions. 

4. The frequency of night accidents appears to be 
totally unrelated to traffic patterns, traffic control, or 
intersection geometrics. Although it was not determined 
from the data, adequacy of proper night lighting appears 
to be the controlling factor in this environment. At in­
tersections where more than one-third of the accidents 
occur at night, the adequacy of street lighting should be 
determined. 

Some unique conclusions, which seem to apply only 
to rural municipalities, can be drawn from the accident 
data. 

1. Intersections with severe grades generally operate 
safely although they are obviously potential hazards. Ac­
cident histories should be closely studied before sub­
stantial funds are invested to alleviate a severe grade 
condition. 

2. Signalized intersections with volumes exceeding 
the traffic volume warrants are no safer than signalized 
intersections with volumes below the warrants. This 
can possibly be explained by differences between rural 
and urban driver characteristics. The need to imple­
ment a policy of eliminating unwarranted signals in rural 
areas is perhaps not so urgent as in urban areas. 

3. Signalized intersections with displays that meet 
approved standards are no safer than signalized inter­
sections with substandard displays. Again, differences 
between rural and urban driver characteristics and 
physical surroundings could explain this discrepancy. 

Although traffic engineers in rural jurisdictions 
should certainly continue to upgrade substandard signal 
displays, the need to implement this policy is perhaps 
not so urgent from a safety standpoint as it ls with the 
urban counterpart. 

Whether or not traffic control measures are to be 
implemented in an urban or rural area, sound traffic 
engineering analysis and judgment must be followed. 
To provide effective rural policy, the traffic engineer 
requires a knowledge of the particular conditions of the 
given study area and an awareness of the general find­
ings of this paper . 

Table 5. Accidents at intersections with severe grades and poor sight distance. 

Intersection Rear End Angle Sideswipe Other Average 
Accident 

Condition Number Number Percent Number Percent Number Percent Number Percent Total Rate' 

Severe grades 35 106 39 104 38 24 9 37 14 271 0.97 
Poor sight 

distance 41 73 20 207 56 32 9 54 15 366 1.33 

a Accidents per million entering vehicles. 
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Abridgment 

Highway Accidents at 
Bridges 

Kenneth R. Agent and Robert C., Deen, Bureau of Highways, Kentucky 
Department of Transportation 

Grade separation structures (bridges) at interchanges 
and crossroads and over streams and railroads, which 
are intended to provide greater convenience and safety, 
involve features that either obstruct the range of free 
travel or serve as containment barriers. The objec­
tive of this study was to identify the principal features 
of bridges and appurtenances that may be related to 
accident frequency and severity and to provide some 
further insights to highway safety. 

PROCEDURE 

State police files were searched for accident reports 
identifying a bridge (underpasses and overpasses) as 
being involved. Interstate routes and parkways (toll 
roads ) we1·e grouped together and analyzed as one 
system; accident records and total accident statistics 
were compiled for the 2-year period 1972 to 1973. 
Data on fatal accidents on primary and secondary sys­
tems covered the same 2-year period; however, non­
fatal accident summary statistics were compiled for 
only 1 year (1972) from about one-third of the counties. 
The accidents were divided into several types, and the 
severity of each type was determined by means of a 
severity index (SI) (1). Roadway and environmental 
conditions at the time of the accidents were also noted. 

RESULTS 

Interstates and Parkways 

Number of Bridges 

At the end _of the study period (1973), there were ap­
proximately 350 overpasses and 360 underpasses on the 
Inte1·state and pru.'kway system (dual bridges were counted 
as one). About 35 percent of the overpasses had full­
width shoulders. Approximately 10 percent of the over-

Publication of this paper sponsored by Committee on Operational Effects 
of Geometrics. 

pass accidents occurred on those overpasses that had 
full-width shoulders. Ninety-eight percentof the under­
passes had a pier in the median. The desirable 
clearance from the right edge of the roadway to the 
shoulder pier should be 9 m (30 ft). This was the case 
for only about 8 percent of the underpasses. The aver­
age lateral clearance rightward was slightly more than 
4 m (14 ft). 

Number of Accidents 

Almost 8 percent of all accidents involved bridges. Of 
the 438 accidents involving bridges, only 31 involved 
underpasses. More than 14 percent of all fatal accidents 
involved bridges, and more than 17 percent of all fatali­
ties involved bridges. Almost 9 percent of the injuries 
occurred in accidents involving bridges. These percent­
ages show that bridge-related accidents compose a 
significant portion of the total accident experience and 
a significant portion of the more severe accidents. The 
severity index of bridge-related accidents was 3.24 
compared to 2. 75 for all accidents. Discussions of each 
type of accident follow. 

1. Collision with bridge pier-This type of accident 
resulted in six fatalities during the 2-year study period. 
Five of the fatalities occurred where there was no safe­
guard about the piers. Of 14 accidents involving bridge 
piers (SI = 7 .00 ), there were three fatal, nine injury, 
and two noninjury accidents. Severity was reduced 
significantly when the pier was shielded with guardrail 
(SI = 4. 77) or an earth mound (SI = 1.00) (2). A very 
limited number of accidents involved earth mounds. Two 
reported accidents at earth mound locations were non­
injury. Accidents involving guardrails at bridge piers 
indicated that end treatment of guardrails continues to be 
a problem with this method of diverting vehicles away 
from bridge piers. Of the 11 accidents involving guard­
rails at bridge piers, there were one fatal and six injury 
accidents. In the fatal accident, the vehicle mounted the 
approach end of the guardrail, became airborne, and 
impacted the shoulder pier. In another accident involv­
ing a severe injury, the vehicle became airborne and 
hit the center pier. In two other accidents, vehicles hit 

83 



84 

the shoulder pier after first mounting the end of the 
guardrail and then vaulting it. 

2. Gap between bridge openings-Of five accidents 
involving a wall built to close the gap (SI = 8.30), there 
were three fatal (resulting in eight fatalities) and two 
injury accidents. Bushes had been planted in front of 
the wall to retard encroaching vehicles at two of the 
locations, but one of the two accidents at those locations 
still resulted in a fatality. 

Guardrails ahead of the gap were found to be only 
partially effective; the newer and longer rails are much 
better than the short sections previously used. Of 15 
accidents involving guardrails, six were fatal (11 fatali­
ties). In five of the fatal accidents, the vehicle went 
over the guardrail; in one instance, the vehicle went 
around the guardrail. The guardrail completely stopped 
a vehicle from going through the gap in only five cases, 
and these cases involved the newer design. 

3, Collision with entrance posts and wing walls-Of 
29 accidents (SI = 6,67), there were 9 fatal (nine fatali­
ties), 16 injury, and 4 noninjury accidents. Twelve of 
the accidents involved collision with the right entrance. 
At all of these locations, the shoulder narrowed at the 
bridge. Only two of the remaining 17 accidents, which 
involved the left entrance, involved a bridge that had a 
full-width shoulder. Light and visibility conditions ap­
peared to be a contributing factor. Only 9 of the 29 ac­
cidents (and one of the nine fatal accidents) occurred 
during daylight. Three of the nighttime fatal accidents 
were attributed to the driver's going to sleep. In the 
majority of locations where guardrail was provided, it 
was not attached to the bridge to prevent pocketing. In 
newer installations, the guardrail is attached and should 
reduce the severity of these accidents. 

4. Collision with bridge railing or curb-Collision 
with the bridge railing or pier was the most frequent 
type of accident and was a low-severity type (SI = 2.16). 
The majority of these accidents (61 percent) occurred 
during inclement weather. The railing design appeared 
structurally adequate; only three accidents (one fatality) 
involved a vehicle going through or over the railing. 
These three accidents (2 percent of the total of this type) 
involved a semitrailer, bus, and sedan. The curb and 
safety walk combination, formerly a design standard, 
did not provide good redirectional qualities. 

5, Collision with bridge railing and guardrail-A 
high percentage of these accidents occurred during icy 
nr wP.t l'!nnditinm:; (4~ nP.rl'!P.nt\_ ThP. ::ivP.r::io-P. i::P.vP.ritv 

was not high (SI ~ 2.85). Th~~e was only o;e fat~lity, 
which resulted when the driver was thrown from his 
vehicle when it overturned after striking a guardrail. 

6. Collision with guardrail-In most of collisions 
with the guardrail, the driver lost control of his vehicle 
on an icy bridge and then struck a guardrail. Icy or wet 
conditions were a factor in 80 percent of the accidents. 
In three accidents, the driver lost control after hitting 
the bump at the end of the bridge. 

7. Collision with another vehicle-Inclement weather 
was a factor in 58 percent of this type of accident. Wet 
road conditions were the cause of the only fatal accident. 
Lack of room was mentioned on some of these accident 
reports; the driver could not avoid another vehicle be­
cause the bridge was narrow, 

8, No contact with bridge, guardrail, or vehicle­
In accidents in which no contact was made with bridges, 
guardrails, or vehicles, drivers lost control and pro­
ceeded into the median or off the shoulder. Icy condi­
tions existed in 79 percent of these accidents. 

Roadway and Environmental Conditions 

The percentages of each accident type were compared 

to that of all accidents on the Interstate and parkway 
system (3). The percentage of accidents related to road 
character was very similar to that found for the total 
system. However, differences were found for road sur­
face and light conditions. The percentage of accidents 
during snowy or icy conditions (46 percent) was con­
siderably higher than that for the total system (17 per­
cent). Also, the percentage of nondaylight accidents 
(54 percent) was higher than the corresponding percent­
age for the entire system (40 percent). The percentage 
of nondaylight accidents that involved icy conditions (65 
percent) was more than that of all bridge-related acci­
dents, indicating that the problem of ice-related acci­
dents is greater at night. 

Attempts to alleviate the hazards from ice on bridge 
decks with warning signs have been moderately success­
ful. Investigation of three locations where ICE ON 
BRIDGE signs were placed indicated some accident re­
duction. The year before the signs were placed seven 
ice-related accidents occurred; the year after, only two. 
However, ice-related accidents have continued to occur 
at two of the locations since placement of the signs. 
Flashing ICE ON BRIDGE signs, activated by detectors 
in the bridge decks, have been installed at two locations. 
Problems with the detectors have made operation un­
dependable; one is now being activated manually. Acci­
dents during icy conditions have continued to occur at 
these locations in spite of the flashing signs. 

Pt'imary and Secondary Highways 

Number of Accidents 

The percentage of bridge-related accidents was con­
siderably less on primary and secondary highways than 
on Interstates and parkways. This seems to be related 
to the smaller number of bridges per kilometer on the 
primary and secondary system (about 0,19 bridge/km 
or 0.3 bridge/mile) as compared to the Interstate and 
parkway system (about O .43 bridge/km or O. 7 bridge/ 
mile). Bridges were involved in 3 percent of all acci­
dents and 4 percent of fatal accidents. Accidents in­
volving bridges resulted in about 4 percent of all fatali­
ties and of all injuries. As on Interstates and parkways, 
the severity of bridge-related accidents was shown to be 
high: SI= 3.26 compared to SI= 2.86 for all accidents. 
The severity of bridge-related accidents on primary and 
a P.r.ond::iry hiehw;:i_ys (ST = ~,~6) was ;:iJmost iden.tical to 
that of the bridge-related accidents on the Interstate and 
parkway system (SI = 3.24). 

Discussions of each type of accident follow. 

1. Collision with bridge pier-There were only nine 
reported collisions with bridge piers. Four were fatal 
accidents. The pier had no guardrail in seven of the 
accidents, three of which were fatal accidents. In the 
other fatal accident, the vehicle hit the approach terminal 
of the guardrail, became airborne, and turned over. 

2. Collision with bridge entrance post or wing wall­
Collisions with entrance posts or wing walls were the 
most severe accidents (SI= 5.65), The high severity re­
sulted from direct collision with entrance posts or wing 
walls; none of the 27 fatal accidents of this type involved 
guardrail protection. A very high percentage of these 
accidents occurred at night (61 percent). 

3. Collision with bridge railing or curb-As on In­
terstates and parkways, collisions with bridge railing 
or curb were the most frequent type of accident. Many 
of these accidents (44 percent) occurred during inclem­
ent weather, particularly icy conditions. This type of 
accident was not usually severe (SI = 2.64). The excep­
tions were accidents where the vehicle went through the 



bridge railing or hit another vehicle on the bridge. 
Several fatal accidents resulted because of inadequate 
containment by the railing. 

4. Collision with bridge railing and guardrails­
Only seven accidents involving collision with bridge 
railing occurred where guardrail had been used in con­
junction with bridges. 

5. Collision with guardrails-Most of the collisions 
with guardrail (75 percent) involved a driver losing con­
trol of the vehicle on an icy or wet bridge and then 
striking a guardrail. There were two fatal accidents. 
One involved a vehicle jumping the guardrail; in the 
other, the vehicle went through the guardrail. 

6. Collision with another vehicle-Collisions with 
another vehicle were another common type of accident. 
The two primary causes were icy or wet conditions (49 
percent) and a narrow bridge. 

7. No contact with bridge, guardrail, or vehicle­
As on Interstates and parkways, icy or wet conditions 
were the cause of the majority of accidents involving 
no contact with the bridge, guardrail, or other vehicle 
(69 percent). 

8. One-lane bridges-A number of one-lane bridges 
exist on the secondary systems. As would be expected, 
the most frequent type of accident involved two vehicles 
meeting on the bridge. Five fatal accidents were attrib­
uted to the absence of safety rails. Investigation of six 
locations where NARROW BRIDGE signs were installed 
showed that signing does alleviate this problem. There 
were 41 accidents before compared to 27 accidents after 
installation of the warning signs. 

Roadway and Environmental Conditions 

The percentages of bridge-related accidents were 
ordered according to road character, road surface, and 
light conditions. These percentages were compared to 
values found for all state-police-reported accidents on 
the primary and secondary system. The only difference 
found with respect to road character was the percentage 
of fatal accidents on curves (48 percent): It was higher 
than for the entire system (33 percent). The percentage 
of wet-weather accidents (31 percent) was slightly 
higher than that for the entire system (23 percent). The 
percentage of accidents during snowy or icy road surface 
conditions was only 4 for the total system compared to 
20 for bridge-related accidents. The percentage of 
bridge-related accidents at night (43 and 55 percent) was 
also shown to be much higher than that for the total sys­
tem (27 percent). 

DISCUSSION, SUMMARY, AND 
RECOMMENDATIONS 

1. Bridge-related accidents were a significant per­
centage of the total accidents on Interstates and park­
ways. 

2. The lesser number of bridges per kilometer on 
the primary and secondary highway system, together 
with generally lower traffic volumes and speeds, ap­
peared to be related to fewer accidents involving bridges 
on those systems as compared to the numbers of bridges 
and accidents on Interstates and parkways. 

3. The severity of bridge-related accidents was 
generally higher than the severity of all accidents. 

4. The severity of bridge-related accidents on pri­
mary and secondary highways was almost identical to 
that on the Interstate and parkway system. 

5. Collisions with entrance posts and wing walls re­
sulted in more fatalities than did accidents involving 
other features of bridges. Inadequate protection from 
direct collision with rigid elements at bridge entrances, 
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particularly on primary and secondary highways, re­
sulted in high severity. Lack of adequate shoulder width 
resulted in a large number of accidents. Where paved 
shoulders are provided, a means of alerting errant 
drivers by means of grooved sections or raised rumble 
strips on the shoulder in advance of the bridge would be 
desirable. 

6. The small percentage of accidents on overpasses 
having full-width shoulders demonstrated the benefits 
obtained when this safety feature was added. 

7. Guardrail protection at bridge piers has proved 
less than totally effective. 

8. Openings between parallel bridges on divided 
highways are recognized hazards. When a wall is built 
to close this gap, some type of arresting barrier is 
necessary; shrubbery has not proved to be sufficient. 
Guardrail protection was found to be only partially ef­
fective, although the newer design, which involves a 
longer guardrail section, appears to be much more ef­
fective than previous designs. 

9. The high percentage of nighttime accidents sug­
gests a problem with visual perception of the structure 
ahead and the need for better delineation. 

10. An exceptionally high percentage of accidents 
resulted from snowy or icy conditions, particularly on 
the Interstate and parkway system. This is attributable 
to icing of bridge decks. This commonly occurs on the 
bridge decks while the approach pavement remains ice­
free. 

11. Primary and secondary bridges with curved ap­
proaches deserve particular attention because of the 
high number of fatal accidents that occurred at this type 
of location. Improved delineation could reduce accidents. 

12. Bridge railings were inadequate on some primary 
and secondary highway bridges. In some cases it con­
sists of guardrail. Some fatal accidents resulted from 
the apparent absence of railing on some one-lane bridges. 

13. One-lane bridges remaining on the secondary 
system constitute a recognized hazard. Warning signs 
were shown to be essential. Of course, the most effec­
tive solution is replacement of deficient bridges. 
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