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This paper describes procedures for aggregating disaggregate choice mod· 
els after estimation of the choice model parameters to obtain an aggre­
gated modal structure. This structure consists of (a) a disaggregate choice 
modal , (b) a representation of the distribution of eicplanatory variables. 
and (cl an aggregation procedure. A taiconomy of aggregation procedures 
that classifies models according to their structural characteristics is de­
veloped. Errors in prediction by use of alternativa aggregation procedures 
are empirically estimated . Analysis of thMe errors leads to conclusions 
about the performance of dltterent aggregat ion procedures. These con· 
clusions suggest the following guidel ines for aggregate travel prediction 
using d isaggregate choice models: (a) Disaggregate choice models may be 
most effacttvely used for prediction at high levels of aggregation appro· 
pr late to policy analysis ; (bl enumeration procedures should be used 
whenever adequate sample data are available, especially at high levels of 
aggregation; (cl when sample data are not available , classification proce­
dures should be based on the most important class dis'tinction, which will 
be differences in choice set when such differences eicist ; (d) when data are 
not available to predict class specific variable values, predictions by the 
naive procedure should be adjusted for differences in choice set when such 
differences exist ; (el the specification of the underlying disaggregate 
choice model should be develo.ped and evaluated with particular care in 
the grouping of ind.ividuals with struoturally different choice sets; and (t ) 
incremental prediction should be used for prediction of the aic pected im· 
pacts of policy changes whenever an existing set of choice shares is avail· 
able to_ use as a basis for adjustment. 

A central component of transportation planning and pol­
icy analysis is the prediction of the future performances 
and impacts on the transportation system for each of the 
available plan or policy alternatives. These predictions 
should pr ovide adequate information about the effects oi 
each alternative so that an informed choice can be made 
among them and should distinguish among the effects of 
diiferent policies with i·espect to travel flows, system 
performance, and external impacts . The evaluation and 
selection process requires that these predictions be at 
a level of aggregation that is relevant to the alternatives 
under study and the prec ision with which they have been 
formu lated. 

In contrast with the need for aggregate predictions 
based on aggregate descriptions of transportation plan 
and policy options, travel behavior theory is postu­
lated at the level of the behavioral unit-usually an indi­
vidual or household. Group behavior, which is the ob­
ject of prediction, is the aggregation of numerous travel 
choices of individual behavioral units . This aggregation 

is implicit in the use of models that are estimated on 
mean value aggregate data. When disaggregate choice 
models are used the aggregation is accomplished by use 
of an explicit aggregation procedure. The aggregate 
predietion will be sensitive to both the structure of the 
disaggregate choice model and the distribution of in­
dependent variables in the population or predlction 
group (1). 

Ther-e are two approaches to the development of ag­
gregate prediction models that are consistent with un­
derlying disaggregate behavior. The first approach 
is to aggregate the model to obtain a consistent struc­
ture that can be estimated with aggregate data (Fig­
ure 1, part A) and then to use this model to make 
aggregate predictions. When the underlying choice 
model is nonlinear and the aggregate groups are not 
homogeneous, a consistent aggregate function will in­
clude parameters of both the choice model and the distri­
bution of independent variables. The requirements on 
the structure of the cholce model and the distribution of 
variables necessary to develop a consistent estimable 
aggregate relationship are extremely restrictive . The 
only successful example of this approach (2) i:s limited 
to use with the binary probit choice function and requires 
the assumption of multivariate normally distributed var ­
iables. The estimation is based on information about 
the distribution of variables in aggregate groups as well 
as on their mean values . The second approach is to 
estimate a disaggregate choice model using disaggregate 
data and then aggregate the estimated choice model when 
i t is used for prediction (Figure 1, part B). The ad­
vantage of this approach is that it makes no assumptions 
about the future distribution of independent variables 
prior to the model estimation: Assumptions about the 
distribution of independent variables can be deferred 
until the time of prediction and may be varied for each 
prediction situation. 

It is conceptually simple to make aggregate predic­
tions of travel behavior when the characteristics of in­
dividual trip makers and the alternatives available to 
them are known or can be predicted. In this case, pre­
dictions of the expected choice behavior can be made for 
each individual and summed or aver aged to obtain the ag­
gregate travel predictions (!). Generally, however, this 
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disaggregate information is not available and aggregate 
predictions must be based on a less than completely de­
tailed set of independent variables. 

This paper reports the results of a study of the ac­
curacy of predictions based on disaggregate choice mod­
els using less than completely detailed data. It describes 
the structure of aggregated prediction models, develops 
a taxonomy of aggregation procedures, describes the 
error in prediction by alternative aggregation procedures 
in different prediction situations, and develops tentative 
conclusions about the performances of the different ag­
gregation methods in different prediction situations. It 
then proposes a set of guidelines based on these conclu­
sions for prediction with disaggregate models. 

STRUCTURE OF AGGREGATED 
PREDICTION MODELS 

Any model that predicts the travel behavior of groups of 
beha.vioral units is an aggTegate prediction model . Such 
models predict travel demand at some level of aggrega­
tion based on input variables that are also aggregate. 

An aggregated prediction model explicitly Incorpo­
rates disaggregate behavioral relationships in a structure 
that describes the causal relationship between socio­
economic and travel service characteristics on the one 
hand and aggregate travel behavior on the other. A 
model structure for aggregate prediction based on dis­
aggregate travel choice relationships has three com­
ponents. These are (a) a disaggregate choice model, 
tb) a representation of the distribution of explanatory 
variables, and (c) an aggregation procedure that oper­
ates on the two other components to obtain the required 
aggregate prediction. This structure of an aggregated 
prediction model makes explicit two important advan­
tages of aggregated prediction models over aggregate 
models based on correlative analysis of aggregate data . 
These are sensitivity to changes in individual behavior 
due to changes in travel service or other environmental 
attributes, including policy control variables, and sen­
sitivity to changes in the distribution of the characteris­
tics of the population that makes up the prediction group. 

The disaggregate choice model relates the probability 
of choosing one alternative out of a set of avaUable al­
ternatives to the relative use of each alternative to the 
individual decision maker. The utility of an alternative 
is defined as a function of the characteristics of the in­
dividual and the attributes of the alternatives available 
to him. The choice model may have a wide range of 
functional forms that are derived from the underlying · 
assumptions about the choice process of the individual 
(4, 5) . 
- it'he distribution of independent variables describes 

the presence in the prediction group of individuals with 
different socioeconomic characteristics or facing dif­
ferent transportation service attributes . That is, the 
distribution represents the frequency of occurrence in 
the prediction group of different values of t.he socioeco­
nomic and travel service variables that influence indi­
vidual travel choice decisions. These distributions may 
be represented in a variety of ways and with different 
degrees of detail. The various methods for represent­
ing the distribution of variables are given below. 

1. Enumeration represents the distribution of vari­
ables by actual or estimated values of the variables for 
individuals. Complete enumeration provides variable 
values for every member of the aggregate prediction 
group. Partial enumeration provides variable values 
for a subset of the prediction group. 

2. Density functions represent the distribution of 
variables by the frequency of different variable values in 

the prediction group. These distributions are based on 
theoretical or empirical analyses or both, which describe 
the structure of the distributions and their parameters. 

3. Distribution moments represent the distribution of 
variables in terms of moments and cross moments, which 
provide information abo1;1t the spread and shape of indi­
vidual distributions and their interactions . 

4. Classification represents the distribution of vari­
able values in terms of the proportion that is assigned 
to each of several relatively homogeneous subgroups. 

The different methods of representing the distribution 
of independent variables provide similar information 
about the actual distribution in different forms. The rep­
resentations may, to some degree, be transformed to al­
ternative representations. Some transformations imply 
a loss of information while others imply an increase in 
information by the use of externally available information 
or simplifying assumptions . Enumeration, if based on a 
large enough sample, can be used to estimate parameters 
of a density function or distribution moment and can be 
used as a basis for classification. Density functions can 
be used to determine distribution moments or as a basis 
for classification. Distribution moments may be used to 
identify density functions directly or by augmenting them 
with an assumed distributional form. Classifications, 
unless they are extremely fine, cannot be used to gener­
ate any of the other distributional representations . The 
process of transformation may be used to modify an ini­
tial representation to an alternative representation that 
is required as input to a selected aggregation procedure. 

The aggregation procedure operates on the disaggre­
gate choice model and the distribution of independent 
variables to produce aggregate predictiona. The theo­
retically consistent aggregation procedure is to estimate 
the choice probabilities for each individual and then av­
erage these choice probabilities to obtain the expected 
share choosing each alternative. The extreme data re­
quirement of this procedure, prediction of all variable 
values for every member of the prediction group, mo­
tivates a search !or aggregation methods that have less 
extensive input data requirements. A variety of alterna­
tive aggregation procedures have been proposed for this 
purpose. These procedures can be grouped in five cat­
egories: 

1. Procedures of enumeration are procedures that 
represent the explicit theoretical relationship between 
aggregate and disaggregate demand. The expected share 
choosing an alternative ls the average of the individual 
choice probabilities for that alternative. Complete enu­
meration averages the choice probabilities for all indi­
viduals in the prediction group; sample enumeration av­
erages the choice probabilities for a sample or subset of 
individuals in the prediction group. 

2. Procedures of s ummation or integration weight 
conditional disaggregate choice probability estimates by 
the probability density function for the independent var­
iables. This is done by integration or summation over 
the multivariate distr ibution of explanatory variables in 
the prediction group . The computational requirements 
of procedures in this group are high if the integration or 
summation must be applied over a large number of var­
iables. 'This group of procedures may use distributions 
(density functions) determined from theoretical and em­
pirical analyses , or assumed distributions that offer 
computational or other advantages. The most advanta­
geous distributional assumption is that the variables are 
multivariate normally distributed (2, 6) . 

3. Procedures of statistical differentials express ag­
gregate shares as a function of the moments of the utility 
distribution. The aggregate function is obtained by lin-



Figure 1. Alternative procedures to obtain aggregate predictions 
based on disaggregate choice models . 

A. AGGREG ATION OF 110DEL srnucuqE ?R IO< TO EST l:~r.no :1 

AslL.irne1 Ag9regac e Pred 1 c [ed 
Jdta Odtd {n;rnt 
Str'JC~'...lre J,Jt:] 

~n~~n~t 1 CJ i . .\1Jc;reqa ted Estimate .!.99regdte 
Cho 1 ce ~odel ~gg r'?ga te Predic::10n 
/·

10Jel StrJcture ~1od e I 
Pdrame':.e'"5 

a AGGREGATI0:1 JF :-IODEL STRUCTURE AFTER ESTIHATIQ:I 

Disciggr~gate Fu tu ,-e Predicted 
Data Od ta Input 

Structure Oa ta 

j, 
Theoret1cal Estimate Aggreqation Aggregate 
Choice Disaggregate Procedure Prediction 
f1odel f'odel 

Par::imeters 

Figure 2 . Taxonomy of aggregation procedures. 

Comp! ete 

< Enur.leration 

Enumeration Random Sample 
Sai;ipl e ____________ Enumeration 

EnOJmera t 1 on .___________ Other Sample 
Enurnera ti on 

Known or Es ti mated 

Assumed llormal 

/

Die; cribut1on 

Int:.c:?·1rc \i'Jri/ Assur--.ed ~ist!'ibl1tion< Di 5 tri but. ion 
Su"1r.-:'!:: Jr "' Assumed Other 

015 tribu tion 

Mean -rnij ------ '.·lith Covariance 
------ l/Jri drice Terms~ ·.11 tnout Covdr1ance 

Statistic.31 _.----
niffereotials 

Captive Choice Set 
Classification 

Choice Set , . . 

Set Cl ass 1 f 1ca t1on 

Sing! e Variable L
Cl ass 1 fi cation ,lon-Capt1~e . Cha~ ce 

c:'3s;ic~ :.!:icn VarLw~~ Values ------ Value Classi Fi cation 
C\3ss1~1cH1on ~ Jornt IJarldble 

",..:~., .:~:: .. s~, ..... ,.. fc ... 
Ci1:;·:e -:~r:. r..v.1·J.1J·l~t:1 

Value Classification 

earizing the disaggregate choice function by the use of a 
Taylor series expansion and then taking expectation 
across the aggregate prediction group ( '!) . U the utility 
function of the alternatives is a linear function of the in­
dependent variables, the share estimate is given by a 
s er ies of terms that includes the nth order derivative 
multiplied by the nth distributional moments and divided 
by n factorial. The practical issues associated with es­
timating higher order moments and the instability of the 
series when the distribution is highly dispersed (8) sug­
gest that the series be terminated after the second, or 
variance, term. 

4. Procedures of classification assign members of 
the aggregate group to identifiable classes, use the av­
erage variable values for each class to predict aggregate 
choice shares for each class, and compute overall ag­
gregate share as the weighted average of the class 
shares. Procedures in this group are differentiated 
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by the basis of classification and the number of classes 
used. Alternative possibilities include classification by 
differences in choice set and classification by differences 
in variable values . 

5. Naive procedures use the mean value of the choice 
influencing variables in the disaggregate choice function. 
These procedures implicitly assume that each individual 
acts as If he is described by the average values of the 
prediction group. The naive procedure is a special case 
of summation or integration procedures (the distribution 
is assumed to be concentrated at a point), statistical dif­
ferentials procedures (truncating the series after the 
first term), or classification procedures (using one class 
only). It is useful to treat thi.s procedure separately be­
cause (a) the data requirements are the same as those 
for models ca.librated with aggregate data, (b) it is com­
putationally and conceptually simple, and (c) it is the 
method most likely to be used in the absence of recogni­
t ion of the aggregation problem. Predictions by naive 
procedures can be adjusted to account for differences in 
choice set availability when such differences exist. 

The different types of aggregation procedures may be de­
scribed i n terms of the taxonomy represented in Figure 
2. The major classes of aggregation procedures are di­
vided into differentiable subgroups of procedures . These 
subgroups are defined by their important characteristics. 

INFLUENCE OF PREDICTION ENVIRONMENT 
ON CHOICE OF AGGREGATION PROCEDURE 

Choice of an aggregation procedure for use in a specific 
prediction environment depends on the expected magnitude 
of the aggregation error of alternative procedures and 
the contribution of the aggregation error to the overall 
error in prediction from all sources. The aggregation 
error of alternative procedures depends on the prediction 
situation, particularly the distribution of explanatory 
variables in the prediction group, the level of aggrega­
tion, the differences In choice set availability among 
group members, and the choice probabilities for the av­
erage member of the prediction group (~. The contri­
bution of the aggregation error to the total error in pre­
diction from all sources depends on the magnitude of the 
aggregation error relative to the magnitude of error from 
other sources. The prediction error from other sources 
is determined by decisions made in the model formulation 
and prediction process (3). These decisions include the 
soecification of the disaggregate choice model including 
the functional form and variables to be included, the se­
lection of data to be used in model estimation, the method 
selected to represent and predict the distribution of ex­
planatory variables, and the selection of the aggregation 
procedures to be used . The characteristics of the pre­
diction situation and the decisions made in the model de­
velopment and prediction process influence both the ag­
gregation error and the errors from other sources. 

ANALYSIS OF ERRORS IN PREDICTION 
WITH DISAGGREGATE CHOICE 
MODELS 

Errors in pr ediction with disaggregate choice models 
arise from each of the components of the aggregated 
model structure . For the purpose of the following dis­
cussion, these errors in prediction are separated into 
two categories : 

1. Model and variable error, which includes errors 
in the specification of the choice model, errors in pa­
rameter estimation, and errors in the input variables; and 

2. Aggregation error, which includes errors due 
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to the use of approximate aggregation procedures. 

Empirical analysis of these errors was based on pre­
diction of mode shares to work in the Washington metro­
politan area for the drive alone, shared ride, and tran­
sit modes . The predictions were made for aggregate 
groups Identified as 45 districts with an average sample 
size of 47, 10 super-districts with an average sample 
size of 213, and four rings with an average sample size 
of 533 . The disaggregate mode choice model predicts 
the probability of drive alone, shared ride, ana transit 
choices for the first work trip of breadwinners working 
in the CBD. The overall mode shares in the prediction 
sample were 38, 30, and 32 percent for the drive alone, 
shared ride, and transit alternatives respectively. The 
model specification and parameter estimates based on 
824 work trips, of which 621 had all choices avallable 
and 253 did not have the drive alone alternative available 
due to lack of a car or driver's license, are given below. 

Estimated Standard 
Variable Symbol Coefficient Error 

Drive alone dummy Dd ·2 .62 0.36 
Shared ride dummy D, ·2.36 0.27 
Automobiles per licensed 
driver (drive alone) AALDd 3.64 0.38 

Automobiles per licensed 
driver (shared ride) AALD, 1.51 0.24 

Out·of·vehicle cost per in· 
come OPTC/INC ·0.028 0.012 

Total travel time TTT ·0.024 0.005 
Out·of·vehicle time per dis· 

tance OVTT/DIST ·0.077 0.055 
Government worker (shared 
ride) GW, 0.77 0.16 

Number of workers in 
household (shared ride) NWORK, 0.24 0.10 

The aggregation procedures used include the naive pro­
cedure, with adjustment for choice set availability, the 
statistical differentials procedure, with mean and vari­
ance terms, and classification by differences in choice 
set availability and automobile ownership. 

Model and variable error in prediction was estimated 
by comparison of share predictions by the enumeration 
procedure against observed choice shares in the data set. 
Aggreg~tion error was determined by comparison of 
share predictions by a selected aggregation procedu.re 
against share predictions by the enumeration procedure. 
Both types of error are reported as a percentage of the 
magnitude of prediction. Prediction errors were ob­
tained for each prediction group (districts, super­
districts, or rings) and each choice share. These errors 
are summarized in terms of average error, standard 
deviation of the error, and root mean square error (3). 
The combined error (model and variable error and ag­
gregation error) is the square root of the squared model 
and variable error and the squared aggregation error. 
(This formulation implies independence between the er­
rors from these two sources. This is a reasonable as­
sumption in the absence of structural interdependence.) 
It is most sensitive to changes in the magnitude of error 
from the source that contributes the larger error. 

COMPARISON OF AGGREGATION 
PROCEDURES 

The naive procedure produced aggregation errors of ap­
proximately 10 percent of predicted values. Adjustment 
of the naive procedure by choice set availability reduced 
aggregation error to about 8. 5 percent. Classification by 
choice set and automobile availability reduced the aggre-

gation error to about 3 percent. The statistical differen­
tials procedure resulted in higher aggregation error than 
the naive procedure . [ Under certain conditions the sta­
tistical differentials produced can be expected to increase 
rather than decrease the aggregation error (9 ). ] The er-
rors are as follows : -

Error of Different Aggregation Procedures(%) 

Prediction Naive With Statistical Classification 
Group Naive Adjustment Differentials by Choice Set 

Districts (45) 10.5 8.1 12.9 3.3 
Super· 
districts ( 10) 9.8 8.5 11.8 2.9 

Rings (4) 9.6 8.4 12.2 2.8 

These results suggest the following conclusions: 

1. When differences in choice set availability exist, 
these differences should be used as a basis for adjusting 
predictions by the naive procedure or as a basis for clas­
sification. 

2. The statistical differentials procedure should be 
used only after verifying that it actually reduces aggrega­
tion error in prediction. 

LEVEL OF AGGREGATION 

Increasing levels of aggregation are expected, a priori, 
to have two effects on prediction error . First, model and 
variable error is expected to decline . This reduction of 
error results from averaging the expected choice proba­
bility over the larger sample of observationa in the more 
aggregate prediction group . If the sample predictions 
are independent, the expected error in the estimate of 
choice shares would be inversely proportional to the 
square root of the number of observatlons in the predic­
tion group. Predictions made with a common disaggre­
gate choice model are not independent (3). Therefore, 
the effect of increas ing the prediction group size should 
be less than proportional to the prediction group si.ze . 
Second, aggregation error is expected to be larger for 
prediction groups with greater geographical dispersion 
as these groups are also expected to have greater dis­
persion of explanatory variable values. 

The first expectation is supported by the results ob­
tained. The model and variable error for each mode, 
and for all modes combined, declined with increasing 
level of aggregation. 

Model and Variable Error (%) 

Drive Shared Transit All 
Prediction Group Alone Ride Ride Modes 

All districts (45) 19.8 35.4 28.7 27.B 
Super-districts ( 10) 12.3 24.9 21.6 19.7 
Rings (4) 5.4 18.0 20.1 15.4 

This decline in errors was less than proportional to the 
square root of prediction group slze. On the other hand, 
the second expectation is not supported by the results, 
as the aggregation error for the three different aggrega­
tion procedures was not strongly or consistently related 
to the level of aggregation. This is a consequence of the 
fact that increasing levels of aggregation do not lead to 
significant increases in intragroup variation in socioeco­
nomic characteristics (10) or in intragroup differences 
in mode service characteristics. The net effect of these 
results, however, is that the combined error in prediction 
declines with increasing levels of aggregation as given 
below. As the size of the prediction group increases, 
the portion of the combined error attributable to aggre­
gation error increases and the differences in prediction 
errors between aggregation procedures are amplified. 

-



Combined Error of Different Aggregation Procedures (%) 

Prediction Naive With Statistical Classifi · Enumera-
Group Naive Adjustment Differentials cation ti on 

Districts 
(45) 29 .7 29.0 30.7 28.0 27.8 

Super-
districts 
(10) 22.0 21.4 23.0 19.9 19.7 

Rings (4) 18.1 17 .5 19.7 15.7 15.4 

These results lead to the following conclusions: 

3. Predictions made with disaggregate choice models 
based on a fixed data set increase in accuracy as the 
level of aggregation increases. 

4. The relative improvement in prediction error 
from the use of more precise aggregation procedures 
increases as the level of aggregation increases. 

DIFFERENCES IN CLASSIF1CATION 
STRUCTURE 

The classification procedure used classifies the popula­
tion according to both choice set availability and intra­
household automobile availability. This classification 
was compared to classification solely by choice set 
availability and classification solely by intrahousehold 
automobile availability to identify the influence of dif­
ferent classification schemes on aggregation error. 
The aggregation errors for all three classification pro­
cedures at three levels of aggregation are given below. 

Prediction Group 

Districts 
Super-districts 
Rings 

Aggregation Error of Different Classification 
Procedures (%) 

Choice Set and 
Automobile 
Availability 

3.3 
2.9 
2.8 

Automobile 
Availability 
Alone 

9.9 
8.4 
7.8 

Choice Set Alone 

5.2 
5.2 
5.3 

The most complete classification that by choice set and 
automobile availability, has the least aggregation error . 
Classification by choice set alone has substantially lower 
aggregation error than classification by automobile 
availability alone. These results lead to two further 
conclusions: 

5. Increasing refinement in classification leads to 
redu·ced aggregation error. 

6. Classification by differences in choice set avail­
ability, when appropriate, results in lower levels of ag­
gregation error than classification by variable values. 

CHOICE MODEL SPECIFICATION 

The large magnitude of model and variable error rela­
tive to aggregation error indicates the need to improve 
the choice model specliication . The model and variable 
erro1·s reported for the different levels of aggregation 
are substantially higher for the prediction of shared ride 
and transit shares than for the prediction of drive alone 
mode shares . The sources of these errors can be in­
vestigated by disaggregating them into average error 
and standard deviation of error for each mode as given 
below. The large errors in the prediction of shared 
ride and transit ride shares compared to drive alone 
shares are due to both higher average errors and greater 
standard deviation of errors . The opposite signs of the 
average error for shared ride and transit and the higher 
magnitude of average error and variability indicate that 
the model ls deficient in predicting shares between these 
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two alternatives. This deficiency may be due to inherent 
difficulties in specifying the utility function for these al­
ternatives (due to large variations in excluded character­
istics such as comfort and convenience or greater hetero­
geneity of preferences for different types of aroup ride 
alternatives) . It may also be due to too great reliance 
on the independence of irrelevant alternatives axiom to 
estimate model parameters for individuals with different 
choice sets. The errors are disaggregated as follows: 

Model and Variable Error Dis-
aggregated by Error Type 

Drive Shared Transit All 
Error Type Alone Ride Ride Modes 

Average error +1.6 -7.1 +4.1 4.5 
Standard deviation of error 19.7 35.3 28.4 27 .3 
Root mean square error 19.8 35.4 28.7 27.8 

These results suggest two additional conclusions: 

7. Analysis of error in prediction provides a basis 
for reevaluation and modification of the disaggregate 
choice model. 

8. Individuals with structurally different choice sets 
should not be combined for estimation without testing the 
effect of this grouping on estimation and prediction errors. 

PREDICTING CHANGED CHOICE SHARES 

The discussion to this point has been concerned with the 
prediction of existing choice shares . We now turn our 
attention to prediction of choice shares after a change in 
travel service characteristics. The changes considered 
a.re (a) provide shared ride incentives to all trip makers 
(change 1) (b) reduce transit fares to zero (change 2), 
and (c) reduce transit times by one-half (change 3). The 
expected effect of these changes on mode share for the 
entire data sample is given below. 

Mode Choice Shares 

Prediction Situation Drive Alone Shared Ride Transit Ride 

Change 1 
Change 2 
Change 3 
Base 

0.35 
0.37 
0.35 
0.39 

0.36 
0.26 
0.23 
0.28 

0.30 
0.37 
0.42 
0.33 

The new mode shares may be predicted directly by mod­
ifying the variables to reflect the policy changes. Al­
ternatively, the new mode shares may be obtained by 
predicting the incremental cha.nge i.n shares resulting 
from a change in policy and using the predicted change 
to modify the observed choice shares. The aggregation 
error by the incremental prediction procedure ls sub­
stantially lower than that by the direct procedure for all 
aggregation methods and for all of the policy changes. 
Thls result suggests the following conclusion: 

9. lncremental prediction should be used to predict 
aggregate choice shares after policy change whenever 
predictions can be made for an observed set of choice 
shares to provide a base .for adjustment . 

SUMMARY 

The preceding discussion describes a framework for the 
use of disaggregate choice models for the prediction of 
aggregate choice shares and proposes a taxonomy of pro­
cedures for making aggregate predictions based on dis­
aggregate choice models . The aggregation error and 
the effect on the combined error of d.ifferent aggregation 
procedures are empirically estimated for a variety of 
prediction situations. The results are summarized in 
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a set of conclusions about the expected performances of 
selected aggregation procedures in specific situations. 
These conclusions suggest the following guidelines for 
aggregate prediction using disaggregate choice models. 

1. Disaggregate choice models may be most effec­
tively used for prediction at high levels of aggregation 
appropriate to policy analysis. 

2. Enumeration procedures should be used whenever 
adequate sample data are available, especially at high 
levels of aggregation. 

3. When sample data are not available, classification 
procedures used should be based on the most important 
class distribution (which will be differences in choice 
set when such differences exist). 

4. When data are not available to predict class spe­
cific variable values, predictions by the naive procedure 
should be adjusted for differences in choice set when 
such differences exist. 

5. The specification of the underlying disaggregate 
choice model should be developed and evaluated with 
particular care in the grouping of individuals having 
structurally different choice sets. 

6. Incremental prediction should be used for pre­
diction of the expected impacts of policy changes when­
ever an existing set of choice shares is available to use 
as a basis for adjustment. 
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