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Attitude Surveys, Transit Planning, 
and Automobile-Use Constraints 
William F. Hoey and Herbert S. Levinson, Wilbur Smith and Associates, Los Angeles 

This paper summarizes the procedures, findings, and implications of an 
attitudinal survey of existing and potential transit users. Employees at 
workplaces having different levels of transit accessibility and different 
industry classifications were sampled about (a) the characteristics of a 
desirable transit service, and (b) the conditions under which they would 
use such a service. The approach used here appears to be more cost­
effective and more accurate than the traditional home interview or bus­
rider attitude and market-research studies and was useful in market seg­
mentation for transit-system planning purposes. Radical differences 
were found between transit users and nonusers in regard to acceptable 
transit-service levels. Even with a level of service acceptable to non· 
users of transit, most automobile drivers conditioned a change of regu­
lar modes of travel to work on motor-fuel supply restraints. 

This paper presents the results of a survey of employee at­
titudes and expectations undertaken as apart of the Greater 
New Haven Transit Study. It sets forth the objectives, pro­
cedures, findings, and transit planning implications ob­
tained from employee attitude surveys at five locations (1). 
It shows how the present modal choice is related to transil­
service planning features and how automobile -use con­
straints would affect transit use and planning. 

SURVEY DESIGN AND OBJECTIVES 

Previous studies have indicated that the best single po­
tential for diversion of trips from automobiles to transit 
is the journey to work. The Greater New Haven Transit 
Study therefore featured employer surveys for trip data 
and attitudes, which were supplemented by visitor sur­
veys for trip data at a number of major trip generators. 

Survey Objectives 

The objectives of the survey were 

1. To produce data useful for expanding or restruc­
turing the existing bus services, 

2. To aid in developing patronage and revenue fore -
casts, and 

3. To aid in assessing the impact of the transportation­
management proposals under study by the staff of the Con­
necticut Department of Environmental Protection. 

Minimizing Noncommitment Responses 

Previous studies have found that transit attitude survey 
responses may be highly misleading, particularly in 
home interview surveys where respondents may give 
socially acceptable answers rather than their personal 
feelings on the subject (2). Also, respondents may be 
unfamiliar with the chara cteristics of the proposed tran­
sit system on which they are being asked to indicate 
their attitudes. This problem of potential noncommit­
ment response may be solved by asking them about their 
willingness to ride public transport modes with which 
they have experience, and factol'ing down (or up) to 
existing ridership as a control value (3). 

Accordingly, the attitude surveys us ed the following 
innovative techniques to obtain realistic responses: 

1. A secret ballot survey with no interviewer partic­
ipation, 

2. A request that the respondents describe an accept­
able transit system in terms of major operating param­
eters, and 

3. A question as to how often and under what circum­
stances the respondents would use their acceptable tran­
sit system for work access. 

Questionnaire Design 

The employee survey questionnaire was designed so that 
it could be readily understood by recipients, require a 
minimum of time to complete, and be largely self-coding. 
The forms were intensively reviewed by participating 
agency personnel and were pretested for comprehension 
and completion time. The following information was re -
quested, of which the first seven items were in both the 
employee and the attitude surveys: 

1. Residence location, 
2. Mode of access (multimode if applicable), 
3. Working hours (for service planning), 
4. Number of automobiles owned in the household, 
5. Personal automobile (a question intended to iden-

tify priority for vehicle use), 
6. Travel during the day (e.g., on lunch hour), 
7. Age and sex, 
8. Perceived cost of trip, 
9. Longest acceptable walking distance, 

10. Longest acceptable waiting time, 
11. Longest acceptable journey-to-work time (door­

to-door), 
12. Maximum acceptable time difference between bus 

and transit (diversion curve data), 
13. Highest acceptable fare, 
14. Bad weather shelter impact, 
15. Impact of standing load on bus, and 
16. Circumstances of bus use. 

Sampling Procedures 

Surveys of employee attitudes toward public transporta­
tion were undertaken at five locations. Approximately 
5800 employees were included in the attitude survey 
population. The sites surveyed included a major down­
town office building housing law firms and such, a tele -
phone company office building, industrial management 
offices on the fringe of downtown, a suburban college, 
and South Central Connecticut State College in New 
Haven. (All of the employers were cooperative and help­
ful in distributing and collecting the survey question­
naires.) Return rates ranged from 25 to 100 percent and 
averaged 46 percent. 

Survey forms were distributed through the personnel 
and accounting sections of participating firms. To avoid 
bias in the distribution of forms, each firm was instructed 
to conduct a 100 percent sample of its employees and was 
given sufficient forms for this purpose. The forms were 
sampled on a random basis to provide a minimum of 200 ac­
ceptable coded responses/employer, or where the 
number of sample returns was less than 200, all were coded. 
The sample sizes for the employee and attitude surveys 
were 3237 and 960 respectively, which were sufficient 
to provide good statistical reliability. 
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Table 1. Profile of transit commuters. 

Workers Who Use Transit ('.£) 

Characteristic Downtown Outlying' Region 

Have personal automobile 57 .0 29 .2 44.6 
Two or more automobiles in household 
One automobile in household 

41.8 14.2 25.1 
43.9 36 . 1 40.4 

No automobile in household 
Female 
Male 
Under 18 years of age 
18 to 35 years of age 
36 to 54 years of age 
55 years of age or more 
Workplace location 

14. 3 49 . 7 30.1 
77.5 73.8 75.5 
22.5 26 .2 24.5 

3.1 0.5 1.9 
40.2 32 . 1 36.4 
38.0 39.3 38.6 
18.6 28 . 1 23.1 
55.2 44 .8 100.0 

Notes: Sample size and employment represented are 793 and 4455, 2444 and 15 318, and 
3237 and 19 773 for the downtown, outlying, and overall regions respectively 

Percentages are based on samples expanded to total employment at each location sur­
veyed . 

a Includes downtown New Haven frame, viz . , Yale-New Haven Hospital and Penn Central Rail­
road offices, and outlying survey locations. 

Table 2. Attitude survey findings. 

Respondents' ( <i.) 

Auto-
Acceptable mobile 

Characteristic Standard' Transit Driver All 

Walking distance (time) 2 blocks (3 min) 73 68 69 
300 m (5 min) 45 31 30 

Waiting time 5 min 84 86 87 
10 min 44 33 36 

Total fare 25 cents 94 74 78 
35 cents 74 48 53 
Free fare es-

sential 4 6 6 
Time difference (assuming 5 min 86 77 79 

transit longer) 10 min 59 42 43 
15 min 41 12 16 

Bus shelter Provided at each 17 58 49 
stop 

Standing on bus Up to 5 or 10 70 59 62 
min 

Notes: 1 m = 3.3 ft . 
Number of respondents and employment represented are 112 and 754, 584 and 3358, 

and 960 and 5806 for the transit user, automobile driver, and all populations re­
spP.r.tiVf~ly 

11 Standard desired by indicated percentages of respondents. 
b Accepting this level of service or better 

SURVEY FINDINGS 

The employer survey found that a larger portion of the 
workers who use transit in Greater New Haven do so by 
choice than is the case in other areas. Transit users 
comprised 23.9, 4.1, and 8.8 percent of all workers in 
the downtown, outlying, and overall regions respec­
tively. The characteristics of these transit users are 
given in Table 1. About 42 percent of the downtown 
workers who used transit and 14 percent of the nondown­
town (downtown frame and outlying workplaces combined) 
transit users had two or more automobiles in their 
households. A personal automobile for use as needed 
was reported by 57 percent of downtown transit com­
muters lcore onlyj and 29 percent of the others. Gen­
erally, transit surveys find that only about 15 percent 
of transit riders have both a driving license and an auto­
mobile available for their transit trip. Outlying and 
downtown frame employees were more likely to be 
transit dependent in that about half (49,7 percent) had 
no automobile in their family or household. They rep­
resent a more typical situation. 

Women predominated among transit commuters 
(about 75 percent) in both downtown and outlying loca­
tions. This proportion (70 to 75 percent female) is typ-

ical of local public transportation in the United States. 
There was no apparent relation between transit use and 
the age of the rider. 

The dominance of downtown New Haven as a bus­
traffic generator was confirmed by the surveys. Approx­
imately 24 percent of downtown New Haven employees 
used transit for access to work. In contrast, bus use 
by central business district (CBD) frame employees 
(i.e., those at Yale-New Haven Hospital and the Penn 
Central Railroad offices) was about 14 percent, and only 
2. 7 percent of employees working away from the CBD 
used transit to get to work. 

User and Nonuser Expectations 

Selected characteristics of an acceptable transit system, 
as reported by the attitude surveys, are summarized in 
Table 2. Transit-rider and automobile-driver responses 
are identified separately. 

1. Walking distance or time-Automobile drivers 
and transit riders were similar in walking-distance toi ­
erance. About 70 percent of each population group was 
willing to walk more than 2 blocks to a bus stop. Less 
than half of each were willing to walk more than 5 
min (300 to 400 m; 1000 to 1300 ft). These data con­
firm the distance tolerance assumption used in estimating 
the population coverage of bus routes (300 m; 1000 ft). 

2. Waiting time-Waiting time preferences were also 
similar for transit users and automobile drivers. About 
85 percent of both groups would wait 5 min for a bus, but 
less than half would wait 10 min or more. 

3. Fares-User charges for bus service were ac­
cepted by a consensus of the population. Only 6 percent 
of the survey respondents would ride buses only if there 
was no fare charge. Over 90 percent of the bus riders 
and over 70 percent of the automobile drivers would ac­
cept a 25-cent fare. (This represents a survey of the 
working population. Senior citizens and student popula­
tions are more sensitive to fares.) Over 70 percent of 
transit riders and over 50 percent of all respondents ac­
cepted the Connecticut Company basic fare of 35 cents. 
Automobile drivers were apparently more sensitive to 
fares than are present transit users. Less than half of 
the automobile drivers indicated that they would pay a 
35-cent fare. This response implies that a fare reduc­
tion would increase system deficits, since a radical in­
crease in service levels, as well as a fare reduction, 
would be necessary to attract motorists to transit. 

4. Time difference-The higher transit service ex­
pectations of automobile drivers were reflected in the 
greater acceptance of longer transit travel time by tran­
sit users. Only about 40 percent of the automobile 
drivers would accept an extra 10 min of travel time by 
public transportation. For a typical 6-km (3.6-mile) 
trip at a realistic bus speed of 16 to 20 km/h (10 to 12 
mph), the average trip may require about 20 min, and 
the door-to-door time (including walking and waiting) 
will be approximately 35 min, if bus service is frequent 
and direct. Automobile travel time for the same trip 
might be about 12 min, and the door-to-door (including 
parking and terminali times approximately 20 min. Such 
a 15-min time difference would be accepted by fewer than 
20 percent of the surveyed automobile drivers. 

Transit users were more tolerant of time differences, 
possibly because many did not have the alternative of 
travel by automobile. Almost 60 percent would accept a 
trip time 10 min longer than that by automobile, andover 
40 percent would accept a 15-min time difference. If 
people do not have private transport alternatives, the 
maximum acceotable transit travel times or fares limit 
their choices of housing and employment. Comparisons 



Table 3. Projected use of acceptable bus system. 

Respondents ('.t) 

Auto-
mobile 

Projected Bus Use Frequency' Transit Driver All 

Daily instead of driving 87 39 45 
Occasional use such as tune-up 0 12 9 
Constrained use (gasoline $0.25/L or 

rationed, parking surcharge of $1.00, 
or combination thereof) 12 46 41 

Unlikely (no answer to question on form) 1 3 5 

Total 100 100 100 

Notes: 1 L =approximately 0 ,25 gal~ (English units were used in the original survey data.) 
Number of respondents and employment represented are 112 and 754, 584 and 
3358, and 960 and 5806 for the transit user, automobile driver, and all popula­
tions respectively , 

8 Assuming a bus service with the desired walking distance, waiting time, speed, and such is 
provided , 

Table 4. Impact of constraints on automobile use. 

Constraint 

Gasoline cost of $0.25/L or more 
Gasoline rationed to 40 L/week 
Gasoline rationed and cost of $0.2 5/L or more 

Subtotal gasoline-related 

Parking cost increased by $1.00 
Free bus and parking cost increased 
Gasoline cost of $0.25/L or more and parking cost 

increased $1.00 
Gasoline rationed, cost of $0.25/L or more, and 

parking cost increased by $1.00 
Gasoline rationed and parking cost increased by 

$1.00 
Gasoline rationed or cost of $0.25/L or more, park-

ing cost increased by $1.00, and bus ride free 

Subtotal parking-related 

Total 

Note: 1 L =approximately 0 .25 gal ~ 

Automobile Drivers 
Taking Bus' 

Number Percent 

40 24.3 
20 12.1 
50 30.3 

110 66. 7 

1 0.6 
13 7.9 

5.4 

15 9.1 

4 2.4 

13 7.9 

55 33.3 

165 100.0 

8 Unexpanded responses, all locations combined, constrained mode change by automobile 
drivers only, 

with private automobile travel time are of limited signif­
icance for these riders because total trip times con­
strain their transit use. 

5. Bus shelters-The difference in expectations be­
tween the present transit user and the automobile driver was 
particularly delineated by their attitude on shelters. 
Only 17 percent of the transit users indicated a need for 
a bus shelter at their stop. Over half of the automobile 
drivers would use a bus in bad weather only if a shelter 
were available. 

6, Standing on the bus-About 70percent of the transit 
riders were willing to stand for 5 or 10 min on their bus 
trips. A smaller majority of automobile drivers (59 per­
cent) were also willing to stand for this time on each 
trip. These attitudes are consistent with observed pas­
senger behavior in peak hours at maximum load points. 

Potential System Use 

The attitude surveys also attempted to identify potential 
users of the transit system, assuming that a service 
that meets level-of-service expectations could be pro­
vided. Table 3 summarizes the projected use of an 
acceptable (i.e., custom-designed) bus system by the 
survey respondents. 

Of present transit users, 87 percent would use a bus 
system that meets their specifications. (The other 13 
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percent may represent errors in the data or responses 
from motorists who were using buses because of tempo­
rary automobile unavailability.) 

A majority of present automobile drivers would nor­
mally continue to drive even if an acceptable bus system 
were available to them. This response is consistent with 
driver behavior observed during the energy crisis of 
1973-74. Even so, the diversion to transit of the 39 per­
cent who would change their travel mode could represent 
an increase of approximately 88 percent in downtown 
transit trips. (A radical improvement in transit service 
would be necessary on most routes to achieve this level 
of use.) 

Transit Planning Implications 

The attitude surveys imply that potential transit con­
sumers who now use automobiles would accept a bus sys­
tem with the following features: (a) routes 4 blocks 
apart at most; (b) short headways, ideally as short as 5 
min in peak hours; (c) a basic zone fare of 25 cents; (d) 
travel times no more than 10 min longer than by auto­
mobile; (e) shelters at almost all bus stops; and (f) seats 
for all passengers, except on the last 5 or 10 min of 
heavily used local runs. 

These features describe a marketable public trans­
portation product. They provide planning objectives for 
service improvements, even though they may not be 
economically realistic in terms of potential revenues, 
public funding resources, and geographic or development 
factors or both. 

1. Route spacing-Routes canfeasiblybe spaced at 4-
block intervals in an urban area with a p·oss population 
density approaching 3900 persoas/ km (10 000 persons/ 
mile2

), a condition that is met by most of New Haven. Sub­
urban·areas with population densities of approximately 800 
persons/km2 (2000persons/mile2

) cannot be fully covered 
by bus service although, within such areas, it maybe fea­
sible to serve a series of high-density apartments or con­
dominium developments if they are located within 300 to 
500 m (1000 to 1500ft) of a major arterial street. 

2. Fares-The dominant au to mobile -user preference 
for a 25-centfare may reflect a desire for a convenient 
single-coin fare, rather than a monetary limit. This fare 
preference is inconsistent with known data on transit-fare 
elasticity and with current automobile operating costs. 
Successful commuter buses have been operating in the New 
Haven area at fares of $0.50to $1.25/ride. The 25-cent 
fare may, however, be de sir able for in -city shuttle service 
andfor special promotions. 

3. Travel times-If the maximum allowable time 
difference is 10 min, normal local bus services, with 
their 16 to 20-km/h (lOto 12-mph) average speeds, can­
not compete with automobile trips unless the total trip 
time is less than 10 min. This implies a local bus­
service limit of about 3.2 km (2.0 miles) when waiting 
and other access times are minimized. Express ser­
vices, especially park-and-ride buses that operate non­
stop between outlying parking facilities and the CBD, can 
be competitive for greater distances if the buses are 
given priority at locations where traffic queues form 
during peak hours. 

Automobile-Use Constraints as 
Transit Incentives 

Even if an acceptable transit service is provided, auto­
mobile users have a residual preference for the private 
automobile as a transportation mode. If public policy 
objectives such as improved air quality or energy con­
servation require diversion of automobile users to tran-
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sit, strong incentives will be required. 
Table 4 summarizes the impacts of various con­

straints to automobile use ·on potential bus ridership. 
Of the energy-environmental constraints listed in the 
attitude survey, the measures with the strongest impacts 
reflect gasoline cost or supply. Parking-related mea­
sures, with or without free bus service, had little im­
pact on respondents' choice of mode unless coupled with 
a gasoline price increase or rationing. 

1. Gasoline related-The most effective single 
public policy incentive to transit use would involve in­
creasing the price of motor fuel to over $0.25/L ($1.00/ 
gal) in 1975 dollars. This incentive could be imple­
mented through a federal motor fuel tax comparable to 
those levied in most Western European countries. The 
revenue from such a tax might be used to reduce other 
federal taxes or might be rebated to the cities and coun­
ties where the taxes were collected, in order to reduce 
their property tax burdens. 

Gasoline rationing that set a 40-L (10-gal)/week 
limit on driving would also have a strong impact on 
transit use. However, rationing involves many more 
administrative and enforcement costs than do fuel-tax 
measures, which can be collected from relatively small 
numbers of refiners and distributors. 

2. Parking related-Parking surcharges were seen 
as much less effective than fuel taxes or rationing as 
incentives to transit use. An increase in parking fees 
of $1.00/d in 1975 was seen as influencing modal 
choice by less than 1 percent of the survey respondents 
who indicate a willingness to change mode in response 
to public policy measures. To be effective in diverting 
automobile users to transit, parking surcharges would 
have to be coupled with motor fuel constraints. 

CONCLUSIONS 

The Greater New Haven Transit Study research used a 

Abridgment 

relatively simple, unsophisticated questionnaire and 
analysis to point the way to a public transit service with 
increased consumer marketability. Its methods and find­
ings have potential application for transit service planning 
in medium-sized communities throughout the United 
States-in adapting service to tap markets, developing 
transportation-system management programs, and re -
straining automobile use. 

The survey showed that existing transit riders have 
much lower expectations about bus service attributes than 
do automobile drivers. Thus, radically improved ser­
vice concepts and levels will be necessary to divert mo­
torists to transit use and may be feasible only in selected 
corridors. If energy, environmental, or public policy 
considerations require large-scale diversions of com­
muters to transit, then selected automobile disincentives 
may be necessary. Increased motor fuel taxation ap­
pears to be a more effective disincentive than parking 
taxes and controls, at least in medium-sized cities. 
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Marketing Approach Using Product 
Diffusion Knowledge to Measure 
Consumer Transit Attitudes 
Martin L. Schwartz, Miami University, Ohio 

This paper suggests a method that can be used to de -
velop a measuring instrument that will (a) determine 
IC'l,..,,O,.;~;n.,11,.., .. n'h-rT cihn ..... ....,n.,...IC'I An ..-.n.+ neon. f-'hn n'l"thrio .... h ... ..., CT"~-
~r--------., ····J ..., .... ...,rr- .... ~ -- .... -- ........ _ -·-- - ...... - .................... .... .J ..... 

tern, and (b) be sufficiently sensitive to identifywhether 
the problem is a bus system design problem or a pro­
motion problem. 

A measuring instrument that provides these capa­
bilities could be used by transit marketing managers 
to more effectively allocate their resources toward the 
goal of increasing bus patronage. Marketing managers 
will always be constrained by limited resources. Con­
sequently, they must decide how to allocate corporate 
funds so as to n1axir11ize the retw•n on their investment. 
Transit marketing managers are expected to make 

trade-offs between (a) methods of removing the bar­
riers to adoption of the bus system, (b) the capital in-
... ,.,,.IC'l+""'.a"'+ '"""U''lln.;'l•H"\A +n n.f.fnn+ +loo";..,_ ,...,,,_......,,,...rr'..,,1 ..,,....,.,.:1 /n \ +l"lo. 
•-._.-•••-••w ........ "1 ................. ~ -- _,,._...,_, __ ., • ...., ............ _.., .......... - ... , -·•- \_./ ........... 

number of potential customers who would be affected by 
the removal. The measuring instrument should be 
capable of providing information on all of the items 
used in the trade-off except the capital investment. The 
instrument should be capable of identifying the barriers 
to adoption, of determining whether those barriers can 
be removed by advertising alone or whether system 
redesign is also required, and it should be capable of 
identifying the number of individuals affected by each 
ba1"1°ier idelltified. 



THEORETICAL CONSTRUCT 

Communication knowledge, integrated by Rogers and 
Shoemaker (!. pp. 102 and 158), was used as the theo­
retical construct to identify the criterion and predictor 
variables of a measuring instrument with sufficient 
sensitivity to meet these objectives. The theoretical 
construct used to obtain the predictor variables assumes 
that adoption rate is a function of perceived attributes 
of innovation, the type of innovation decision to be made, 
the nature of the social system, and the extent of change 
agents' promotion efforts. Only perceived attributes 
need to be measured since the other variables can be 
assumed to be constant or can be constrained by the 
sampling procedure. 

The nature of the social system can be constrained 
by selecting only one market segment for participation 
in a study. The market segment used in this study con­
sisted of middle-class, suburban women shoppers. 
This particular segment was selected because it is the 
key to using bus capacity more efficiently during off­
peak hours. At present, buses run almost empty when 
work commuters are not using them. The other vari­
ables-the type of innovation decision used, the type of 
communication channels used, and the extent of change 
agents' promotion efforts-are also assumed to be con­
stants. 

The theoretical construct used to obtain criterion 
variables is discussed by Schwartz in another paper in 
this Record. The construct connotes that an individual 
passes through a number of stages prior to adopting or 
finally discontinuing (or both) the use of a product or 
service. Individuals within each of these stages have 
been categorized as nontriers, triers, rejecters, 
adopters, and discontinuers of the bus system. The 
reasons that urban transit has not been tried, the causes 
of rejection, and the causes of discontinuance can be 
determined by randomly measuring and comparing the 
extent to which individuals in the various stages of the 
decision process perceive that urban transit possesses 
specific attributes. 

QUESTIONNAIRE DESIGN 

The questionnaire developed here has several attributes 
that differ from most previous questionnaires used to 
determine the barriers to the adoption of transit. First, 
it is targeted toward the very specific market segment 
of middle-class female shoppers. Second, the indepen­
dent variables are developed from Rogers' five per­
ceived attributes of innovation. Third, the independent 
variables are designed to be very product specific. 
Fourth, the dependent variables operationalize five of 
the stages of the Rogers and Shoemaker individual in­
novation decision process (!, p. 102). 

The taxonomy to develop pertinent and product­
specific questions to be asked of respondents was based 
on the Rogers and Shoemaker perceived attributes of in­
novation (!, p. 158) (relative advantage, compatibility, 
complexity, observability, and trialability) to ensure 
that they were adequately represented in the question­
naire. When they were not adequately represented by 
transit attributes studied previously, new questions 
were formulated. 

Bus transit was treated as the entire system and not 
as only the bus when these attributes were developed. Ob­
taining bus route information and traveling to the bus 
stop are as much a part of the bus system as are the 
attributes of the bus itself. 

The final list of attributes is shown by Schwartz in 
another paper in this Record. These attr.ibutes were 
converted to questions and scaled using a five-point 

semantic differential. Possible answers ranged from 
not at all to extremely. Observability was the only 
variable that was not directly measured by an interval 
scale (for purposes of this study, the semantic dif­
ferential was assumed to be intervally scaled). It was 
measured instead by an I don't know category. If a 
respondent indicated I don't know for an attribute, it 
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was assumed to mean that she had not observed it or that 
she did not remember having observed it (which is the 
same thing as not having observed it in a study that 
assumes that decisions are made cognitively). 

VALIDATION OF THE QUESTIONNAIRE 

Validation of the measuring instrument was obtained by 
using factor analysis, Student's t-test, chi-square tests, 
discriminant analyses, and classification analyses to 
ensure that the attitudes measured by the questionnaire 
conformed to the theory on which the questionnaire was 
based. 

Validation by Factor Analysis 

A factor analysis using the varimax method was per­
formed to determine the extent to which three of the 
five attributes of innovation-relative advantage, com­
patibility, and complexity-were represented by clearly 
identifiable factors in the minds of respondents. Ob­
servability was not included in the analysis because it 
was measured in a different manner from the other 
attributes. Willingness to try was not included because 
it was used in this study as an effect rather than as a 
cause. (This study attempted to determine why shoppers 
did not use the bus on a trial basis rather than determin­
ing tbe extent to which shoppers preceived the bus to be 
t riable.) 

The factors obtained indicate that respondent thought 
patterns fall into factors that can be interpreted as rela­
tive advantage, compatibility, and complexity. The con­
cepts of compatibility and relative advantage were rep­
presented not by one factor, but by several factors, each 
reflecting a different facet of the attribute. For ex­
ample, compatibility consisted of several factors that 
included (a) compatibility of the bus with culturally 
derived structural needs such as shopping with friends, 
combining shopping with other social activities, and 
time orientations; (b) compatibility of the bus with 
aesthetic, proxemic, and comfort needs such as close­
ness of the bus seats, the odor of the bus, the dirtiness 
of the bus, the bumpiness of the ride, and the possibility 
of having to stand while on the bus; and (c) compatibility 
of the bus with societal needs such as reducing air pollu­
tion, traffic congestion, and highway accidents and con­
serving natural resources. 

Relative advantage consisted of several factors in­
cluding the speed of the car as compared to that of the 
bus, the cost of taking the bus, the inconvenience of 
going to or from the bus stop, the risk of criminal as­
sault, and the convenience of not having to park a car. 

Complexity consisted of one factor that was composed 
of the inconvenience of finding out which bus to catch and 
where and when to catch it, the difficulty of obtaining bus 
route information and bus schedules, the difficulty of 
understanding route maps, the difficulty of identifying 
the proper bus to board, the difficulty of finding out 
where to catch the bus when shopping, and the difficulty 
of remembering bus numbers, bus stops, and bus 
schedules when shopping. The factors obtained in this 
analysis support the validity of the measuring instrument. 
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Validation by Student's t-Tests and 
Chi-Square Tests 

To determine whether adopters are significantly more 
probus in their perceptions of 60 attributes of the bus sys­
tem than are nontriers, rejecters, and discontinuers, 
either in combination or alone,Student'st-tests andchi­
square tests were used to test the following null hy­
potheses: (a) Adopters of the bus system for shopping 
are not significantly more probus than are nonusers 
(nontriers, rejecters, and discontinuers), either in com­
bination or alone; (b) adopters of the bus system for any 
purpose are not significantly more probus than are non­
users (nontriers, rejecters, and discontinuers), either 
in combination or alone; and (c) attributes of the bus 
system are not significantly more observable to users 
of the bus system (adopters, occasional users, and 
triers) than they are to nontriers of the bus system. 

The first two hypothesis tests on a sample of 159 
respondents resulted in the following percentage of at­
tributes for \vhich adopters of the bus are significantly 
more probus than are nonusers: 

Group 

Adopters versus nonusers for shopping 
Adopters versus nonusers for any purpose 
Adopters versus nontriers for shopping 
Adopters versus nontriers for any purpose 
Adopters versus rejecters for shopping 
Adopters versus rejecters for any purpose 
Adopters versus discontinuers for any purpose 

Percentage 
of 
Attributes 

53 
60 
50 
35 
30 
35 
27 

At a 0.001 level of significance, all of the null hypotheses 
were rejected. There were no attributes for which non­
users were significantly more probus than adopters. 
Adopters were significantly more probus for relative ad­
vantage, compatibility, and complexity attributes than 
were nontriers, rejecters, and discontinuers, either in 
combination or alone. There was not one bus system 
attribute for which nonusers of the bus system were 
significantly more probus than were adopters of the bus 
system, either for shopping or for nonshopping pur­
poses. 

The third hypothesis was also rejected. At the 0.05 
level of significance 92 percent of the attributes were 
significantly more observable to users of the bus for 
shopping than they were to nontriers of the bus for 
shopping. None of the attributes was more observable 
to nontriers than to users of the bus system. 

Validation by Discriminant and 
Classification Analyses 

To determine the degree of sensitivity of the measuring 

instrument to differences between adopters and nonusers, 
discriminant and classification analyses were performed. 
One attribute from each of the five factors was selected 
by trial and error for incorporation into the discriminant 
and classification models. The classification analysis 
results indicated that 85. 7 percent of the respondents 
can be correctly classified by their perceptions of bus 
system attributes. 

The canonical correlation squared was used to esti­
mate the proportion of variance of bus user or nonuser 
behavior ·explained by the attributes of the bus system. 
Forty-six percent of the variance between adopter and 
nonuser behavior can be explained by the five attributes 
selected for inclusion in the discriminant model. These 
results are acceptable for the purpose of validating the 
questionnaire, especially since the number of discrim­
inating variables that could be incorporated into the 
model was limited by missing data constraints. 

CONCLUSIONS 

The measuring instrument developed and tested in this 
paper can be used to 

1. Identify why many consumers have never tried to 
use an urban bus; 

2. Identify the specific causes for consumer rejec­
tion after having tried the bus; 

3. Identify the specific causes for consumer discon­
tinuance after having adopted the bus for an extended 
period of time; 

4. Identify why occasional users do not use the bus 
more frequently; 

5. Identify whether individuals who are trying to use 
the bus are predisposed to become adopters or predis­
posed to become rejecters of the bus system; 

6. Determine which barriers to adoption of the bus 
system can be removed by promotion alone and which 
require system redesign; and 

7. Assist in determining how to best allocate re­
sources in order to increase bus patronage. 
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Consumer Reaction to Transit 
Marketing in Boulder, Colorado 
Martin L. Schwartz, Miami University, Ohio 

The results of a questionnaire used to measure resistances to the adoption 
of urban transit during off-peak hours in Boulder, Colorado, are discussed. 
The findings have implications for transit marketing managers regardless 
of the cities in which they are located. The questionnaire was adminis­
tered to middle-class women, aged 20 to 65. A systematic cluster sample 
was used to identify potential respondents, and a 55 percent usable re­
sponse rate was obtained. The results suggest thatthe barriers to trial of 
transit are different from the causes of rejection of transit after trial, 
from the causes of discontinuance of transit after adoption, and from 
the causes of low-frequency use by occasional users. The causes of re­
jection after trial are also different from the causes of discontinuance 
after adoption of transit. Although the specific barriers to adoption will 
differ among cities, depending on the structure of the city and of the 
transit system, the Boulder results illustrate the fact that differences do 
occur among different user groups within at least one market segment 
and that different marketing strategies may be needed to obtain increased 
transit ridership within each group. 

A questionnaire discussed by Schwartz in a paper ·in this 
Record was used to measure resistances to the adoption 
of urban transit during off-peak hours in Boulder, Col­
orado. The findings have implications for transit 
marketing managers regardless of the cities in which 
they are located. 

The results of this study suggest that, within one 
market segment, a different marketing strategy must be 
used to remove the barriers to trial of transit from that 
which is used to remove the causes of rejection of tran­
sit after adoption, or from that which is used to increase 
the frequency of use by occasional users. A different 
marketing strategy must also be used to remove the 
causes of rejection after trial from that which is used to 
remove the causes of discontinuance after adoption of 
transit (Figure 1). Although the specific barriers 
to adoption will differ among cities, the Boulder results 
illustrate the fact that differences occur between differ­
ent user groups within at least one market segment, 
namely, that of middle-class women aged 20 to 65. 

RESEARCH PROCEDURE AND RESULTS 

A sample of approximately 400 middle-class dwelling 
units was randomly selected from Boulder, Colorado, 
neighborhoods having median income levels of $13 000 
to $18 000. This income level was selected to obtain a 
high percentage of responses from families that have 
two cars but do not have chauffeurs. All of the dwelling 
units selected were located within three blocks of a bus 
stop so that the respondents in this study would have the 
option of going by bus as well as by car. (The option of 
using transit should exist before the decision not to use 
it is questioned.) 

Data were collected by using $1.00 as the motivation 
to complete the questionnaire. The usable response rate 
was 55 percent. The attributes measured are shown in 
Table 1. 

Respondent Characteristics 

One hundred and fifty-nine respondents were categorized 
into bus user and nonuser groups as shown below. 

Sample Size by Category 

Number Percent 
Consumer Category in Study of Total 

Use of bus for shopping 
Adopters 20 12.6 
Occasional users 10 6.3 
Triers 25 15.7 
Rejecters 26 16.4 
Discontinuers 5 3.1 
Nontriers 73 45.9 

Total 159 100.0 

Use of bus for any purpose 
Adopters 53 34.9 
Occasional users 19 12.5 
Triers 18 11.8 
Rejecters 22 14.5 
Discontinuers 11 7.2 
Nontriers 29 19.1 

Total 152 100.0 

Fifty-nine percent of the respondents (90 of them) had 
used the bus at least once within the previous 6 months. 
Nineteen percent of them had never used the bus in 
their adult lives. 

The sample size of the discontinuers of the bus sys­
tem for shopping (3 percent) was too small for analysis, 
and so this group was not analyzed separately from the 
other types of nonusers. However, discontinuers of the 
bus for any purpose represented 7 percent of the popula­
tion and were analyzed as a separate category. 

Reasons for Using the Urban Bus System 

Reasons for using the urban bus system were given by 
126 individuals who had used transit within the previous 
6 months. The results, shown below, indicate that let­
ting someone else drive is one of the prime advantages 
of the bus. 

Number Who Listed Percent Who Listed 
This Attribute as This Attribute as 
Reason for Riding Reason for Riding 

Attribute Bus (n = 126) Bus 

Convenience 18 14 
Convenient bus routes or 

bus stops 7 6 
Letting someone else drive 

Traffic congestion, relax-
ation, nice bus drivers, 
comfort 14 11 

Safety in bad weather 17 14 
Economy 13 10 
Going someplace with 

others 2 2 
Ecology 14 11 
To meet someone with a 

car 1 1 
No other transportation 6 5 

Twenty-five percent of the respondents rode the bus be­
cause somebody else was driving. Of these 25 percent, 
11 percent wanted ·someone else to drive so that they 
could relax, ride in comfort, or avoid traffic conges­
tion. The remaining 14 percent rode the bus in inclem­
ent weather to avoid hazardous road conditions or the 
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discomfort of walking or riding a bicycle in such 
weather. (The Greyhound Company advertisement "Go 
Greyhound, and leave the driving to us" is targeted to­
ward this group.) 

Fourteen percent of the respondents cited the conve­
nience of the bus system as a reason for riding the bus. 
However, convenience is an ambiguous term that does 
not offer any insight into exactly what attributes of the 
bus system cause the bus to be perceived as convenient. 
Convenience may mean that a bus stop is located close 

It is therefore not surprising to find that 11 percent of 
bus riders state that they ride the bus for ecological and 
societal reasons. 

The idea that the bus is economical or saves wear 
and tear on automobiles was cited by 10 percent of the 
bus users as their reason for using the bus system. The 
bus was perceived to be an economical form of travel 
for a single traveler, but not for a family. 

to the respondent's home-a variable that was controlled 
within the survey design- or that the respondent does not 
have to park a car or that it is convenient to have some -
one else drive. 

Six percent of the respondents indicated that they 
used the bus because of convenient bus routes or bus 
stops, but it is conceivable that many of the respondents 
who indicated that they rode the bus because of conve­
nience had this type of convenience in mind. In effect, 
the respondent was stating that a bus stop was close to 
her home, which was a controlled attribute in this sur­
vey, as well as close t-0 where she wanted to go. 

Boulder is an ecology-minded university community 
that has taken steps to limit its population growth rate. 

Figure 1. Measurements that identify barriers to adoption, causes 
of rejection, and causes of discontinuance of bus use. 

Barriers lo Causes 01 
t-----Trial of Bus-------~-Discontinunnce­

Table 1. Variable list. 

Variable 
Number Variable 

of Bus 

Causes ol 
Rejection or Bus 

Rejecters 

Discontinuers 

Difficulty of using the bus to go shopping with friends 
Inconvenience of determining what bus to catch and where and 

when to catch it 
3 Inconvenience of being tied to the bus schedule 
4 Difficulty of obtaining bus r oute information and bus schedules 
5 Difficulty of remembering bus numbers, bus stops, and bus 

schedules when shopping 
6 Difficulty of determining exactly where to catch the bus when 

shopping 
7 Inconvenience of exact far e requirements 
8 Difficulty of understanding bus r oute maps 
9 Inconvenience of wailing tor the bus 

10 Dilficulty of identifying the proper bus to board 
11 Attentiveness required to avoid missing destination while on 

the bus 
12 Likelihood of bus breakdown 
13 Comfort of the bus interior during very hot or cold weather 
14 Odor of bus interior 
15 Noisiness of bus interior 
16 Likelihood of standing while on the bus 
17 Social status of bus passengers 
18 Dirtiness of bus interior 
19 Dirtiness ol bus exterior 
20 Closeness of bus seats 
21 Bumpiness of bus ride 
22 Likelihood of encountering undesirables such as drunks on the 

bus 
2J Ability to relax on t)le bus 
24 Risk of becoming involved in highway accidents while on the bus 
25 Likelihood of meeting undesirables such as drunks at bus stops 
26 Risk of criminal assault while walking to or waiting for the bus 
27 Inconvenience of going home from the bus stop after shopping 
28 Discomfort while waiting for the bus in bad weather 
29 Hazard of walking to the bus stop with snow on the ground 
30 Damage to hairstyle while waiting for the bus in windy weather 
31 Punctuality ol the buses 
32 Frequency of the buses 
33 Risk of being pushed or shoved when entering the bus 
34 Difficulty of handling babies or packages when boarding the 

bus and paying fare 
3 5 Inconvenience of stowine: packa,o:es on the bus 
36 Number of times that the -bus stops lo pick up or discharge 

passengers 

Five percent of all bus riders (including individuals 
with family incomes of less than $10 000/ year) indicated 
that they rode the bus because they had no other form 
of transportation. It is assumed, however, that for 
middle-class respondents this restriction is self­
imposed. A middle -class individual is assumed to have 
financing available to purchase an automobile if she 
finds bus riding to be abhorrent. It is only because bus 
riding is acceptable that she tolerates not having a car. 

Barriers to Trial of the Urban Bus 
System 

The specific barriers to trial of the bus system were ob­
tained by comparing nontrier perceptions of the bus sys­
tem (nontriers are individuals who have never, as 
adults, used the bus system) to adopter perceptions of 
the bus system for both shopping purposes only and 
for shopping and nonshopping purposes combined (Fig-

Variable 
Number Variable 

3 7 Convenience of having someone else drive 
38 Helpfulness of bus drivers 
39 Convenience of not having to park a car 
40 Extent to which the bus r outes are circuitous 
41 Inconvenience of bus transfers 
42 Extent to which bus rides are boring 
43 Lack of privacy on the bus 
44 Discomfort of bus seats 
45 Difficu tty of going to more than one shopping area when the 

bus is used 
46 Difficulty of combining shopping with other social activities 

when the bus is used 
47 Friendliness of bus passengers 
48 Difficulty of using the bus on a trial basis 
49 Reduction in air pollution caused by increased bus use 
50 Reduction in traffic conges tion caused by increased bus use 
51 Reduction in highway accidents caused by increased bus use 
52 Energy savings caused by increased bus use 
53 Time used by taking the bus 
54 Extent to which buses contribute to highway noise pollution 
55 Expense of taking the bus (money) 
56 Relative advantage of a car as compared to the bus 
57 Simplicity of using a car as compared to the bus 
58 Inconvenience of going to the bus stop 
59 Compatibility of the bus with s hopping needs 
60 Extent to which a car is a faster form of travel than the bu• 
61 Concern about catchinR the bus after dark 
62 Education of respondent 
63 Education of spouse 
64 Family income 
65 Percentage of times respondent shops with others in Boulder 
66 Percentage of times respondent shops with others in down-

town Denver 
67 Place that respondent usually meets individuals with whom 

she is going shopping 
68 Percentage of times respondent arrives home from shopping 

after dark 
69 Percentage or times a car is available to respondent 
70 Percentage of times respondent comes home from shopping 

with her hands full of packages 
71 A~e 
72 Percentage of times the bus is taken either to meet someone 

with a car or after being driven to a shopping center 



ure 1). The reasons that the bus was not tried for any 
purpose, or for shopping only, appear to revolve about 
the perceived relative advantages, compatibility, and 
complexity of using the bus system. These items are 
listed in detail below. 

No. Variable 

Compatibility and relative advantage 
45 Difficulty of going to more than one shopping area when the 

41 
46 

40 
53 
31 

3 
9 

28 
27 
42 
34 

35 
44 
20 
14 
43 

26 
25 

4 

5 

6 

38 
8 

10 
2 

bus is used 
Inconvenience of bus transfers 
Difficulty of combining shopping with other social activities 
when the bus is used 

Extent to which the bus routes are circuitous 
Time used by taking the bus 
Punctuality of buses 
Inconvenience of being tied to the bus schedule 
Inconvenience of waiting for the bus 
Discomfort of waiting for the bus in bad weather 
Inconvenience of going home from the bus stop after shopping 
Extent to which bus rides are boring 
Difficulty of handling babies or packages when boarding the 

bus and paying fare 
Inconvenience of stowing packages on the bus 
Discomfort of bus seats 
Closeness of bus seats 
Odor of bus interior 
Lack of privacy 

Risk 
Risk of criminal assault 
Likelihood of meeting undesirables such as drunks at bus stops 

Complexity 
Difficulty of obtaining bus route information and bus 

schedules 
Difficulty of remembering bus numbers, bus stops, and bus 

schedules when shopping 
Difficulty of determining exactly where to catch the bus when 

shopping 
Lack of helpfulness of bus drivers 
Difficulty of understanding bus route maps 
Difficulty of identifying the proper bus to board 
Inconvenience of determining what bus to catch and where 

and when to catch it 

The list of reasons for not trying the bus for shopping 
was longer than the list of reasons for not trying the bus 
for any purpose. This difference helps to explain why 
obtaining effective use of bus capacity during off-peak 
hours has been a problem for the Denver Regional Trans · 
portation District. 

Causes of Rejection and of Discontinuance 
of Bus System 

Rejection occurs if an individual stops using a bus after 
trying to use it a few times at most. Rejection of the 
bus system for shopping and nonshopping purposes ap­
pears to revolve primarily about compatibility, relative 
advantages, and complexity as shown below. 

No. Variable 

Compatibility and relative advantage 
46 Difficulty of combining shopping with other social activities 

when the bus is used 
41 Inconvenience of bus transfers 
53 Time used by taking the bus 

3 Inconvenience of being tied to the bus schedule 
27 Inconvenience of going home from bus stop after shopping 

9 Inconvenience of waiting for the bus 
17 Social status of bus passengers 
35 Inconvenience of stowing packages on the bus 
45 Difficulty of going to more than one shopping area when the 

bus is used 
53 Time used by taking the bus 
40 Extent to which bus routes are circuitous 

7 Inconvenience of exact fare requirements 

No . 

54 

2 

Variable 

Extent to which buses contribute to highway noise pollution 

Complexity 
Inconvenience of determining what bus to catch and where and 
when to catch it 

9 

4 
5 

Difficulty in obtaining bus route information and bus schedules 
Difficulty of remembering bus numbers, bus stops, and bus 
schedules when shopping 

8 
10 

Difficulty of understanding bus route maps 
Difficulty of identifying the proper bus to board 

Discontinuance occurs if an individual stops using a 
bus after using it on a regular basis. Discontinuance of 
use of the bus system for any purpose revolves primarily 
about the relative advantages and compatibility as shown 
below. 

No. Variable 

Compatibility and relative advantage 
45 Difficulty of going to more than one shopping area when the 

bus is used 
41 Inconvenience of bus transfers 
53 Time used by taking the bus 
40 Extent to which bus routes are circuitous 
58 Inconvenience of going to the bus stop 
34 Difficulty of handling-babies and packages when boarding the 

bus and paying fare 
35 Difficulty of stowing packages on the bus 
13 Discomfort of the bus during very hot or cold weather 

Complexity 
4 Difficulty of obtaining bus route information and bus schedules 
5 Difficulty of remembering bus numbers, bus stops, and bus 

schedules when shopping 

Perceived bus system complexity is not as important to 
discontinuers as it is to nontriers since discontinuers 
have used the bus on a regular basis and are familiar 
with how to use it. Nontriers, who have never used the 
bus, are not familiar with how to use it. 

Differences Between Occasional Users 
and Adopters 

Knowledge of the differences between occasional users 
and adopters (regular users of the bus) should be impor­
tant to marketing managers. With such knowledge, 
marketing managers can determine how to increase the 
frequency with which occasional users ride the bus and 
thereby increase the adoption rate. The results indicate 
that occasional users of the bus for shopping are differ­
ent from adopters of the bus for shopping as shown 
below. 

No . Variable 

Compatibility and relative advantage 
39 More adopters perceive that it is convenient not to have to 

park a car 
18 More occasional users perceive that the inside of the bus is dirty 
44 More occasional users perceive that bus seats are not com-

fortable 
47 More occasional users perceive that bus passengers are not 

friendly 
40 More occasional users perceive that bus trips are circuitous 
41 More occasional users perceive that bus transfers are incon-

venient 

Complexity 
2 More occasional users perceive that finding out which bus to 

catch and where and when to catch it is inconvenient 
4 More occasional users perceive that bus route information and 

bus schedules are difficult to obtain 
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Table 2. Relative importance of bus attributes. 

Discriminant 
Variable Coefficient 
Number Roger's Category (standardized)• 

4 Complexity 0.689 07 
37 Relative advantage 

of bus over car 0.568 18 
35 Compatibility 0.377 90 
44 Relative advantage 

of car over bus 0.297 70 
60 Relative advantage 

of car over bus 0.037 70 

Relative 
Importance 

2 
3 

,. All variables ranged from 1 to 5, where 5 was most probus and 1 was most antibus 
for lhis an1:1lysis 

Differences Between Triers and 
Adopters 

Knowledge of the differences between triers (individuals 
who have recently tried the bus for the first time) and 
adopters should be important to marketing managers. 
Such knowledge indicates whether individuals who have 
recently tried the bus are more predisposed to adopt it 
or to reject it. 

The results indicate that triers of the bus for shop­
ping were predisposed to adopt it, while triers of the 
bus for nonshopping purposes were predisposed to re­
i ect it. 

All of the triers of the bus for shopping were also 
adopters of the bus for nonshopping purposes. Both 
triers and adopters of the bus for shopping were, how­
ever, significantly more positive toward the bus than 
were adopters of the bus for nonshopping purposes. 

Contributions of Factors Explaining 
Bus Use Behavior 

The relative importances of bus attributes to adopters 
of the bus for shopping versus to nontriers and rejectors 
of the bus for any purpose by Rogers' categories (1) were 
measured by standardized coefficients obtained from 
discriminant analysis as shown in Table 2. The results 
indicated that the perceived complexity of the bus sys­
tem was the most important reason that the bus had not 
been tried for the first time or was rejected after trial. 
These results imply that the primary reasons that indi­
viduals do not try the bus or reject it after trial are that 
they have difficulty in obtaining bus route information 
and bus schedules; in remembering bus numbers, bus 
stops, and bus schedules; in determining exactly where 
to catch the bus when shopping; in identifying the proper 
bus to board; in understanding bus route maps; and 
that they do not perceive the bus driver to be helpful. 

Real Problems Versus Imaginary 
Problems 

Knowledge of the differences and similarities between 
adopters, nontriers, rejecters, discontinuers, and 
occasional users can be used to differentiate between 
Ucti·ri1o:1·~ i..u iuiuvi.iuu ~i1ai.. i:U.·t: .iu1a.g.iut:U au.U. ~au i.in::.1: t:~U.n:: 
be removed by promotion alone and barriers that are 
real and can therefore be removed only by system re­
design. 

Barriers to adoption that cannot be removed by pro­
motion alone, but require system redesign, are those 
perceived to be barriers by rejecters, discontinuers, 
or occasional users of the bus system. Such barriers 
have persisted through trial or have been learned while 
using the bus system. 

Barriers to trial and adoption of the bus system are 
caused primarily by the complexity of the bus system. 

Both nontriers and rejecters of the bus perceive that the 
bus is complicated to use and is incompatible with their 
shopping needs. The complexity problem can be treated 
by redesigning the bus system, or by improving infor­
mational promotion, or by both. 

System design changes required to prevent discontin­
uance of the bus system may be different from those re -
quired to prevent rejection of the bus system. A com­
parison between Tables 2 and 3 indicates that bus trans­
fer problems, child-handling problems, package­
stowage problems, the inconvenience of being tied to a 
bus schedule, the inconvenience of exact fare require­
ments, and the extent to which buses contribute to 
highway noise pollution are more often cause for dis­
continuance than is rejection. 

Barriers to adoption that can be removed by promo­
tion alone consist of the bus attributes that are both dif­
ficult to observe and are perceived to be barriers by 
nontriers but not by rejecters, discontinuers; or oc­
casional users. Such barriers are thought to be mis­
conceptions in the minds of nontriers and do not persist 
after the bus is tried. They are summarized below. 

No. Variable 

Compatibility and complexity 
14 Odor of bus interior 
38 Lack of helpfulness of bus drivers 
26 Risk of criminal assault such as by purse snatchers and rapists 
25 Likelihood of meeting undesirables such as drunks at bus stops 
45 Difficulty of going to more than one shopping area when the 

bus is used 
40 Extent to which bus routes are circuitous 
31 Punctuality of the buses 
42 Extent to which bus rides are boring 
34 Difficulty of handling babies or packages when boarding the 

bus and paying the fare 
20 Closeness of bus seats 

6 Difficulty of determining exactly where to catch the bus 
when shopping 

B Difficulty of understanding bus route maps 
10 Difficulty of identifying the proper bus to board 

Structure of Bus User/ Nonuser 
Categories 

All of the bus user/nonuser categories discussed in this 
study were rank ordered based on the extent to which the 
categories were found to be probus or antibus. Under­
standing the structural relations between the various 
user and nonuser groups is important when determining 
how best to invest limited resources to increase adoption 
of the bus system. 

The extent to which one bus user or nonuser category 
is more probus or antibus than is another depends on 
whether or not the bus system is viewed as a multiple -
purpose service or as a single-purpose service. A 
single-purpose service denotes that the bus is perceived 
only as a means of traveling from point A to point B. A 
multiple purpose service denotes that the bus is per­
ceived as a different product by those who use it to go 
shopping than by those who use it to go to a football 
bii.u.u::. 

In the ordering of bus user and nonuser categories, 
based on the extent to which each category is probus or 
antibus, adopters and occasional users of the bus system 
for any purpose are similar to each other and are the · 
most probus of all of the categories in their perceptions 
of bus system attributes. Nontriers, rejecters, triers, 
and discontinuers are similar to each other in their per­
ceptions of bus system attributes and are more antibus 
than are adopters and occasional users. 

Wnen one of the transit services, shopping, is viewed 
separately, the ordering of bus user and nonuser cate-



gories is different. The results indicate, as shown be­
low, that adopters and triers are similar to each other 
and are more probus than are the other categories. 

Rank Order 
Direction 

MoT'"' 
Most antibus 

Category 

User 

Adopters of bus for 
shopping 

Occasional users of bus 
for shopping 

Nontriers of bus for 
shopping 

Nonuser 

Triers of bus for 
shopping 

Rejecters of bus for 
shopping 

Occasional users and rejecters are similar to each other 
and are less probus than are adopters and triers. Non­
triers are the most antibus of all. These data support 
the concept that use of the bus for shopping has a differ­
ent structure from that obtained when the service is 
evaluated as a single-purpose system. 

INCORPORATION OF DAT A INTO 
TRANSIT MARKETING STRATEGIES 

The transit marketing manager can use the type of infor­
mation developed in this study to efficiently direct his 
limited resources toward a specific goal, such as ob­
taining a trial, preventing rejection, preventing discon­
tinuance, or increasing the frequency with which occa­
sional users ride a bus. 

Situations for which a marketing manager may want 
to pursue a strategy of targeting specific groups such as 
nontriers or discontinuers are as follows: 

1. The marketing manager may want to allocate his 
limited resources toward a user or nonuser category 
that has problems with the bus system that can be solved 
expeditiously or for the least cost. For instance, occa­
sional users of the bus for purposes other than shopping 
perceive very few barriers to using the bus more fre­
quently than they are now using it. If the barriers per­
ceived by this group can be inexpensively removed either 
by advertising or by system redesign, the marketing 
manager may want to do so. Because triers of the bus 
system for shopping are also likely to become adopters 
of the bus system for other purposes, the transit mar­
keting manager may want to allocate his resources to­
ward encouraging adopters of the bus for nonshopping 
purposes to also try the bus for shopping purposes. 

2. The marketing manager may want to allocate his 
limited resources toward a very large nonuser group. 
For example, since 46 percent of the population have not 
tried to use the bus for shopping purposes, removing 
the barriers to trial of the bus for shopping would, when 
this strategy is used, become the manager's prime con­
cern; and 

3. The marketing manager may want to allocate his 
limited resources toward the group that has provided the 
least satisfactory response to current marketing ef­
forts. For example, the marketing manager may find 
that he or she is satisfied with the number of individuals 
who are trying to use the bus but dissatisfied with the 
number of individuals who are rejecting the bus after 
trying it. Since more than 50 percent of those individ-
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uals who try the bus for shopping reject it, the manager 
would, in this situation, allocate more resources toward 
preventing rejection than to obtaining trial. The 
marketing manager who is satisfied with the adoption 
rate after trial but dissatisfied with the rate of trial 
would allocate resources toward removing the barriers 
to trial of the bus. · The marketing manager who is dis­
satisfied with the number of discontinuers would al­
locate his or her resources toward preventing dis­
continuance instead of toward obtaining trial or pre­
venting rejection. 

CONCLUSIONS 

The conclusions reached on the basis of this study should 
be useful to transit marketing managers for formulating 
marketing strategies to increase bus ridership. The 
conclusions having theoretical implications are as fol­
lows: 

1. Occasional users were different from categories 
that are currently included in the individual innovation 
decision process. Occasional users were different from 
adopters of the bus for shopping purposes, different from 
rejecters of the bus for nonshopping purposes, and dif­
ferent from triers of the bus for shopping and nonshop­
ping purposes. 

2. The causes of rejection were different from the 
barriers to trial. Removing only .the barriers to trial 
may not cause adoption of the bus to occur, and remov­
ing only the causes of rejection may not cause trial of 
the bus to occur. 

3. The causes of discontinuance were different from 
the barriers to trial. Removing only the barriers to 
trial may not prevent adopters from discontinuing the 
use of the bus, and removing only the causes of discon­
tinuance may not cause trial of the bus to occur. 

4. The causes of discontinuance were different from 
the causes of rejection. Removing only the causes of 
rejection may not prevent adopters from discontinuing 
the use of the bus, and removing only the causes of dis­
continuance may not cause new adoptions of the bus. 

5. For a multipurpose service such as the bus sys­
tem, the probus to antibus rank order of various bus 
user versus nonuser categories may differ for each pur­
pose for which the service is used. Rejecters and dis­
continuers were more probus than nontriers of the bus 
for shopping. They were not, however, more probus 
than were nontriers of the bus for any purpose. Occa­
sional users of the bus were similar to rejecters of the 
bus for shopping purposes but significantly more pro­
bus than were rejecters of the bus for nonshopping pur­
poses. 
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Abridgment 

Analysis of User Response to the 1975 
New York City Transit-Fare Increase 
Felix C. Obinani, Tri-State Regional Planning Commission, New York 

This paper describes how before and after survey data 
were used to supplement aggregate ridership counts in 
describing the effects of a fare increase on patrons of the 
New York City transit system. While the overall rate­
of-ridership decline may be sufficient for a financial 
analysis, the growing recognition of the role of transit 
in economic, social, and equity issues requires more 
in-depth understanding of the kinds of people who ride 
less or sacrifice mobility when transit-fare increases 
occur. Two surveys, one before the fare increase was 
announced and another 3 months after its implementa­
tion, allowed the analysis of a before and after pattern 
of transit use by a given sample of riders. (Except for 
those derived by inference, data on the effects of fare 
increases on the various groups of riders and the types 
of trips abandoned did not previously exist for the New 
York City transit system.) 

SURVEY METHODOLOGY 

The Tri-State Regional Planning Commission conducted 
an opinion survey of area households in June 1975. The 
questions on trip characteristics and opinions on trans­
portation issues included one on how the respondents 
would change their transit riding habits if there were a 
fare increase from 35 to 50 cents. 

The specific question asked of household heads who 
use the New York City transit system to go to work was, 
''If the bus and subway fares in New York City increased 
to 50 cents, which of the following would you most likely 
do? Would you continue to use public transit to go to 
work, drive to work, walk to work, ride a bicycle, take 
a taxi, or do something else?" A similar question about 
off-peak use was asked of household heads who live in 
New York City and who reported using the transit sys­
tem during off-peak periods (1). 

The reaction to the 50-cenf fare was expected to be 
exaggerated. However, the responses to these hypo­
thetical questions would make it possible to examine the 
impact of the fare increase on the various transit modes 
by time of day. 

Soon after the survey was completed the Metropolitan 
Transportation Authority announced an increase in the 
basic fare from 35 to 50 cents, beginning September 1, 
1975. This situation provided the unique opportunity to 
complete a before and after study of a given sample of 
users and their behavioral response to the fare in­
crease. 

The before portion of this study consisted of tele -
phone interviews with primary wage earners in house­
hnlr!" in th<> t .. i.,h:it<> ""~inn_ 'l'hP aftPl' !10l'tion of thP. 
study was a reinterview of all of the New York City res­
idents in the original sample who use subways or buses 
either for work trips or during the off-peak hours. This 
provided the posttest half of the one group pretest­
posttest design without a control group (2). 

Reinterviewing the original respondents, as opposed 
to selecting an entirely new sample, had several ad­
vantages: Accurate preincrease and demographic trip 
information on this cross section of users was available 
a,.'t}d their an.ticipated reaction to t.lie fare increase 1,1.1a.s 
.known. These conditions provided the opportunity to 

focus analysis on user groups of particular interest and 
of known trip and demographic characteristics. Post­
fare increase interviewing was conducted in December 
1976 after 3 months were allowed for ridership to sta­
bilize. 

RESULTS 

Predicting Ridership Responses to 
Fare Increases 

If small sample surveys could be used to reasonably pre­
dict behavior changes, they might be useful adjuncts to 
observed elasticities in considering price and service 
changes. However, attempts to predict future behavior 
by presenting hypothetical questions to respondents are 
fraught with problems. When the subject is emotionally 
charged and the respondent's experience and perceptions 
of the alternatives (other modes) are unclear or incor­
rect, the problems are magnified. 

Nonetheless, the rather simplistic prediction ques­
tion used in the first survey resulted in only moderate 
overstatements of expected change. Overstatement was 
expected for at least two reasons: (a) Respondents may 
honestly overestimate the ease of changing modes, only 
to find, when the fare rises, that the alternatives are 
not as good as were expected and (b) responses may re­
flect the reaction of near-captive riders to price in­
creases perpetuated by an agency held in bad repute (the 
spite effect). 

The table below shows the respondents' predictions 
in June 1975 and their actual measured responses in 
December 1975. 

Predicted Actual 
Response (%) (%) 

Would change work trip 20 15 
Would change to 

Automobile 46 59 
Car pool 12 18 
Solo driver 34 41 

Walk 23 16 
Bus (from subway) 14 14 
Other 16 11 

Would use less transit 47 38 
Discontinue use 25 4 
Use less often 22 34 

The one-third overestimation of work-trip changes 
represents too many people saying that they would take 
a taxi or a bicycle or walk to work if the fare rose to 
50 ~P.nt"- Fol' off-!1Pa.k tl'avPl ; thPl'P wa" an OVP>'P"ti­

mation by a 47 to 38 percent margin of the number of 
households whose members would use less transit. 

The households grossly overestimated the degree of 
use reduction, with 25 percent predicting complete dis­
continuation of transit use but only 4 percent actually 
doing so. 

While the aggregate estimate was not badly in error, 
the response of an individual in the first survey was of 
no use in predicting his or her actual behavior, i.e., those 
w·ho said tlie~lw·cu.ld not ch~~go (in the first su.rvey) v:ere 2:s 
likely to change as those who said they would change. 



Table 1. Percentage of transit users who changed work-trip mode after 
fare increase by demographic characteristics. 

Postfare Increase Behavior 

Did Not 
Changed Change Number 
Work-Trip Work-Trip of 

Transit-User Characteristic Mode Mode Interviews 

Age, years 
Under 34 11.2 88.8 42 
35 to 49 17.4 82.6 43 
50 and over 16.5 83.5 ·32 

Income, $ 
Under 5000 11.5 88.5 60 
5000 to 14 999 11.3 88. 7 29 
15 000 or more 15. 8 84.2 24 

Race 
White 13.9 86.1 88 
Nonwhite 18.1 81.9 27 

Education 
High school or less 11.5 88.5 60 
Some or completed college 18.2 87.8 58 

Automobile ownership 
None 11.5 88.5 53 
One or more 20.9 79.1 63 

Total 14.6 85.4 118 

a Includes Spanish speaking, 

Table 2. Percentage decrease in regular passengers in fiscal year 1967 
(versus fiscal year 1966). 

Fare Decrease in Regular Passengers 
Increase 

Mode (;;\) Weekdays Saturdays Sundays Total 

Subway 33.3 1.9 4.1 1.0 2.4 
Bus 33.3 9.5 11.1 10.2 9.9 

Work Trip Mode Change 

There are two types of data available from the transit 
system operators for use in measuring ridership 
changes. Counts of the number of subway and bus rev­
enue passengers in each month are available from pub­
lic accounting reports (3), and there is an hourly count 
of subway turnstile regfStrations made on an average 
weekday in October of each year. The percentage de­
creases in ridership during the period of analysis (Octo­
ber to December 1975) as compared to the corresponding 
period of 1974 are shown below. 

Percent Decrease 

Avg Saturday 
Mode Weekday and Sunday Total 

Bus 11.3 9.5 10.7 
Subway 4.8 6.1 5.0 

The one-day hourly counts showed decreased in ridership 
of 3. 7 percent at the peak hour, 5.6 percent at a midday 
hour, and 6.9 percent at an evening hour. 

There is a pattern of larger declines among bus 
users. It is surprising, however, that weekday declines 
were greater than those for weekends and holidays. On 
the subways, peak-hour ridership showed substantially 
less decline than ridership during the midday, evening, 
or weekend off-peak periods. 

The two surveys used somewhat different approaches: 
In the first survey, a hypothetical question regarding 
possible reaction to a fare increase was asked of house­
hold heads. In the second, respondents were asked 
whether they had actually changed their work and off­
peak transit use as a result of the fare increase. 
(Workers who had changed residences or worksites in 
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the time between the two surveys were excluded from 
the analysis.) The percentage changes in the work trip 
after the fare increase are summarized below. 

Mode 

Bus 
Subway 

Number of 
Interviews 

32 
86 

Changed 
Work Trip 

12.5 
16.3 

These results differ from those obtained by traditional 
counts shown above. However, while 16 percent of the 
subway riders claim to have altered their work trip in 
some manner, they have not necessarily abandoned the 
subway for work trips. In fact, while 9 percent to 10 
percent of the primary mode subway riders ride less, 
the remaining 6 percent changed other segments of their 
trip. 

There are a number of other explanations for the ap­
parent conflict between the survey results and the oper­
ator figures. 

1. The survey results represent only New York City 
household heads, but nonhousehold heads and nonresi­
dents account for about 40 percent of the subway peak­
hour trips. Moreover, household heads will have more 
alternatives to transit (e.g., priority in using the house­
hold automobile) than other household members and be 
able to change more easily. 

2. About 16 percent of the work trips represented in 
the survey results are outside of the 3-h peak period. 
When there is less highway congestion, workers may be 
more likely to change modes. 

3. By reinterviewing only known transit riders, the 
survey design precluded measuring new transit riders 
who would have acted to offset some of the decline among 
existing riders. 

4. With the small sample size (86), the 95 percent 
confidence interval is approximately ±7. 7 percent. There 
are limitations inherent in the use of small-scale random 
samples, especially as applied to reinterviews of known 
respondents. 

Off-Peak Trips 

Survey respondents were asked if any members of their 
households now use less transit because of the fare in­
crease. But, while information on the age and relation­
ships of the members who had reduced use and their 
purposes was collected, there was no attempt to esti­
mate the volumes of these trips. The percentage of 
households who indicated that at least one member was 
using less transit during off-peak hours because of the 
fare increase are summarized below. 

Mode 

Bus 
Subway 

Number of 
Interviews 

145 
123 

Used Less 
Transit 

29.7 
28.5 

Shopping trips and weekday trips are the kinds most 
often cited by respondents as being reduced. Roughly 
one-half of these trips were made by other modes. 

WORK-TRIP CHANGE BY GROUP 

The rate of change in work trips was analyzed by a num~ 
ber of socioeconomic, demographic, and trip charac­
teristics. The work-trip changers were rather evenly 
spread across all income, racial, educational, and age 
groups. The trip characteristics such as length, cost, 
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and arrival time at work also showed little correlation 
with the rate of work-trip change (4). Table 1 shows 
that the lowest rate of work-trip changes is among 
household heads with lower incomes, having no more 
than a high school education, under 34 years of age, and 
nonwhite. 

The workers with automobiles available were nearly 
twice as likely (21 to 11 percent) to change their work 
trips as were workers with no automobiles. Automobile 
availability was also the factor most associated with 
using less off-peak transit. Approximately 36 percent 
of the household heads who changed their work trip re -
quired more than one fare to complete their journey. 
The incidence of double fare zones among general tran­
sit riders is unknown. In New York the double fare pa­
tron usually uses a city bus from home to a subway sta­
tion where he or she transfers (at full fare) to the subway 
for the major portion of the trip. Although the number 
of interviews with users of this type was small, the 
elimination of the feeder bus by driving or walking to the 
subway station appeared to be a very popular reaction 
to the fare increase. This hypothesis is supported by 
the large response (44 percent) to free transfers between 
subway and bus as an action that would prompt a change 
back to the former work-trip mode. 

Transit riders who work in Manhattan are less likely 
to change their trip mode (13. 7 percent) than are riders 
who work in other New York City boroughs (18.1 per­
cent). The mode used by these two groups for their new 
work trip is even more interesting: Only one -half of the 
Manhattan-bound workers changed to automobiles (42 
percent to solo and 9 percent to car pool), while over 93 
percent of the workers in other boroughs changed to 
automobiles. 

ATTITUDES TOWARD THE FARE 
INCREASE 

An interesting adjunct to the data presented above is how 
citizens react to such governmental activities as in­
creasing transit fares. In this particular study, re­
spondents were asked whether or not they believed that 
the 15-cent fare increase on New York City subways and 
buses was necessary. Overall, 62 percent of the house­
holds considered that the fare increase was not neces­
sary. But among the households who changed their 
transit-use behavior, 80 percent said that the fare in­
crease was unnecessary. 

The strength of the feelings about the fare increase 
was however not transmitted into protest actions. When 
those reporting the fare increase as unnecessary were 
asked whether they had publicly expressed their opinions 
on the fare increase, 80 percent said that no action had 
been taken. Of the actions taken by the remainder, 16 
percent had signed petitions, 5 percent had written let­
ters, and a small minority, especially among those who 
use transit to work, had participated in a demonstra­
tion. 

CONCLUSIONS 

The New York City transit system has had three basic 
fare increases in the past 10 years. Published data 
(Table 2) are available on only the 1966 increase from 
15 to 20 cents. Lassow (5) has discussed the results 
of that increase, giving data on changes by time of day, 
double fare zones, and the economic status of changers. 
As a proxy for economic status, he selected 13 subway 
stations in low-income neighborhoods and 10 midtown 
stations adjacent to train and bus terminals (assuming 
commuters tu be high-income representatives) and 
showed that morning rush-hour ridership at the midtown 

stations actually increased. Unfortunately, this com­
parison can be viewed as one on the differential impact 
of fare increases on city and suburban residents, as 
well as one on the users of the subway as either a pri­
mary or a secondary mode of travel. This analysis 
nonetheless showed that low-income ridership declined 
more significantly than the system average at all times 
of day. The elasticities implicit in this analysis are 
approximately those used by the Metropolitan Transit 
Authority and others in predicting the effects of the 
September ·1975 fare increase. 

The 1975 transit-fare increase, however, resulted 
in ridership reductions in roughly equal proportions 
from all major socioeconomic and demographic groups, 
which is, of course, different from the concept of the 
differential financial burdens of fare increases. The 
survey results support the theory of automobile avail­
ability as a major determinant in mode-choice deci­
sions. The overrepresentation of riders from double 
fare zones among the changers emphasizes the urgency 
of a comprehensive transfer policy to mitigate the ef­
fects of two fares on this group of riders. 

The small-scale surveys employed here do appear to 
add considerable detail to our knowledge about the ef­
fects of a fare increase. While the sample sizes, which 
were limited by the initial survey, do not permit highly 
precise estimates, they are sufficient to uncover major 
variations among groups. Some changes in universe 
definitions to include all subway riders rather than just 
household heads (again fixed by the first survey) would 
allow estimates that are more comparable with the tra­
ditional gross ridership measures. 
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Cost Increases, Cost Differences, and 
Productivity of Transit Operations 
in New York State 
William C. Holthoff,* Polytechnic Institute of New York 
Robert G. Knighton, Planning and Research Bureau, New York State Department of 

Transportation 

Public transit operations in New York State were analyzed to explore 
transit costs and operational productivity. Three transit systems were ex­
amined over time to determine what cost component are causing the 
rapid increases in operating costs that have occurred in the past 7 years. 
Twelve bus operations were analyzed to explore why some transit opera­
tions cost more to operate than others, and whether similar transit oper­
ations are equally productive. The results showed that employee costs 
(wages and salaries, pensions, and other employee-related costs) consti­
tute 70 to 90 percent of all operating costs, and that increases in em­
ployee costs are almost entirely responsible for past increases in operat­
ing costs. Increases in fuel, power, and other non-employee-related costs 
were found to have little effect on operating cost increases. Differences 
in operating cost per vehicle-kilometer among operations are accounted 
for by differences in average vehicle speeds, employee average earnings, 
and, in some cases, productivity. Cost savings of between 5 and 12 per­
cent could be obtained by increasing the average vehicle speed of a bus 
operation by 1 km/h (0.6 mph). The difficulties of obtaining an increase 
in average vehicle speed are also discussed. 

This paper extends a previously reported analysis of 
transit operating costs that was performed during the 
New York State study of transit operating assistance. 
The previous analysis (1, 2) showed that transit costs 
were increasing at a rate that was about 5 percent faster 
than the consumer price index (CPI), and that there are 
significant differences in operating costs per vehicle­
kilometer among different transit operations in the state. 
This paper explores several key areas in transit costs. 

1. What particular cost component(s) are responsible 
for past cost increases? 

2. Why are some transit operations' operating costs 
per vehicle-kilometer increasing faster than others? 

3. Why do similar transit operations have different 
operating costs per vehicle-kilometer? 

4. What, if anything, can be done to reduce these 
differences? 

The paper also examines transit productivity and inves­
tigates whether similar operations have the same pro­
ductivities and then explores the relations between pro­
ductivity, total operating costs, and employee compen­
sation. 

HISTORY OF TRANSIT COST 
INCREASES 

Three transit operations, which had sufficient data 
available for the years 1967 through 1973, were chosen 
for this analysis. They are 

1. Regional Transit Service (RTS), the primary 
transit operator in Rochester, New York; 

2. New York CitY, Transit Authority (NYCTA), a 
subsidiary of Metropolitan Transit Authority (MT A), a 
bus and subway operation; and 

3. Manhattan and Bronx Surface Transit Operating 
Authority (MABSTOA), a subsidiary of NYCTA, a bus 
operation. 

The data obtained for each operation include 

1. Number of employees (including transit police for 
New York City operations); 

2. Revenue vehicle-kilometers; 
3. E~ployee costs: (a) wage and salary costs, (b) 

pension costs, and (c) other benefit costs (which include 
health and welfare benefits, Social Security taxes, 
cost of workmen's compensation, and any other related 
employee benefits that are paid by the employer); 

4. Cost for fuel for buses; 
5. Power cost (subway only); 
6. Material and supplies cost (except for RTS for 

which data were not available); and 
7. Total operating costs (excluding depreciation and 

including transit police costs). 

Transit police were included in most of the analysis 
since their employee costs were not separated from 
transit-worker employee costs. Where possible tran­
sit police have been excluded and these places have been 
indicated. 

Component Cost Percentages 

Each cost variable as a percent of total operating cost 
is shown in Figure 1. 

Employee Costs (Wages and Salaries, 
Pensions, and Other Benefits) 

This component is 80 to 90 percent of the total operating 
costs, making it the prime determinant of operating 
costs. Wages and salary costs as a percentage of op­
erating costs have declined somewhat (although still the 
largest single component), but pension costs have in­
creased. The percentage costs of other benefits have 
increased for two operations and decreased only slightly 
for the other. 

Other Costs 

Fuel for buses, power, and material and supply costs 
each represent less than 10 percent of the operating 
costs for each of these transit operations. Both 
MABSTOA and NYCTA experienced drastic increases in 
fuel prices during the energy crisis: During 1973-1974 
the cost of fuel for buses increased by about 100 percent 
and the cost of power increased by about 40 percent. At 
the same time, however, the percentage of the operating 
costs represented by the fuel cost increased only 1 per­
cent and that by the power cost less than 1.5 percent. 
Even drastic increases in the costs of power, fuel, and 
materials and supplies have little effect on the percent­
age that other costs represent of the total operating 
costs. 
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Figure 1. Transit cost component as 
percent of total operating cost. 
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Figure 2. Transit cost component 
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The cost increases occurring from 1967 to 1973 were 
adjusted in the following ways. 

1. The cost per employee and per vehicle-kilometer 
was calculated for each cost component. 

2. An average cost for the three systems was cal­
culated. 

3. The costs were converted to 1967 dollars by using 
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to inflation. 

Figure 2 shows the components of the total operating 
costs on both a per employee and a per vehicle-kilometer 
basis. Employee costs, particularly wages and salaries, 
are responsible for most Qf the transit cost increase; 
while wage and salary costs have grown at a lower 
rate since 1972, pension and benefits have grown more 
rapidly so that the growth in employee costs has con -
tinued at app:roxin1ately the srune 1-; ate. 
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Figure 3A shows the operating costs per vehicle­
kilometer of each of the systems examined. The operat­
ing costs per vehicle-kilometer of MABSTOA are in­
creasing faster than those of NYCTA, whose costs (since 
mid-1971) have been increasing faster than those of RTS. 

Figure 3B shows the index of the operating costs per 
employee based on the year ending December 31, 1967: 
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employee. Thus, the differing rates of cost increase 
per vehicle-kilometer are probably due to changes in the 
number of vehicle-kilometers of operation without simi­
lar changes in the number of employees. Figure 4 shows 
the changes in vehicle-kilometers and in the number of 
employees for each of the systems (transit police have 
been excluded from the number of employees for 
NYCTA). RTS, since mid-1968, has changed the number 
of employees and the number of vehicle-kilometers at 
the sa111t: i·ate. I~YCT A did almo~t Lhe ~ame until 1971, 



Figure 3. Comparisons of total operating cost per 
vehicle-kilometer and per employee for three 
operations. 
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Figure 4. Comparison of changes in employees and vehicle-kilometers 
for three operations. 
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after which employment remained about constant while 
the number of vehicle-kilometers decreased. This ex­
plains why the increases in operating costs per· vehicle­
kilometer for NYCT A and RTS were almost the same 
from 1967 to 1971, while after that RTS costs increased 
at a slower rate than those of NYCT A. MABSTOA, 
which has had the fastest increase in operating costs per 
vehicle-kilometer, has since 1967 increased its employ­
ment but decreased the number of vehicle-kilometers. 
Thus the different rates of increase in operating costs 
per vehicle-kilometer have been due to changes in the 
number of vehicle-kilometers operated without corre­
sponding changes in the number of employees. 

Wage and salary costs per employee have increased for 
all three operations at approximately the same rate, to 
almost 1.6times higher in 1973 than they were in 1967. 
Pension costs per employee have increased at approxi­
matelythe same rate for NYCTAand RTS and were about 
2.5 times higher in 1973 than they were in 1967. MABSTOA 
has had a m:uch higher increase in pension cost pet• em­
ployee (5. 7 times as much in 1973 as in 1967). However, 
its inc1·ease in other benefits per employee has been 
lowerthanthose of NYCTA orRTS (MABSTOA, 1.8 times; 
RTS, 2.1 times; and NYCTA, 2.5 times higher in 1973 



18 

than other benefit costs per employee in 1967). 
Costs per vehicle-kilometer for fuel for buses have 

increased at approximately the same rate for each oper­
ation. Power costs per vehicle-kilometer have steadily 
increased since mid-1969 and were 2.26 times greater 
in mid-1974 than in 1969. Increases in material and 
supply costs per vehicle-kilometer have varied. Those 
of MABSTOA have increased 3.7 times over 1967 levels 
while those of NYCTA have increased only 1.8 times. 

DIFFERENCES IN TRANSIT COSTS 
(BUS ONLY) 

The first section of this report has examined rates of 
cost increases but has not explained differences in mag­
nitudes of costs. Previous work (3, 4) had shown that the 
operating cost per vehicle-kilometer- between two tran­
sit operations varies by as much as $3.20/vehicle­
kilometer for the same year. This section and the fol­
lowing one investigate these differences. 

Data for the year 1973 were obtained for 12 bus opera­
tions in New York State. All of these operations have 
the following characteristics: (a) a high percentage of 
fixed-route, multistop service; (b) mainly interurban 
operations; and (c) little charter service. The com­
panies, the areas they serve, the types of operations, 
and their average operating speeds are summarized be -
low (1 km/h = 0.6 mph). 

Type of Avg Operating 
Company Area Served Operation Speed (km/h) 

NYCTA (bus only) New York City Public 12.6 
MAB STOA New York City Public 9.6 
Niagara Frontier 
Transit Buffalo Private 17.3 

Regional Transit 
Service Rochester Public 18.7 

Queens Transit New York City Private 16.3 
CDTA Albany- Public 17.6 

Schenectady-
Troy 

Triboro Coach New York City Private 13.6 
Steinway Transit New York City Private 16.3 
Westchester Street Westchester Private 16.5 

County 
Club Transportation Westchester Private 19.8 

County 
Liberty Coaches Westchester Private 17.9 

County 
Avenue B and East 

Broadway New York City Private 10.6 

The variations in percent of operating costs for each of 
the cost components are employee costs= 72 to 91; 
wages and salaries = 62 to 85; pension costs = 3 to 11; 
other benefits = 7 to 11; and fuel, oil, and power costs = 
2 to 5 percent respectively. 

The average speed (obtained by dividing the number 
of revenue vehicle-kilometers by the number of revenue 
vehicle-hours) of these operations also varies signifi­
cantly. The slowest company operates at an average 
speed of 9.6 km/h (6 mph) while the fastest operates at 
an average speed of 19.8 km/h (12 mph). There was no 
correlation between the average vehicle speed and the 
size of the transit operation. 

Total Costs per Vehicle-Kilometer 

Figure 5A shows the total operating costs (excluding de -
preciation) per vehicle-kilometer. The operating costs 
per vehicle-kilometer varied from $0.65 to $1.81/ 
vehicle-km ($1.04to $2.90/vehicle-mile). The opera­
tions are ranked by order of size, and since the operating 

cost per vehicle-kilometer still varies, operation size 
does not explain the differences in operating cost per 
vehicle -kilometer. 

Effect of Vehicle Speeds 

Transit operations can have significantly different op­
erating costs per vehicle-kilometer and yet have similar 
operating costs per vehicle-hour so that the apparent 
difference in operating costs per vehicle-kilometer may 
be due to differences in average vehicle speed. To test 
this, the vehicle-kilometers for each operation were 
adjusted to reflect a9.6-km/h (6-mph) average speed by 
multiplying the number of vehicle-hours by 9.6 km/h 
(6 mph). (Since the number of vehicle-hours does not 
change, the number of employee-hours and therefore the 
employee costs will not change.) Figure 5B shows the 
effect on the operating cost per vehicle-kilometer due 
to reducing the average vehicle speed to 9.6 km/h (6 
mph). Significant increases in the cost per vehicle­
kilometer would occur for most of the faster operations, 
but the operating cost per vehicle-kilometer, and thus 
the differences in the system per-kilometer operating 
costs, are partially, but not entirely, a function of the 
differences in average speed. 

Effect of Employee Costs 

The actual employee costs (wages and salaries plus pen­
sions plus other benefits) per employee range from 
$9774 to $18 744/year. Employee costs constitute 72 to 
91 percent of operating costs; hence even a small dif­
ference in employee average earning between operations 
will make a significant difference in the operating costs 
per vehicle-kilometer. The effects of these different 
employee costs were determined by adjusting the oper­
ating costs so that all employees in each operation re­
ceived an average wage and salary, pension, and fringe 
benefits total of $18 744/employee. Figure 5C shows the 
results of the employee cost adjustment on the operating 
costs per vehicle-kilometer at a 9.6-km/h (6-mph) speed. 
Except for three operations, the operating costs per 
vehicle-kilometer after adjustments for speed and em­
ployee costs are all approximately equal. 

Employee costs for the three remaining operations 
represent 72 to 78 percent of their operating costs. 
Other cost components constitute too small a percentage 
of operating costs to account for the difference in mag­
nitude of operating costs per vehicle-kilometer among 
these three operations and the other nine. One possible 
reason for these three operations having significantly 
different costs could be that the vehicle-kilometers (after 
adjustment) per employee are significantly different 
from those of the other nine operations. This is ex­
plored in the next section. 

PRODUCTIVITY 

Vehicle-Kilometers per Employee 

Figure 6 shows the actual productivity in terms of actual 
vehicle-kilometers and adjusted vehicle-kilometers op­
erated at 9.6 km/h (6 mph). Even after adjustments have 
been made to average speed, there are significant dif­
ferences in the productivity of different transit opera­
tions. This difference in productivity does not appear 
to be due to the number of hours an employee works per 
day. Figure 6 also shows that, with two exceptions, 
private transit operations are more productive than 
public transit operations. 

However, Niagara Frontier Transit, one of the two 
low-productivity private operations, became a public 
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Figure 5. Effects on total operating cost per vehicle-kilometer if all operations operated at the same vehicle speed and 
all employees received the same compensation. 
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Figure 6. Productivity of transit bus operations in terms of revenue 
vehicle-kilometers per employee at operating speed of company and 
at adjusted operating speed of 9.6 km/h (6 mph). 

operation in 1974. Thus, if the analysis had been done 
a year later, it would show five public operations, all of 
which are less productive than the private operations 
with only one exception. This suggests that the lower 
productivity of public operations may be explained by the 
fact that the least productive (often the least profitable) 
private operations tend to become public operations. It 
is not because operations are public that they are un­
productive, but the reverse: Unproductive operations 
tend to become public. 
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Vehicle-Hours per Day per Employee 

Figure 7 A shows the productivity of operations in terms 
of vehicle-hours per day per employee, and Figure 7B 
shows the adjusted employee costs plus operating costs 
per vehicle-kilometer at 9.6 km/h (6 mph). As produc­
tivity increases, the adjusted costs per adjusted vehicle­
kilometer tend to decrease. This is particularly true 
for the three transit operations that had significantly 
different costs per kilometer after all adjustments had 
been made. Westchester Street Transportation Com­
pany and Club Transportation Corporation have signifi­
cantly lower costs per kilometer after adjustments 
have been made and have the highest productivity. 
Liberty Coaches, Inc., had the highest cost per kilo­
meter and the lowest productivity. Thus, different 
average vehicle speeds, different employee costs per 
employee, and in some cases, different productivities 
per employee are the reasons why transit operations 
have different costs per vehicle-kilometer. 

Figure 7A shows (in parentheses) the actual employee 
costs per employee for each of these operations. There 
seems to be little relation between employee costs per 
employee and productivity. Employee costs per em -
ployee (or employee average earnings) do not seem to 
be related to productivity. 

Employee costs may possibly be related to passengers 
per employee. Figure 8 shows the employee costs per 
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Figure 7. Comparison of employee productivity in terms of vehicle·hours per employee per day and total 
adjusted operating costs per adjusted vehicle·kilometer. 
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employee for each operation in increasing order of costs 
and the corresponding number of passengers per em­
ployee. For six operations, as the number of passengers 
per employee increases so do the employee costs per 
employee. However, for the other six operations, this 
relationship does not hold. Therefore, there seems to 
be no general relationship that explains why some tran­
sit employees earn more than others. 

Potential for Reducing per- Employee 
Costs by Increasing Speeds 

To fur ther investigate the effect of average vehicle speed 
on operating costs, adjustments were made so that, if 
each of these systems had operated at the same average 
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speed, they would all have had approximately the same 
operating costs per vehicle-kilometer. This was done 
as follows: 

1. Adjust the total operating costs for each system 
to account for the different employee costs (wages and 
salaries, pensions, and benefits) among the systems so 
that the costs per employee for each of these systems 
would be the same; and 

2. Divide the adjusted operating costs by the number 
of actual vehicle-kilometers of operation. 

The total adjusted operating cost per revenue vehicle­
kilometer is plotted against the average operating speed 
in Figure 9, which shows a dramatic decrease in operat-



Figure 9. Total operating costs plus adjusted employee costs per 
revenue vehicle-kilometer versus average vehicle speed. 
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ing costs per vehicle-kilometer as the operating speed 
inci·eases from 9.6 to 19.2 km/h (6 to 12 mph). The 
table below shows the approximate percent decrease in 
operating costs to be expected for each kilometer-per­
hour increase in operating speed (1 km/ h = 0.6 mph). 

Increase Decrease Increase Decrease 
(km/h) (%) (km/h) (%) 

10 to 11 12 14 to 15 6 
11to12 9 15 to 16 5 
12 to 13 8 16 to 17 5 
13 to 14 7 17 to 18 5 

22. 4 

(As the speed increases toward 19.2 km/h (12 mph) the 
additional saving from further speed increases becomes 
less.) 

As the average vehicle speed increases, the same 
number of vehicle-kilometers can be achieved with fewer 
vehicle-hours. This allows the operator to reduce the 
number of employee hours, thus decreasing the em­
ployee costs, which represent 72 to 91 percent of the 
operating costs, or, by operating the same number of 
vehicle-hours with increased vehicle speed, more 
vehicle-kilometers of service could be provided without 
greatly increasing the operating costs. Thus, by in­
creasing vehicle speed, the operator has three options: 

1. To reduce his operating costs, while maintaining 
the same amount of service, 

2. To maintain the same operating costs and increase 
the service provided, or 

3. A combination of both. 

But increases in average vehicle speed will not be 
easy to attain. Some operations operate at significantly 
slower speeds because of the on-street traffic environ­
ment, particularly during rush hours when congestion on 
the streets is extremely high and when the large portion 
of bus service is provided. It may be possible to in­
crease the average vehicle speed by the elimination of 
on-street parking and better traffic enforcement. 
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Further increases in average vehicle speed would 
probably be attainable only by restricting automobile 
traffic or by implementation of exclusive bus lanes or 
rights-of-way. All of these alternatives are beyond the 
powers of the transit operator, and would have to be 
implemented by other government agencies. To produce 
a cost savings in the short run, if a higher average ve­
hicle speed were achieved, the number of employee 
hours would have to be reduced, and with a strong tran­
sit union that may be difficult. 

Even if the free flow of transit vehicles were pos­
sible, the average vehicle speed would not be increased 
by more than a few kilometers per hour because the dis­
tance between bus stops, the number of signalized inter­
sections, and the number of people boarding at a bus 
stop all affect the average speed and set an upper limit on 
how fast a bus can operate without changes in service. 

There are other advantages to increasing the average 
vehicle speed. If the prime determinants of mode choice 
(choosing the bus over any other mode for a trip) are 
frequency of service, travel time, and cost, then in­
creasing the transit vehicle speed will shorten the travel 
time by bus, which will increase the number of passen­
gers using transit. Shorter headways could also be 
obtained if service were increased, which should also 
increase ridership. Either of these options increases 
the number of passengers carried, thus increasing the 
operating revenue, which will help to reduce the operating 
deficit. In summary, the obstacles to obtaining a higher 
average vehicle speed for a bus operation are numerous, 
but the benefits are high. Increasing the average vehicle 
speed by 1 km/h (0.6 mph), particularly for lower speed 
operations, could reduce the operating costs between 5 
and 12 percent without reductions in service. Increasing 
speed would also help increase revenue because shorter 
travel time by transit would increase the number of 
revenue-paying passengers. 
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Transit Costs During Peak and 
Off-Peak Hours 
John M. Reilly, Capital District Transportation Authority, Albany 

This paper discusses the relative costs of providing peak-hour and base 
transit service in Albany, New York, during a 3-month period between 
January and March 1976. It concludes that the total cost (operating 
and capital) per passenger was $0.480 during the peak period and $0. 746 
during the base period. It cautions against the application of these re­
sults to other properties because of differences in peak and base service 
requirements, demand profiles, and union work rules and concludes with 
a discussion of the implication of the results for transit fares by contrast­
ing an economic viewpoint and a transit-operator viewpoint. 

The Capital District Transportation Authority (CDT A), 
like nearlv all other transit properties in the countrv 
(1 ), is subject to far greater passenger demands during 
the weekday rush hours than during the midday, evening, 
and weekend hours. To accommodate this demand pro­
file during the morning rush period (the largest of the 
two at the CDTA) requires 143 vehicles in service. The 
base requirement for midday weekdays, however, is 
only 68 vehicles. (The vehicle requirement by time of 
day is shown in Figure 1.) 

Although much of the system revenue is collected 
during the peak period, a large portion of the costs are 
borne during these times. While buses tend to be more 
crowded during the rush hours and are, therefore, at 
least superficially more productive, in order to produce 
a high level of capacity during only a portion of the day, 
a significant amount of human and physical resources 
must be idle for a large segment of the day. The pur­
poses of this paper are to explore the costs and revenues 
of peak service in contrast with those of off-peak ser­
vice and to make some inferences regarding peak and 
off-peak pricing of urban transit service. 

BACKGROUND ON TRANSIT COSTS 

There are two adverse effects on the transit industry 
caused by the time-of-day distribution of service de­
mand. The first effect is that the peak demand requires 
significant expenses for vehicles and operators that are 
in use for only a small portion of the day. The second 
effect is that the peak requirements dictate the number 
of bus operators and, to some degree, the conditions 
under which they work. This paper is primarily con­
cerned with the first effect, although additional investi­
gation has shown that unit labor costs increase with the 
scale of the operation even after correction for cost-of­
living differences. This may be due to the greater power 
held by larger union locals. 

ThP. peaked nature of transit clP.mancl and, hence, sup­
ply also causes extremely complicated contracts with 
labor bargaining units (2). Hence, proper categorization 
,...f ,,, ........ 4- .... ................ ..... ,.... ... 1,.. .......... ...:1 ,...ff_,....,,... ... 1,. ................. .; ,.. ..... , .. .; ......... ...:1..;1?1?..; ,. •• 1 ... 
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and, on the part of the transit industry, interest in cost 
assignment has been limited. Although many attempts 
have been made to ascertain costs of specific routes for 
the entire day, there has been little work on the aggre­
gate costs of an entire transit system for different time 
periods within the day. 

DRIVER ASSIGNMENT 

A urief explanation of indust.r·y pi-·actice and lucal uniun 
rules regarding driver assignment will be given before 

the methodology used to assign costs to peak and off­
peak service is explained. Since driver wages account 
for about 55 percent of the transit operating budget, this 
may explain why the peak-hour service is more costly 
to provide on a unit basis than is the off-peak service. 

Three times each year the drivers select their as­
signments for a 4-month period. This is done on a 
seniority basis. There are two types of assignments: 
regular runs or assignment to the extra board. Regular 
runs are duty assignments of approximately 8 h for 5 
d/week. A driver who has a regular run keeps it for the 
4- month period. The extra board is for extra trips dur­
ing the rush hour, nonscheduled trips, and to cover for 
sick days and attrition of the regular run drivers. A 
driver on the extra board may have a different run each 
day. All drivers work full time, as the labor agree­
ment prohibits the use of part-time operators. Not all 
regular runs are continuous 8-h tours. Some are split 
runs consisting of two pieces of work, usually one in the 
morning and one in the afternoon. During the May 1976 
peak at the CDTA there were 37 extra operators out of 
a total of 208 drivers. 

There are three basic rules for determining operator 
wages. 

1. All drivers are guaranteed 40 h/week. 
2. Overtime (paid at time and one-half) is paid un­

der the following conditions: (a) more than 8 h work in 
a single day and (b) work that lasts more than 11 h from 
the first time the operator reports to work. (This pro­
vision affects mainly those drivers with split runs.) 

3. Extra operators work 5 d / week and are guaranteed 
40 h of work/week. During each day they work, they 
are guaranteed 6 h of work. 

The ability to reduce labor costs lies in skillful ma­
nipulation of runs while paying minimal overtime and 
spread-time penalties. Figure 2 shows the tours of duty 
on the route that require the largest number of peak­
hour buses, the Western Avenue route. 

METHODOLOGY OF THE INVESTIGATION 

This investigation was carried out by determining the 
costs and ridership of the peak and base service for the 
first 3 months of 1976 for the portion of the system that 
serves Albany and Troy by a study of the CDTA financial 
records. The major effort of the analysis was the dis­
tribution of labor costs to the peak and base periods. 

The major problem was that of estimating the addi­
tionnl cost of the peak-hour service nbovc that of the 
.....·----'- 1-..... 1 -C ----- ...... 1- ---·...:- ... vu...1. ..1. .................. ..., v '-i..L v1. .lJ.U.11.pc;a..n g...,..1. v..1.v.._.. 

Determination of Peak and Base Hours 

The peak and base hours are defined by bus assignments 
on the system throughout the day. The morning peak is 
defined as the hours between 7: 00 and 9: 00 a.m., and the 
afternoon peak is defined as the hours between 2: 45 and 
5: 15 p.m. The longer afternoon peak is due to the fact 
that school discharge hours do not coincide with normal 
work discharge hours. On the other hand, the morning 
school and work starting times are similar. (All hours 



on Saturd:ws, Sundays, and holidays are considered to 
be base hours.) 

Determination of Peak Versus Base 
Service Costs 

To assess the performance of each route, the CDT A 

Figure 1. Vehicle requirement by time of day. 
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uses a cost-allocation model, derived by Simpson and 
Curtin (5), that assigns all authority operating costs to 
the number of peak vehicles, the service distance, and 
vehicle (platform) hours of service. The overhead and 
administrative costs are distributed according to the 
number of peak vehicles assigned tot he route. The 
hourly costs include driver and field supervision sala-

Figure 2. Assignment of runs on route 10 (Western Avenue) on a typical weekday. 
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ries and insurance and the distance- related costs include 
maintenance and consumables such as fuel and tires. 
For the period of the study (January 1, 1976, to March 
31, 1976) $161 805 was assigned to the number of peak 
vehicles, $911 553 to the vehicle-hours, and $ 344 497 
to the service distance. The cost-allocation equation 
has the form 

where 

C(x) = cost of service x, 

(I) 

V = number of peak vehicles assigned to 
the service, 

M = miles of service, 
H = bus hours of service, and 

Ki, K2, and K.-i = constants. 

(SI units are not given for the variables of this model 
inasmuch as its operation requires that they be in cus­
tomary units.) For the period of the study, this was 
C(x) = $1131.50V + $0.31M + $9.70H. This formula will 
allocate costs to a certain route correctly if the route 
requires the system average amount of overtime and the 
system average amount of peak to base time. However, 
since the efficiency of labor, measured as a ratio of 
actual bus hours to paid driver hours, is not uniform 
for peak and base service, the $9. 70/ h cost is higher 
than the actual cost of labor during the base period but 
lower than the actual cost during the peak period. The 
unit cost per mile ($0.31) is probably independent of 
peak or base operations since it reflects the cost of 
maintenance and consumables. Similarly, the peak 
vehicle charge is used to allocate fixed administrative 
costs and probably adequately reflects the extra ad­
ministrative costs caused by the peak fleet size. 

The peak hourly cost versus the base hourly cost 
could be estimated by adjusting the unit cost of labor 
($9.70) upward during the peak and down during the base 
period and then multiplying each by the number of peak 
and base hours. This would ensure that the peak ser­
vice is charged with the inefficient use of labor caused 
by the peaked demand that dictates that some drivers 
will be paid for a full day's work but may work only a 
few hours. This allocation model would be 

where 

H0 = peak bus hours, 
Hb = base bus hours, and 

Ki, K2, and K.-i = constants. 

(2) 

In this formula, K.-i would be greater than $9. 70 and Ki 
would be less than $9. 70, reflecting the more efficient 
use of labor during the base period. 'l'o determine these 
constants (K.-i and Ki) the hourly costs were divided into 
operator and nonoperator costs. 

Operator Cost 

CDTA financial records showed that, for the 3-month 
study period, the cost for operators was $622 200 for 
salaries and $132 000 for fringe benefits, for a total 
operator labor cost of $754 200. The number of pay 
hours for straight time and overtime for regular and 
extra operators is shown below. 

Drivers 

Regular 
Extra 

Total 

Straight T ime 

75 468 
24 826 

100 294 

Overtime Total 

7 869 83 337 
4 345 29171 

12214 112508 

The operator labor cost (L) is then 

where 

Ai and A2 = constants, 
H, = pay hours for straight time, and 
Ho = pay hours for overtime. 

(3) 

Ai and A2 represent the unit labor costs of straight 
and overtime respectively and were $6.47 and $6.80. 
A2/ Ai is not 1. 5 exactly (reflecting the 50 percent bonus 
for overtime) because the fringe benefits for overtime 
are less than the benefits for regular time. The labor-cost 
formula then becomes L = $6.47H, + $8.60Ho. All of the 
driver pay hours were then assigned to straight time, 
overtime, peak hours, and base hours. The following 
time was assigned to the peak hour: all actual driving 
time during the peak hours, deadhead time between the 
garage and the route terminal on extra runs during the 
peak, and the nonproductive time of drivers that is 
caused by the fact that some are required for only a few 
hours each day but are paid for a full day's work. Most 
of the overtime was assigned to the peak periods since 
overtime is generally a result of using a driver to work 
both the morning and evening peak hours. The distribu­
tion of pay hours is illustrated below. 

Straight Time Overtime 

Drivers Peak Off-Peak Peak Off-Peak 

Regular 27 923 47 545 5965 1904 
Extra 14 505 10 321 3916 429 

Total 42 428 57 866 9881 2333 

Nonoperator Costs 

Not all hourly related costs, however, are due to driver 
wage and fringe benefits. Some hourly costs are for 
supervision, training and safety, and other categories. 
For the study period, these costs were $157 353. 

Assig11ment of Hourly Cos ts to 
Platform Hours 

The bus hours, the hours of actual driving time, were 
assigned in a manner similar to the assignment of the 
labor hours. As with the labor hours, all platform time 
on Saturdays, Sundays, and holidays was considered to 
be off peak. The peak versus off-peak distribution of 
platform hours is shown helow. 

Sundays and 3 Month 
D--:-...1 ll\l ...... 1 .. -1 ...... c .. .... .. .. ...1 .. .... ~-::!:~:!','~ T~~ ~ .... .,." .......... r ~ ...... .. ~ .~ ... ,., 

Peak 659 42173 
Off-peak 685 525 108 51 788 

Total 1344 525 108 93961 

Thus, the operator cost was L0 = $6.47(27 923 + 
14 505) + $8.60(5965 + 3916) = $359 486 during the peak 
and was~= $6.47(47 545 + 10 321) + $8.60(1904 + 429) 
= $394 457 during the base period. The unit operator 
costs pe1- platforn1 hou.1~ during the peak and off-peak 
hours were $8.53 and $7.63 respectively. 



The unit cost per platform hour of nonoperator hourly 
costs (N) was $1.675 ($157 353 + 93 962), and the ad­
justed unit hpurly costs were KJ = (Lp/Hp) + N = $10.21 
and Kt = (Lb/Hb) + N = $9.31. Thus, the adjusted alloca­
tion equation for the operating costs is C(x) = $1131.50V 
+ $0.31M + $10.21HP + $9.31Hb. 

Inclusion of Capital Costs 

This analysis does not consider the capital costs asso­
ciated with operating the transit system during the 
3-month study period. Essentially, capital costs are in 
two categories: depreciation or the allocation of a pre­
paid cost to future time periods, and interest charges. 
The interest charge, although not an accounting cost, is 
indeed an economic cost, since the money spent on fixed 
facilities or vehicles could have been placed in alterna­
tive investment. The money that could have been earned 
by this investment should be allocated to future time 
periods, but the fact that nearly all COTA equipment has 
been purchased largely with capital funds contributed by 
the federal government obscures this subtlety even fur­
ther. For the study period, the vehicle and plant depre­
ciation was about $103 900 while interest charges (at a 
miminal 6 percent) would be $91 860. The total capital 
cost is thus about $195 760. 

The proper assignment of these costs to peak and base 
operating periods is not readily apparent. Clearly, the 
interest cost and plant depreciation are peak-vehicle­
related. However, it is not so evident whether or not 
vehicle wear is caused by the passage of time, as the 
accountant's ledgers view it, or by the accumulated dis­
tance driven. The common industry practice of assign­
ing buses to runs so that buses of equal age have been 
driven similar distances supports either assignment 
method. In actuality, the reason for bus replacement 
is probably a combination of the effects of age and use; 
the allocation used here is on the basis of vehicle re­
quirement. The total cost (operating and capital) then 
becomes C(x) = $2492.60V + $0.31M + $10.21Hp + 
$9.31Hb. 

Cost Split Between Peak and Base 
Periods 

The cost of service during the peak and base was de­
termined by use of the adjusted allocation formula to be 
$774 900 and $839 200 respectively. 

Determination of Peak and Base 
Patronage 

Detailed ridership on a trip-by-trip basis was not easily 
available during the time of the study. However, based 
on a consultant's on-board questionnaire (3) adminis­
tered in 1971 and verified by a more recent staff investi­
gation, a time-of-day profile of ridership was estab­
lished. The expected distribution of peak and base rid­
ership is shown below. 

Sundays and 3-Month 
Period Weekdays Saturdays Holidays Total 

Daily 
Peak 25 640 
Off-peak 14 860 11 800 2 400 

3-month total 
Peak 1 615 320 1 615 320 
Off-peak 936 180 153 400 36 000 1 125 580 

Per Passenger Cost During Peak and 
Base 

25 

The cost per passenger during the peak period was 
therefore $0.480 while the base cost per passenger was 
$0. 746, a substantial difference. Since the system aver­
age revenue per passenger is $0.38, it is probable that 
the added cost of providing peak-hour service is almost 
balanced by peak-hour revenue. The off-peak service, 
on the other hand, requires most of the non-fare-box 
support. The base period was not disaggregated into 
categories such as midday, evening, Saturday, and Sun­
day service, and there is no reason to suspect that the 
per passenger costs for each of these periods would be 
similar. There is no evidence that the peak-period 
patron is cross-subsidizing the off-peak patron, or 
the converse. 

APPLICATION OF RESULTS TO 
OTHER PROPERTIES 

The conclusions of this research may not apply to other 
properties for a variety of reasons. First, the ratio of 
peak to base units in service will certainly affect rela­
tive costs. A property with many long-haul commuter 
and park-and-ride services will probably have lower 
labor productivity, which may or may not be offset by 
higher physical productivity (passengers per unit of ser­
vice). Second, the CDTA use of certain types of driver 
assignments reduces the number of extra operators re­
quired, which is a key determinant of peak- hour labor 
efficiency. In addition, work rules such as the hours 
after which spread-time penalties become effective and 
the maximum number of percentage of split runs will 
affect the relative costs of peak and base service. 

Finally, a large proportion of the COTA passengers 
are school children. Their school hours combined with 
the work hours of the general labor force provide a pro­
file of demand that has a shorter but sharper peak in the 
morning but a longer, flatter peak in the afternoon. The 
absence of substantial school transportation would in­
fluence the magnitude, length, and time of occurrence 
of the two daily peaks so that relative costs might vary 
significantly from those presented here. 

POLICY IMPLICATIONS 

This paper provides some insight into transit policy, 
particularly in the area of urban transit pricing. The 
issue is whether the current practice of identical peak 
and off-peak pricing is proper. The transit operator is 
inclined to apply private business cost-recovery princi­
ples to the problem, while an economist is concerned 
with the proper allocation of resources to activities. 
The following discussion highlights the two viewpoints. 

Economic Perspective 

An economic approach to transit-fare policy would be to 
ensure that the service policy is efficient in that it is 
related to the marginal cost of the service and equitable 
in that the income transfers that result from any sub­
sidies are positive. While the analysis above indicates 
that the average cost per passenger during each period 
(peak and base) is unequal, there was no inference about 
the marginal cost of carrying additional patrons. The 
incremental, not the average, cost is the key to efficient 
pricing. 

During the peak hours, a small increment of passen­
gers would either require additional resources to trans­
port them or cause uncomfortable crowding on the exist­
ing vehicles in service. This cost of additional service, 
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including both the out-of-pocket cost of additional re­
sources and the cost imposed by congestion of the vehi­
cle, distributed over the additional passengers, is an ef­
ficient price. An efficient price for transit during the 
peak hour, however, should be considered only if all 
segments of the urban transportation market during the 
peak hours are efficiently priced. Since the marginal 
social cost of driving in cities, particularly during the 
rush hours, is significantly higher than the price, pri­
marily due to uninternalized costs such as congestion 
and pollution, attempts to efficiently price the transit 
sector of urban transportation will be counterproduc­
tive. However, this situation will continue until there 
are realistic attempts to bring automobile prices into 
line with automobile costs, which will make the entire 
urban transportation sector efficiently priced and, there­
fore, properly allocated by mode and time of day. 

During the off-peak hours, since there is a substan­
tial excess capacity in the number of vehicles in service, 
a similar small passenger increment would probably re­
quire no additional buses or operators. In fact, since 
transit fares, even during the off-peak hours, are quite 
inelastic, a fare reduction would increase passengers 
without increasing costs. In the capital district, even 
if the off-peak fare were reduced to zero, the require­
ment for vehicles and operators would not increase and 
excessive crowding and congestion in vehicles would not 
be likely. A truly efficient fare would be one that would 
just fill the bus. A fare below this amount would result 
in extra riders and cause additional vehicle require­
ments while a fare above this amount would be sub­
optimal in that extra output (ridership) could be pro­
duced at no increment in cost. 

In effect, transit service in the capital district during 
the off-peak hours is a public good, in that additional 
output, within limits, can be produced at no additional 
cost. The appropriate efficiency-based charge is thus 
zero or nearly zero. Paying off-peak transit costs from 
tax revenue would be more efficient than direct user 
charges since the marginal cost of net revenue due to 
taxes spent would be less than the marginal cost of net 
revenue due to transit fares received. That is, the cost 
to society of transit financing through taxation (mea­
sured as the sum of collection, compliance, and excess 
burden costs) is significantly less than the net cost to 
society of transit fares priced above the marginal cost 
(measured as the ratio of the increased consumer cost 
to the extra revenue created). 

As a second-best alternative, if it were considered 
desirable for users themselves to pay for the cost of 
service, a system of monthly or annual passes sold to 
off-peak patrons would be appropriate. The fee for this 
pass would represent a charge for the option to ride the 
bus, not unlike the fixed monthly charge to telephone 
subscribers (4). 

These efficiency-based charges could have the effect 
of shifting some of the transit ridership from peak to 
nonpeak hours. This could reduce the cost of produc­
ing transit service by diminishing the excess off-peak 
capacity ancl the neecl for a large reRerve of underused 
r'P~ le-- h('ln r T't:1~01_1 T'Pt:i~ 

Transit Operator Perspective 

An historical perspective is required to fully appreciate 
the operational viewpoint of transit prices. During the 
period in which private ownership dominated public 
transit systems, prices were established on a cost­
recovery basis by regulation of various utility and pub­
lic service commissions. Although most of the urban 
transit properties in thG country arc now in public ha..~ds, 

they still tend to be operated with certain vestiges of 
their former private ownership. Even today, a key per­
formance measure by a transit operator on a specific 
route is the operating ratio, which is the inverse of the 
percentage of costs that are covered by passenger rev­
enue. The economist, however, measures efficiency by 
the cost per passenger trip or per passenger mile, re­
gardless of the source of the revenue. 

Governed by a fixed budget derived from fare-box 
revenue and external subsidies, a transit operator wants 
a fare policy that provides a politically tolerable sub­
sidy and an easy-to-explain and simple-to-administer 
fare structure. The current practice of identical peak 
and off-peak pricing with flat-base fares is ideally suited 
to meeting these two objectives. An efficiency-based 
fare, on the other hand, is difficult to explain, hard to 
rationalize in terms of cost recovery, difficult to en­
force, and could yield politically intolerable deficits. 

Resolution of Conflicting Viewpoints 

There is no easy resolution of these viewpoints, partic­
ularly because of the price inelasticity of urban public 
transportation during both the peak and off-peak hours. 
If off-peak transit demands were elastic, reducing the 
fare (to price the service efficiently) would result in in­
creasing revenue for a given supply of service. This 
would satisfy the operator's requirement for revenue 
recovery and the economist's requirement for efficient 
pricing. 

For the future, transit policy will probably be a com­
promise between the two positions. For example, the 
National Mass Transportation Assistance Act of 1974 
requires half-fares for the elderly and handicapped dur­
ing off-peak hours for Section 5 grant recipients. Second, 
the percentage of transit costs that is recovered by fare­
box revenue is decreasing and so it is probably not con­
sidered to be as important as it was formerly. Finally, 
the utility industries are recognizing that the additional 
costs of peak-hour power generation are in excess of 
the nonpeak costs, which will soon be reflected in con­
sumer utility bills. Once this procedure is established 
and accepted, mixed pricing for transit will be easier 
to explain to the public, which could lead to more 
efficiency-based prices for services. 
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Strategy For Implementing Integrated 
Regional Transit 
Kenneth L. Sobel and James H. Batchelder, Transportation Systems Division, 

Multisystems, Inc., Cambridge, Massachusetts 

The recent desire for expanded urban public transportation generated by 
increased environmental and energy awareness and by the negative im· 
pact of extensive freeway construction has increased interest in the more 
efficient use of existing transportation facilities and in finding more cost­
effective means of improving and expanding public transit service. A 
promising solution to these problems is in restructured conventional and 
paratransit services that are operated as comprehensive regional transit 
systems integrated operationally, physically, and institutionally. This 
paper examines the implications of embarking on a 10-year strategy to 
implement such a system. Three levels of ridership response are assumed, 
and their effects on system scale and operating policy decisions at bien­
nial intervals are studied. The operating cost and deficit implications of 
these three response levels are then traced, yielding insight into the feasi­
bility of an evolutionary strategy. It is concluded that, if a high rider­
ship response results, the dual goals of expanded and improved transit 
service and reduced operation deficits can both be accomplished. 

The role of transit in providing travel services in the 
metropolitan areas of the United States has been dra­
matically altered in the last quarter century. During 
the 19 50s and early 1960s, extensive highway invest­
ments, including urban portions of the Interstate highway 
program, enabled swift private-mode travel to and within 
suburban areas , fostering the dispersal of all kinds of 
development in many urban areas (1). By the late 1960s, 
the high capital, social, and environmental costs of this 
policy had generated sufficient opposition to slow or halt 
many urban freeway developments (2). A dramatic re­
versal of the steady neglect and decline of public trans­
portation was sought in the early 1970s to achieve 
broader environmental and planning goals. Transit 
authorities in several cities became active in planning 
or constructing heavy rail systems, and in extending 
conventional bus and paratransit services. However, 
this expansion in service and coverage, coupled with in­
flated operating costs, has led to increased operating 
deficits in most major systems (Figure 1). Faced with 
a general financial squeeze, many municipalities have 
reduced service in an attempt to reduce transit subsi­
dies, and turned to state and federal governments for 
transit operating assistance. At the same time, the re­
gionalization of transit operating agencies has brought 
pressure from suburban communities to expand their 
local transit service, which is often a difficult task be­
cause of the low residential densities and dispersed 
travel patterns of suburban development. 

Responding to these diverse pressures, the U.S. De­
partment of Transportation has shown increased concern 
with improving the planning and operation of urban trans­
portation systems. Two visible manifestations are the 
transportation systems management element (~), now 
required in the 3-C planning process, and the service 
and· methods demonstration program (4). The depart­
ment is also continuing its research on improved transit 
operating strategies. The object of these efforts is to 
meet the goals of both of the major thrusts of this 
decade: transit expansion and deficit reduction. 

POTENTIAL OF INTEGRATED TRANSIT 

One of the most promising strategies is the implemen­
tation of integrated regional transit service. This con­
cept, expanding on the tenet that different conditions will 

require different transit modes and operating policies 
(_; §.), consists of the coordinated operation of a variety 
of modes and suppliers. Transit service would be re­
configured to improve service in the cities and expanded 
to provide effective coverage in the suburbs. 

Full integration, however, goes beyond the coordi­
nation of spatially diverse transit services. An inte­
grated regional system should be able to respond totem­
poral changes in travel volumes and pa.tterns, both those 
occurring during each day (i.e . , between peak and off­
peak tx·avel) and slower changes caused by urban de­
velopment and transportation policy. In a number of 
metropolitan areas, the institutional environment would 
have to be broadened to allow both the coordination of 
system components and their operational responsiveness 
to diverse demands. 

The potential of integrated regional transit has been 
examined under the sponsorship of the U.S. Department 
of Transportation (7). The thrust of the overall study 
was the estimation of the impacts of dramatic increases 
in transit patronage on system structure and perfor­
mance. Models, including express bus, exclusive lane 
operation, subscription service, dial-a-ride, and sev­
eral route-based feeder options, were developed to ex­
amine the cost and service attributes of a variety of sys­
tem components. These models were used to test inte­
grated public transit systems operating in a typical 
medium-size metropolitan area (population 800 000) over 
a range of assumed ridership levels. The primary find­
ings of this typical-city analysis were that, as regional 
modal split increases, 

1. Significant but rapidly diminishing economies of 
scale exist; 

2. Significant travel-time improvements are possi­
ble, but private-mode service is not matched in many 
markets; 

3. Hybrid modes operating with characteristics of 
both fixed-route and demand-responsive transit are de­
sirable in many local service areas; and 

4. The dedication of certain roadway facilities to 
transit is appropriate. 

The analysis provided insight into system design and 
operation at different levels of transit patronage, which 
enabled the study of such questions as, How much of the 
region should be served? What modes should be oper­
ated? and Where? Snapshots of a potential evolution of 
an integrated transit system derived from this analysis 
are shown in Figure 2. The analysis sugge£ted that a 
transition from system A (similar to today's typical 
fixed-route system) to system C (an integrated transit 
system carrying a significantly larger share of regional 
trips) was possible, and could be accomplished in an 
incremental and orderly manner. Because of uncertain­
ties in system operation and ridership response, how­
ever, some questions remained unanswered: How much 
of the transition is feasible? and What are the conse­
quences of trying? The second phase of the study (!), 
reported below, addressed these questions. 
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INCREMENTAL EXPANSION 

A strategy for implementing an integrated regional tran­
sit system over a 10-year period (Figure 3) was ex­
amined. The strategy is incremental, i.e., it is a series 
of 2-year investments or steps, each designed in the 
light of the market response to the previous steps. 

STRATEGY COMPONENTS 

In designing each step, the planner has seven categories 
of measures at his disposal. 

Group 0 measures consist of the measures required 
prior to the development of an expanded and integrated 
transit system and were not explicitly included in this in­
vestigation. They include an overhaul of the institutions 
and regulations under which transit service is provided. 
Management effectiveness is increased, equitable and 
reasonable labor agreements are negotiated, system 
maintenance facilities are upgraded, and passenger and 
system security is ensured. 

Group 1 measures revamp routes and schedules so 
that transfers are coordinated and service is geared to 
the rhythms of the urban system. Unified user charges 
to reflect differences in trip distance, time of day, 
quality of service, and type of user are developed. Pre­
paid passes are made readily available. Routes, vehi­
cle destinations, and boarding and alighting zones are 
clearly indicated. Easily read maps and schedules for 
the system, se1·vice areas (neighborhoods), and routes 
are distributed, and an information center is established. 

Group 2 measures expand the system to serve new 
users. A larger fleet allows new circumferential routes, 
denser radial routes, more frequent service, and ex­
pansion into the suburbs, including the introduction of 
flexibly routed, demand-responsive local services. 
Midday and evening services are substantially improved, 
better using the transit system capital and labor re­
sources. 

Group 3 measures increase the efficiency of and ac­
cessibility to public transit operation through fixed­
facility expansion. They include the dedication of ex­
isting roadway to the exclusive use of transit (or high­
occupancy vehicles, including van pools and car pools), 
the construction of new rights-of-way for the sole use of 
transit, the installation of traffic control devices for 
priority treatment for transit vehicles on arterials and 
freeway ramps, and the use of off-vehicle fare collection 
at high-volume points, all of which improve driver and 
fleet productivity. Suburban transfer and terminal fa­
cilities designed to serve a wide range of transit access 
modes-park-and-ride, park-and-pool, feeder bus, and 
walking-are constructed to tap potential network 
economies. 

Group 4 measures are external measures that en­
courage the efficient use of the metropolitan area trans­
portation infrastructure. Flexible and staggered work 
hours lessen the ratio of peak to off-peak travel, thereby 
improving fleet utilization. Car-pool-incentive pro­
grams promote the efficient movement of those trip 
makers who are not diverted to nublic transnortation. 
Major activity center circulation improvements (such as 
covered walkways, grade-separated passageways, and 
moving platforms) reduce the l"elatively inefficient use 
of line-haul vehicles for distribution and internal circu­
lation. 

Group 5 measures consist of automobile disincentives 
such as automobile-restricted zones, increased parking 
fees in major activity centers, and automobile-congestion 
tolling. 
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measures such as fare increases and the conversion of 

some doorstep local transit services to hybrid and fixed­
route operations. 

These measures form the building blocks for the in­
cremental steps of the expansion strategy shown concep­
tually in Figure 3. The measures in categories 0 and 1 
would be implemented at the beginning, with the others 
implemented in varying degrees throughout the strategy 
according to the insights gained in previous analyses 
(~ !,, ~) and experiments. 

RIDERSHIP RESPONSES 

Instead of an approach that predicts the market response 
to each step of the transit improvement strategy, a para­
metric -approach was taken. Alternative levels of re­
sponse were assumed (the end points of the linear growth 
functions are shown below) and were combined with a 
corresponding series of actions to form three divergent 
evolutionary paths. 

Time and Modal Split(%) 

Response Daily Peak Off-Peak ---
Year 0 5 10 3.5 
Year 10 

Low response 7.5 15 5 
Medium response 15 25 10 
High response 25 40 20 

At the beginning of the strategy, the daily modal split 
in the region is 5 percent, which is typical of many 
medium-size urban areas. The high-response path as­
sumes that a fivefold increase in transit ridership and a 
complete integrated regional system are achieved by the 
end of the transit improvement program. In the 
moderate-response path, a final modal split of only 
15 percent precludes the service densities possible in 
the high-response path, although a regional coverage 
system can be operated. Finally, the low-response path 
assumes only a 50 percent increase in transit ridership, 
reflecting a public that is generally unresponsive to im­
provements in transit service and extensions in coverage. 
In this case, the final system would not serve all geo­
graphic markets in the region. 

STRATEGY RESULTS 

The financial consequences of the three expansion paths, 
including the deficits resulting from a range of fare pol­
icies, were traced. .As the starting point, the average 
operating costs (assuming constant base-year prices) at 
each step in the 10-year strategy are plotted in Figure 
4. Economies of scale are generated in all three paths, 
with the largest economies accompanying high ridership 
response. 

The fi.rst fare policy is that of a flat 50-cent door­
to-door average fa1·e (regardless of how many transfers 
may be required) until the eighth year when it is in­
creased to 55 cents. The deficits for this fare policy 
are also shown in Figure 4. While none of the paths pro­
duces a surplus, significant decreases in the per­
nassenQ'er deficit occur after the fourth vear with the 
medium and high ridership responses, and after the 
eighth year with the low response. 

The total daily (i.e., typical weekday) operating costs 
and deficits of this fare policy are plotted in Figure 5. 
The total operating costs clearly rise, but due to econ­
omies of scale, the increase is less rapid than is the 
ridership. More significant are the deficit curves, 
which indicate that embarking on a major transit im­
provement strategy does not necessarily result in a run­
a\1.ray operating deficit. The deficits occurring during the 
10-year period, while significant, act as seed money. 



Figure 1. Trends in transit 
deficits. 

• 
' 1.40 I TREND EXTRAPOLATION 

.30 J''\-.... 
• 
20 

\ \:"'"'•DES I RABLE 

. 1: _Jl[F1ClL~: FUTLJQE 

SURPLUS 

1965 1970 1975 1980 1985 
YEAR 

Figure 2. Potential of 
integrated regional transit. 

SYSTEM A B .c. 

Figure 3. Incremental 
evolution of integrated 
transit. 

MOOAL SPLIT 1%1 
DAILY REGIONAL 5 

PEAK REGIONAL 10 
PEAK TO CBD 31 

REGIONAL 330 FLEET SIZE 

COST 1$/PAXI $,87 

15 25 
25 40 
55 87 

790 1310 

$.79 $.61 

(D[i];>tEOl~;>[iJ~~O~W~ 

~Low ;>I t · l~~o~: 
BASE 

Figure 4. Average 
costs and deficits of 
flat fare policy. 

ACTION RESPONSE ACTION 

$1.00 

.20 

O o"-~~~~~~~10 

RESPONSE 

LOW J AVERAGE 
MEO IUM COST 
HIGH 

FARE 

LOW J AVERAGE 
MEDIUM DEFICIT 
HIGH 

YEAR 

By the end of period, the total deficit in all paths has re­
turned to earlier levels, even though more areas are be­
ing served by transit. 

Alternative fare policies can also reasonably be as­
sumed. For example, the increase in average trip 
length that accompanies increases in regional modal 
split, the increased use of flexible and hybrid modes that 
can offer doorstep service, and the increase in frequency 
of service and direct routes in the fixed-route system 
could justify a 50 percent increase in average fare over 
the 10-year period. The average cost, fare, and result­
ing deficits of this fare policy are shown in Figure 6. In 
contrast to the flat-fare case (Figure 4), a per-passenger 
surplus is achieved by the end of the 10-year strategy 
under high and moderate ridership responses, and even 
withalow response, transit operations almost break even. 
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The total daily deficits that result from the increased 
fare policy are shown in Figure 7 (distance and service­
based fare>. The per-passenger surpluses (Figure 6) 
translate into large total surpluses by the end of the 10-
year period if the ridership response is at least moder­
ate, which is an appealing prospect . 

Figure 7 also shows the deficit that results from a 
less stringent fare policy. If average fare increases are 
due only to increased trip length, and the increases range 
from 30 to 40 percent of those assumed with the distance 
and service-based fare policy, this policy will yield a 
break-even transit operation at the end of 10 years if the 
response is high and a 60 percent reduction in the daily 
deficit if the response is moderate. 

SUMMARY OF RESULTS 

The key financial implications of the 10-year expansion 
strategy are summarized below. 

10-Year Program Deficit Tenth-Year Deficit 
($) Per 

Seed Passenger 
Response Total Funding Annual ($) (¢) 

Do nothing 180 000 000 0 18 000 000 39.9 
Low 197 000 000 17 000 000 14 000 000 20.8 
Medium 217 000 000 37 000 000 9 500 000 7.6 
High 252 500 000 72 500 000 3 000 000 1.3 

The first row shows the results (in constant 1975 dollars) 
of not doing anything: 10 years of $18 million deficits. 
The remainder shows the strategy results for each of the 
three ridership response levels. The difference between 
the improvement program and the do-nothing deficits 
represents the required seed funding, or the cost of the 
program. What the cost has bought in terms of reduced 
deficits is shown by the tenth-year annual deficit column. 
For example, if the high ridership response is achieved, 
then the annual deficit can be cut from $18 million to $ 3 
million with a 10-year investment of $72.5 million. This 
saving of $15 million/year allows the investment to pay 
for itself in less than 5 years. Similarly, the medium 
and low ridership responses require investments that 
pay for themselves in 4 ';13 years and 41/4 years respec­
tively. Therefore, when a 10-year improvement pro­
gram can be tailored to the ridership response that it 
generates, its cost can be recovered in about 15 years 
(5 years after its conclusion). The other benefits of an 
expanded, integrated regional transit system-improved 
service to users, decreased roadway congestion, de­
creased energy consumption and air pollution, and ef­
ficient use of existing roadway capacity-are substantial 
bonuses of the improvement program lJ_). 

IMPLEMENTING THE STRATEGY 

Despite the clear benefits, the implementation of the im­
provement strategy will not be simple. While some of 
the compone.nts a.re in operation in some places, such as 
the Shil'ley Highway (Washington, D.C.) and Market 
Street (Philadelphia) bus lanes, or a.re being demon­
strated as part of the service and methods program, 
such as the Knoxville transportation-brokerage system 
and the Rochester dial-a-ride system, the complete 
package has not been assembled anywhere. The 
Minneapolis-St. Paul region is currently undertaking 
the group 0 components in anticipation of such an at­
tempt, and in Ann Arpor and Rochester transfers be­
tween paratransit and line-haul services have been co­
ordinated. 

The improvement strategy uses flexible services for 
pump priming, i.e., for attracting additional patronage 
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Figure 5. Daily costs 
and deficits of flat 
fare policy. 

Figure 6. Average 
costs and deficits of 
distance and service­
based fare policy. 
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(9), As ridership grows , the system gradually shifts to 
more structured operations (e.g ., fixed-1·oute and point 
deviation) in which faster and more frequent service can 
be offered at lower cost (7). Unfortunately, the flexible 
services are the most difficult to operate effectively and 
reliably. This dilemma, posed in Figure 8, indicates 
that comprehensive transit-improvement strategies 
should not rely heavily on flexible services until more 
is learned about their successful operation. Meanwhile, 
less complex services such as subscription and route 
deviation might be used as pump primers. 
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there can be more compelling criteria than mere eco­
nomic efficiency when making transit operating deci­
sions. Doorstep services, for example, which are very 
attractive to particular market segments, may have to 
be retained beyond their theoretically useful life in re­
sponse to political pressures. But offered as an optional 
service with a premium fare, they could provide the 
public with a broader choice of service, which is itself 
a desirable social goal. 

I-Iaving described some potential barriers to imple­
menting a major transit improvement strategy, some 

indication of success is in order. As part of a response 
to declining ridership, the transit authority in Rochester, 
New York, implemented a free downtown zone and re­
duced off-peak fares. Not only did the ridership in­
crease, but the reductions in the peak fleet require­
ments resulted in a significantly reduced operating 
deficit. 

CONCLUSIONS 

This study has shown that goals of expanded and im­
proved transit service and of reduced operating defi­
cits can both be accomplished, and that integrated re­
gional transit is a viable candidate for achieving these 
goals and the corequisite ridership response. The rich 
variety of service options provided by this concept helps 
to create a travel marketplace that should allocate both 
public and private resources more efficiently than is 
done in current transportation systems. Together with 
increased transit coverage, these options could foster 
the public support needed to undertake necessary insti­
tutional changes. 

Furthermore, an incremental strategy can be de­
signed for implementing integrated regional transit. The 
flexibility inherent in this approach is very comforting 
for, with careful monitoring, large investments in risk 
capital or seed money (in the form of increased deficits 
during t he 10-year implementation period) are required 
only when commensurately large payoffs prove feasible. 
This is the benefit of the incremental approach, which 
allows goals and actions to be adjusted on the basis of 
experience. Thus, even with a low ridership response, 
a slight deficit reduction can be produced, allowing the 
seed money to be recovered by the fifteenth year follow­
ing strategy implementation. 
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Bus Transit Route D emand Model 
John H. Shortreed, Department of Civil Engineering, University of Waterloo, 

Ontario 

There have been transit-demonstration grants over the 
past 12 years in almost every city in America. While 
the general results of these demonstrations are evident 
in increased ridership and the improved public image of 
transit, the particular results necessary for further de­
tailed improvements in the system have not been avail­
able because there is no accepted model of bus ridership 
that can be used for data collection to document the find­
ings and results of transit demonstrations. 

The need for a detailed model for transit ridership is 
clearly documented (1). In the day-to-day operation of 
bus companies there Ts no way to estimate the ridership 
effects of changes in headways, route extensions, fare 
increases , crowding on buses, increased central bus­
iness district (CBD) parklng rates, changes in the cost 
of gasoline, and so forth. While rules of thumb, such 
as the 30 percent shrinkage factor for fare increases, 
can be used, there is no method for correlating and 
combining the observed effects of other, more recent, 
fare changes into these rules. 

For example, the city of Atlanta (2) purchased the 
privately owned Atlanta Transit System in March 1972 . 
Over the next year or so they {a) lowered the fare to 15 
cents, {b) purchased 490 new buses, (c) improved head­
ways, (d) expanded service periods, (e) extended lines, 
and (f) created five new lines. The result was an over­
all 30.2 percent increase in transit ridership by June 
1973. A study of systemwide rider characteristics was 
made to identify new and old riders and their character­
istics. However, no individual route information is 
available, and, without such a breakdown, it is impos­
sible to identify the effect that each of the six separate 
improvements had on transit r idership (2). 

The story is similar for many cities.- With new 
sources of funds and public ownership, there have 
been new routes, new buses, new hours, and more pas­
sengers. Austin, Texas, since 1972, has increased the 
number of route-kilometers by 77 percent and reduced 
off-peak fares to 15 cents. Ridership has increased 
from 300 000 to 500 000/month, but again there is little 
or no information to identify the effects of each change 
or of the further changes that should be made to fine tune 
the system. 

THE PROPOSED MODEL 

The aim of the model is the prediction of the effects of 
fare changes, route relocations, headway changes, and 
such on either an existing or a proposed bus route. The 
model should be applicable on a single-route basis so that 
systemwide models would not be required every time a 
new route extension was being considered. Moreover, 
the data requirements should be normally available to 
the operator of the transit property. The model was en­
visaged as an operations or short-term planning model 
rather than as a long-term one. 

The model is based on the fact that transit ridership 
is related directly to the existence of both population and 
employment within good access times of the route. It in­
cludes land use variables in a product form (population 
times employment) similar to the gravity model. Access 
time is considered for two distances, 150 and 300 m 
(500 and 1000 ft). The population is divided into two 
groups: non-automobile-owning and automobile-owning 
households. The effects of fares, headways, and such 
are determined by multiplicative factors that modify an 
average forecast of ridership in a demand-elasticity 
type of adjustment. 

To make the model useful for operations planning, the 
demand is separated into peak and off-peak time periods, 
and, to exploit the predominant characteristics of transit 
ridership, boarding and alighting passengers and the di­
rection of movement (whether inbound or outbound from 
the CBD) are considered separately. 

The general form of the model is then 

Demand = (population x employment) 

x demand-adjustment factors (I) 

where 

demand = (on or off) (inbound or 
outbow1d) (by time 
period), 

population = (fo1· automobile or non­
automobile-owning 
household) (for 150 or 
300 meters), 
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MODEL CALIBRATION employment = (total) (retail ) 
(school), and 

demand-adjustment factors = (fare) (headway) 
(comfort) (automobile 
cost). 

The model has been calibrated twice, once for Austin, 
Texas (3), and once for Kitchener-Waterloo, Ontario (4). 
The calibration results were similar. The model re- -

The model currently exists as a set of 16 equations 
within a computer program. The data requirements are 
modest, and experience thus far indicates that about 2 
person-days per route are required for the data prepa­
ration for using the model. However, for calibration, 
which also requires ridership data, the data preparation 
time is closer to 3 person-weeks per route. 

'quil•es more than 60 parameters, which are generally 
estimated from regression analysis. The R2 are in the 
range of 0 .55 to 0.95 and the prediction error (±2a) is 
±25 percent for a route section. There are usually five 
to nine sections per route. 

Tables 1 and 2 contain the regression results for Austin, 
Texas, and Table 3 those obtained in Kitchener-Waterloo 
for the attraction, or nonhousehold, variables. Tables 

Regression Coefficients Table 1. Model 
regression analysis for 
Austin, Texas, home· 
based trip ends. 

Target Household Other Households Input Weights for SMA' 

Equation Dependent Variable Coe!!. S.D. ' Coe ff. s.o.• Transfers Work Shop School 

Al a.m. ons inbound 0.0049' 0.000 7 0.001 4• 0.000 8 5.0 1.0 0.08 0.009 
A2 p.m. offs outbound 0.0059d n.non ~ 0.001 811 0.000 1 5.0 1.0 0.44 Q0!2 
Cl Off·peak ons inbound 0.0049' 0.000 53 o.ooo 98' 0.000 51 5.0 1.0 1.0 
C2 Off-peak offs outbound 0.0049' 0.000 6 0.001 0• 0.000 77 5.0 1.0 0.5 

Note: For a= 5%, n - 26, the critical tis 1,72 for the regression coefficients and the critical R2 is 0.479 for equations Al, A2, Cl, and C2. 

a SMA = summation of land use variables associated with non-home-based trip ends 

Table 2. 

Equation 

A3 
A4 
C3 
C4 

bS,D, =Standard deviation of regression coefficient. 
cu. T. = dvmmv variable for university student population. 
d Indicates 1i9ntf icance at the 5% level. 

Model regression analysis for Austin, Texas, non-home-based trip ends. 

Input Weights for SMH' 
Regression Coefficients 

Work Shop 
Target Other Trans-

Dependent Variable Household Households fers Coe[!. S.D.' Coe[f, 

a. m. offs inbound 0.0049 0.001 4 5.0 2.26' 0.043 0. 199 
p.m. ons outbound 0.0059 0.001 0 5.0 0.556' 0.027 0 .164 
Off-peak offs inbound 0.0049 0.000 98 5.0 0.71' 0.09 0 .50 
Off-peak ons outbound 0.0049 0.001 0 5.0 0.62' 0.05 0 .30 

School 

S.D. 0 Coeff. 

0 .277 0.005' 
0.170 0.0042 
0 .44 0.017 
0.24 0.0086 

Note: For a= 5%, n - 26, the critical tis 1.72 for the regression coefficients and the critical R2 is 0_592 for equations A3, A4, C3, and C4~ 

• SMH = summation of land use variables associated with home based trip ends. 
b U.T~ = dummy variable for university student population. 
e S.D. - standard deviation of regression coefficient. 
dlndicates significance at the 5% level~ 

Table 3. Regression analysis for peak-period attractions in Kitchener-Waterloo, Ontario. 

U.T.' 

S.D. 0 Coe ff. 

0.0009 2.11 
0.004 2.66 
0.015 0.0 
0.0085 0.0 

Total Employment Retail Employment School University Mainline Transfer 

Variable Coeff. R.C.' s.o.• Coeff. R.C.' s.o.• Coeff. 

a.m. off 
inbound 1.33 1.0 0.186 1.70 

p.m. on 
outbound 1.05 1.0 0.54 2.28 2.17 1.39 1.38 

a.m. off 
outbound 0.00 1.0 0.18 0.31° 0.38 2.10 

p.m. on 
Inbound 1.26 1.0 0.13 0.50° 0.40 2.36 

e A.C. = regression coefficient relative to total employment. 
bS.D. =standard deviation of regression coefficient . 
e Variable did not enter stepwise regression-coefficient value if it would enter at the next step. 

Table 4. Degree of fit for Austin, Texas, coefficients. 

Equation y 8.U. ' ot Y Ir ~ • .!!,;.!!;, 

R.C.' 

1.27 

1.31 

2.61 

1.88 

S.D." Coe ff. R.C.' S.D." Coe ff. R.C.' S.D.' 

0.84 0.39° 0.29 0.55° 0.41 

0.90 0.81 0.77 1.80° 1.71 

0.34 0.19 0.23 0.05 2.04 2.54 0.67 

0.32 0.3° 0.25 3.74 2.98 0.62 

Table 5. Degree of fit for Kitchener-Waterloo 
coefficients. 

variao1e y :;.u. 0[ y 

0.01 
0.015 

S.D. 0 

3.01 
1. 79 

CBD 

Coe!!. 

1.01' 

Negative0 

Home-based 
Al 26.8 23.9 0.51° 16.9 
A2 36.1 34.2 0.46 25.4 
Cl 32.1 23.4 0.55° 15. 7 

a.m. off inbound 56.72 
p.m. on outbound 75.65 
a.m. off outbound 39.79 
p.m. on inbound 48.38 

103.7 
138.56 

67.00 
74.10 

33.5 
37.4 
37.19 
36.01 

C2 29.7 26.5 0.56' 17.6 
Non-home-based • S.D. =s tandard deviation of observed data. 

A3 17.9 28.1 0.57 18.4 bS.E.E. =standard error of estimate of the regression equation. 
A4 36.3 32.6 0.78 15.3 
C3 44.73 58.0 0.55 38.9 
C4 36.48 42. 5 0.71 22.9 

a S.D. =standard deviation of observed data. 
bS,E.E. =standard error of estimate of the regression equation. 
c Indicates significance at the 5% level. 

U.T. 0 

9,3 
4.8 
o.o 
0.0 

R.C.' S.D.' 

0.77 



Figure 1. Proposals for fare, headway, and automobile cost factors. 
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4 and 5 indicate the degree of fit for the coefficients 
listed in Tables 1 and 2 respectively. 

Figure 1 illustrates the demand-adjustment factors 
for fare, headway, and car cost to the CBD (generalized 
cost) of the model. 

SUMMARY 

The calibration results thus far have been promising for 
the two cities studied. The total route ridership is pre­
dicted with a standard deviation of about 12 percent, and 
the data confirm the basic model structure. Because 
of the large number of parameters to be estimated it has 
been necessary to do special field studies to validate 
some of them. These are currently under way. 

The transferability of coefficients from one city to 
another is not directly possible. However, the adjust­
ment factors (1.0, 0. 5, and 1. 66) requil·ed apply to the 
whole city. Preliminary indications are that these ad­
justments can be explained by general city character and 
climate. 

The model, in controlling for differences in automo­
bile ownership, population, access to route, headways, 
and such, shows considerable promise in comparing the 
performance of different routes and systems, and, when 
sufficient route data have been gathered to allow for a 
more confident estimate of the parameters, it should be 
very useful for the planning, design, and operation of 
urban bus routes. 
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Mass Transit Guidelines Versus a 
Consumer Orientation in Public 
Transportation Systems 
Ray A. Mundy, Transportation Center, University of Tennessee 

This paper evaluates present and proposed mass transit guidelines that 
contain level-of-service criteria for public transportation. The limited 
scope of public transportation services that is typically contained 
within such guidelines is emphasized. The rationale presented supports 
the need for expansion of these guidelines to include the total range of 
public transportation alternatives and a consumer orientation. A review 
of the research concerning the attitudes of the ridership of transit sys· 
tems illustrates the existing gap between the transit desired and that 
proposed in the guidelines. Areas for further research are also given, and 
a time frame for change in which public marketing of urban transporta· 
tion systems is discussed and set in perspective is given. 

The relatively recent shift from private to public tran­
sit operations and the ensuing local and state support in 
the form of capital and operating subsidies have caused 
perplexing problems for local governments. These gov­
ernmental bodies traditionally have been involved with 
public support for such entities as police and fire pro­
tection and over the years have developed standards and 
appropriate cost-estimating procedures for those ser­
vices. Capital and operating subsidies for public tran­
sit, however, are relatively new in many urban commu­
nities, and there are few standards and little knowledge 
about what should or should not be provided. Most gov-
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ernment officials are seeking to develop standards and 
guidelines for public transit, the cost of which is con­
suming an ever-growing portion of their budgets. 

The states (particularly those with bureaus of mass 
transit), rather than the local communities, have taken 
the lead in the development of guidelines for mass tran­
sit to ensure proper allocation of state -level funds for 
the support of local public transportation. Most notable 
are Pennsylvania (1), New York (2), and California: For 
example, Pennsylvania has had operating guidelines and 
standards for a statewide mass transportation assistance 
program since January 1973 (1). 

Some individual transit authorities have also developed 
guidelines for service development. The most notable 
of these are the recent guidelines issued by the Massa­
chusetts Bay Transportation Authority (3), Tri-Met of 
Portland (4), and the Denver Regional Transportation 
District (5). Officials in the U.S. Department of Trans­
portation have also developed similar guidelines for 
public transportation @. 

LEVELS OF SERVICE 

A common element of all of the guidelines mentioned 
above is the part entitled levels of service. This sec­
tion typically lists the types of services to be offered, 
the frequency of such service in the form of headways, 
the availability of seating capacity, and special items 
(e.g., the density of the route network). It is also stan­
dard to include passenger-stop directives, passenger­
shelter recommendations, and effective times for the 
trial of new service. These guidelines usually contain 
some directives pertaining to the marketing activity de­
sired with respect to the provision of transit services. 
A few direct that if the minimum ridership levels are 
not achieved by the recommended level-of-service cov­
erage, then the first alternative should be to analyze 
the marketing activity to determine whether the service 
offering is being correctly communicated to the poten­
tial markets. 

An unfortunate and perhaps devastating aspect of 
these mass transit guidelines is the limited definition 
of public transportation-service offerings. That is, the 
level of service is assumed to be that of the traditional 
fixed-route, fixed-schedule transit system provided in 
the traditional manner of public ownership and operation. 
A few exceptions to this general rule are the provisions 
for special uses of the transit vehicle, in most cases the 
bus, for the downtown circulation system or for modifi­
cation in a specialized program for elderly and handi­
capped individuals who cannot readily use the traditional 
system. However, federal law is mandating some form 
of change in traditional operating systems, and it is the 
threat of losing their operating subsidies that is making 
transit systems modify their fixed-route, fixed-schedule 
service to provide access for the handicapped and the in­
digent elderly. 

A few systems such as the Denver Regional Trans­
portation District are considering the use of paratransit 
options in the future. The Massachusetts Bay Trans­
portation Authority does provide for the transfer of 
public transit operations to private operators when pri­
vate operations appear to be more economical-of course 
with the provision of a protective labor clause that guar­
antees that no individual employee will be disadvantaged 
by such an operation. While it is encouraging to see 
such plans in a few operating systems, this should be 
set in the perspective that these are merely operational 
plans and are not yet implemented. Throughout the in­
dustry, the general rule is that many operational guide­
lines are aimed at maintaining a single service -the 
fixed-route, fixed-schedule transit system that has his-

torically been unacceptable to the American consumer 
if the alternative of the private automobile was available. 

The unfortunate aspect of these operational guidelines 
is that they may become the justification for the expen­
diture of funds for traditional transit systems in an en­
vironment of declining resources, and it is possible that 
urban areas that presently have funds to improve public 
transportation will find themselves building extensive 
fixed-route, fixed-schedule grid systems that are used 
only by captive riders who lack other alternatives. An­
other ironic note is that such guidelines can and are 
being used by larger urban areas in financial difficulty 
as the justification for cutting services that are not pa­
tronized by a sufficient number of individuals. In es -
sence, plans for improvement and development in public 
transit are being used in many urban areas as a ration­
ale for cutbacks in service. At the same time, the cost 
of this service is becoming continually greater to urban 
and rural taxpayers alike. 

There is obvious need for a rethinking and subsequent 
revising of mass transit guidelines. Before public senti­
ment is completely eroded, there should be a reconsid­
eration of the types of public transit services that truly 
meet consumer needs and an attempt to achieve the en­
ergy and pollution goals now being sought by federal, 
state, and local governments. The Mass Transportation 
Act of i974 provided $12 .9 billion for the improvement 
of public transportation over the ensuing 6 years. As 
the midpoint of this period approaches, those involved 
should recognize that in actuality little has been accom -
plished by the massive inputs of federal, state, and local 
moneys aimed at improving public transportation in urban 
areas. Major improvements have been made in rolling 
stock, physical facilities, and the wages of those involved 
in the provision of public transportation services; how­
ever, the output figures are dismally poor. There have 
been few increases in ridership, and this indicates a 
failure to decrease the emphasis on automobile traffic 
and to obtain the ensuing reduction in energy use and 
pollution. The time for action and change in direction 
is now. 

REDEFINITION 

The major point to be emphasized in this discussion of 
mass transit guidelines is the need for redefinition and 
expansion of the term level of service. The level of 
service provided should not be restricted to traditional 
transit and its variations in the form of express routes , 
route deviations, and such. Rather, the term should 
encompass all service offerings and combinations pres­
ently known to exist in the urban environment. This 
would include variations in the size of the bus, vans, 
taxis, and pools (either automobile, van, or bus opera­
tion). A complete range of service offerings would even 
include the jitney service. 

The concept of levels of service should include all of 
the following: 

1. Private automobile, 
2. Rental automobile, 
3. Car pool, 
4. Van pool, 
5. Taxi, 
6. Jitney, 
7. Subscription automobile or bus pool, 
8. Charter, 
9. Traditional tailored service (trippers) 

10. Traditional route deviation, 
11. Traditional express service, 
12. Traditional transit, 



13. Bicycle, and 
14. Walking. 

Fixed-route, fixed-schedule traditional transit service 
is only one of the services in this continuum. It is only 
by the recognition of this spectrum of service that there 
can be more understanding of the interaction of the 
levels of service provided by various alternatives and 
of the markets attracted by those levels of service. Only 
through an understanding of the attributes of ridership 
and of why individuals choose a particular mode will it 
be possible to develop standards for the appropriate level 
of service to be provided by a given service alternative 
and to communicate its availability and attractiveness to 
the potential user. 

URBAN TRANSPORTATION 
MODE-CHOICE RESEARCH 

Historically, transportation modal-choice research has 
been conducted by engineers. The typical origin­
destination study counts the present traffic and deter­
mines the anticipated demand by using projection tech­
niques. These techniques have worked well in planning 
for peak highway capacity, but they are inadequate for 
forecasting the expected demands of ridership choice 
by users of public transportation. 

Many of these often simplistic mathematical models 
assume that individuals base modal decisions on strictly 
economic criteria. Typically, in this procedure, a mode­
split analysis, based on specified performance charac­
teristics of the transit system and selected socioeco­
nomic characteristics of the trip mode, is used to fore­
cast the aggregate demand for transit services. Unfor­
tunately, the construction of such a theoretical model 
often uses a black box or unknown understanding of the 
specific mode choices made by consumers of public 
transportation alternatives. 

More recently, consumer-attitude research developed 
from marketing research has been used to gain a deeper 
understanding of transportation mode choice in urban 
transportation. Analysis of this research by Mundy (7), 
Soloman, Soloman, and Sellien (8), Hille and Martin (9), 
and Lovelock (10) indicates that the significant variables 
in modal-choicebehavior of urban consumers are safety, 
reliability, time savings, cost, convenience, and com­
fort. While the order of importance among these vari­
ables varies from study to study, they are consistently 
the ones that influence consumer behavior. 

Although research in this area is recent, it is begin­
ning to impact the planning for future transportation 
systems. For example, a recent article by Stein (11) 
concluded that "attitude surveys can be used to assess 
reactions fo existing transportation facilities and im­
provements or to predict future travel behavior." An 
interesting review by Wachs (12) demonstrates the types 
of conclusions that can be reached through an analysis 
of consumer-attitude research. For example, consumers 
are extremely sensitive to urban transportation travel 
time. Travelers on the Shirley Highway Express Bus­
on-Freeway System in Washington, D.C., have switched 
from their private automobiles in order to save time. 
Other amenities such as cost, lack of congestion, and 
comfort are secondary in importance. However, con­
sistency and reliability of arrival time are more signifi­
cant than total travel time. 

More surprisingly, attitudinal research has shown 
that cost does not play the significant role in the choice 
of transportation mode that some have thought. The 
interpretation of such studies suggests that, in the rela­
tive range, cost is more dependent on the perceived 
level of service received. A poor service, no matter 
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how inexpensive, will be perceived as being too expen­
sive, and on the other hand, a transit service that meets 
the perceived expectations of the consumer can charge 
a premium without detracting from ridership interest. 
This concept is becoming well-known and understood by 
researchers in the area of urban transit, but appears to 
be incomprehensible to many transit operators and poli­
ticians. 

In the comparison of attitudes toward public transit 
versus the private automobile, many of the alternatives 
among public transportation services have been com­
pletely neglected. But, in considering public transpor­
tation levels of service and alternatives , a complete 
range of the alternatives must be considered to gain a 
total appreciation of those options that may or may not 
be made available to urban consumers. 

Consumer-related research indicates much about the 
urban traveler; however, there are many blank areas. 
For example, much is known about the user who is a 
transit captive. (This individual is readily accessible 
for answering opinion surveys while a captive on a pub­
lic transit system.) The focus has only recently shifted 
to the noncaptive rider, the nonuser of public transit. 
Then, all too often, attempts are made to compare the 
attributes of the private automobile with the attributes 
of the public transit system and their respective levels 
of satisfaction. Such research is less than intelligently 
thought through and its results are, at best, inconclu­
sive (13). 

There is a broad spectrum of alternatives between 
the traditional fixed-route, fixed-schedule system and 
the private automobile. These alternatives should be 
considered, even though satisfaction data may or may 
not be appropriate in assessing true motives for modal­
choice behavior. The conceptual differences of mode­
choice behavior between these two alternatives are im­
mense. For example, for many potential urban con­
sumers of public transportation, choice of travel mode 
is not a simple continuum but a series of step functions. 
Figure 1 depicts the service alternatives and correspond­
ing levels of service thought to be desired by most urban 
commuters. As one moves down from the private auto­
mobile, both consumer preferences and life-styles are 
threatened. It should be understood that requesting a 
change in personal travel mode is requesting a change 
in life-style, and perhaps in the personal perception of 
one's station in life. 

Consumer researchers have a clear picture of the 
transit captive and what he or she desires from the pub­
lic transit system: This is, of course, more direct ser­
vice, shorter headways, more seating, and greater com­
fort. Also needed, however, are ridership profiles of 
the occasional rider. For example, what is the difficulty 
experienced by the occasional rider in attempting to use 
the traditional system? Is it readily accessible to that 
individual? What threshold levels of information are 
necessary to enable the casual rider to participate in 
the system? Through some very hard and expensive 
lessons, transit systems and authorities, bureaus of 
mass transit, and the federal government are beginning 
to realize that the nonpublic transit riders (those who 
have a true choice) cannot be persuaded to use a system 
that does not meet their personal needs by any amount 
of advertising. Many well-planned federal programs 
have failed to meet the consumer needs and to accom­
plish even the minimal goals and objectives set forth by 
Congress in appropriating vast sums of money for their 
purposes. 

Demonstration projects and the appropriate testing 
of consumer attitudes toward them lead to a better un­
derstanding of the relationship between a service alter­
native, its level of service, and the markets attracted 
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Figure 1. Step function approach to urban transportation commuter 
mode-choice behavior. 
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by such service. As the attitudinal survey on the Shirley 
Highway Express Bus-on-Freeway System showed, time 
sensitivity is one of the most, if not the most, important 
variable in mode selection. This time concern reaches 
across all of the socioeconomic and demographic vari­
ables and affects a wide range of market potential. Much 
more experimentation, however, is needed with smaller 
vehicles, van pools, shared-ride taxis, and other simi­
lar systems . Only consumer attitudinal research on 
these demonstration systems will lead to a better under­
standing of the dynamics of the choice, which will make 
it possible to develop a comprehensive planning approach 
to public transportation offerings. 

For example, in Knoxville, Tennessee, the current 
van-pool demonstration program is carrying as many 
riders as is the extensive express bus service. After 
legal, r egulatory, and insurance p1·oblems were r educed 
as obstacles to private van operator s , this new alterna­
tive to the automobile captured 1 percent of the consumer 
work-trip market in the first 6 mouths of its operation. 
(Fr om a muketing or product penetration concept , 1 
percent of the ma rket in the initial 6-month period is an 
amazing success story.) 

TIME FRAME FOR CHANGE 

Life-styles , especially perceptions of one's own life ­
s tyle, change very slowly. Individual mode choice for 
personal transportation will change gradually. To those 
who are seeki1:ig answers to problems of national energy 
shorta~es anrl urhan pollution, the experience with re­
•.rit?. !!:~<>.ti 0!'. i "'.!',.."''".,,.,"nts for tr:iclition:il transit svstems 
has been very disheartening. The one bright spot in ac­
complishing national goals has been the relatively enthu -
siastic acceptance of vans and van pools as acceptable 
alternatives to the private automobile. 

As knowledge about urban transportation-service al­
ternatives and the various levels of service within these 
alternatives increases, it is becoming apparent that new 
institutions or structures for providing public transpor­
tation services in urban areas are needed. The integra­
tion of traditional n.nd para.transit services in a regula­
tory and organizational framework has been discussed 

elsewhere (14). However, merely diminishing regula­
tory and financial barriers and creating new organiza­
tions for providing public transportation will not by 
themselves bring about changes in consumer life-style 
with respect to mode-choice behavior. 

At a minimum, a 5-year trial time will be needed to 
test many of the suggestions made as a result of con­
sumer attitudinal research, and it will be the smaller 
and medium-sized communities that initially implement 
such changes and service offerings. Major changes in 
large metropolitan areas will come later, after compre­
hensive knowledge of the relationship between levels of 
service and the various markets attracted is developed. 

However, certain kinds of cost-cutting measures can 
be very useful in large urban areas. The growth of con­
tracted peak-hour commuter services such as Colonial 
Transit in the Washington, D.C., metropolitan area in­
dicates a large potential commuter market willing to 
participate in express commuter services when they are 
offered. Colonial Transit began with a single vehicle a 
few years ago and is now a profitable multimillion dollar 
operation. In other urban areas this demand has be­
come so strong that consumer groups have themselves 
formed bus pools to provide their own service. 

It is significant that the specific problems of today 
are operational or management-oriented-they are not 
technological problems. These insti tutio11al and regu­
latory management problems can be solved with exist­
ing, well-understood techniques. Funds for and appre­
ciation of consumer attitude research must be provided 
if these techniques are to be helpful in bringing about 
changes in urban public transportation. For the interim 
period at least, teclmology alone will not solve urban 
transportation pr oblems , and funds currently di r ected 
toward research and develOJlment might better be spent 
in resolving regulatory and management problems. 
Technology and the development of transportation sys­
tems should not be forgotten in the long run, but in the 
very short run, more concern should be directed toward 
operationalizing what is becoming known and understood 
about urban transportation. 

SUMMARY 

This paper has reviewed existing mass transit guide -
lines and their emphasis on levels of service. It has 
attempted to show that a much broader definition of 
transit service alternatives (and the levels of service 
within these alternatives) is necessary to develop urban 
public transportation systems that meet consumer needs 
and desires. While there have been significant advances 
toward understanding urban transportation modal choice 
through consumer-attitude research, much yet needs 
to be done. Only by filling in the blanks about various 
transportation service alternatives and the reasons for 
their attractiveness to various target markets can one 
fully appreciate and comprehend the dynamics of the ur -
ban transportation mode-choice decision-making pro­
cess. But such an understanding and a restructuring of 
the r egulatory, financial , and institutional structures 
responsible for the development, implementation, and 
management of public transportation systems are re -
quired before the national goals of energy conservation, 
pollution control, and increased mobility for all citizens 
set forth by the fede1·al gove1·nment can be met. Much 
can be achieved through efficient, effective public trans­
portation; however, it must also be r ecognized that in 
a free society mode-choice decisions are a right of the 
consumer. This freedom of choice is a constant chal­
lenge that requires continued change in service offer -
ings, and it l'lhould lie the concern of responsible plan­
ners and developers of public transportation that the 



systems developed are those that are desired and ac -
ceptable. 
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Bus Passenger Service-Time 
Distributions 
Walter H. Kraft, Edwards and Kelcey, Inc., Newark, New Jersey 
Harold Deutschman, New Jersey Institute of Technology, Newark 

The characteristics of bus passenger service-time distributions are a nec­
essary input for the transportation simulation models that are used to 
evaluate the operations of street transit systems. In this paper, distribu­
tions of passenger service times through bus doors (the rates at which 
passengers entered, passed through, and departed from the bus) are ana­
lyzed by photographic studies and simulated by an Erlang function. 
These mathematical expressions simulating the passenger rates of flow 
entering and departing from a bus are compared with the observed times; 
the differences are not significant at the 95 percent level. The results of 
this research can be used to analyze a series of bus transit-flow situations 
and may serve as guidelines in assisting the designer and operator in eval­
uating existing or proposed bus systems. Specific models could be devel­
oped to evaluate the effects of the method of fare collection on passen­
ger queue lengths and average waiting time under different rates of pas­
senger arrivals. The overall design of bus transit vehicles has been shown 
to affect passenger flows in relation to such items as fare collection and 
in the use of door(s) for boarding and alighting. 

The characteristics of bus passenger service-time dis­
tributions are necessary for the evaluation of street 
transit systems by the use of simulation models. This 
paper analyzes photographic studies of passenger move­
ments through bus doors and shows that an Erlang func-

tion can represent the service-time distributions in the 
simulation process. 

The door of a street transit vehicle can be viewed as 
a single-server queueing model. Passengers arrive at 
a certain rate, pass through a service area, and depart 
at another rate. The rate of departure depends on how 
fast they pass through the service area. A simulation 
model that uses generalized arrival and departure rates 
for transit stations has been developed by Fausch (1). 

Simulation models of the type developed by Fausch 
are tools that can be used to evaluate the operations of 
street transit systems. The information necessary for 
such a simulation includes data on the capacity of bus 
doors and on the arrival and service-time distributions 
of passengers. Under maximum capacity conditions, 
the alighting or boarding of passengers invariably occurs 
in a group. In other words, when a bus arrives at a 
stop, the passengers to board are already waiting and 
alighting passengers are waiting in the vehicle . The 
service -time distribution, however, is not the same for 
boarding and alighting passengers as it depends on fac­
tors that affect the interaction between passengers and 
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vehicles. Those factors include human characteris­
tics, modal characteristics, operating policies, mo­
bility, climate and weather, and other system ele­
ments (2), 

Photographic studies were taken to aid in analyzing 
the service-time distributions of passengers. These in­
volved filming individual passengers alighting and 
boarding from the front doors of buses in San Diego; 
Montreal; and New Brunswick, New Jersey, in 1974. 
This information is summarized below. 

Item Montreal San Diego New Brunswick 

Service Local Local Suburban 
Day of week Wednesday or Wednesday or Monday or 

Thursday Friday Tuesday 
Date July 17 or 18 December 4 or April 29 and 

6 June 18 
Method of fare Pay-enter (cash Pay-enter (exact Pay-enter (cash 
collection and change) fare) and change) 

Type of fare Flat, mixed Flat, mixed Multiple zone, 
cash 

Number of buses 
observed 30 25 23 

Number of pas-
sengers observed 412 233 411 

Men 125 127 326 
Women 286 105 83 
Children 1 1 2 

All photographs were taken at a nominal speed of 18 
frames / s, with an 8-mm movie camera equipped with 
an f/ 1.8 zoom lens that could vary focal lengths from 7 
to 70 mm. The number of frames required for each 
person to pass through the portal of the bus was re­
corded, the passengers were classified as to men, 
women, and children, and the type and number of 
items that they carried were noted. The information 
was keypunched and tabulated by computer. 

ANALYSIS OF DATA 

There were two areas of analysis. One was the study 
of the time sequence of the passengers in the order that 
they boarded the bus , and the other was the determina­
tion of service-time distribution characteristics for 
boarding and alighting passengers. 

Time Sequence of Passengers 

The average service times of the fir st 18 passengers in 
boarding sequence in San Diego and Montreal were 
studied by using the analysis of variance (ANOVA) tech­
nique, As might be expected with counting data, the 
cell variances were not equal but were proportional to 
the cell means. Homogeneity of variance was obtained 
by using a logarithmic transformation and a two-factor 
ANOVA. A plot of the cell means is shown in Figure 1 
and indicates that the time for the first passenger is 
generally less than that for succeeding passengers. 
This is due to the availability of storage area on the 
steps between the bus door and the driver. 
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limits for multiple comparisons at the 5 percent level, 
the time differences between the first and third through 
the nth passenger were shown to be statistically signif­
icant at the 95 percent level. The time differences 
between the second and all other passengers were not 
statistically significant at the 95 percent level. 

Service-Time Distribution 

The n1eans and variances of the service =time distribu -= 
tions for each successive person to pass through the ve-

hicle door were calculated to assist in determining the 
mathematical function that could be used to represent the 
distributions in the simulation model. 

Several forms of service-time distributions including 
the Gamma function, the Erlang function, and the uni­
form distribution function have been used in the develop­
ment of queueing models. The most commonly used is 
the negative exponential function, a special case of the 
Erlang function (!, ~. !)· 

The· probability de nsity functions for each of the dis­
tribution forms were plotted to view their general shape, 
and from these observations, it was hypothesized that the 
distributions could be described by the following Erlang 
function (~: 

j K-J 

1
-K(t-r) / {t-r) 

P(g;;. t) = ! ~ [K(t - r)/{t- r)]i e/i! l (l) 

where 

P(g z t) probability that time g is greater than or 
equal to time t, 

K positive integer , 
t any service time, 
t average service time, and 
T = minimum service time. 

The individual means and variances were then used to 
calculate an Erlang function for each distr ibution . In­
t eger values of K wer e estimated from the mean (t) vari­
ance (s2

) and t he minimum service time (7- ) by the fol­
lowing: 

K "' (t - r)2 /s2 (2) 

These initial K-values were adjusted as necessary to 
improve the goodness of fit between the observed and 
calculated distributions. Table 1 lists the parameters 
of the observed passenger service-time distributions 
and the derived Erlang functions. 

The K-value of 1 indicates that the two distributions 
for the one-door buses are represented by the negative 
exponential function, a special case of the Erlang 
function. Figure 2 shows the observed values and the 
calculated functions for alighting passengers in New 
Brunswick and boarding passengers in San Diego. 

To check the mathematical validity of these results , 
the distributions of the observed and calculated functions 
were compared by a chi-square test. In all cases, the 
test results did not reject the hypothesis that the dis­
tributions were the same at the 95 percent level. 
Hence, it can be concluded that passenger service-time 
distributions can be represented by an Erlang function. 
It can also be inferred that K is equal to the number of 
doors on the vehicle and that the minimum service time 
(r) is approximately half the average service time (t). 
These results can be used to estimate any particular 
passenger SP.rvfr.P.-time distribution if the minimum and 
?. V':"!' ?.g':> !'':>ririr"" tirn""'° "r"' lmnwn "nn K r::in he P.Rtimated. 

ANALYSIS OF RESULTS 

Two approaches were used to analyze the results 
of this research. One was a comparison between the 
data obtained by manual surveys of the time required 
for an entire queue to board the vehicle and the data 
obtained by the photographic studies of individual pas -
senger service time. The other was a comparison be-
tween sarvicc=timc distributions and stair".1.1a.y-service 
standards. 
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Figure 1. Average service times of passengers in the sequence in which they boarded. 
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Table 1. Parameters of observed passenger service-time 
distributions and derived Erlang functions. 

Location 

Montreal 
Montreal 
New Brunswick 
New Brunswick 
San Diego 
San Diego 

Since the individual service times can be represented 
by an Erlang distribution, it should be possible to derive 
regression equations for the time required for varying 
sizes of queues to enter a bus. The validity of such 
derived equations could then be checked by comparing 
them with the equations developed from the observed 
data. This process was followed to develop a simulation 
model for use in determining the amount of time that it 
would take a specified number of passengers to board 
a bus. 

Development of Simulation Model 

The model to simulate the boarding of passengers at a 
loading area was constructed as a single sequence of 
blocks, as shown in Figure 3. Basically, the model 
generates any specified number of passengers to arrive 
at the bus instantaneously. The first passenger in line 
captures the door, leaves the line, and passes through 
the door on the basis of a randomly selected value from 
the Erlang service-time functions previously derived. 
He or she then frees the door and enters the bus. At 
that time, the next passenger captures the door and the 
process continues. 

The second segment of the model is a timer that puts 
a limit on the amount of time the model can simulate. 
The longest limit is usually set at the amount that could 
be expected if all maximum service times were used. 

The simulation model was run twice for each integer 
in the range of values of the observed regression equa­
tions; i.e., if the original observed regression equation 
had values between 6 and 25, then the derived regres­
sion equations were run twice for each of the values 
between 6 and 25. Actually, only five of the six Erlang 
functions were simulated because the observations of 
the boarding passengers in New Brunswick were too few 
in number and clustered in too narrow a range to develop 
a meaningful observed regression equation. 

12 13 14 II 17 II 

Number Observed Time (s) Erlang Parameters 
Direction of Doors 
of Flow on Bus Mean Variance K 1 (s) T (s) 

Boarding 2 2.097 0.727 2 2.097 0.90 
Boarding 2 2.034 0.834 2 2.034 1.25 
Alighting I 1.972 1.045 I 1.972 0.95 
Boarding I 3.471 3.499 I 3.471 1. 75 
Alighting 2 1.472 0.403 2 1.472 0.75 
Boarding 2 2.180 0.868 2 2.180 0.75 

The simulated equations were compared with the ob­
served equations by using an F-test for the variances of 
estimate and at-test for the slopes. This comparison 
is shown in Table 2. All of the F-tests and four of the 
five t-tests indicated that the differences were not 
statistically significant at the 95 percent level. The 
fifth t-test indicated that the difference was not statis­
tically significant at the 98 percent'level. Thus, the 
simulation results were consistent with the observed 
data. 

Comparison of Service-Time Distributions 
With Stainvay-Se1·vice Standards 

Fruin has shown that the maximum flow volumes for 
persons ascending and descending stairs are 62 to 66 
persons / min/ m (18.9 and 20.0 persons/ min/ ft) of stair 
width respectively (5). These results are similar to 
the values of 62 and69 recommended by Hankin and 
Wright as design criteria for the London Subways (6). 
The average service times previously discussed were 
transformed into similar flow rates, as shown in 
Table 3. 

For both directions of flow, the maximum observed 
values are less than those observed by Fruin and rec -
ommended by Hankin. These results are logical for a 
number of reasons. The riser height on bus stairs is 
normally higher than that on building stairs [23 to 25 cm 
versus 15 to 20 cm (9 to 10 in versus 6 to 8 in)] 
and would be expected to result in slower climbing speeds. 
Since the fare or method of fare collection should have 
no effect on alighting, the different flows shown in 
Table 3 for alighting are probably due to the effects of 
baggage. The boarding flows are different because they 
are affected by baggage, fare, and method of fare col­
lection. 
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Figure 2. Service-time distribution of passengers. 1 o , I I 

a. Alighting from buses in New Brunswick, New Jersey 
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APPLICATIONS 

The results of this research can be used by the transit 
operator, the terminal designer, and the transit-vehicle 
manufacturer to evaluate certain aspects of existing or 
proposed systems. Specific models can be developed to 
evaluate the effects of different methods (such as pay­
enter versus pay-leave) of fare collection. Other models 
r.an be developed to evaluate the effects of using single­
f!"w nnn>'R vA>'R11R double-flow doors and of using va.l'ious 
combinations of front and rear doors for boarding and 
alighting. As au example, the following model was de­
veloped to evaluate the effects of method of fa.re collec -
tion on queue length and average waiting times under 
varying rates of passenger arrivals. 

Example Simulation of Terminal 
Loading P latfo1·m 

At a typical termh1al loading platform, empty buses 
arrive at the platform every 5 min. Each bus begins to 

\ to .. 
for t ~I .75 

\ 
\ 
\ 

' ~ ........ ,...__ 
I 4 I • 1 

TIME IN SECONDS 

receive passenge1·s as soon as it has stopped and its 
front door has been opened. Passengers continue to 
board for 4 .5 min. Then the last passenger is per­
mitted to finish boarding, the door closes, and the 
bus departs. The next bus arrives 5 min after the 
first had arrived. 

Passengers arrive at the platform in a Poisson stream 
at a rate of 300 to 1100 passengers/ b. They board the 
empty bus until all 50 seats are filled and then continue 
to board at a slower rate due to the effect of the standees 
(it is assumed that boarding times are zu percent greater 
when standees are present). Both boarding service-time 
distributions are represented by the following negative 
exponential function: 

P(g ;;. t) = exp[-(t - r)/(f. - r)) (3) 

The parameters used for each function in the simula­
tion model are shown below. 



Method of Fare Presence of 
Parameters 

Collection Standees T 

Pay-enter No 7.06 3.53 
Yes 8.50 4.25 

Pay-leave No 3.70 1.85 
Yes 4.44 2.22 

Figure 3. Block diagram of simulation model for 
validation tests. 

PASSENGERS ARR I VE 

ENTER THE LI NE 

CAPTURE THE DOOR 

LEAVE THE LI NE 

PASS THROUGH THE DOOR 

FREE THE DOOR 

CY ENTER THE BUS 

a _ MODEL SEGMENT I 

o6EiilTE 

~ 
TIMER ARRIVES AT TIME 15000 

T 

b MODEL SEGMENT 2 

Table 2. Comparison of test statistics with tabular values for 
validation tests. 

F-test t-test 

Statistic 
Direction at 95% 

Location of Flow Value Level Value 

Montreal Boarding 1.00 2.91 1.72 
Montreal Boarding 1.46 2.15 2.33 
New Brunswick Alighting t.56 1. 75 1.26 
San Diego Alighting l.19 2 .25 0.60 
San Diego Boarding 1. 71 1. 73 0.10 

•At 98% level, 

Statistic 
at 95% 
Level 

2.02 
2.39" 
2.00 
2 .03 
t.99 

Table 3. Maximum observed flow rates through front door of bus. 

Passengers Maximum 
Carrying Observed 
One or More Flow 

Direction Items (persons/ 
of Flow Fare (%) min/m) 

Alighting Flat, exact fare 55 53. 5 
(down) Multiple zone, cash and change" 82 39.6 

Boarding Flat, exact fare 52 36.1 
(up) Flat, cash and change Bl 36. 7 

Multiple zone, cash and change 78 22 .6 

Note: 1 m = 3.3 ft. 

•No fare was collected from alighting passengers. 
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The minimum service times were assumed to be one­
half the average service time, which is consistent with 
the above information. The sequence for boarding is 
on a first-come, first-served basis. Persons who 
arrive at the stop while a bus is loading will be able to 
board during the 4.5-min period that the bus accepts 

Figure 4. Example-block diagram for passenger model_ 

PASSENGERS ARR I VE AT 
300 PER HOUR 

ENTER THE LI NE 

WAIT UNTIL GATE IS OPEN 

LEAVE THE LI NE 

ARE THERE STANDEES 
ON THE BUS 

CLOSE THE BUS 
GATE TO THE 
NEXT PASSENGER 

PASS THROUGH 
THE DOOR 

UPDATE THE 
NU!ot!ER ON THE BUS 

IS BUS READY 
TO DEPART' 

IS BUS READY 
TO DEPART' 

OPEN GA TE FOR 
NEXT PASSENGER 

ENTER THE BUS 

BUS ARR IVES EVERY 5 MINUTES 

SET NlMlER ON BUS 
EQUAL TO ZERO 

OPEN THE BUS DOOR (GATE ) 

BUS LOADS FOR 
4 MINUTES 30 SECOl()S 

LET LAST PERSON ON 

LET LAST PERSON Oii 

CLOSE THE BUS DOOR (GATE) 

BUS DEPARTS 
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Table 4. Example-program output for pay-enter method of fare collection. 

Passengers per Hour 

Output 300 400 500 600 700 

Total passengers arriving 318 407 495 582 682 
Total passengers on bus 318 391 478 563 574 
Number of standees 0 2 2 10 13 
Number of zero enti-ies 61 7 1 0 0 
Percentage of zero entries 19.1 1. 7 0.2 0 0 
Maximum queue 30 43 33 55 117 
Average queue 5.08 15.67 15.10 26.15 61.08 
Average time per passenge r 

in queue, s 62 .76 149.04 118.10 173 .88 346. 57 

Table 5. Example-program output for pay-leave method of fare collection. 

Passengers per Hour 

Output 300 400 500 600 700 

Total passengers arriving 313 407 498 582 683 
Tulal passengers on bus 313 107 498 582 682 
Number of standees 0 0 2 32 89 
Number of zero entries 170 200 214 189 142 
Percentage of zero entries 54.3 49 .1 42.9 32.4 20.7 
Maximum queue 6 R 7 10 13 
Average queue 0.29 0.52 0.51 1.15 2.41 
Average time pe r passenger 

in queue, s 3.62 4.93 4.00 7.62 13.69 

passengers. Those not able to board that bus must 
wait in the queue until the next bus arrives and opens 
its door. (The mode 1 does not limit the number of 
passengers that can board due to the capacity of tlle bus. 
If bus capac'lty is a critical factor, then appropriate 
changes to the model should be made. Bus capacity 
was not a critical factor in this example because of the 
passenger flows used.) The simulation model is built 
in two segments. Model segment 1 simulates the pas­
sengers who arrive at the bus stop, wait for the bus, 
and board. Model segment 2 simulates the bus. The 
generalized programming service standards (GPSS) 
entities are defined below. 

GPSS Entity 

Transactions 
Model segment 1 
Model segment 2 

Functions 
XPDIS 
DOORN 
DOORS 

Logic switches 
BUS 

LINE 

Savevalues 
NOWON 

Tables 
INOUE 

Model Segment 1 

Interpretation 

Passenger 
Bus 

Exponential distribution fun ction 
Distribution of boarding service times-no standees 
Distribution of boarding service times-standees 

When set indicates that the bus is at the stop and 
ready to load passengers 

Queue in which people wait until the bus comes 
and they can bu~ru 

Counter to keep track of the number of people 
on the bus 

Table used to estimate the in-queue residence time 
distribution 

Passengers are generated at. a rate of 300 to 1100/ h 
by 100-passenger increments. The first passenger 
a1·1·ives 4.5 mi.:n from the start of the simulation. This 
permits queueing for 0.5 min until the bus arrives; 
thereby a steady state condition is reached almost im­
mediately. Passengers are given a priority level of 1 
so that, U a passenger arrlvcs at the time that the bu-a 
is ready to close its door, the passenger has priority 

800 900 

778 884 
574 574 
13 13 
0 0 
0 0 
204 310 
104.90 149.51 

521.81 654.54 

800 900 1000 1100 

778 884 987 1095 
77R 642 845 845 
178 242 245 245 
63 2 0 0 
8.0 0.2 0 0 
30 49 143 255 
6.50 25 .83 68.15 114.95 

32.36 113.20 267 .30 406.41 

and is permitted to board. The number of parameters 
for each transaction (boarding passenger) has been re­
duced to one to minimize the core storage that is used. 

After the passenger iB generated, he or she enters 
the queue and waits until the bus gate is opened. After 
the gate is opened, the passenger leaves the line and a 
test is made to determine whether more than 50 pas -
sengers are on the bus. If there are fewer than 50, the 
passenger boards according to the DOORN distribution. 
If there are more than 50 (indicating standees), the 
passenger boards according to the DOORS distribution. 
After the passenger has boarded, the number of persons 
on the bus is updated by one and the passenger gate is 
opened for the next passenger if the bus is not ready to 
depart. A block diagram of model segment 1 is shown 
in Figure 4. 

Model Segment 2 

A bus arrives every 5 min, opens its door, and loads for 
a period of 4.5 min. A test is then made to see whether 
the last person is still boarding. The bus waits until 
the last person has boarded and then the bus gate is 
closed. The bus then leaves the model. A block diagi·am 
for the bus model is shown in Figure 5. 

Program Output 

The simulation model was run for both the pay­
enter and pay-leave methods of fare collection. In 
each case, 12 buses were loaded with passenger ar­
!'i""-!e ""-"e:;ne; frnm :mo to 1100/ h at 100-oassenger 
increments. 

The output of each of the model runs includes the 
total number of passengers in the queue, the total num­
ber of passenge1·s on the bus, the number of standees, 
the number of zero entries (i.e., the number oi pas­
sengers that could board without waiting in the queue), 
the percentage of zero ent1·ies, the maximum queue, 
the average queue, the average in-queue residence time 
in seconds, and a frequency distribution of in-queue 
residence time. This Ln_formation, exc-e.pt for the dis­
tribution of in-queue residence time, is given in Tables 



4 and 5 for each of the model runs. As would be ex­
pected, the total number of passengers on the bus, the 
number of standees, the maximum queue, the average 
queue, and the average in-queue residence time in­
creased with increased pas s enger demand. Conversely, 
the num ber of zero entries (i.e ., the number of pas ­
sengers that could board without waiting in the queue) 
decreased with increased passenger demand. 

This information is useful for planning and evaluating 
the operations of a boarding platform. Table 4 indicates 
that, for passenger flows above 300/ h, with a pay­
enter method of fare collection, not all passengers 
will be able to board a bus and that the maximum num­
ber of persons that can board the 12 buses is 574 pas­
sengers. Similar data from Table 5 for the pay-leave 
method of fare collection are 800 and 845 passengers/h 
respectively. 

The information about average and maximum queues 
can be used to design adequate loading platforms or to 
change operating procedures to avoid overcrowding on 
an existing platform. The values of average time per 
passenger in the queue can be compared with desired 
service standards and appropriate operational changes 
made if necessary. 

With the use of GPSS, models can be developed to 
simulate the operation of other bus stops. The model 
developed here is an example , not a model for all cases. 
However, it can be adapted to other cases by changing 
the distributions of passenger arrival and service times 
as well as the time allocated for each bus to load pas­
sengers. 

CONCLUSIONS 

From the analysis of photographic studies of bus pas­
sengers described here, it can be concluded that 

1. There is no difference in the average service time 
for each successive passenger to board, except that the 
first passenger may require less time due to the ready 
storage area on the steps between the bus door and the 
driver ; and 

2. The distribution of service times for individual 
passengers to pass through the vehicle door can be 
represented by an Erlang function in which the value of 
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K seems to be equal to the number of doors on the ve­
hicle and the minimum service time is approximately 
half the average service time. 

These results can be used as inputs with simulation 
models to analyze a series of bus flow situations for the 
development of guidelines to assist the terminal designer 
and street transit operator in evaluating their existing 
or proposed system. Specific models can be developed 
to evaluate the effects of the method of fare collection 
(for example , on queue length), the average waiting time 
under varying rates of passenger arrivals, the use of 
both front and rear doors for boarding, or the use of the 
front door for boarding and the rear door for alighting. 
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Differential Time-of-Day Transit-Fare 
Policies: Revenue, Ridership, 
and Equity 
David T. Hartgen and David L. Weiss, Planning Research Unit, New York State 

Department of Transportation 

This paper examines the financial, ridership, and equity implications of 
premium rush-hour fares of seven transit systems in New York State. 
Using 1973 data and demand equations that establish a relation between 
fare and ridership, calculations are made to estimate changes in ridership 
and revenue in each of the cities for various peak and off.peak fare com­
binations. Graphs are plotted for each of the cities to determine the fare 
combinations that maximize ridership without decreasing revenue more 
than 5 percent and still improve equity. The results showed that, in all 
of the cities studied, no differential fare combination increases both rev-

enue and ridership simultaneously. Certain combinations improve equity 
while increasing either ridership or revenue with a less than 5 percent loss 
in the other. In Albany-Schenectady-Troy, Rochester, Syracuse, and 
Binghamton, combinations that increase passengers at the expense of a 
less than 5 percent decrease in revenue are attractive because of their 
flexibility. In New York City and Buffalo, combinations that increase 
revenue rather than passengers are attractive because no fare combination 
would increase passengers more than 5 percent without a loss of 15 per­
cent or more in revenue. 
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Differential time-of-day transit fares (in which peak­
hour riders pay a higher fare than do off-peak riders) 
have recently been proposed in many U.S. cities, and 
are suggested as a potential policy for transportation 
system management. These fares are attractive for 
three reasons: 

1. Fare increases only in peak hours increase 
revenue without significant ridership losses, because 
peak-hour ridership is generally less sensitive to fare 
changes than is off-peak ridership; 

2. Differential time-of-day fares encourage travelers 
to shift to off-peak periods, lessening peak-hour service 
requirements; and 

3. Differential fares are more equitable because the 
cost of peak-hour service is carried more heavily by 
peak-hour users, for whom a large fleet must be pro­
vided. 

This paper reports on a recent study in New York State 
to evaluate the ridership, revenue, and equity implica­
tions of such policies in seven transit systems. 

DATA SOURCES AND CALCULATIONS 

The peak hour is defined as the time from 7 to 9 a.m. and 
4 to 6 p.m. In some cities the afternoon peak begins at 
3 p.m., but most of the travel at this time is nonwork 
trips. Ridership and revenue data (Table 1) were ob­
tained from 1973 reports submitted to the New York State 
Department of Transportation (NYSDOT) by transit 
operators to qualify for operating assistance. Base 
data on peak-hour ridership were obtained from area 
transportation studies done by NYSDOT in previous 
years. Data on transit-demand elasticity were used to 
calculate changes in ridership and revenue. These 
relationships have been investigated by Hartgen and 
Howe (1) in a study of fare increases and by Donelly (2) 
in a stUdy of fare decreases. The fare-decrease elas-: 
ticities are generally lower than the fare-increase elas­
ticities and vary with the magnitude of the fare decrease. 
Table 1 also shows typical values for a fare decrease to 
25 cents. The relation of these elasticities to ridership 
and revenue is as follows: 

R =RB [I + e(liF/F)] (!) 

where 

R riders at new fare, 
e elasticity (increase or decrease depending on 

whether ~F is positive or negative), 
~F change in fare, 

F existing fare, and 
R8 riders at existing fare. 

rev= R(F + liF)k (2) 

where rev = new revenue and K = ratio between 1973 
riders and rP.vP.nnP. (fare-expansion factor to estimate 
~0t~.! !9~1.'~!!.•_!t:' fr0Tn ~ e-ivP.n nnminttl f:irP. )-

Each of the seven systems was analyzed, and the 
changes in revenue and ridership that would occur if 
differential time-of-day fares were implemented were 
calculated. 

POLICIES 

Each proposed differential-fare combination can be 
represented by its impact on revenue and ridership 
(Figure 1) as follo"vvs: 

Objective Impact 

A Increase both passengers and revenue (may not be possible) 
B Increase either passengers or revenue, with a Jess than 5 

percent loss in the other 
B1 Increase passengers, with a less than 5 percent Joss in 

revenue 
82 Increase revenues, with a less than 5 percent loss in pas-

sengers 
C Maintain both passengers and revenue (a less than 5 

percent loss in both) 
D Increase either passengers or revenue, with a more than 5 

percent loss in the other 
D1 Increase passengers, with a more than 5 percent loss in 

revenue 
D2 Increase revenues, with a more than 5 percent loss in 

passengers 
E Decrease both passengers and revenue, with a less than 5 

percent loss in one, and a more than 5 percent loss in the 
other 

E1 Decrease revenues more than 5 percent, with a less than 5 
percent loss in passengers 

E2 Decrease passengers more than 5 percent, with a less than 
5 percent loss in revenue 

F Decrease both passengers and revenue, with a more than 5 
percent loss in both 

While the specific levels of these objectives (e.g., 5 
percent) are arbitrary, they illustrate the range that 
may be achieved by the implementation of differential 
time-of-day fares. The particular level chosen here 
(i.e., the 5 percent change) was selected because it 
isolates a small number of fare combinations that achieve 
real revenue or ridership increases while improving 
equity. 

To determine the fare combinations that achieve each 
of the objectives, a series of graphs was constructed to 
show the passenger and revenue changes that would occur 
in each city (Figures 2 to 8). In these figures, off-peak 
fares are plotted along the horizontal axis and peak 
fares along the vertical. At the intersections (i.e., at 
each fare combination) are shown the associated per­
centage changes in passengers and in revenue that would 
occur from 1973 levels. A series of contours is then 
drawn to connect points of equal percentage change and 
delineate areas of the graph where the fare combinations 
achieve the objectives. These areas are indicated by the 
large letters A through F. 

By definition here, equitable fare policies are those in 
which peak fares are higher than off-peak fares. For each 
of the above objectives, it is possible to identify fare 
combinations that are less equitable than the present flat 
fare by reducing peak and increasing off-peak fares, but 
doing so would increase the inequities of the present flat­
rate system. It would also add more passengers to 
transit vehicles at times when there is no or little excess 
capacity while increasing the capacity of the system to 
handle the increase would eliminate any revenue gains 
made. 

RESULTS 

Because ridership and revenue levels are influenced by 
trani::it-demand elasticitv_ and because that elasticitv 
varies from city to city (Table 1), the effect of dif­
ferential fares will also vary among cities. Generally, 
elasticities are lower in larger cities; that is, there is a 
lower percentage change in ridership as a result of any 
change in fare. Elasticities generally increase with 
decreasing city size, but there is no proportional rela­
tionship between these variables. On the basis of 
elasticities, and, hence, the similarities in the be­
havior of passenger and revenue levels, the cities 
studied can be separated into three distinct groups, 
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Table 1. Ridership, revenue, and fare elasticities of cities in New York State. 

Fare Elasticity 
Ridership, 1973 (000) 

Revenue, 1973 ( $000) Fares, 1975 ($) Decrease 

System Peak Off-Peak Total 

Albany-Schenectady -Troy 4 631 6 395 11 026 
Binghamton 802 869 1 671 
Buffalo 10 479 17 097 27 576 
Rochester 8 475 9 181 17 656 
Syracuse 4 558 6 041 10 599 
NYC Subway 575 494 648 962 I 224 456 
NYC Bus 122 997 169 854 292 851 

a Revenue/passenger 

Figure 1. Schematic diagram of policy objectives. 
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These are, in order of the elasticity levels: (a) New 
York City and Buffalo; (b) Albany-Schenectady-Troy 
(Capital District), Rochester, and Syracuse; and (c) 
Binghamton. 

Peak 

1 852 
264 

5 089 
3 331 
1 655 

185 531 
50 222 

In New York City, the low elasticities of the subway 
provide a great deal of flexibility in determining fare 
policies. A large number of fare combinations, although 
producing passenger-volume decreases, keep these 
losses below 5 percent (area B2 in Figure 2). Con­
versely, no fare combination would increase passenger 
levels more than 2 percent without producing a revenue 
decrease of 6 percent or more. Most of these results are 
are also applicable to the New York City bus system 
(Figure 3). The only equitable fares that do not produce 
reasonable passenger and revenue levels (objective B2) 
on both the subway and the buses are 25-cent off-peak 
and 50-cent peak and 25-cent off-peak and 55-cent 
peak fares. These maintain both passengers and revenue 
on the bus system (objective C) or increase revenue 
with less than a 5 percent loss in passengers (objec -
tive B,). 

The low elasticities in Buffalo (Figure 4) would prevent 
any significant increases in passenger volumes if off-peak 
fares were reduced. It is not possible to increase rider­
ship 5 percent without incurring revenue losses greater 
than 20 percent. On the other hand, fares can be higher 
than on other systems without sustaining large passenger 
losses: a 15 percent increase in fare-box income would 
be accompanied by an approximately 5 percent decrease 
in passenger levels. The low ridership elasticity in 
Buffalo provides a wide number of possible fare combina­
tions that satisfy this objective (B2). 

Transit-demand elasticities in the Capital District, 
Rochester, and Syracuse are approximately equal and 
about twice as high as those in New York City and 
Buffalo. Consequently, the characteristics of the fare 
combinations that are possible in the latter cities are 

Increase Fare to 
Off-Peak Total Base Average a Ratio Fare $0.25 

2 558 4 410 0.40 0.40 1.000 -0.52 -0 .28 
287 551 0.40 0.33 0.824 -1.15 -0.56 

8 304 13 393 0.40 0.486 1.214 -0.25 -0.13 
3 608 6 939 0.40 0.393 0.983 -0.54 -0 .29 
2 194 3 849 0.35 0.363 1.038 -0.56 -0 .33 

209 215 394 746 0.35 0.3224 0.921 -0.23 -0.20 
69 355 119 577 0.35 0.4083 1.167 -0.26 -0.22 

not present in the former. The large number of com­
binations, the flexibility, and the high level to which 
fares can be increased before producing diminished 
revenue returns are all absent. Similarly, the char­
acteristics of the fare combinations in these three cities 
resemble each other: There are at most two fare com­
binations that are equitable and produce passenger in­
creases (objective B2), and there are a large number of 
profitable but inequitable combinations. 

A 35-cent off-peak and 40-cent peak fare appears to 
be the best combination for the Capital District (Figure 
5). This policy would increase passengers 3 percent 
and decrease revenues 4 percent. This fare is more 
desirable in the long run than is a 35-cent off-peak and 
45-cent peak or a 40-cent off-peak and 45-cent peak 
fare, which, although equitable, might be accompanied 
by lower passenger increases. 

Like the Capital District, there are few options in 
Rochester (Figure 6). Accordingly, the attractive fare 
combinations, both equitable, are about the same : A 
35-cent off-peak and 40-cent peak fare increases pas­
senger volumes in Rochester by about 3 percent at the 
expense of a 4 percent drop in revenue; a 35-cent off­
peak and 45-cent peak fare maintains both levels. The 
passenger and revenue situation in Syracuse (Figure 7) 
is approaching that which has already occurred in 
Binghamton where fare increases soon resulted in de­
clining fare-box revenues. Serious argument should 
be made against higher fares because of their de­
pressing effect on passenger volumes. Unfortunately, 
in Syracuse the fare options are limited, and, to pre­
serve flexibility for future policy decisions, only two 
fare combinations are attractive : a 35-cent peak and 
30-cent off-peak or a 40-cent peak and 30-cent off-peak 
fare. 

Binghamton (Figure 8) has the highest elasticity 
among the cities studied, and will probably have its 
revenue and ridership levels affected more. Yet it 
has the fewest options available to it. The uniqueness 
of Binghamton's position is shown in Figure 8. The 
transit-demand elasticities are more than twice those 
of the next-lowest city, Syracuse (Table 1), and ·are 
responsible for a contour configuration that is unlike that 
of any other city. The revenue-change contours are 
elliptical, disappearing at 0 percent, and the passenger 
contours are closer than in any other city. Further­
more, large areas are under objectives E and F. Hence, 
it is impossible to increase fare -box revenue by any 
combination fare. At the same time, changing fares 
would create large-scale fluctuations in passenger 
levels, either up or down. Apparently because of 
the high elasticities, current fares are at levels at 
which further increases would probably result in 
revenue decreases, and passenger levels would be 
affected dramatically. The most profitable outcome 
possible for Binghamton is one in which passenger 
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Figure 2. Passenger and revenue effects of combination fares : 
New York City subway. 
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Figure 3. Passenger and revenue effects of combination fares: 
New York City public bus. 
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Figure 4. Passenger and revenue effects of combination fares: 
Buffalo. 
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Figure 5. Passenger and revenue effects of combination fares: 
Capital District (Albany-Schenectady-Troy). 
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Figure 6. Passenger and revenue effects of combination fares: 
Rochester. 
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Figure 7. Passenger and revenue effects of combination fares: 
Syracuse. 
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Figure 8. Passenger and revenue effects of combination fares : 
Binghamton. 
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volumes increase 5 percent or more and revenues 
remain constant or decline slightly (between 0 and 5 
percent). That objective (B1) is possible with a 35-
cent off-peak and 40-cent peak fare that would main­
tain revenues while increasing passenger volumes 
by about 7 percent. An all-day 35-cent fare would 
be less equitable but is a reasonable alternative 
situation (Figure 8). 

SUMMARY AND CONCLUSIONS 

Differential time-of-day fares were analyzed for seven 
New York State cities with three criteria: to increase 
revenue, to increase ridership, and to improve the 
equity of fares for peak versus off-peak users. For 
the systems studied, no differential fare combination, 
either equitable or not, could be found that would in­
crease both ridership and revenue simultaneously. 
Riders can be attracted during off-peak hours by charg­
ing fares that are lower than current (1973) levels, but 
only by incurring higher deficits. However, for all 
seven systems, there are certain differential-fare pol­
icies that markedly improve equity and at the same 
time increase either ridership or revenues with less 
than a 5-percent loss in the other. 

Fare increases are not reversible: Those who leave 
the transit system when fares go up may never return, or 
return only after long per_iods. For this reason, it is 
preferable to encourage differential-fare policies that 
maintain or increase ridership at a slight loss in 
revenue, rather than the reverse. In four of the systems, 
Albany-Schenectady-Troy, Rochester, Syracuse, and 
Binghamton, there are differential-fare policies that will 
achieve this objective and also improve equity. In the 
largest systems, New York City subway, New York City 



48 

public bus, and Buffalo, there are differential-fare 
policies that increase revenues and also improve equity. 

Generally, increased peak-hour fares in combination 
with low off-peak fares will have a negative impact on 
either revenue or passenger levels. No program can 
produce a revenue increase without a corresponding 
decrease in passenger volume. 
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Approach to the Planning and Design 
of Transit Shelters 
Luis A. Bodmer, James M. Sink Associates, Houston 
Martin A. Reiner, Chicago Regional Transportation Authority 

For a transit patron, the transit shelter is one of the most easily recogniz­
able elements of the transit system, but, at present, this type of transit­
interface facility is considered simply for its cosmetic value. This attitude 
creates a weak I ink between the transportation system and its users and 
·can threaten the viability of the urban transit system. This paper presents 
the theses that transit shelters have a more significant role in the commu­
nity and in the transit system than being just a windbreak or weather­
protection device; that they are an interface point with the system and 
should protect, comfort, inform, and guide the user; that they should 
blend into the surroundings but still be visible; and that they should not 
be isolated or passive agents. The paper sets forth an innovative approach 
to the planning and design of shelters and describes what a shelter facility 
is versus what it ought to be. It also describes the types of activities that 
are involved in the development of the transit shelter and the types of 
functional, social, financial, physical, and user issues that should be con­
sidered. The benefits that can be derived through the use of this approach 
are discussed. 

A transit stop is a primary interface between the patron 
and the transit system. A well-designed stop will en­
courage ridership and provide comfort, security, infor­
mation, and a place to rest. When a patron arrives at 
a stop and there is no bus in sight, a commonplace oc­
currence, he or she waits and watches automobile 
traffic pass by. This increases the illusion or reality 
that transit is inferior to the automobile in terms of 
travel time. However, if the patron is comfortable and 
occupied while awaiting the arrival of the bus, the pas­
sage of time may lose some of its significance. 

To help increase the viability of the transit system 
in this respect, shelters have been recomµiended. These 
shelters need not be isolated passive agents but can and 
should be fully integrated into both the immediate en-
__ ,: ________ ... --...1 LL- '--1---- -~ .&.1......, .&.- ... --.:'- ----.&.---- T-
V .LL VU.l.l.U:;.1.11,. Q.UY '-U'Ci UQ.1.c::\.11\.,•~ V.l l...l.l'Ci 1..1. A.U.O 1.L 0 J OL'Ci.l.U.. .LU 

addition, they should be active agents in encouraging 
the use of the system. The traditional hardware ap­
proach to shelter and bus stops is a beginning, but 
recognition that the shelter and stops are parts of a 
complex design issue is very important. Figure 1 
illustrates conceptually the manner in which the hard­
ware and the environment are parts of a system that 
actively seeks to integrate the community, the transit 
system, and the patron. 

As the interface among these, the shelter and stop 
have several important roles that may differ from 

residential location to activity-center location to 
employment-center location. These differences may 
affect the emphasis that given roles might have, although 
no role should ever be ignored if the shelter is to suc­
cessfully serve the community, the transit system, and 
the patron. 

Well-designed transit-shelter facilities should include 
more than a windbreak and a roof and be similar to 
transit facilities such as airport terminals or union 
stations. Although capital investment and space limita­
tions will restrict options, the environment of a bus stop 
and shelter ideally should reflect the following (Fig-
ure 2). 

1. Shelters provide security. The environment of 
the bus stop should be designed in a manner that en­
courages people to use the facility and provides them 
with a sense of security. At night a well-lighted stop 
permits bus drivers to see waiting patrons and provides 
patrons with the ability to see their environment. 
Lighted open spaces, rather than dark and confining 
areas, increase the users' feeling of well-being. The 
availability of a telephone or police and fire call box 
or both can also increase personal security. 

2. Shelters provide a rest area. A relatively large 
number of transit riders are to some extent restricted 
in their mobility. Rest facilities, including benches to 
sit on and racks on which to place packages, increase 
the attractiveness of the system. If a person is already 
tired from walking to a bus stop, he or she is probably 
a less than completely satisfied customer. Benches 
and parcel racks, and perhaps a drinking fountain, would 
____ ... _.,! __ , __ , __ ____ , ______ .:J 
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3. Shelters provide for the needs of the handicapped. 
Consideration should be given to the needs of people 
using wheelchairs, walkers, crutches, and other aids. 
As transit systems and vehicles seek to serve the hand­
icapped better, the emphasis should be not on accentuat­
ing differences and difficulties, but rather on ameliorat­
ing them. Curb cuts at appropriate points near and en 
route to shelters, smooth pavements, wide access, 
low-level signs, and grab rails should be included to 
make use of the facility possible for people restricted 
to wheelchairs. 
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Vision-impaired individuals cannot rely on standard 
signs and signs in braille should be provided. Sharp 
corners and edges should be avoided and differences in 
textures can be used to provide information such as the 
direction in which to proceed. If transit routes are color 

coded, the spe Hing of the name of the color is essential 
for people who have difficulty in distinguishing colors. 

4. Shelters protect against the weather. A shelter 
is helpful in all seasons , for it can protect people from 
sun, wind, and precipitation. Analysis of the prevailing 

Figure 1. Bus-shelter design process. 
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wind direction at specific shelter locations will permit 
construction of shelters that shield the patron from the 
weather while he or she awaits the arrival of the bus and 
then boards it, The access to shelters should not result 
in the shelter acting as a sail and collecting wind, rain, 
snow, and rubbish. 

5, Shelters increase transit service areas. Tran­
sit shelters have consistently been an important con­
sideration for system patrons. In surveys designed 
to determine whether improved services would in­
crease the use of a system, patrons have always re­
sponded in the affirmative. When employees in one 
smaller midwestern city were asked how far they 
would walk to a bus stop without a shelter as op­
posed to how far they would walk to one with a 
shelter, on the average sheltered stops attracted people 
from a half-block farther away. 

LOCATION OF TRANSIT SHELTERS 

To this time the primary emphasis in the development 
of analytical tools has been on (a) the definition of trans­
portation networks, (b) the identification of levels of 
service, (c) the identification of vehicle requirements. 
and (d) the analysis of transit-system options. There. 
are only limited quantitative tools available (~ !!_, i) for 
locating and designing transit shelters, which have gen­
erally been placed on the streets according to rules of 
thumb and subjective professional judgment, a practice 
that has resulted in the use of the following type of 
criteria (~ ~): 

1. One shelter per block in central business district 
(CBD) or high-density residential areas; 

2. One shelter every two or three blocks in medium­
density residential areas; and 

3. One shelter every six or more blocks in low­
density residential areas. 

Similar guidelines for the placement of shelters with 
respect to traffic flows have also been promulgated (7). 
These include midblock, near-block, and far side of­
intersection placements. 

1. Midblock placements are primarily used at loca­
tions where bus routes require left turns at the next 
corner or where traffic volumes are low. 

2. Near-block (near side of intersection) placements 
are primarily used at signalized intersections to facili­
tate passenger crosswalk movements. It is also used 
where on-street parking is not permitted, where there 
are heavy left-turn movements, and where through traf­
fic is heavy. 

3. Far side of intersection placements are primarily 
used at intersections with heavy right-turn movements 
or on streets with limited curb lengths due to on-street 
parking facilities. 

SPATIAL REQUIREMENTS FOR 
TRANSIT SHELTERS 

Two types of areas are currently used to determine the 
total spatial requirements for bus stops (8). These are 
the bus curb loading zone and the pedestrian-and-patron 
waiting area. The former is usually given in distance 
and may vary according to the location and the number 
of bus loadings required. The pedestrian-and-patron 
waiting area is that space wherein a shelter would be 
located and has been narrowly defined as that area oc­
cupied by the shelter structure. The most commonly 
recomm n(I cl pedestrian s helter varies between 4.5 
and 7 .6 m2 (50 and 84 ft2) ~ !Q). Given the weak and 

piecemeal character of the techniques that are pres­
ently used for the planning of bus-stop shelters and the 
need to improve bus and transit interface facilities, ap­
propriate procedures and guidelines that will encourage 
new alternatives in the location and design of transit 
shelters should be developed. 

Guidelines that will aid in the location and design of 
the appropriate shelter(s) that best meets community 
needs must consider a series of evaluation criteria. 
These include 

1. Users of the facility, 
2. Types of transit systems that the shelter will 

support, 
3. Types of pedestrian and vehicular systems that 

it will reinforce, 
4. Design objectives and constraints, 
5. Space availability, 
6. Incorporation of activities and amenities, 
7. Materials, 
8. Flexibility, 
9. Maintenance, 

10. Resistance to vandalism, 
11. Accessibility for the mobility-limited, 
12. Weather protection, and 
13. Aesthetics. 

FINANCIAL IMPLICATIONS 

The 1976 prices for relatively simple shelter facilities 
range from approximately $1000 to $2400. These shel­
ters are 1.8 and 6.75 m2 (20 and 75 ft2) respectively and 
contain few amenities. A minimal graphics installation 
costs between $750 and $1000. The average cost of in­
stallation of these structures is about $200 and requires 
7 to 10 person-h. Shelters with benches and panels for 
information dissemination or advertisements are double 
or triple these prices, depending on site conditions and 
location. 

Perhaps the most ambitious shelter project undertaken 
is in Austin, Texas. There, as part of a bicentennial 
downtown redevelopment project, two shelters were 
erected at a cost of $30 000 each and site preparation 
costs of $90 000. Only the best materials were used, 
the needs of people and transit vehicles were taken into 
full consideration, and there are many amenities. 

Who takes responsibility for shelter placement and 
programs? In Austin it was a combined public and 
private effort; in the Chicago region there is a com­
bined federal, state, and local effort; and in New York 
City the effort is largely a private enterprise. This 
case is the most interesting. A commercial firm that 
erects 4.3-m2 (48-ft2) lighted shelters with large ad­
vertising panels has been established. The revenue from 
the advertisements is sufficient to pay for the installa -
tion of the shelters by the city as well as a fee of five 
percent of the revenue from the advertising to the city. 
There are 254 shelters in Manhattan and the Bronx and 
600 new ones are planned for 1977. A similar enter­
prise will soon be under way in the Chicago area. 

When riuhlic money iR used for shelter projects, the 
usual source has been 80 percent from section 3 of the 
Urban Mass Transportation Administration and 20 per­
cent from local matching. This approach has been 
used by the northeastern Illinois Regional Transportation 
Authority (RTA) to build several hundred shelters: 
Funds for shelters have come from local community 
money, directly from the RTA, and from the Illinois 
Department of Transportation (IDOT). IDOT has also 
used the shelter concept to provide facilities at railroad 
stations rather than construct ne 1n depots. 

Another source of funds for the construction of shel-



Figure 3. Transit-shelter composite. 

ters is from commercial property owners. As a joint 
development effort, both the retailers and commercial 
interests and the transit operators can be served. 

Beyond the capital and construction costs are the 
maintenance outlays. These can be large in cities and 
communities with large programs. Vandal-resistant 
materials are often essential, and lights, heater ele­
ments, information inserts, cleaning, and resupplying 
vending machines will require attention. Annual main­
tenance costs per shelter vary greatly, reaching $1000 
for weekly inspection and service, with labor costs 
being the largest part of the expense. More detailed 
maintenance experience will become available as more 
units are installed in more cities. 

PROCESS FOR IMPLEMENTATION 

The usual approa~h to the implementation of a bus­
shelter program involves jumping from the recognition 
of the problem to a hardware solution. The recognition 
that a process -oriented effort is needed is an improve­
ment on this because a planner is then involved with the 
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complex design problem. This paper proposes a crea­
tive effort that consists of a number of phases and ac­
tivities that overlap and are aimed at identifying, de­
scribing, and analyzing the problem prior to the attempt 
to synthesize the solution. 

Figure 1 provides a summary of a creative yet prag­
matic approach to the planning and design of transit 
shelters. Briefly, the following questions must be 
considered. 

1. Environmental attributes: What are the physical 
surroundings at the specific site? 

2. User attributes: Who is most likely to come to 
the transit system at the specific site? Is it the elderly 
or the mobility-limited? How many people will there 
be? 

3. Problem definition : What, based on environ­
mental, user, and system attributes, is hoped to be 
accomplished at the site? 

4. Identification of needs and objectives: What 
types of shelters meet the specific sociogeographic re­
quirements? 
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Table 1. Identification key for transit-shelter placement and design. 

Key Element 

A Deboarding area 

B Boarding area 

c 

D 

E 

F 

G 

H 

J 

K 

L 
M 

N 
0 

Active waiting area 

Weather protection 

Artificial and natural 
lip;ht and heat source 

Passive waiting and 
sitting area 

Flexible partition 
(seasonal) 

Interior and exterior 
information display 

Flat structural surface 

Ancillary facilities 

Access point 

Pedestrian lightinp; 
Primary pedestrian 

flow 
Curb cut 
Wheelchair clearance 

Note: l cm = 0.4 in~ 

Identification 

Area into which people leaving buses 
walk, preferably when exiting through 
vehicle rear door; so located that 
these patrons do not interfere with 
those boarding the bus or waitinp; to 
board that or any other bus 

Area between shelter and bus itself 
where people queue for access to 
vehicle: pavement treatment in areas 
with sidewalks, µaved area in areas 
without sidewalks to designate path 
between shelter and vehicle 

Area reserved Car standing while wait­
ing for bus and incorporating features 
that facilitate passage of time; in­
cludes informational displays, art 
work, or any other acceptable exhibit 

Overhead protection from sun and rain: 
shelter from wind 

Roof of shelter designed to permit natu­
ral daylight to enter and also provide 
shade; should hold light fixtures for 
nighttime illumination and heat lamps 
for cold weather 

Area in \Vhich people rest while waitin~ 
for buses; light enough for reading; 
comfortable seating: open view to ar­
riving vehicles 

Protection in winter: freer air flows in 
summer 

Panel of shelter wall to contain route 
and system information (maps, tele­
phone number, schedules) for board­
ing passengers and neighborhood in­
formation for arriving passen~ers: 
use of both sides of panel minimizes 
loss of transparency and increases 
number of people who can refer to the 
information at any given moment 

Flat surfaces to facilitate maintenance 
and cleaning 

Vendin~ machines, telephone, trash re­
ceptacles placed on outside of shelter 
so as to not interfere with transit 
function 

Entry point to shelter; placed to be im­
mediately recognizable to patrons ap­
proaching from either major pedes­
trian flow or buses: essential if trans­
fers are possible or patrons desire to 
meet others at shelter 

Outside light 

Major direction of approach to shelter 
Ramps cut into curbs at corners 
Minimum horizontal clearance of 90 cm 

5. Social, physical, and technical considerations: 
Are shelters accessible to all potential users? Do pro­
posed shelters conflict with the immediate sw·round­
ings? How does the proposed hardware enhance per­
sonal comfort and safety? 

6. Definition of activities to achieve objectives: 
Which activities (waiting, reading, or resting) are com­
patible with the shelter nnd the s ite? 

7. Development of alternatives: What is the range 
of deslg-r1 concepts ? 

0. 5eieci.iun ui l.i1t:! U~::;i. a.li.~iud.Liv-c : """,r~1ich a.l~~~UQ. ­

tive best meets the social, physical, technical, legal, 
and financial concerns of the community? 

9. Building solutions and specifications: How shall 
the shelter program be implemented? What are the 
architectural guidelines for shelter construction and 
monitoring? 

DESIGN CONSIDERATIONS 

The desired attributes oi the transit sheiters musi lie 
translated into design considerations. 

Functional Considerations 

A transit shelter should not create conflict within its 
own surroundings by becoming a barrier and obstruct ing 
circulation or access. It should support the s eries of 
activities that will take place there. It should be a key 
element in the planning and development of pedestrian 
and street networks and their immediate land uses. 
Tailored to the existing natural and man-made features 
and local climatic conditions, the facility should con­
tribute to the overall appearance of its surroundings 
and become an integral part of the streetscape. The 
transit stop should be the portal or entryway to the 
transit system and should support the functioning of 
that system through its physical, s ocial, and techno­
logical attributes. The shelter and the transit system 
can help i·einforce the community's s ocial, physical, 
and economic goals. Finally, any shelter must meet 
vehicle and system operational requirements as to 
capacity, geometrics, and facilities. 

User Considerations 

Any transit shelter should be easily accessible to all 
potential users, regardless of age or mobility restric­
tions. The internal arrangement of such a facility and 
its pedestrian-circulation pattern should be easy for 
the user to understand. The design should accommodate 
optimal passenger densities and help to increase the 
patron's s afety through proper site location and lighting, 
elimination of visual and phys ical barriers and of blind 
ends, coordination of entry and exit points with ex­
ternal pedestrian and vehicular traffic flows, and ap­
propriate external surveillance. 

Social Considerations 

The bus s top and the transit shelter should help increas e 
the passenger's perception of system reliability, which 
will be accomplished if the facility is a dynamic environ­
ment in which the user is comfortably active while await­
ing the bus. 

Physical Considerations 

The structural system of any shelter should be flexible 
in size and arrangement of partitions to facilitate main­
tenance and allow for potential change in patronage and 
spatial or climatic conditions. The walls should allow 
for maximum transparency to facilitate visibility thr ough 
and from the shelter. This is important for the patron's 
sense of security, especially if he or she is alone or 
with one other person. Insulating devices are desirable 
to decrease noise discomfort, vibration, and the effects 
of inclement weather. A heat source to provide warmth 
and eliminate the formation of ice on the floor during the 
winter is essential in certain geographic areas. At 
night, there should he a level of artificial lighting adequate 
to permit reading of personal material and posted in­
formation. The inclusion of any ancillary activities (e.g., 
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receptacles) should, to the extent possible, serve the 
transit user exclusively and not conflict with the waiting 
area by inviting nontransit users into the facility. 

Signs should be visible, and the information system 
should be concise and sufficiently flexible to allow 
changes. Signs should be properly s caled and should 
direct passenger boarding and alighting activities. The 
needs of the visually handicapped must be considered. 

Flat structural surfaces will allow easier assembly 
and maintenance, and the avoidance of totally enclosing 
surfaces will reduce the accumulation of trash and dust 



in corners. Construction materials should be durable 
and economical without sacrificing the needs of the user 
or attractiveness. Figure 3 illustrates a typical proto­
type shelter. The critical elements of this shelter are 
identified in Table 1. The mass-produced shelters cur­
rently available are not apt to meet the criteria and 
considerations discussed above, although modifications 
to them can lead to a successful program . 

In addition to the space available for the shelter, the 
availability of pavement is also important. While there 
are sidewalks and pavements in the CBD and other high­
activity locations, they are sometimes absent in resi­
dential neighborhoods. This should not preclude shelter 
placement in low-density residential areas without paved 
walkways. The placement of a shelter should encourage 
its use and not inhibit pedestrian flows. Therefore, the 
ideal location is at curbside when wide sidewalks are 
available, set back acr oss narrow sidewalks, and close 
to curbside (with a pavement added) when there is no 
sidewalk. In all cases, there should be provisions for 
people with mobility limitations so that wheelchairs or 
walking aids are not hampered. 

CONCLUSION 

The viability of our transit systems is going to depend 
not so much on their own technology as on those ele­
ments of the system that represent them to the com­
munity. A key element that symbolizes transit systems 
in our cities and communities is the transit shelter, 
the place where the components of transit service in­
teract. The patron meets the operators and equipment, 
pays fares, gains information about the system, and 
forms opinions about the level of service. The opera­
tor should intend that such a facility be more than 
simply wind and weather protection. The role of the 
transit shelter should be carefully identified through a 
close analysis 0£ the community and its perceived needs, 
the patrons themselves, and the system as a whole . 

The present approaches to the planning and design 
of transit shelters have been piecemeal at best and 
limited in scope. This paper suggests a more sys­
tematic, yet flexible, approach, and a methodology that 
will allow better definition and analysis of the problem 
and encourage more creative thinking toward the plan-
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ning and design of transit shelters. By examining 
trans it s helters in the context pxoposed here, t hey will 
have the potential to t ranscend t heu· identity as simple 
waiting areas . Shelter s could function as indoor-to­
outdoor rooms for the transit user in which he or she 
would not only wait but might also socialize , read, rest, 
listen, or watch in a safe envu·onment; i.e. , trans it 
shelters could become social places oriented to the 
needs of a ll the system's patrons, including the e lderly, 
the mobility-limited, the yow1g, the commuter, and 
the choice r id er . 
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Role of Simulation Models in the 
Transit-Station Design Process 
Jerome M. Lutin and Alain L. Kornhauser , Department of Civil Engineering, 

Princeton University, New Jersey 

This paper summarizes the ways in which a transit-station simulation 
model could be developed to function as a 111ore integral part of the de­
sign process. It examines in detail the interface of the user with the 
model. Specific problems dealing with network and spatial representa· 
tion are discussed, and the model output is matched with the informa­
tion needs of the designer at the appropriate stages in the design process. 
The paper concludes with a discussion of the cost-effectiveness of 
station-simulation models. 

Over the past several years, the Urban Mass Transpor-

tation Administration (UMTA) has been developing an 
a nalytical tool to assist transportation planners and en­
gineers in the design of public transportation facilities. 
Recently, a pilot version of a computer program to eval­
uate transit-station designs was tested and evaluated (1). 
The role of simulation models in the design process was 
examined in detail, and a number of ideas about the ex­
panded range of analysis possible when computer models 
are used to supplement more conventional techniques of 
facility design were developed. This paper summarizes 
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the ways in which a future version of the simulation 
model could function as a more integral part of the de­
sign process. Basically, the paper focuses on the inter­
face between the use1· and the model, rather than on the 
adequacy of the underlying theory and mathematics. 

Design is a synthetic process, which places it at the 
periphery of scientific activity . TJ1e acts of designing, 
ma11ipulating and arranging components, and developing 
principles of organization cannot be decomposed into a 
series of easily defined sequential steps, for the process 
itself requires creativity and imagination. Consequently, 
tools to aid the process must be flexible and easy to use. 
They must not present barriers to the process, but 
should be shortcuts that release the designer from drudge 
work and give him or her more freedom to exercise 
imagination and test alternatives. 

A conservative approach was used in developing the 
transit-station simulation model (USS). The model does 
not attempt to optimize the station or treat the problem 
deterministically. It uses a Monte Carlo discrete-event 
simulation procedw·e with a Markov-type path-choice 
model (2). The simulation approach presents the designer 
with a representation of the station, which he or she is 
free to use as a physical model. Because of the large 
number of unknown values and the lack of a deterministic 
theory that would permit the application of mathematical 
formulas to predict station performance, the computer 
is used to generate a simulated history of station per­
formance in time. The designer can then study this per­
formance record, modify the design where necessary, 
and test the design again. 

To use the model, it is necessary to translate the 
physical design for the station into a presc1·ibed mathe­
matical notation that the computer can understand. At 
present, it is not possible to enter a dx·awing of the sta­
tion into the compute1· memory, although future modifi­
cations may permit this. As in any computer model, the 
assumptions and mathematical rules used by the pro­
grammer largely determine the results. 

NETWORK CODING AND SPATIAL 
DESCRIPTION 

In abstracting a station design to provide input data for 
the model, a coding protocol that is based on a network 
or graphical representation in terms of links and nodes 
must be used. However, designers, particularly archi­
tects, find this notation foreign to their thinking, since 
they have been trained to think in terms of spaces and 
sequences of spaces, which are best described by areas 
and their boundaries. Networks are difficult for archi­
tects to conceptualize because of their spatial ambiguity. 

The network-coding protocol often requires many 
subjective judgments by the analyst. The layout of paths 
is fairly straightforward, but locating nodes requires 
more intuition. The most difficult to determine are the 
link and node characteristics, such as allowable areas 
for movement and queueing. Consequently, what may be 
evaluated is not the actual physical dimensfons of the 
station, but an interpretation of the area uvuilnble. 
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Nearly all coded stations abort in the initial runs because 
of link and queue-area overloads, and to eliminate these 
en·ors, movement and queue areas must be changed on 
the input data cards. Since the cases studied have dealt 
with existlng stations that are accommodating flows equal 
to or greater than those specified in the simulation, it 
was assumed that the coded areas had been underesti­
mated. However, in dealing with designs for proposed 
stations, the designer may not be sufficiently confident 
in his or her knowledge oi the operation oi the model to 
determine whether the source of an error is faulty de-

sign, faulty coding, or faulty interpretation of the area 
available. 

To remedy the problem of correctly interpreting and 
coding the stations, several alternative coding schemes 
were investigated. Of these, the most promising retains 
the basic link-node network representation and subdivides 
the station plan into a series of sectors or areas of ho­
mogeneous use and simple geometry. Links are drawn 
across each sector to represent major straight-line 
movement paths. Nodes occur at sector boundaries and 
devices. Performance statistics for all links crossing 
each sector are aggregated to give a level-of-service 
measure for the sector. Consequently, most of the sub­
jective judgments required by the translation of spaces 
into the network format are removed, and the designer 
can evaluate the individual spaces in the station. 

ROLE OF SIMULATION MODELS IN 
THE DESIGN PROCESS 

The design of transit stations has been a major concern 
of transit planners and operators for many years. How­
ever, for architects and engineers, transit stations are 
simply another among many specialized facility types 
that they design. They ru·e not usually specialists in one 
facility type, but are trained to deal with specific facili­
ties in a geneulized design process. 

As a part of their training, designers a1·e taught 
methods of assembling factual information about their 
problem. Where this information is not available, they 
rely on experience and intuition to supply the basic data 
needed. They rely on synthesis rather than on analysis, 
and most prefer to spend most of their time on actual 
design preparation rather than on i·esearch and data 
acquisition. Data collection and analysis ru·e viewed as 
peripheral activities to the commencement of the design. 
Consequently, an analytical tool that deals with the eval­
uation of a fully developed design is of limited useful­
ness. Once a design has reached a level of detail suf­
ficient for a formal analytical evaluation, all of the im­
portant decisions have been made, and revisions cause 
a considerable loss of time. 

Although design processes vary, there are usually 
four phases into which they can be divided: (a) pro­
g1·amming, (b) site analysis, (c) schematic design, and 
(d) detailed design. For most architectural projects, 
the design requires less than 15 percent of the total 
person-hours expended. 

Programming and Site Analysis 

Programming and site analysis are analytical stages. 
Programming involves the development of user and cli­
ent requirements. What functions must be accommo­
dated? What spaces must be provided? How much 
space is needed? Site analysis involves the inventory 
of conditions found at the proposed location and includes 
such items as subsoil conditions, adjacent land uses, 
traffic, circulation, building regulations, and visual 
characteristics. 

Schematic Design 

In the schematic-design phase, the designer begins to 
assimilate the information that he has acquired and to 
function as a black box in synthesizing alternative sche­
matics for the facility. These schematics are quite 
crude, graphically, often no more than scribbled 
sketches. The designer cycles through a number of 
ideas, constantly testing and refining the images, work­
ing quickly, dealing with the major spaces and design 
elements, and ignoring unimportant elements entirely. 



The resulting d1·awings are quite diagrammatic and sel­
dom have spaces accurately measured and dimensioned. 
In this stage the design takes shape as an organizing 
principle rather than as a set of functional elements. 

Detailed Design 

Once the organization of the design bas been established, 
it must be reconciled with the site and the program. In 
the schematic phase, the designer has usually dealt with 
these aspects internally and impressionistically. In the 
detailed-design phase, measured drawings are made and 
individual sections can be worked on and developed sep­
arately. This is the point at which the simulation model 
can currently be used. 

USE OF SIMULATION MODELS IN 
PRACTICE 

A simulation model will be used by transit-station de­
signers if it can respond to their needs by (a) saving de­
sign time, (b) answering hai·d questions, or (c) reducing 
construction costs. Each of these ai·eas is examined 
below. 

Saving Design Time 

It does not appear that the use of a simulation model can 
reduce the time needed to design a new transit station. 
As an evaluation tool, the model is a means to verify the 
adequacy of a design, but because of its information re­
quirements, it cannot substitute for intermediate evalu­
ations during the schematic-design phase. Currently, it 
would be most effective as a tool with which to review 
completed designs submitted by consultants. Architec­
tural and engineering firms who attempt to use such 
programs without prior experience will have heavy ini­
tial costs in time and computer resou1·ces . Consequently, 
the use of simulation models will be limited to those that 
are already heavy computer users (pe1·haps only 10 to 15 
percent of all uchitectural and engineering firms) . Cod­
ing requirements and machine-processing time will also 
increase the amount of time needed for station design. 

However, the use of a simulation model can save sig­
nificant time in the redesign or retrofitting of existing 
stations where the designer begins with a completed 
plan. The coding becomes much simpler and the s.imu­
lation results can be verified in the field. In such ap­
plications, the model can provide the designer with a 
means to re create conditions in the existiug station with­
out lengthy field observations. Flows can be sampled 
and used to calibrate tile simulation, for which couditions 
can tben be varied to rec1·eate a va1·iety of operating 
modes. The use of a simulation model also permits a 
reduction in data collection for the existing station. 
Finally, the program itself can be used as a manipulable 
sketch-planning model. 

Answering Hard Questions 

Because the job requires a complete facility plan, re­
ga1·dless of info1·mation gaps , the designer is frequently 
forced to make assumptions and resort to intuition. In 
many cases, however, assumptions and intuition fail to 
provide the correct answers, and facilities may later be 
deficient . In certain critical areas, such mistakes can 
be costly or even tragic. The model should be used in 
those critical areas for which there are no ready solu­
tions 01· standards. Three areas oi station-design un­
certainty iu which USS could pl'ovide answers to hard 
questions are (a) safety, (b) area requirements, and (c) 
trade-offs between devices and space . 
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Safety 

Designers need better information on how stations func­
tion during emergencies . For example, subway fires 
occur with sufiicient frequency to require designs that 
explicitly consider evacuation. Other mishaps, such as 
stalled trains, collisions, and .flooding, may also re­
quire simultaneous evacuation of all of the trains or ve­
hicles it1 a station. The station designer usually has no 
firsthand knowledge of the physical design requirements 
for evacuations and may have to use existing space aud 
exit standards that may or may not be adequate. 

In some systems there are des ign-performance spec­
ifications that specify the maximum time in which to 
evacuate a fully loaded train. Those for the South­
eastern Pennsylvania Transportation Authority, for ex­
ample, specify that "The circulation system should per­
mit the total capacity of a loaded train to exit from the 
station in 4 min" (3). These standards also contain ca­
pacity guidelines and minimum dimensions, but give no 
guidance in determining the compliance of a station de­
sign with the 4-miu evacuation standai·d. 

A simulation model could be used to evaluate station 
performance in an evacuation, with some modifications 
from normal operating requirements. The station­
evacuation mode would permit the user to start the sim­
ulation with fully loaded transit vehicles in the station, 
alter gates and inbound links from pedestrian entrances 
to pernlit passengers to flow out of the station, and in­
troduce a higher than normal desired mean walking 
speed and the ability of individuals to backtrack on one­
way liriks as needed. Rather than specifying a period to 
be simulated, the user would specify a maximum 
simulation period and terminate the program as soon as 
all individuals had exited from the station or when the 
maximum period had elapsed. The outputs would specify 
how many individuals remained in the station at each 
time interval and where they were located. 

Area Requirements 

The determination of space requirements fo1· a facility 
is accomplished during the programming phase. Archi­
tects and des igne1·s generally begin schematic designs 
with the requi.I·ed ueas known. Currently, the simula­
tion model tests the adequacy of spaces under passenger 
flows, but not until the detailed design is under way. The 
most important spatial element in transit -station design 
is the platform slze, but since link-node coding protocol 
requires the disaggregation of platforms into subareas 
for analysis, platforms cannot be easily modeled by sim­
ulations that rely on network representation. 

Essentially, the designer needs an initial estimation 
of the station areas required prior to the schematic­
design preparation. A simulation model could be solved 
for these areas for given passenger flows and service­
level requirements. From the passenger flows, the 
model could be used to calculate the required movement 
and queue areas. This mode of operation would permit 
the designer to code and simulate the transit station 
early in the schematic-design phase while using only a 
minimum of information (primarily link and node loca­
tions). A set of default-device characteristics would also 
simplify the initial coding. 

By helping the designer to determine the areas at the 
beginning of the schematic-design phase with minimum 
information inputs, the model could provide data for the 
station design before major decisions have been made. 

Device Versus Space Trade-Offs 

In most instances, devices such as turnstiles and esca-
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Figure 1. Relation between passenger flow and space per person. 

Space pe r Per son 

lators produce queues during periods of maximum use, 
and additional areas must pe constructed to accommo­
date these queues. Alternatively, the addition of more 
turnstiles or such devices could reduce the queue-area 
i·equl1·ements. Simulation models could permit the de­
signer to make this kind of analysis, and, to make this 
analysis even more useful, the model could include a 
comparison capability between configurations. This 
could be acJ1ievecl in two ways: Fil"st, the program could 
produce aggregate reports of the movement and queue 
areas required for the entire station. Thls would pro­
vide a simple means for comparing alternative station 
designs. Alternatively, the program could accept sev­
eral station plans as input, compare them internally, 
and produce con1parison statistics. The second alter­
native reduces work for the user but would p1·obably be 
neither sufficiently flexible nor cost-effective. 

Reducing Construction Costs 

The single most importa11t use of any design tool, par­
ticularly with regard to transportation facilities, is in 
reducing consfruction costs. Because of the high costs 
of these facilities, it is desirable to minimize both the 
total area required and the number of devices such as 
escalators, turnstiles, and elevators . In general, the 
area requirements for a station are dete,rmined during 
the p1·ogramming stage, prior to the development of 
schematic designs. Station designers usually begin with 
an estimate of passenger flows. Most often, they also 
need to know the hourly variations and the peak expected 
volumes and use these volumes to apply space standards, 
such as t11ose developed by Fruin (4}, to determine the 
required areas a11d widths fo1· generic space types (hall­
ways, platforms, stai1·ways1 and such), which serve as 
a program for schematic-design development. 

There is some uncertainty in using these space stan­
dards. These standards are generally mean rates or 
averages derived from observed data, but often there is 
a large associated variance . Area standards can also 
be associated witJ1 levels of service, as by F1·uiu (4) aod 
Pushkarev and Zupan ( o). ·rne aes1gner musi a:i;suu1e 

that the areal standardis applicable, and determine the 
appropriate level of service. Because of the uncertain­
ties in determining spacial requirements for a transit­
station facility, the designe1· may tend to overdesign it 
and provide too much space to compensate for possible 
errors in space estimates. Most designers al'e com­
fortable with designs that have an overabw1dance of 
space, since, once a completed facility is found to be 
undersized, there is seldom a possibility to add addi­
tional space economically. Indeed, because of the seri­
ous problems caused by inadequate space in n·ansit sta-

tions, the current emphasis in simulation modeling of 
stations is in locating undersized areas. 

The overdesign of stations could be reduced with more 
accurate estimates of spatial requirements. A simula­
tion model could provide this information: This is one 
of its most useful applications . It is relatively easy to 
run several simulations, i·educing the areas each time, 
to determine the minimum area required. However, 
this requires au iterative approach, and many l'uns may 
be needed to optimize the station. In addition, the pro­
gram currently requires a fairly specific initial esti­
mate· of space requirements, which is time-consuming. 
For stations coded with a la1·ge number of links and 
nodes, the process oi' comparing results and incremen­
tally reducing ai·eas may also be time-consuming. 

The present simulation model is better suited to de­
tecting portions of stations that are underdesigned. The 
program. operation draws attention to areas that have 
movement blockages and overflowing queue areas. Con­
sequently, optimization of the station design is not an 
explicit program function although, 'n a crude i:iense, 
it is possible. Figure 1 shows the relation between 
pedestrian flow and space per person for walkways. If 

ne assumes that there is a similar relation between 
passenger throughput and area per person, there will be 
a theoretical maximum station size for any given pas­
senger volume. It is improbable, however, that station 
design can be specified and modeled as an optimization 
problem, although several previously mentioned program 
capabilities could increase the usefulness of a simulation 
model in minimizing transit-station cost. The most im­
portant of these are (a) program-generated area require­
ments and (b) the incorporation of level-of-service indi­
cators. 

POTENTIAL COST-EFFECTIVENESS 

The UMTA station-simulation program is still in a de­
velopmental state and is not yet ready for release to 
the planning community. However, the program is a 
unique tool with considerable potential for station de­
signers. Although only a few new fixed-guideway tran­
sit systems are under construction or planned for the 
near future, tremendous cost savings are possible. 
CurrenUy, for example, escalators cost about $ 60 000 
so that the elimination of one escalator pe1· station in a 
10-station system could save more than the cost of de­
veloping the program. Rapid-transit stations cost from 
$ 3 000 000 for su1·race stations to $12 000 000 or more 
for underground stations with construction costs alone 
ranging from about $650/m 2 ($60/ft2

) for the surface 
stations to several thousand dollars per square meter 
(several hundred dollars per squai·e foot) for the unde1·­
ground ones. Thus, even small reductions in station 
area have a major impact on system costs. 

Although few lai·ge transit stations will be constructed 
in the foreseeable future, hundreds of existing stations 
need modernization and rehabilitation. Major portions 
of the rapia- transit systems in Boston, New York, and 
Chicago were constructed more than !iO yA::irR ago (some 
Q.i6\:: r,~~~!y 75 j·::.!"': ~l~) ~!'!~ 2.:?:~ !::ti!! !!: •_!St:' _ A 1=+::1tin11-

simulation model could be a widely used and vital tool 
for planners rehabilitating existing transit stations, if 
it were flexible and responsive to user needs. 
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Rehabilitation of Suburban 
Rail Stations 
Jerome M. Lutin, Department of Civil Engineering, Princeton 

University, New Jersey 

This paper reports the results of a study of the feasibility of rehabilitating 
underused suburban railroad stations. Seventy-seven stations on eight 
commuter lines in New Jersey were surveyed. Each station was inspected, 
photographed, and evaluated for its restoration potential by criteria that 
were developed for the study. The Red Bank station wa.s selected as a 
case study. The study included the development of community and local 
government participation, the renovation of the 100.year old depot, the 
redesign of the passenger facility as an intermodal terminal for bus, rail, 
and taxi, the redesign of the pedestrian facilities, and an economic analy· 
sis. The municipality has now taken possession of the station, which is 
used by 1500 daily commuters. Preliminary architectura l plans have been 
drawn up, ·the station has been designated as an historic site. and the 
building restoration and sitework are nearly completed. This study is 
intended to be a prototype for other restoration projects that could 
modernize urban transportation facilities while preserving historically 
valuable structures. The emphasis is on maximizing the economic bene­
fits of the project. 

Each day, approximately 500 000 Americans travel to 
work on commuter raill·oads. In the Northeast, seven of 
these pl'ivate carriers are banlu·upt, are unable to make 
a profit even on freight traffic, and have been federally 
reorganized into a single entity, the Consolidated Rail 
Corporation (Conrail). Passenge1· service exists only 
because of heavy federal and state subsidies and is 
often run entirely by public authorities. Although inter­
city rail se11vice is being steadily improved by the 
National Railroad Passenger Corpoi-ation (Amtrak), 
inti·aregional commuter service is barely adequate, and 
only on those i·outes where hlgh concenn·ations of com­
muters bound fo1• the central business district (CBD) create 
intolerable highway congestion. Off-peak, weekend, and 
non-CBD-bound travelers have little rail se1·vice. Over 
the past 40 years, service quality has steadily declined, 
bx·eakdowns have become more frequent, cars have 
grown dirtier, and track and equipment ha.ve deteriorated. 
As conditions have worsened, more commuters have 
sought alternative means of going to work, primarily by 
automobile. As rail commuters have switched to auto­
mobiles, rail revenues have declined, which has caused 
even more cutbacks in service and less maintenance. 
Thus, today commuter railroads are in a continual 
downward spiral. 

Because of decentralizing trends in metropolitan 
growth and the convenience of the automobile, it is 
unlikely that railroads will ever again have tbe major 
role in intraregiotial passenger transportation. But 
recent petroleum shortages and price increases have 
emphasized the need to conserve energy resources and, 
specifically, to reduce automobile travel. Railroads 
can be from 5 to 10 times more ene1·gy-efficient than 
can automobiles, depending on the number of seats oc -
cupied per vehicle. In addition, one railroad track has 
an hourly capacity approximately equal to that of 10 ex­
pressway lanes carrying automobiles. In certain ap­
plications, notably the journey to work, railroads can 
still provide an important service. 

IMPROVEMENTS IN RAIL SERVICE 

Where there are competing facilities, the commuter has 
a choice of travel modes. In selecting the preferred 
travel mode, he or she attempts to minimize travel time 
and cost and the di.acomfort of the trip. Trade-offs are 
made, since individuals value time differently, and 
sin.ce time spent in uncomfortable or unpleasant sur­
roundings is mol'e onerous than time spent in a pleasant 
environment. Travelers value time spent waiting Ior 
transit more highly than time spent riding in a velticle 
(1). Transfers between modes also impose penalties 
beyond ti.me and cost. 

The relation between factors such as translers, dis­
comfort, inconvenience, and unpleasant surroundings 
and t11e decision to use rail transit is known to exist, 
although it is not easily quantified. Time and cost are 
not the only factors that influence modal choice. 

Through subsidies from federal and state govern­
ments over the past decade, efforts have been made to 
improve service for rail commuters. Priority has been 
given to purchases of new cars and locomotives. In 
most metropolitan areas, electrified commuter service 
was established in the early 1900s, and cars built then 
can still be found in active service. These ancient 
vehicles have caused frequent breakdowns and delays, 
and their poor riding quality and environmental condi­
tions have been major irritants to passengers. Newer 
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equipment with a smoother, quieter ride, mo1•e depend­
able and faster service, and better environmental­
control systems helped to slow the massive defection of 
commuters from rail to highways. 

With fleet replacement under way in many areas, 
attention is now being given to other types of service 
improvements. In ·New Je1·sey, in addition to subsidies 
for capital improvements, operating subsidies totaled 
more than $50 million in 1976. Other states are provid­
ing similar levels of support. Improvements to com­
muter rail stations are planned in many areas. In the 
New York metropolitan area, the adoption of a new fleet 
of cars required the construction of new high-level plat­
forms at stations on the electrified portions of the Long 
Island Rail Road and Penn Central Transportation com­
panies. Other improvements to stations have usually 
involved the addition or expansion of park-and-ride lots. 
Some stations have been relocated to better serve com­
muters , particularly in areas where newly constructed 
urban beltways provide high-speed access from the sub­
urbs to rail corridors. 

These station improvements have been directed pri­
marily toward increasing capacity and reducing delays . 
Other factors, such as comfort, station appearance, 
and impacts on the sunounding urban envil·onment, have 
largely been i~ored. Frequently, to increase capacity 
and speed, t he most expeditious course has been to close 
or demolish existing stations, some of them of important 
cultural and historical value. Their replacements are 
generally uninspiring. T his paper reports a study in 
which historical and environmental concerns were given 
high priority in the rehabilitation of a commuter rail 
station to increase its cultlll·al value to the community 
as well as to improve its transportation efficiency. 

HISTORIC PRE SE RV AT ION 

Although the importance of railroads has diminished, 
there is a growing awareness of their historical role 
in the development of the nation. Some of the more im­
portant rail facilities are worthy of preservation as a 
pa1·t of our national heritage, regardless of their futlll'e 
role in transportation . In other instances, it is possible 
to preserve and restore historically valuable railroad 
facilities and iinprove conditions for rail travelers at 
the same time. 

Of the many types of buildings and engineering works 
erected by the railroads in their 150 years of operation, 
none has been more visible or symbolically expressive 
than the passenger terminal. As John Maas (~)writes: 

Today the railroad station is often a backwater on the wrong side of 
town. In the nineteenth century it was the hub of the communi ty, 'the 
link to the Great World- the wretched roads were blocked by snow and 
mud for months, good highways came only after the automobile. Rail · 
roading was the nineteenth century's 1>remier industry, it offered the 
finest careers to ambitious men, the most jobs to ~killed workers. T11e 
Victorian railroad <lepot was a place of glamour and excitement and de· 
signed to look the part. 

As tile hnportance of 1·ailrvau ~t:ciiuvivl!.Y lii~:;: ciioCi! d~ 
ing the nineteenth century, the passenger station de­
veloped into a w1ique architectural type . In large cities, 
terminals we1·e created to handle w1p1·ecedented volumes 
of passenget·s and were designed as civic monuments 
by some o! the most famous ru:chitects of the day. Prob­
ably the most signliicant of all American stations was 
Pennsylvania Station in New York, designed by the dis­
tinguished fil•m of McKitn, Meade, and White and com­
pleted in 1910. Patterned after the Baths of Caracalla, 
its main waiting room had a vaulted ceiling 46 m (150 
ft) high, and the main concourse was roofed with iron 

and glass vaulting (Figw.•e 1). When this great landmark 
was demolished in 1963, architects and p1·esenation1sts 
fought in vain to save it. Its irrevocable loss is a t1·agic 
sae1·1fice of an important part of our history for short-run 
economic gains. Elsewhere, in Chicago; Memphis; 
Portland, Maine; and Spokane, landmark stations have 
been razed because they were no longer needed as t1·ans­
po1·tation centers and the urban land that they occupied 
was valued highly by real estate developers. 

In the past decade, however, the public has recognlzed 
that the continual destruction of landma1·ks in the name 
of progress and urban renewal is robbing our heritage. 
In many cities, terminals have been rehabilitated and 
converted to new uses. I11 Washington, D.C., Union 
Station has become a national visitor center. The 
elegant Mt. Royal station in Baltimo1·e has become pa.rt 
of the Maryland Institute College of Art. In Chattanooga, 
Tennessee, the 70-year-old terminal station has been 
renovated into a restaurant and hotel complex. Smaller 
stations, such as t hose in Lincoln, Nebraska; Fargo, 
North Dakota.; and Oberlin, Ohio, have also been reused. 
But mu.ch wol'k remains to be done. At present three 
monumental landmark stations are tlu·eatened with de­
struction: Reading Terminal in Philadelphia, one of the 
largest remairung glass and steel trainsheds 111 the 
nation; Union Terminal in Cincinnati, with its huge 
rotunda and murals; and the incomparable Grand Cen­
tral Station in New York . In cities and towns a ll oV"el' 
the couutry, otller stations are in danger. 

Many stations have been lost through lire, deteriora­
tion vandalism, 01· demolition. Others , some still in 
use, are badly deteriorated because of lack of mainte­
nance. Not all stations were noteworthy examples of 
des ign or endowed with historical significance, and 
their continued existence would serve no useful or worthy 
purpose. In some areas, however, pass enger stations 
are valuable community resou1·ces. The preservation 
and restoration of selected stations could have a bene­
ficial effect on rail ridership and on the cultural and 
economic lives of the communities they serve. 

The preservation of raill·oad stations bas received 
attention at the national level (3). Title 49 of the Code 
of Federal Regulations was amended in 1975 to include 
Part 256-Financial Assistance for Railroad Passenger 
Te1·minals. This action provides 60 percent federal 
funding for planning, preservation, and restoration of 
passenger t•ailroad te1·minals. Other federal funds are 
also available for histo1·ic p1·ese1·vation from the National 
Endowment for the Arts and the Department of the In­
terior. 

Unfortunately, Title 49 funds are available only for 
stations served by Amtrak, and othe1· programs em­
phasize the reuse of rall1·oad stations as cultural facili­
ties. There is little support available for r estoring 
active rail commuter stations at the local level. Fur­
ther, many of the stations that best typify nineteenth­
century Victorian station architecture are located in 
smaller communities. They are often modest wooden 
structures rather than the large masonry terminals 
found in major cities. These small stations are not 
i""U.VU.U.lli~~~~l ~:-:;~it~:!t"·..:.!'~l l~!!d!!!?..r!t...!: 7 1)1_~t thP.y ~l"P. nfh~n 
fine examples of vernaculax architecture, built from 
indigenous materials and displaying unique examples of 
detail produced by local craftsmen. It is the rehabilita­
tion of these small and medium-sized stations to which 
this study is addressed. 

In a time of limited availability of resources, the 
resto1·ation of public, non-revenue-produciJ1g facilities 
has a low priority. If resom·ces are to be expended on 
rail station-rehabilitation projects, they must be ca1·e ­
fully ailocated to the areas in which the impact en com­
munity welfare will be maximized. 



REHABILITATION CRITERIA 

To ensure the relevance and viability of this project, the 
rehabilitation potential of each station was evaluated by 
the following criteria. 

1. The station must be located on a rail line cur­
rently in use for passenger service. Preference is 
given to stations with a high volume of passenger traffic. 

2. The station must be in an area that has the poten­
tial to support commercial activity. In some highly 
urbanized areas, land use changes have shifted com­
mercial activity and residences far away from the rail 
transportation corridox·s, and the areas adjacent to the 
stations have been converted to industrial uses or high­
way corridors or have been abandoned. The revitallza­
tion of stations in such areas would be successful only 
if it were related to a major urban-renewal effort. At 
the other extreme, some stations are located in rural 
areas where the population is insufficient to support 
commercial activity. 

3. The station building must be structurally sound 
and in reasonable condition, so that the restoration 
costs do not exceed those of demolition and the construc­
tion of a new facility. 

4. The station should have historic and aesthetic 
value. Although these qualities are difficult to define 
and measure objectively, a reasonable test would be 
the ability to qualify for historic-site status under the 
guidelines established by the New Jersey Department 
of Environmental Protection. The designation of the 
station on the Historic Register ensures its preserva­
tion in any project requiring state or federal funds and 
is a prerequisite for several categories of restoration 
grants. 

5. The community served by the station should be 
heterogeneous with respect to income and race. Tradi­
tionally, raill·oad commuters are upper-income prn­
fessional people. Often, the commw1ities served by the 
commuter lines are among the wealthiest in the state. 
In effect, renovation of stations in these communities 
with public fw1ds would be an unwarranted subsidy to 
the rich. Preference should be given to stations in 
middle-to-lower-income commw1ities with predominantly 
middle-income transit i·idership. 

6. The local government and business community 
should have demonstrated some interest in and commit­
ment to the restoration project. Without local sup­
port and active involvement, it is unlikely th.at the 
restoration project will have a significant impact on 
the community. Local officials must be willing to 
pa1·ticipate. 

7. The possibility of functionally retrofitting the 
station should exist. The project should not be simply 
a restoration of an active station. Most of the raih·oad 
stations in the late nineteenth century were designed 
for travel conditions that are different from those that 
exist today . Large waiting rooms and baggage facili­
ties are no longer needed. The primary emphasis 
should be on accommodating high peak-hour volumes, 
park-and-ride facilities, and fast and convenient tx·ans­
fers between modes. 

PROJECT DESCRIPTION 

Becal1se of the uncertain futw·e of the bankrupt com­
muter railroads, the outcome of the study was expected 
to be the development of planning and design concepts, 
rather than a physical i•estoration. However the cir­
cumstances that were found, particularly the strong 
community support a11d local recognition of the historic 
and economic value of railroad stations, permitted the 

project to shift from conceptual planning to an actual 
station restoration. 
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The first task was a survey of 77 suburban railroad 
stations on eight commuter lines. Many of these had 
deteriorated beyond hope of restoration. A few were 
maintained in excellent condition, most often by private 
11onrai11·oad owners or local governments. The majority, 
however, a.re .still used a11cl in varying states of disre­
pair. Each station was inspected, photographed, and 
evaluated, and Red Bank, New Jersey, was selected for 
rehabilitation. 

RED BANK STATION 

The Red Bank railroad station is on the fringe of the 
CBD and is su1·rounded by deteriorated parking lots and 
a number of small business establishments. It has a 
daily flow of 34 trains and 1500 rail commuters, and 
serves as the terminus for five local bus Lines and as a 
scheduled stop for four intercity bus lines. Conse­
quently, it is the hub of public transportation in the 
community although continued physical deterioration in 
the area could destroy its economic vitality. Improve­
ment of the rail station, however, could provide the 
impetus to preserve and increase the economic viability 
of the area (4). 

Meetings \vith local officials started in May 1975. A 
preliminary site plan was prepared for discussion with 
local transit operato1·s, and a preliminary cost estimate 
of $400 000 was developed. This estimate was used as 
the basis for a grant application for impi·ovement ful\dS 
submitted to the Fedenl Railroad Administration. Other 
improvement grant applications were prepared for sub­
mission to various federal agencies. A commitment of 
$50 000 was obtained worn the Department of Housing and 
Urban Development commmlity block grant program. 

A study of potential revenue generation from the im -
proved commuter parking areas around the station and 
concession rentals s howed that annual gross revenues 
of $20 000 to $40 000 could be expected, which is more 
than enough to cover the operating costs to the com­
munity. The Borough of Red Bank then leased the rail­
road station from the Central Railroad of New Jersey 
on October 14, 1975, for a period of 5 years with an 
option to buy, and plans are now unde1· way to purchase 
the station from the new owner, Conrail. 

The project included historical research on the sta­
tion. It was built in 1876 and was a handsome Victorian 
design with a great deal of ornamental woodwork. Since 
there were no plans of the station available, measured 
drawings were made of the existing building, and the de­
sign of the ornamental woodwork was taken from old 
photographs and picture postcru:ds (Figure 2). An ap­
plication fo1• historic site designation was then filed with 
the New Jersey Department of Environmental Protec -
tion. The building was placed on the state historic 
register December 24, 1975, and designation as a na­
tional llistoric site was announced in July 1976. 

A final site plan was completed, and the borough ap­
propriated $25 000 to. begin site improvements. A certi­
fied restoration architect was retained to complete work­
ing drawings of the ornamental woodwork from the mea­
sured drawings of the station. By using these as pat­
terns, the regional high-school industrial arts depart­
ment fabricated the ornamental woodwork. The original 
Victorian paint scheme and colors we1'e investigated, 
and several local indusu·ies contributed paint and ma­
terials. The restoration of the station exterior is now 
complete, and underg1·ound utilities, curbing, and new 
sidewalks have been installed. The parking-area paving 
and the sitework a.re not yet completed. 
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Figure 1. Pennsylvania Station, New York (1908). 

Figure 2. Original appearance of Red Bank Station ( 1876). 

Figure 3. Existing station in May 1975. 

Station Environment Prior to 
Re habflitation 

In general, the station was in disrepair. In 1945 the 
ornamental Victorian woodwork that had distinguished 
it had been removed. Unsightly wooden vestibules had 
been placed around the east doors, and it was character­
ized by peeling paint, dirt, and accumulated h'ash (Fig­
ure 3). A lack of trash receptacles on the platform re ­
sulted in refuse strewn along the track. 

Traffic congestion was a significant problem in the 
area. In addition to the traffic generated by the station, 
the railroad cuts diagonally at-grade through a major 
intersection adjacent to the station. The pavement in 

the 120-automobile parking lot was deterioi·ated, with 
large broken-up areas and many potholes. At times of 
inclement weather or train delays or bot111 a backup of 
kiss-and-ride pickup cars clogged the parking area dur­
ing the evening rush hour. The pedestrian conditions 
were also poor. Bus passengers were required to cross 
a busy street to board the buses after purchasing their 
tickets at the bus terminal. The sidewalks were b1·oken 
and in general disrepair and pedestrian crosswalks were 
unmarked. A pedestrian underpass under the tracks was 
poorly lighted, foul-smelling, and often flooded because 
of clogged drains, and passengers often chose to cross 
the tracks by walking around standing trains. 

Goals and Objectives 

The project was initiated to fulfill three basic goals. 
These were 

1. To encourage more people to ride mass transit, 
2. To enhance the economic viability and amenity 

of the community adjacent to the railroad station, and 
3. To Instill civic pride and increase community 

awareness of the history of the borough through the pres­
ervation and restoration of one of the oldest public 
buildings in town. 

The specific objectives of the rehabilitation project 
were 

1. To restore the station to its original exterior ap­
pearance; 

2. To provide new high-quality facilities for inter­
modal operations, specifically bus, taxi, park-and-ride, 
and kiss-and-ride; 

3. To provide new platform shelters and related 
passenger-convenience facilities; 

4. To improve and repave parking facilities; 
5. To improve pedestrian access to the station; 
6. To provide information displays about transit 

routes and schedules; 
7. To reduce traffic congestion; 
8. To coordinate public transportation and improve 

service; and 
9. To provide additional landscaping and visual 

interest. 

Site Improvements for the Red Bank 
Station 

Figure 4 shows the site plan for the first-stage improve­
ments to the station. The design attempts to respond 
to the visual elements in the site context, as well as to 
the transportation requirements. Because the railroad 
runs diagonally through the site, pedestrians and drivers 
lose a sense of orientation to the street system. This 
is especially true at the Bridge Avenue and Monmouth 
Street intersection. Thus, the design of the parking 
lots and platform shelters tries to visually relate the 
t,;eometry of the railroad tracks to that of the street sys­
t~~- T~ 1~ ~h!~, ~-!!0the~ di~.g0!l~l i>lFlt'\iP.nt; thP. P.ast­

side parking adjacent to the station, is used to counter 
the etfect of the track and station orientations. This 
creates the effect of the station front being on Monmouth 
Street although it is actually in the middle of the site. 
The design also attempts to focus attention on the re­
stored station by creating a small plaza in front. All 
of the public transportation activity is concentrated in 
one area, to increase ease of transfer and to permlt 
sha1·ed use of facilities. A well-defined pedestrian 
systen1 is developed to link bus and rail pla.tforn1s 
directly to the sidewalk system. The long diagonal 
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Figure 4. Proposed site plan for Red Bank Station. 
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Figure 5. Red Bank Station after restoration ( 1976). 

OAK LANO 

walk on the east side follows the path of the original 
flagstone walk and is intended to strengthen pedestrian 
links to the main business distrlct east on Monmouth 
Street. The trees are placed in disthlct rows to help 
focus attention on the station and to provide a softening 
and delineating e1ement between the access roads and 
the pa.rking areas. 

The site plan has the following features. 

1. The oval area is a new combination ticket office 
and newsstand. This facility, approximately 3 by 6 m 
(10 by 20 ft), would contain ticket counters and infor­
mation for bus and rail passengers. A concession 

S T 

would be included to sell newspapers , magazines , and 
coffee to morning commuters. New public rest rooms 
would be provided. If desu·ed, other transportation ac­
tivities such as a taxi dispatcher and parking permit 
sales could also be accommodated. This facility is 
located at the most heavily used ai·ea of the station, 
where it can serve all modes equally well. Being out­
doors, it can serve passengers much more quickly and 
easily than can the existing ticket office. It is highly 
visible and provides a convenient Point for obtaining 
schedule information. 

2. This a1·ea of the site is reserved for public trans­
portation. Sp::i.ce is provided for seven tax1 parking· 
spaces in the center, and cabs can pull up to the curb 
to load and unload passengers. The area can accom­
modate up to five buses loading simultaneously. There 
is sufficient space for each of three buses to parallel­
park, unload, and pull out without blocking the others. 
All traffic enters the area counterclockwise to provide 
maximum visibility for the bus dJ.•ivers. 

3. The existing west-side waiting room and shelter 
will be demolished and a new 61-m (200-ft) long canopy 
will be constructed in its place. The new shelter will 
be closer to the track, to provide weather protection for 
passengers boarcllng the train. The platforms will be 
4.6 m (15 ft) wide. A 6 by 14-m (20 by 45-It) extension 
of this canopy will shelter the entrance to the pedestrian 
tunnel running unde1· the tracks, and will create a 
covered pickup area for kiss-and-ride commuters. 

4. The east-side platform will have a s imilar 61- m 
(200-ft) long canopy. This canopy will connect with the 
existing station and the kiosk containing the new ticket 
omce . At its widest point, it will cover the 14-m (45-
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ft) distance between the bus loading area and the north­
bound platform. 

5. The existing station has been restored to its 
original condition and colo1· scheme, as shown in Fig­
ure 5. The slate i·oof has been repaired, and the 
chimney will be rebuilt to its original height. All of 
the original oritamental woodwork has been replaced. 
Once the ticket facilities have been moved to a more 
convenient location 011ts:lde a suitable commel'Cial 
tenant will be found to occupy the station and produce 
rental income for the property. Four possible types of 
commercial activity that seem suitable for the inte1·ior 
are restaui·ants, banks, municipal offices, and antique 
shops or boutiques . The interior restoration wi.11 be 
deferred until the tenant has been found. 

6. This small extension of the s.idewalk will provide 
a convenient d1·op-off for kiss-and-ride commuters. 

7. The east-side parking area contains 110 parking 
spaces. Thirty-two of these are adjacent to the station. 
If desired, they could be designated for use by the sta­
tion tenant or used as metered parking. The remainder 
could be used for monthly permit-holding commuters. 

8. The west-side parking area contains 69 parking 
spaces for commuters. Both lots contain 90-cleg-irngle 
puking to use the space most efficiently. The lots will 
be asphalt-paved and surrounded by concrete curbing. 
All of tlJe parking spaces are 5.B m long by 2.7 m wide 
(19 ft long by 9 ft wide) with concrete wheel stops where 
necessa1·y. Those portions of the lots adjacent to the 
public st1·eets have a parallel 0.9-m (3-ft) wide grass 
strip and a 1.5-m (5-ft) wide sidewalk along the street. 
There are concrete curbed islands at the end of each 
row of parking spaces. Each island has two shade trees 
and an organic ground cover or a decorative paving sur­
face. 

Design of New Shelters 

The proposed canopies should be of simple contemporary 
design, usiug Lightweigbt steel construction with trans­
pa1·ent panels for wind protection and visibility. They 
should contain ample space for advertising posters in 
standard 1.52 by 1.23-m (60 by 48-ln) double-bill panels . 
These panels should be carefully designed into the struc­
tui·e so that the advertising becomes a harmonious and 
visually interesting element. As a potential sou1·ce of 
revenue, outdoor advertising should be encour aged, but 
within the limits set by the designe1-. No advertising 
will be permitted on the restored portion of the station. 
In the design of the new canopies and the ticket office, 
the signs and transportation-information displays should 
be included as an integral part. Other elements, such 
as telephone booths, benches, bicycle ra.cks, and trash 
receptacles should also be included in the design. The 
overall effect should be that of a well-thought-ou.t 
modern system of passenger facilities, but the new 
facilities should not outshine the restored station struc­
ture. 

Economic Potential 

The initial construction-cost estimate of $400 000 is con­
servative and may be significantly reduced. It is ex­
pected that federal fwiding will be available for 50 per­
cent of this, and that in-kind services provided by the 
borough can be used for much of the local share. The 
potential revenues are shown be low. 

Source 

Parkina 
On site ( 179 spaces at $0.50/d) 
Other lots ( 147 spaces at $0.50/d) 

Amount($) 

19 690 
16170 

Source 

Services to taxi and bus companies 
Concessions, including advertising and vending machines 
Newsstand rental ($300/month) 
Station rental ($200/month) 

Total 

Amount($) 

1 200 
500 

3 600 
2 400 

43 560 

Parking provides the bulk of the income. The maximum 
likely puking charge is $0.50/ day. lf operating ex­
penses are l'edueed parking charges should be Lowered 
to encourage more people to use the facility. A daily 
average charge of $0.25/ day would still yield annual 
revenues of $17 930 at 100 percent occupancy. 

CONCLUSIONS 

Many of America's aging railroad stations a1·e a unique 
part of our architectural 11eritage. The preservation of 
these stations, however, in the face of decli11ing rail 
traffic and industrywlde bankruptcy is quite uncertain . 
If we are to succeed in preserving some of the more 
important landmark railroad stations, appeals to senti­
ment and decency may be insufficient motivations. It 
will be necessary to establish that these stations are 
valuable resources to the community and yield perceiv­
able direct or indirect economic benefits. 

This study tested the hypothesis that raili·oad stat·ions 
could be recycled as better railroad stations. It was 
posited that comnnmities with rail passenge1· service 
had a better opportunity to preserve their stations be­
cause the historic significance of the station is inter­
woven with its traditional economic and transportation 
roles. Tl1e following criteria for the selection of candi­
date stations fo1· rehabilitation were established: 

1. Is there sufficient rail-passenger volume to war­
rant continuation of rail service? 

2. Does the potential exist for increased commercial 
activity ? 

3. rs the station structurally sound? 
4. Does it have historic and aesthetic merit? 
5. Is the local community sufficiently heterogeneous 

to permit an equitable expenditure of public funds on the 
project? 

6. Is there interest and support from local govern­
ment and the business community? 

7. Does the poteutial exist for functional transporta­
tion itnp1·ovements and intermodal transfers? 

This pragmatic approach to the question of restoration 
offers the best chances for suc.cess. 

The professionals in transportation planning and 
engineering have all too frequently ignored cultui·al and 
historical considentions in c1·eating new facilities to 
replace the old. The grhne and dilapidation that chai·­
acterize many rail stations invite scorn and uouse 
the instinct to tear them down and build something modern 
and clean. We fail to look beneath the dirt for the hid­
den beauty and importance of these structures. 

Tilt: t1 a~t:Uy vf the s i~uutiv~ !s !~~t ~! ~!.! ~ !he g!'011p.~ 
in our society we, the transportation professionals, 
have the most to lose. For the structures that we have 
torn down are the symbols of our profession, monu­
ments to the past achievements of transportation plan­
ners and engb1eers . U f\1ture generations are to admire 
and respect the achievements of today's transportation­
system designers and builders the tradition of preserv­
ing historic transportation facilities must be strongly 
established wlthb1 the professional community itself. 
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