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Optimum control of congested intersections continues to be one of the major concerns of traffic engineers. Several theories have been proposed for and successfully applied to optimum control of uncongested intersections, but relatively little theoretical work has been applied to congested or oversaturated conditions. Thus, at present we must rely on practical evidence to time signals at oversaturated intersections.

To be sure, the applicability of existing theories is severely limited because they require complex instrumentation and extensive computations or because the assumptions made in deriving the policy are oversimplified. Further, none of the proposed policies incorporates both of the two necessary criteria for optimum control of oversaturated intersections: (a) minimizing total intersection delay and (b) subjecting (a) to queue length constraints. Therefore, we conclude that the dependence of current practice on empirical considerations is not entirely unjustified. It can also be shown that some of the practical control policies are in fact best applied under specific conditions.

In order to promote a better understanding of optimum control strategy, I shall first present an isolated congested intersection. Then, I shall extend the theory to a system of two or more intersections.

ISOLATED INTERSECTIONS

Before developing the strategy, I need to further clarify the first criterion for optimum operation. When minimizing intersection delay at congested intersections, one should consider total delay for the entire oversaturation period rather than delay per cycle. This is so because a per cycle optimum does not, in general, correspond to the optimum policy for the entire peak period. Wrong conclusions, therefore, might be drawn.

The optimum control policy for minimizing total intersection delay was first developed by Gazis and Potts and D'Ans (2, 3, 4, 5). However, the second and in some instances most important objective of the control was not incorporated in the process. Thus, an analytical solution to the problem when queue length constraints are present is still lacking. However, I have adopted Gazis' approach here because it provides a reasonable basis for complete formulation of and solution to the problem.

The oversaturated intersection can be formulated and treated as a control problem in which: (a) the system is the intersection, (b) minimization of the aggregate delay subject to queue length constraints is the objective of the control, (c) the queues on each approach to the intersection describe the state of the system, and (d) cycle length and splits are bounded control variables.

Derivation of the optimum control policy is obtained by first considering the simplest case: an intersection of two one-way streets. It should be noted here that extending this method to more complex situations is straightforward and should not present any problems. The demand on each approach vary with time as in reality and are known for the entire control period. If we assume that demand becomes higher than capacity at roughly the same time on both approaches, that the cycle is constant, and that variable green times are bounded, we can formulate the problem by inspecting the cumulative input–output curves on each approach. The area between these two curves represents the total delay that must be minimized, and the problem is formally stated as follows: Minimize the delay function

\[
\min D = x_0 = \int_0^T (x_1 + x_2)dt
\]

and subject it to


\[ f_0 = dx_0/dt = x_1 + x_2 \]
\[ f_1 = dx_1/dt = g_1(t) - u \]
\[ f_2 = dx_2/dt = q_2(t) - s_2(1 - L/c) - q_3 s_3 \]
\[ 0 < t < a_0 \]

with the boundary conditions
\[ x_i(0) = x_i(T) = 0 \]
\[ x_0(0) = 0 \]

and the admissible control domain
\[ s_1 g_1^{(1)}(T)/c = u_{\text{min}} < u < s_2 g_2^{(1)}(T)/c = u_{\text{max}} \]

where \( D \) represents total delay, \( T \) is the end of the oversaturation period, and \( c \) is the cycle length. The remaining parameters are detailed as follows:

- \( x_i(t) \): the queue length on approach \( i \) (and \( i = 1, 2 \));
- \( q_i(t) \): the input flow rate on approach \( i \);
- \( u(t) \): the control variable \( = s_1 g_1(t)/c \);
- \( a_0 \): the upper bound placed on queue \( i \);
- \( s_1 \): the saturation flow on approach \( i \), which is assumed constant;
- \( g_1(t) \): the effective green time on approach \( i \) as defined by Webster [6];
- \( g_1^{(1)}(T)/g_2^{(1)}(T) \): the maximum (minimum) green time allowed on approach \( i \) and \( L \): the total lost time per phase.

Space limitations preclude presentation of the details here, but the major results are summarized below.

1. When no queue length constraints are imposed, the optimum control policy is essentially the bang–bang control suggested by Green [2, p. 213], which, in more concrete traffic terms, implies that the best policy comprises two stages. During the first stage, maximum green time should be given to the approach with the highest saturation flow. During the second stage, the operation should be switched so that minimum green time is given to the approach with the maximum saturation flow, maximum green time to the other approach.

2. When queue length constraints are imposed, several switch points may exist. Then the control is not necessarily bang–bang, because it can be shown (1) that the control variable \( u \) (and therefore the green times) may receive intermediate values. More specifically, the optimum control is bang–bang as long as none of the queues reaches its upper or lower bound. If this does happen, the optimum control is to switch the signals (to change \( u \)) as follows:

   a. When the queue on the first approach reaches its upper or lower bound, the optimum control \( u^* \) is given by
   \[ u^*(t) = q_1(t) \]  
   \[ 1 \]

   b. When the second queue reaches either of its bounds, the control is given by
   \[ u^*(t) = s_2(1 - L/c) - q_3 s_3 \]  
   \[ 2 \]

3. Examination of the above relationships leads to the conclusion that, when both queues reach their upper or lower bounds during overlapping time intervals, cycle length must then be free to vary according to the relationship

\[ c = 1/(1 - (c_1/s_1) + (c_2/s_2)) \]  
\[ 3 \]

4. This implies that when two constraints are imposed, the optimum solution requires a variable cycle in addition to variable splits. If, however, only one constraint is imposed, the cycle can remain constant. Thus an upper and a lower bound should be placed on the cycle for optimum control with queue length constraints.

5. We can now see that when the intersection is not saturated the optimum control policy is to switch the signals as soon as the queue receiving green is exhausted. This policy has, in fact, been proposed by Oume and Potts [8] and is known as the saturation flow algorithm. To be sure, the operation of traffic-actuated signals is based on this principle. It has been well established from experience that traffic-actuated control results in minimum delays at isolated intersections.

The major problem associated with the optimum control strategy is determining the switch points (if they exist), the final time, and the resulting minimum total delay. Because of the complexity of the problem, one must be content with a numerical solution generated by a digital computer when nonlinearities are introduced (nonlinear time-varying demands). It should be noted that a closed form solution requires analytical expressions describing the history of arrivals that vary from intersection to intersection; this makes the numerical approach even more attractive. I developed an eight-step algorithm allowing the determination of the optimum control policy for a given situation and present examples demonstrating the applicability and the effectiveness of the theory [1].

**SYSTEMS OF INTERSECTIONS**

In extending the theory to a system of two or more oversaturated intersections, we must take travel times and queuing storage between intersections as well as turning movements into account. In order to simplify the demonstration of this theory, consider a system of two oversaturated intersections of three one-way streets. Making assumptions similar to those for the single intersection and taking into consideration the average travel time \( d \) between the two intersections, one can formulate the problem following the guidelines as before. However, the resulting optimum control problem is not trivial because there are two control variables, and the one associated with the upstream intersection appears in the process both without delay and with delay \( d \). Space limitations preclude presentation of the details here, but a summary of the optimum control policy to minimize total system delay subject to queue length constraints shows:

1. The entire control period \( (0, T) \) should be divided into two intervals \( (0, T-d) \) and \( (T-d, T) \), where \( T \) represents the end of the control period (or the final time) defined as the time at which the last queue is gone.
2. During both intervals, the resulting optimum control is bang–bang with at most three switch points per intersection, assuming that none of the queues reaches its upper or lower bound.
3. As soon as the queue between the two intersections reaches its upper or lower bound, the control action taken at the downstream intersection becomes an explicit function of the control action taken at the upstream intersection \( d \) time units earlier. This simply means that for optimum control the two intersections must be coordinated. Coordination is more clearly demonstrated for the special case in which turns at the upstream intersection are prohibited. Thus, if \( u_i(t) \) and
The control action taken at the upstream and the downstream intersections respectively, it can be shown that for optimum control \( u_i(t) = u_j(t - d_i) \), which indicates that in this special case the control action at the downstream intersection should be identical to the control action taken at the upstream intersection \( d_i \) time units earlier.

4. For the remaining queues results similar to those presented for the single intersection can be obtained, because the former are not affected by the time delay.

5. The cycle at each intersection can remain constant as long as more than one queue per intersection exceeds its bounds at a time. Otherwise, as expected, optimum control becomes more complex, involving variable cycles and splits as the single intersection does.

Extension of the theory to more than two intersections does not present any problem because it is a straightforward application of the pair of intersections. It should be noted, however, that, as the number of intersections increases or when a large number of queue length constraints are imposed, the optimum control policy becomes more complex. In the final analysis, then, it would be too difficult to apply it to a pretimed system. I therefore suggest that, as system and performance requirements increase, closed loop control (computer control) should be considered.

CONCLUDING REMARKS

The theory developed here clearly provides an analytical solution to the problem of optimum control of traffic signals at congested intersections with queue length constraints. The theory can also be employed for computerized control, because initial and final conditions (queues) can be other than zero. It should be pointed out, however, that in this case adaptive prediction algorithms are needed in order to change the control policies in the real-time situations concerning the state of the system and the predicted demands arrives. Such algorithms have been developed and used by computer control schemes, but it is generally agreed that further research in this area is needed.

Examples demonstrating the applicability and effectiveness of the theory to real-life situations can be found in another of my works (1), where it is clearly shown that the optimum control, compared with conventional control techniques, can result in substantial delay savings. In these cases, as expected, queue length constraints resulted in a more complex optimum control policy. Further, the fixed time policy was still more effective than conventional control even for demands substantially different from the predicted levels. It is perhaps of interest to note that determining the optimum control strategy requires only knowledge of conventional traffic parameters such as saturation flow; 5-, 10-, or 15-min counts; and maximum allowable green intervals.

To repeat, extending the theory not only should not present any problem, it can also include a large-scale traffic signal network with both critical and uncongested intersections. By using principles of graph and control theory along with eigenvalue analysis, determination of "dominant" intersections (not necessarily oversaturated), defined as those requiring immediate control action at a given instant, can be made. Subsequently, optimum control action will be taken at these intersections alone, eliminating extensive data manipulation and computer computation. This approach should result in instantaneous and efficient decisions made by the computer and time-varying rather than fixed critical intersections. Dominant intersections can be identified by eigenvalue analysis because they are functions of the demand and the control decisions made in the past.

Other problems associated with oversaturated intersections, such as optimum cycle length determination and bus priorities at such intersections, have been studied, and results will be presented in the near future.
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