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Technique for Measuring Delay at
Intersections
Willia¡¡r R. Reilly, JHK and Associates, T\tcso¡l, Arizona
Craig C. Garduer, Tucson Department of Traffic Engineering, Arizotla

This report presents our findings on a design for a simple. accurate tech'
nique for measuring vehicular delay on the approach 1o a signalized inter-
section. Precise definitions were established for four measures of perfor-
mance: stopped delay,time-in-queue delay, approach delay, and percent-
age of vehicles stopping, Approach delay was selected as being most rep-
resentative of intersectio¡r efficiency. Four manual methods using film
taken at 10 intersections were tested in the laboratory. The values thus
obtained were statist¡cally compared w¡th true values from time.lapse
photography, The point sample, stopped delay procedure and the per-

centage of vehicles stopping method were selected as the most promising
methods for practical use and were performed in the field at three sites.
A user's manual for applicatíon of these two methods was produced but
is not included in th¡s report. Correction factors were developed to allow
the f¡eld results to more accurately estimate the true values of stopped
delay and percentage of vehicles stopping. lnterrelationships among the
four measures of performance were established so that approach delay
could be estimated from a value for stopped time,

It has ahvays been difficult to quantitatively define oper-
ational efficiency for approaches to signalized intersec-
tions by using traffic engineering techrriques. Iu 1965,
the Highway Capacity Manual (1) introduced the concepts
of load factor and level of servÏce in an atternpt to relate
intersection efficietrcy to some factor obtainable in the
field. Holever, load factol has not received widespread
acceptance, and several researchets have postulated
that this measure may not be a reliable indicator of in-
tersection performance. It has been generally agreed
that some measure of vehicle delay should provide a
practical and meaningful measure of performattce.

There are many reasons for considering delay (and

perhaps stops) a better measure than load factor. First,
load factor is by definition a ¡lleasule applied to each in-
dividual approach. To date, no method has bee¡r devised
in which load factol can be used to provide a single mea-
sure of overall intersection operation. Second, Ioad fac-
tor is not a good measure for locations with traffic-
actuated signals. For example, a phase is considered
"loaded" if traffic continually enters the intersection on
green, but at the first major gap in traffic the green is
terminated. This can be considered an efficient traffic-
actuated controller and does not imply congested or near
capacity co¡rditions. Third, small changes in volume
appeal to cause large changes in the value for load fac-
tor; for example, relatively small increases in volume
can bring load factor from 0.0 or 0.1 to 0.7 or higher in
a short period of time. Also, conditions near capacity
flow are not well defined, a¡rd conditions of over capacity
flow are not described by load factor.

In view of these deficiencies, the need for a different
measure of operating effectiveness of signalized inter-
sections is apparent. This need has prompted several
researchers to explore the use of delay to measure per-
forma¡rce.

The scope and objectives of the present resea¡ch
rvere limited to the definition of several delay types and
to the formulation of a practical and accurate method
that can be used in the field to measure delay. A com-
plete description of the research, including a user's
manual, is given in a three-volume report of the Fed-
eral Highway Administration (Z).

STUDY PROCEDURE

Most previous work related to delay measulement clid not
cleally describe either the phenomenon to be measured
ol the details of the measurement technique. The Fed-
eral Highrvay Ad¡ninistration, recognizing this deficiency,
set out objectives for a lesearch project that rvould pro-
vide a precisely defined technique for measuring vehi-
cle delay at signalized intersections. The objectives of
the study rvere

1. To identify and define various measures of vehi-
cle delay on approaches to signalized intersections,

2. To select the delay measure most applopriate for
trse by placticing traffic engineers, and

3. To develop a field method for collectÍng data that
'rvould lead to the most appropriate measuÌ'e.

Synolrsis of Related Work

One early effort to quantify vehicle flow characteristics
on aplrroaches to intersections was reported by Green-
shields (3). The use of a 16-mm camera to capture traf-
fic florv fõr subsequent analysis in the laboratory made
this early rvork particularly noteworthy. In 1940, Rivett
(4) presented a report on the use of rnechanical aids (a
dEsk calculator) in collecting data on vehicle delay at
intersections.

Certainly the most complete and probably most im-
portant work related to field measurement, in contrast
to theoretical modeling, was conducted by Berry and
others (5). This work ted to the establishment of sev-
eral tecäniques for measuring intersection delay. Also,
Berryts work included the first major effort to define
different types of delay and to estimate the interrelation-
ships among delay types.

l¡r a 195? paper, Solomo¡r (6) described a measurement
technique that related to Berry's procedure but was ap-
plied to a different type of delay. In the late 1960s, May
and Pratt (?) published an article that can be considered
as the begiirning of the search for a measure of intersec-
tion performa¡lce more easily applicable and more
meaningful than load factor. May and Pratt suggested
that performance would be better described by a measure
of delay than by load factor. Then Sagi and Cãmpbe[ (8)

described a new technique that could be relatively easily
applied and would give a value for vehicle delay on the
approaches to traffic signals. Buehler, Hicks, and Berry
(9) used a questionnaire to survey existing practices for
dõlay studies, but the results did not point conclusively
to one method or one delay type as being most widely
used and accepted in the United States.

Much research has been directed torvard theoretical
models for estimating stops and delay. These models
have been based on assumptions related to patterns of
vehicle arrival and departure on an intersection approach.
A1l the modeling work has suffered in one important as-
pect: No matter how simple the model, the basic as-
sumptions have not been generally applicable to a wide
variety of intersections. For example, one common as-
sumption has been that vehicles arrive randomly. How-
ever, in a¡r interconnected signal system this assumption
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does ¡rot norurally hold true. Most of the modeling de-
veloped has contributed to a better understanding of traf-
fic flow theory but has ¡rot been of practical nse. The
work by Sagi and Campbell was perhaps the best effort
toward combining a certain amount of traffic flow theory
with a practical field procedure.

In sumrnary, most previous studies related to delay
measurement techniques have had one or more of these
deficiencies. (a) No clear definition of delay measures
lvas given. (¡) Uuch attention rvas paid to mechanical
or electronic devices that merely serve as aids, while
relatively little attention was paid to the validity of the
procedure itself in providing good estirnates of the delay
measure. (c) Several new techniques reported in the
literature have simply been.old techniques applied in a
slightly different manner. (d) Many studies relied on
techniques that could be applied easily only under cer-
tain traffic or geometric co¡rditions (for example, at
intersections rvith a pretimecl traffic signal control).
These tech¡riques are not well suited to general appli-
cation. (e) tvtost modeling techniques used in the-past
are somewhat cumbersome for the practicing traffic
engineer and are not particularly suited for a¡rplication
to a wide range of intersection types.

Study Executiorl

The approach used to achieve onr research objectives
was composed of the following steps.

1. A revierv of pertinent literature and previons re-
search was made.

2, Sevelal types of vehicle delay of the type found
on approaches to signalized intersections were identified,
and a precise definition was develo¡red for each type.

3. The delay type that appeared to best portray the
efficiency of intersection operation was selected. The
term "approach delayrrwas used to identify this best
measure.

4. Methods for field data collection were identified
and defined. These methods were designed to collect
and reduce traffic data so that the selected measure of
a1:proach delay could subsequently be estimated.

5. Using combinations of delay types and field data
collection methods, a selection was made of the most
promising methods to be tested during the research.

6. Ten i¡rtersection approaches from four urban
areas and with differing physical and operational char-
acteristics were selected for study.

7. For each study approach, two periods were
filmed: 50 min during off-peak conditions and 50 min
during peak conditions. Two cameras, one for time-
Iapse photography at 1 frame/s and one for real-time
photography at 16 frames/s were run simultaneously
during each study period.

8, The real-time film was vierved in the laboratory
for simulation of manual field studies. The selected de-
lay types and manual methods were used to collect data
from the film.

9. The time-lapse film was used to obtain precise
data on each vehicle observed on the study approach.
For each study period a precise (also referred to as
"true" in this report,l value for each measure of delay
and stops was obtained.

10. The true values were compared with the values
obtained from the manual methods for each clelay type
and for each study technique. Statistical tests were used
for the analyses.

11. The manual methods that appeared to best meet
the objectives of the research were selected for field
validation.

L2. Three new study approaches were used to trailì

a field crerv in the selected methods, and hvo l-h studies
(covering peak and off-peak) tvere conducted at each ap-
proach. Time-lapse filrn was taken at the same time the
field crew was performing each study.

13. In the laboratory the time-lapse film was ana-
lyzed and the measures of stops and delay rvere obtained.
Statistical analyses were used to com¡rare these values
rvith those obtained by the field crerv.

14, A final report and a user's manual were prepared.

VEHICLE DELAY

Characteristics and Definitions of Delay

Figure 1 describes the movement of vehicles along the
approach to a signalized intersection. Three types of
typical vehicle movements are sholn. AJso shown is the
time-space relationship for an unimpeded vehicle with no
stops or delays on the a¡rproach.

In the analysis of delay, at least two points along the
approach to a signalized i¡rtersection must be found.
First, the point at which a moving vehicle is considered
to be leaving the approach should be fixed. Noting that
one objective of this research was to develop an efficient
and relatively simple method of manual data collection,
the STOP line or the first crosswalk line traversed by
the approaching vehicle was considered the most obvious
point to use fol definition of a leaving vehicle, If neither
of these lines exists, some type of mark to denote the
location of a STOP line could be made for the pur.poses
of the field study. The second point is located upstream
from the intersection under study.. This point would be
situated so as to include all delay (including deceleration-
acceleration cycles) created by the signaliãed intersection
under normal peak flow conditions. The location of this
point would vary from intersection to intersection but
would be based on the same criterion, that is, Iocated
far enough upstream to include all delays caused by the
traffic signal but not so far upstream to include delays
caused by other traffic signals or major cross-street
flows.

Various definitions and terms were utilized during the
research and are recommended for future work in the
analysis of intersection delay. The most important terms
are defined in the following table.

Term Description

Approach delay section Section where most or all approach delay is
incu rred

Approach free flow time Time used by unimpeded vehicle to traverse
approach delay section

Approach t¡me

Approach delay

Stopped delay

Time-in-queue delav

Time used by any vehicle to traverse ap.
proach delay section

Approach time minus approach free flow
time

Time vehicle is stopped, with locked wheels,
equal to stopped time

Time from first stop to vehicle's exit across
STOP line, equal to time in queue

Percentage of vehicles Number of vehicles incurring stopped delay
stopping divided by number of vehicles crossing

STOP line

One importa¡rt distinction should be noted here: Vehicles
moving along an approach experience a series of iltimesr[
the sum of which rvill be equal to the approach time. The
term trdelayil is ¡rot always synonymous with time. For
example, for a given vehicle approach, delay is the dif-
ference between two measured times, while stopped de-
lay is in fact equal to stopped time.

The above definitio¡rs can be better understood by re-
ferring to Figure 1, in which the approach delay section
lies between point A a¡rd the STOP line. The approach



Figure 1. Time-space relationsh¡ps.

rlop on rñlarsaclioñ opprooch

time of a vehicle incurriug delay is the time itt secotrds
from ze¡o to point E. The approach delay is the differ-
ence between points E and F. Stopped delay is the dif-
ference betwee¡r points C and D, and time-in-queue de-
lay is the differeuce between points C and E.

Descriptive Analysis of Delay Types

Of the many t¡res of delay, past lesearch and present
practice suggest that tltree are of practical use. In ad-
dition, the number ot percetltage of vehicles foÌced to
stop is another important flow characteristic that should
be considered. Thus, the four measures of intersection
performance selected fol study were (a) approach der
iay, (¡) stopped detay, (c) tirne-in-queue delay, anA (O)

percentage of vehicles stoppittg.
Most researchers agree that, altltough the best indi-

cator of intersection performance is approach delay,
this is difficult to obtain in the field. Therefore it was
abandoned in favor of more easily measured factors.

Approach delay, unlike other measures, relates to
the total time duling which drivers aud passengers are
delayed and thus carr easily be used in analyses of road-
user time costs. Stopped delay is an obvious Ìneasure
to the driver but can overstate efficiency of operatiou
under conditions where the lengtlt of stop is short and is
followed by slow movement in a long sluggish queue.
Time-in-queue delay will often lie between the values
for stopped delay and approach delay. However, for any
given vehicle, time-in-queue delay can be gleater than
approach delay. Under certain traffic conditions, this
measure can overstate the amount of delay beittg incurred
by motorists.

During the study, approach delay was considered the
best measure to describe operation effectiveness on the
approach to a signalized intersection. Alrproach delay,
although technically more difficult to collect in a direct
manner, appeared to be better than either stopped delay
or time-in-queue delay for describing and comparing
intersection operation.

Percentage of vehicles stopping was not directly com-
parable to the delay measures. In the research, this
measure of intersection performa¡rce was considered
useful and was selected for testing along with three
manual methods related to delay.

3

INTERSECTION DELAY MEASUREMENT
PROCEDURES

Definition a¡rd Analysis of Basic
Procedures for Estimating Delay

Review of the literature and of possible techniques not
previously described led to the establishment of four
basic procedures that could be used in estimating delay.
AII past and present efforts were categorized as one of
the four. I¡r several cases, a method contained elements
from trvo or more of the basic nrocedures, The four
procedures are (a) point samplã, (b) in¡rut-ouþut, (c)
path trace, and (d) modeling.

The point sample method is based on a periodic sam-
pling of some factor (such as number of stopped vehicles)
on the intersection alrproach. In essence, it is a series
of instanta¡reous samples having an i¡rterval of time be-
trveen each sample. An examlrle of this technique is the
method cornmonly known as the Berry-VanTil procedure,

The term "interval sample" might also be used to de-
scribe the input-output method. It is similar to the point
samlrle method but uses an irúinitely strort interval (zero)
betrveen samples and a long sample period of, say, 10 or
15 s. The factor being measured is observed at its be-
ginning (input) and end (output) points.

The path trace is based on a sample of individual ve-
hicles using the study approach. Data on each vehicle
samlrled is recorded over the 1:eriod of time the vehicle
is within the study area (fo¡ exam¡lle, the approach delay
section). Using measurements on the sample group of
vehicles, a statistical expansiotr of the data to represent
all vehicles is made. This method is very similar to a
traffic engineering spot-speed study.

The use of modeling in estimates of delay can inclucle
a wide range of field and analysis techniques. All meth-
ods tlnt use one or more theoretical assumptions regard-
ing arrival patterns, departure patterns, driver be-
havior in queues, and traffic signal operation are in
this category.

How well each of the four basic procedures related to
the objectives of the research was analyzed.

The point sample method has several advantages.
First, the technique is self-correcting in that an error
or omission in oire sample will have almost no effect on
the overall result, because each sample is independent
of the previous one. Second, the technique is not de-
pendent upon signal indications, except for the restraint
of periodicity. This restraint refers to the need for a
set of data points arrayed throughout the signal cycle ancl
providing a representative sample of all traffic conditio¡rs
in the cycle. A disadvantage of this method is that the
accuracy of an observer's point sample might be con-
siderabiy reduced if the count (say, of stopped vehicles)
becomes quite high.

The input-output method suffe¡s from one important
disadvantage. The field data should be corrected for ve-
hicles tlut errter or leave the study area between the
point of input and the point of output. Correction factors
should be applied at the beginning and end of the.study
period, and also at regular intervals throughout the study,
to compensate for observer errors.

The path-trace method was considered simple to per-
form in the field and would yield, from a single study,
all four measures of delay and stops described earlier.
However, it was hypothesized that a very large sample
of vehicles would be needed to provide an estimate of de-
lay within reasonable levels of confidence.

Because modeling methods were considered too eso-
teric and difficult to apply to varying intersection condi-
tions, we eliminated this category.
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Selection of Methods to Be Tested

To plovide a guide for selection of the most lrromisiug
two or three delay measr¡remeltt rnethods, a matrix of
the four basic methods applied to the three basic mea-
sures of delay rvas developed to give 12 ¡rossible study
methods. Each of these was then judged against a frame-
work of eight criteria. For each, atr overall utility
score rvas obtai¡red that served as an indicatiou of the
rnethod's effectiveness in rneeting the objectives of the
research.

Factors such as field tnan¡:ower requirenrents, ueed
to establish base slreed, and generalized application were
among the eiglrt selection criteria. Otre itnportant cri-
terion was rvhether a method depended upon continuous
observance of traffic signal inclications. If so, the
method was considered less useful.

The procedures selectecl for testing were (a) point
sarnple, stopped delay, (b) p.oint sample, time-in-queue
delay, (c) Þatlì trace, and (d) percentage of vehicles
stopping.

Following selection of three delay procedures and a
foulth ¡'elated to pelcentage of velìicles stopping, a
detailed study design was developed fol each. It rvas
clecided that no electronic or cotnplex mechalrical de-
vices would be t¡sed in applying the lnethods to the 20
film segments in the laboratoly. In this way, a truly
sirrple manual technique rvould be tested,

Description of ]Vlanual Methods Tested

The point sample, stopped delay technique was desigued
for intervals between samples of 15 or 13 s, the latter
value being used at locatio¡rs having pt'etimed signal con-
trollers. For all but 2 of the 20 film segmettts studied,
a two-perso¡r team was used to obtain the samples ou a
lane-by-Iane basis. A third person, using a stopwatch,
gave a cue at each sampling point. The team noted the
number of stopped vehicles in each lane at each sampling
point. The total stopped delay was computed by multi-
plying the interval between samples by the number of ve-
hicles counted in all samples.

The point sample, time-in-queue delay technique was
designed identically to the point sam¡rle, stopped delay
method. Only the phenomenon being observed rvas dif-
fe¡e¡rt. Following a stop, a vehicle continued to be in
queue until it crossed the STOP line.

The path-trace teclrnique was pelformed by a three-
person team for each of the 20 film segments. Otre per-
son served as sample selector. This person counted ve-
hicles crossing into the approach delay section at its up-
stream end. A previonsly fixed sample rate based on
volume was used for each film, and the sample selector
gave a cue to one of the two observers each time a se-
lected vehicle approached the entry point of tlte sectio¡r.
The observer started a stoprvatch rvhen the vehicle en-
tered the section and noted the elapsed time of all actious
such as stop, start, change lane, and leave section at
STOP line. This technique led to estimates of total vol-
ume, stopped delay, time-in-queue delay, approach de-
lay, and percentage of vehicles stopping.

The fourth manual method was a count of all motorized
vehicles crossing the STOP line. The count was cate-
gorized into stopping or not stopping. Any vehicle that
stopped one or more times on the intersection approach
was counted as one vehicle in the stopping category. The
results from this method give estimates of both total vol-
ume and percentage of vehicles stopping.

DATA COLLECTION AND REDUCTION

Study Sites and Filming Procedures

Ten approaches to signalized intersections rvere used;
each approach was filmed for two 50-min periods. Table
1 gives a list of the sites and basic characteristics of
each. The study sites represented a broad range of geo-
gra¡thic, geometric, a¡rd traffic conditions. The re-
search rnethods rvere general in that they could be suc-
cessfully used i¡r varied situatious and rvould not t¡e de-
pendent on specific features of an intersection.

A 16-mm camera with a crystal speed control rvas
used to film 50 continuons min at exactly 16.0 frames/s.
Color film was used and then studied in the laboratory in
a real-time lnode for the four manual methocls described
earlier,

A¡r 8-mm camera with an intervalometer set at exactly
1.0 frarne,/s was lurì simultaneously at each site rvith
the 16-lnm camera. Color film was used ancl then studied
in the laboratory in a time-lalrse mode on a projector-
analyzer.

Laboratory Work

Each of the four manual methods was performed o¡r each
of the 20 films, and arithmetic values for various delay
measules rvere computed. AII of the data were taken on
a lane-by-lane basis, and the final summary of values
for each rnethocl was given by lane and also for the total
approach.

The time-lapse work involved studying each vehicle
individually and determining the frame numbers at which
the vehicle performed sorne action (i,e., stop, start,
change lane, cross STOP line). Some 22 000 vehicles
were included in the 20 films.

The data on each vehicle rvere pnrrched onto staudard
cards, and a computer progratn developed during the re-
search la¡r an error check o¡r the data. Following cor-
rections of the data base, the program calculated aud
sumrnarized all possible measures related to stops and
delay for each film. Recognition of vehicles that either
e¡rtered or left the approach delay section at some inter-
mediate point was given in the time-Iapse work and was
deemed important in computing true values for stops and
delay. AIso, all lane changes were noted from the time-
lapse film, and this information was used to properly
assign various types of delay to each lane.

During filming, data reduction, and analysis, tight
control was maintained on all aspects of the rvork to en-
sure precise results. Such factors as calibration of
stopwatches, camera speed, and projector speed rvere
checked regularly.

DATA ANALYSES

TVo general types of analysis were performed on the data.
First, regressions of real-time values on the corre-
sponding time-lapse values were derived and analyzed;
second, regression analyses were made to compare the
interrelationships among delay types. From the time-
lapse film the follorving measures were obtained: (a)
stäpped time (equal to 

-stopped delay), (¡) time in queue
(equal to time-in-queue delay), (c) approach delay, (d)
perceutage of vehicles stopping, and (e) volume estimate.
From the real-time manual methods, the following mea-
sures were derived and are listed with their coded des-
ignation.



Measure

Point sample, total stopped time M1T
Point sample, stopped time per vehicle M 1 PV

Point sample, time ¡n queue M2
Point sample, time in queue per vehicle M2PV
Path trace, stopped time per vehicle M3A
Pâth trace, t¡me in queue per vehicle M3B
Path trace, approach delay per vehicle M3C

Path trace, percentage stopping M3D
Path trace, volume estimate M3E
Percentage of vehicles stopping M4
Volume estimate from M4 study FV

Ratio comparison was another type of analysis made.
Several measures derived from the real-time studies
were used to form a ratio with the trt¡e value of tlte cor-
responding measure derived from time-lapse film'

Statistical Ter¡ninologY

The regression relationships discussed in the following
sections are reported on the basis of the line of best fit
in the forrn Y = bX + a, rvhere Y is the variable plotted
on the vertical axis, b is the slope of the regressiotr
line, X is the variable plotted on the horizontal axis,
and a is the intercept of the best fit line at the vertical
axis.

Àiso reported is the coefficient of determination (R2)

value for each regression line. This value relates to
the amount of scatter of the data points about the regl'es-
sion line. A high value (gleater than 0"90) indicates that
the reglession relationship is very strongly linear. The
standard error is another statistic reported and is an
indication of the range of values about the mean value
tlut will encompass the true meau. Thus, if a value is
reported as 1.10 * 0.04, the indication is that 68 percent
of ihe time the true lnean value tvill lie betrveen 1.06 and
L.L4.

The term "significant" is also used in reporting the
analyses. In this research, all tests were carried out by
using Student's t-test at the 0.05 significance level, and

all tésts were of the two-tailed variety; i.e', significance
would be declared if the statistic or value from the data
setwas either greater or less than thehypothesizedvalue.

Manual Methods Comnared With
Time-Lapse Results

Tabie 2 summarizes the regression lines obtained when
measures of delay, stops, and volume were compared
with the corresponding measure derived from time-lapse
photography.

Both of the point sample methods, Ml and M2, dem-
onstrated a higÏ level of precision: R2 equals 0.99. This
is an indication of a very strong linear relationship be-
tween the stopped time or time in queue derived from
the field study-and the true values. As noted in Table 2'
the upwald bias of the slope of the point sample lines is
significantly different from 1.0, and in the case of total
time in queue (M2T) the intercept is negative and sig-
nificantly different from 0.0.

One definite conclusion reached from studying these
relationships was that an upvsard bias existed in the point
sample metlìod, rvhether it was applied to stopped time
or to time in queue. Thus, if the method had been ap-
plied in the field, the estimate of stopped time or time
in queue would have been higher than the true value.

' For the path-trace study, five measures were com-
puted and each regressed against the true value of the
measure obtained from the time-lapse work. Table 2

shows that except for the volume estimate all mea-
sures lìad a regression line slope not significantly dif-
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ferent from 1.0. Thus, it can be saicl tlnt tlte path-trace
method is quite accurate but not as precise as the point
sarnple rnethods, as is evidenced by lo\ver values of R".

Interrelationships A¡nong Delay TVpes

An important part of this resea¡ch was the detertnination
of the relationship between the true value for a measure
and all other measures,

Table 3 lists the statistical qualities of the interrela-
tionships. It is interesting to note that time in queue ac-
counts for about 9? percent of approach delay and sto¡rped
time for about 76 percent of approach delay. The three
Iinear relationships of detay with percentage stopping are
not strong. The last relationship i¡r Table 3 represents
an attempt to develop a lineal, as opposed to a curvi-
linear, relationship between pelcentage stopping and ap-
proach delay. By taking the log of the value for_ approach
äelay per vehicle, a strong linear relationship does re-
sult. This could be very significant because, of all field
procedures, perhaps the easiest and least costly to per-
iorm is the study of percentage of vehicles stopping. If
a good predictive relationship exists between percentage
stopping and approach delay, the percentage stopping
study might be used by jurisdictions lacking manpower
to perform tlìe more elaborate delay studies.

One lrotential disadvantage of using percentage stopping
vahles for estimatilìg delay is that, rvhen conditions force
all vehicles to stop, delay can increase drastically while
percentage stopping remains constant at 100 percent. Be-
òause the final recommendations of tltis study did not in-
clude the use of percentage stoppiug values to estimate
delay, this potential difficulty was not explored in detail.

Other Altalyses

In addition to the analyses described above, several other
factors were studied. First, each of the four basic mea-
sures was regressed agaitrst a ratio of volume to service
volu¡ne at level of service C. The R" values for these
plots ranged from 0.4? to 0.63, indicating that consider-
âble scatter in the data points existed. One interesting
fact was obse¡ved from these plots: AII of the low delay
locations were controlled by an interconuected signal sys-
tem, while most of the high delay locations operated with
isolated local control.

For the path-tlace method, an analysis was made of
the sample size necessary to achieve reasonable results.
Depending on delay type, from 1200 to 2?00 vehicles
would be needed in a path-trace sample to obtain delay
estimates at the 95 percent confidence level.

Finally, an analysis of arithmetic ratios was made.
The value for a given measure taken from the real-time
studies was divided by the true value for the same mea-
sure. Ratios were computed for the two methods that
were finally recommended: point sample, stopped clelay
and percentage of vehicles stopping.

The ratio analyses cau be summarized by the follow-
ing observations. (a) There appears to be a strong up-
ward bias in the estimate of stopped time from the point
sample method when compared with the true value. It is
inteiesting to note that only three of 20 ratios were below
1.000 and that all three occurred in peak-hour studies
under heavy volume conditions. (U) no¡ percentage
stopping, the estimate from the manual method was al-
wayå gi'éater than the true value. (c) For volumes taken
from the percentage stopping study, no correcting factor
is necessary to achieve an accurate estimate of true
volume.

Coded
Designation
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Table 1. Study sites,

Film Intersection City, State

Direction
Traffic
Approached
Froù1

Typc of
Signal
Control

Exclusive
Left-Turr
Lane

No. of
Moving Signal
Lârìes on Systent
ApÞroâch OÞeratioù

l,2 Pleasant St.. ând
Mâssachusetts Ave.

3, 4 Massachusetts Ave..
aùd Everett Ave.

5, 6 WastringtoD St.r and
Madison St.

?, I Leesburg Pike. and
llaycock R(i.

9, 10 University Blvd.. and
Viers MiU Rd.

ll, 12 Classen Blvd.' atrd
N.W. 23rd S't.

13, 14 N.W. Expressrvay. and
Pennsylvania Ave.

15, 16 Broadway Bhd.¡ ind
Craycroft R(|.

l?, l8 Congress St.r înd
Granadâ Ave.

19, 20 Q:eedlay Btvd.r aül
Mountain Ave.

Arlington, Mass.

Can)bri(lge, ùlass.

Alexândria, Va.

Falls Church, Va.

Wheator, Md.

OklahoÌìa City, Okla.

Oklîhoûìa City, Okla.

TucsoD. Ariz.

Tucson, Aliz.

Tucson, Ariz.

South

North

South

East

Eâst

North

Wcst

East

West

East

PretiDled

PretiÌìed

Pretinred

ScÌìiíìctuîte(l

Fully actuated

PretiÌre(l

Fully actutte(l

Fully actuated

Fully actuatc(l

SeÌriact\ate(l

2

4

2

4

3

4

5

4

3

No Yes

Yes No

Yes No

No No

Ycs Yes

No Yes

No Yes

No Yes

No Yès

Yes Yes

PoiDt sample

Pâth trlce

Perccntagc stopÞing

-t350 * 823
-0.42 r 0.64
-20lob + 860
-0.65 + 0.?9
-0.01 + 2.54
-1.49 1 3.00
-1.53 1 2.38
-1.4? + 3.83
90.0?b I 46.41
4.266 + l.2l
l?.02Ù i 5.?O

1.t5" t 0.03 0.09
l' lob r O.O2 0.99
l.lBb I o.o2 0.99
l. 12¡ r 0.02 0.99
0.90 r 0.00 0.86
1.04 r 0.09 0.88
1.04 + 0.06 0.93
0.98 + 0.06 0.94
0.89ò I 0.04 0.96
0.96 + 0.02 0.99
0.98b 1 O.0l 0-09

.Sreet trôllic ôpDroached on.

Table 2. Regressions of manual measures versus time-lapse values.

Method Measure lntcrce¡rt' Slope' R?

of stops or delay. M3 does appear to be slightly less
precise than the others, however.

4, M1 a¡rd IVI2 are somewhat less accurate (slope of
regression line greatet than 1.0) than M3 in predicling
delay. At least two possible reasons for the overestima-
tion of delay by point sample methods have been identified.
First, there may be a tendency for observers to concen-
trate more on the upstream end of the queue and thus to
add vehicles into their counts while delaying slightiy the
subtraction of vehicles that have actually departed from
the front end of the queue prior to the sampling point.
Second, there may be skerv in the distribution of stopped
time and time in queue such that the use of 15 s (or 13 s)
as the average time stopped for each velìicle observed
gives biased results.

5. M4 may provide a simple method of estimating ap-
proach delay by use of a logarithmic relationship.

6. The addition of various independent variables to
the regression equation of delay obtained from Ml or IVP
results regressed on the true value of delay does not sig-
nificantly improve the predictive power of the equation.

7, Stopped time averages about 76 percent of approach
delay, while time in queue averages about 97 percent of
approach delay. M1, lVP, and M3 all provide estimates
of delay that can be used with considerable precision to
estimate approach delay.

8. Mechanical aids accompanying manual methods
may be useful. In M1 and IvD, an audible cue from a cas-
sette recorder eliminates the need to be constantly check-
ing a stopwatch. For M3, the sample selector would
benefit from a simple digital hand counter for vehicles
crossing into the section. Likewise, observers perform-
ing the M4 study would find such a counter with at least
two buttons useful for recording stopping and not stopping
vehicles.

FIELD VALIDATION

TVo methods, M1 and M4, were selected as best for
general use by traffic engineers. The methods were
found to give accurate estimates of stopped delay, per-
centage of vehicles stopping, and total volume. The
principal reason for selecting Ml over IVD was that the
time-in-queue procedure was considered by field per-
sonnel to be more difficult to perform than the stopped
time procedure. M3 was eliminated because of the large
sample size required to achieve good results.

The purpose of the field validation was simply to apply
the selected methods to an actual field study and to com-
pare the results with those derived from time-lapse

MIT
MlpV
M2T
M2PV
M3A
M3B
M3C
M3D
M3E
M4
FV

' Reporled as (lìc cocffrcrent ! standard error.
I'lntercept s¡gn¡ficant¡y d¡lfercnt lrom O.O or slope dilfercnt from l,O by a stôristic¡l test

øiterion: Student's t-tel ôt 0.05 sign¡li@nce level.

Table 3. lnterrelationships of time.lapse measures.

Y Axis X Axis Intercept' Slope' R,

Stopped tiùle AÞproach delay -0.99 * l.4l 0.?6 * 0.04 0.96
per vehicle per vehicle

Srtopped time Tinre in queue 0.49 i 1.0? 0.78 + 0.03 0.9?
per vehicle per vehiclc

Stopped time Percertage -9.54 * 4,9? 0.54 + 0.08 0.72
Þer vehicle stoppilg

Time in queue Apt)roach delay -1.99 * 0.88 0.0? + 0.02 0.99
per vehicle per vehicle

Time ir queue Perceùtage -11.62 * 0.00 0.6? r 0.10 0.?0
per vehicle stoppiDg

Perce¡ìt¿rge Approâch delây 26.89 + 5.ã8 1.03 I 0,15 0,'12
stot)ping per vehicle

Percentage Logro approach -14.04 + 4.62 54.9? ' 3.33 0.94
stot)ping delay per

veNcle

' Reported ar the coeft¡cient ! stðndard error

SUMMARY OF RESULTS

The following points provide a synopsis of both the per-
formance of the manual methods and the statistical anal-
yses of the data. M1 and lM2 refer to point samples of
stopped time and time in queue respectively, M3 refers
to the path-trace method, and M4 refers to the percentage
stopping method.

1. Ml was somewhat simpler to e4plain to field per-
sonnel and to perform than M2 or M3.

2. M2 was slightly more difficult to perform than
Ml or ûI3 because observers must continuously study
all approach traffic.

3. AII four ma¡rual methods, ML, Irn, M3, and M4,
appear to be quite precise in predicting the true value



Table 4. Validation regression relationships of field versus

time-lapse values.

SloÞc' IDtcrccpt' R3

slto¡)pc(l tiìrc 1.04b :0.01
Perccntage stopPing 1.00 :0.04
Volunrc 0.9? I 0.01
sloDped tinre per vchicle' 1.05b + O.Ol
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value be used directly, witlì no correcting factor.
The value lesulti¡ìg fro¡n a field study of percentage

of vehicles stopping should be comected by a multiplier
of 0.96 to achieve a more accurate estimate of the mea-
sure.

Once the recommended field data corrections have
been made, stopped delay per vehicle multiplied by 1.3
will yield a good esti¡nate of a1:proach clelay per vehicle.

It is concluded tltat all four of the manuaL methods
testecl can be relatively easily applied by typical traffic
engineering agencies and ca¡r also yield fairly precise
and accurate estilnates of delay. Therefore, although
trvo of the methods were recommended for inclusion in
the userrs manual, the other hvo methods (point sample,
tirne in queue and path trace) miglrt be considered in fu-
tnre rvork for special application'

O¡re other conclusion that rvas reached after extensive
study was that itrtersection delay studies should tlot, i¡ì
most cases, be performed on an i¡rdividual lane basis.
Rather, an entire approach should be studied at one time.
AJthough in theory it is possible to study several lanes
individually on au approach, itr practice there are nu-
merous complicating factors that iucrease manpower re-
quirements and reduce the reliability of the study results.
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350 .254 0.99
5,46 - 2.39 0.99
32.02 t 12.20 0.99
0_31 :0.26 0.99

o Bcporled ôs lhe coell¡cacnt ! st¡ndôrd crror.
t'lnlcrceDt Ígnrficañlly dillcrenl konì 0.0 or slopc d¡flcrcnt t¡onì 1.0 by a stalrstrc¿l

lest cr¡ter¡on: Student's t-tesl at 0.05 sign¡l¡6ncc level.

' Usang trnìc.l¿psc volunìc lor drvrsor ol field stopped lrtrc.

photography run simulta¡teously with the fieldwork. Iu
this manner, a check was rnade of lìow rvell the methods
provided reliable measures of delay and stops.

The scope of the validatiort work was described as in-
cluding three sites diffe¡ent from those used fol tlte 20-
film periods. The two methods selected for validation
were to be applied for two 1-h periods at each site, one
period during off-peak traffic conditiotrs and the other
during peak conditions. During the same periods, 8-m.m
filmsìi the study approachrvereto be taken at lframe/s,

The three sites were in Tücson, Arizona, and a field
crew was trained prior to performing the two ¡nanual
techniques. A total of six data points resulted, two for
each site. The sites represented different approaclì
widths, nurnber of larìes, signal operatio¡r alld lrhasiug,
and traffic volumes.

During the validatiott work, the length of stopped
queues váried from several vehicles to 25 or 30 vehicles,/
lane. Thus, it was concluded that a wide range of con-
ditions was e¡rcountered by field persorlrlel and tlnt tlte
results of the validation were sound.

Following the field studies and the simultaneotts film-
ing, all data were reduced. Comparisons were made
beitieen the true values (from time-Iapse film) for stops,
delay, and volume and the values derived from the man-
ual methods.

Table 4 summarizes the regression relationships of
the validation work. The upward bias in estimates from
the point sample, stopped delay method was confirmed.
Atsõ, the sliglrt upward bias in estimates of percentage
of vehicles stopping was confirmed. The estimates of
total volume as computed from the M4 study aplrear to
be accurate; no bias occurred in either direction.

Afterthe two field methods had been defined, analyzed,
and field tested, a small, easy to use manual was pre-
pared. The intent of this ttser's manual was to provide
aU basic information needed to successfully apply the
two recommended field methods: point sample, stopped
delay and percentage of vehicles stopping. The manual
will be distributed by the Federal Highway Administra-
tion to engineering agencies.

CONCLUSIONS AND RECOMMENDATIONS

It is recommended that the point sample, stopped delay
study be used for field measurement of delay and that
the percentage of vehicles stopping study be retained as

a practical and useful procedure.
For the point sample, stopped delay study, it is rec-

ommended tnat the valtte for stopped time from the field
be corrected by applying a 0.92 multiplier to obtain a
more accurate estimate of true stopped delay.

For the estimate of volume from the percentage of
vehicles stopping study, it is recommended that the field
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Based on criteria for selecting maximum flow characteristics, data for
420 cells were collected on the Santa Monica Freeway for the period
1972to1975. Each cell includes three observed values: maximum flow
rate, corresponding percentage of occupancy, and corresponding time.
For the analysis of mornirrg congestion patterns, 6 d of data (5:00 to 1 1 :00
a.m.) were collected. These data were selected for a randomized-block
design with three independent variables: years, workdays, and loca-
tions, Analysis-of-variance and multiple-pairwise.contrast procedures
showed that the most crucial independent variable causing inconsistency
is locations, the next most crucial is years, and the least important is
workdays, Among the various results, the mâximum flow character¡s-
tics were found to be affected by the change in the overall conditions
during 1975 (particularly, a different daylight savings time and perhaps
the reduced speed limit and other energy crisis factors). The morning
conçstion patterns and the t¡me-sequence pattern of the flow-
concentration tra¡ectories were found to be relatively undisturbed dur.
ingthe 3-year period. The results may be useful when applied to prob.
lems of desirable flow and occupancy (concentration) under high de"
mand level, estimated freeway capacities, sensitivity of an estimated
capacity (capacity buffer), and traffic behavior during the peak period.

Three papers (L,2,3) served as the stilnulus for this
research report. Analyses of traffic flow rnodels per-
formed in these papers emphasize the need for. inves-
tigating the co¡rsistency of traffic flow variables, par-
ticularly the maxinrum flow characteristics.

We attempted to amplify traffic behaviorunder normal
peak-period conditions (on an urban freeway) and to exarnine
qualitatively and quantitatively the variability of nraximurn
flow characteristics cluringtheperiod t972 to 1g?5. In addi-
tion, and as aby-product, these characteristics were in-
vestigated in vierv of the changes in overall conditions
caused by the energy crisis Ithe speed limit rvas reduced
from 105 to 88 kmlr (65 to 55 mph)) and by the different day-
light savings time instituted in 1974.

SAMPLING PROCEDURE

Available Data in Los Angeles

The data considered in this paper were collected by the
Los Angeles Area Freeway Surveillance ancl Control
Project (LAAFSCP). This project is located in the
heart of urban Los Angeles on three of the rnost heavily
traveled freeways in the world: the Santa Monica, San
Diego, and Harbor freervays. The project is 68 krn
(42 rniles) in length, encornpassing 56 freeway inter-
changes within its boundaries. The purpose is to find
methods to reduce delay and accidents, to relieve rno-
torist frustration, and to provide motorist services,
Therefore, the central computer of this project
provided real-tilne information about traffic froln all
the 68-krn (42-rnile) loop detectors. The real-time
infornration, given on a continuous basis for a 24-h day,
ran from t972 to 19?5 and includes

Selection of Maxinrum Flow Data Dt¡r

1. Five-minute roadway occupa¡tcy a¡rd volume rnea-
surernents;

2, Five-minute infonnation about weather (rvet or
dry) and light conditions (darkness, daylight, or fog); and

3. Reports of (a) the tit¡re the cornputer algorithrn
detectecl an acciclent, (b) location of this incidênt, (c)
source of inciclent verification (service patrol, torv truck,
helicopter, raclio), an0 (d) type of incident (acciclent,
disabled vehicle, garvking, slorv truck, spilled load, fire,
construction, rnaintenance ).

From this extensive inforlnation the clata consiclerecl
in this research rvere selected.

Arnong the ¡nost iruportant characteristics of traffic flow
nroclels are the ¡naximum flow char.acteristics. Data
about these characteristics ulay reveal (a) the consis-
tency of the titne of the tnaximum observect flow, (b)
the c.onsistency of the maximurn observed flow values,
and (c) the consistency of the observed percentage of
occupancy (rvhen the rnaximum flow is observed).

Based on information available in Los Angeles, five
criteria were chosen for. selecting rnaxirnum florv charac-
teristics. These criteria, which required that morning
peak-period data be obtained before rnaxi¡num flow was
observed, consist of the following:

1. A base nronth during the spring season;
2. Normal demand pattern, Í.e., no significant inci-

dent occurrence, exclnding weekends and holidays;
3. Good weather conditions (dry pavertrent, no fog);
4. No operational difficulties for data recording;
5. Randomized-block clesign such that observations

can be classified according to the independent variables
of years, workdays, and locations.

With regard to criterion 2, most of the incidents can be
divided into congestion-causing incidents þrirnarily
acciclents ) and non-conge stion- causing incidents þr;i-
marily disablecl vehicles on the shoulder lane). The
nor¡nal de¡nand pattern is lnore likely to be obtained in
situations without congestion-causing incidents or shor.t-
terln non-conge stion- causing incidents.

By inspecting the data collected frorn February LS72
to May 1975 and by using the above criteria, flre month
of March was selectecl as base month. This inspection
also revealed considerable operational difficulties for
data recorcling during 19?4. All situations and criteria
here mentioned lirnited the various possibilities for data
selection (3).

The oblerved rnaximuru florv data were classifiecl as



follows: (a) Data are obtained during the 10-d periods
cluring March L972, L973, and 19?5; (b) eacn 10 d of
data represents five groups of 2 d of data fro¡¡r each
rvorkday (Monctay thróugh Frictay); and (c) each of these
30 cl of data inclucles the ¡naxi¡nttm flow characteristics
for 14 locations along the Santa Monica Freeway (SM-

12 to SM-25). Consequetrtly, data for a total of 420 cells
were collected on the Sa¡rta Monica Freeway. Each cell
included three observecl values averaged on a per lane
basis: nraximum florv rate in vehicles per llour (q'"), cor-
responding percerttage of occupancy (óp occ), and col're-
sponding tirne in the rnorning (rå). tn adclition, trvo esti-
rnatecl values, conespondingtoq',, were considered: cor-
responding concentration (kå) ancì corresponding speed i¡r
kilo¡neters per hour (uå). lhese estimations are based
on trvo assuinptions: that kä = 3 (dp occ), ancl that uL = qL/
k'o. The first ãssunrption, suggested by Athol (4), and the
seconcl assumption áre both supportect by LAAFSCP
traffic engineers, who frequently introduced a test auto-
mobile into tlte traffic stream to directly tneasure average
traffic speecl.

Selection of Data for Analyzing the

Patterns

The previous section is concerned with one specific clata
point (associatecl with the observecl tnaxi¡nurn flow); this
section clescribes the sampling procedure for selectitrg
rnorning peak-period data points, olrtained fro¡n 5:00 to
11:00 a.rn. on specific clays. Criteria 2,3, and 4 ancl data
days frorn those selected in the previous section are
applied. In acldition, the data days were classified ac-
cording to trvo indepenclent variables: years and rvorkdays.

By inspecting the clata from S:00 to 11:00 a. tn.
in terms of the above-mentioned criteria, 6 d of data
were identified as follorvs:

1.
2.
3.
4.
5.
6.

I

consistent with locations þrirnarily because of different
freeway geornetry and dernand pattern). However, it is
the extent of such consistency regarding the other two
inclepenclent variables, years and rvorkdays, that needs

statistical determination.

Means and Sta¡tdard Deviations

The means and stanclard deviations of the five t¡taxit¡rum
flow characteristics ¡nentioned earlier are indicatecl in
Table 1 for the trvo independent variables, years ancl

locations. The value in each cell is an average of 10

values (data from 10 ct for each year), As nlentiorled
previously, l¡ecause of the energy crisis, the speed
ii¡nit was-recluced frorn 105 to 88 km/h (65 to 55 mph),
and a clifferent ctaylight savings titne was instituted in
19?4. Wrile the speed changes tnay not affect the maxi-
muln flow characteristics observecl at speeds below B0

trnÁ (50 nìph), the change in daylight savings time had

solne effect on the light conditions during the 5 rnin of
observed maxitnttm flow. In 1972 ancl 1973, full light
was observed before 6:45 a. rn.; during 19?5 full light
was obselvecl after 7:L5 a.¡n. This coulcl be one of the
reasons rvhy the mean q', values for 1975 were lower
than those for 19?2 and 19?3.

In addition, the corresponding observed /p occ rvas
higher in 19?5 than in 19?2 and 19?3' Differences in the
avêrage calculatecl speecls support this observation: In
19?2 incl 19?3 uâ values were higher than in 19?5. The
results of the standa¡cl deviations, howevet, er.nphasize
the clifferences in u'o values rather than the differerlces irl
q', values for the clata obtainecl in less claylight (19?5).

ön" ."''t conclucle that (for a given detnand pattern) in
Iess claylight lower ql, higher' fi occ, antd lorver u'o values
will be observecl than in full dayligltt.

The average values and stanclard deviations of q",
4p occ, kls, u'6, ancl Tå for the two inclependent-variables,
workáayé and locations, are given in Table 2. The value
in each cell in this tabte is añ average of six values (data

for 2 d and 3 years). The means for location are the
sarne as those given in Table 1.

Significant Differences Among and Within
thè Maxirnum Flow Characteristics

One of the criteria listed previously for maximum flow
characteristics was that the data should be selected for
a randomized-block design (criterion 5); thus, the 420
rneasurement cells of each characteristic would be
classified according to the three independent variables,
years, workdays, and locations. Consequently, the
analysis of variance procedure can be applied to this
randonrized-block design. In addition, a tnultiple-
pairrvise-contrast method catt be used to find out if there
is a significant difference between each pair of indepen-
dent variables.

Data generated by multivariable experiments can be

analyzed best by a variance procedure using an analysis-
of-variance (ANOVA) table. The null hypothesis, 'tthete
is no difference in treatment means," is tested by the
F-statistic. Four ANOVA tables are combined, for con-
venience, in Table 3; they indicate the variations in the
four maximum flow characteristics: observed Q", ob-
served É occ, calculated uå, and Tà. Table 3 shows how
portions of these variations al'e assigned to each of the
three inclependent variables, locatious, years, and work-
days, and to their interactions. As expected, there is
signíficant difference between the 14 locations (Stt¿-12

to SM-25) at the 0.01 level fol all the tnaximum flow
characteristics. The independent variable "years" (19?2,

19?3, and 19?5) differs significantly, ltowever, as does

"workdays" at the 0.001 level for q'. attcl I occ and at the

March 14 (tuesclay) , L972
March 24 (Friday), 19?2
March 2? (Tuesday), 19?3
March I (Friday), 1973
March 4 (Tuesday), 19?5
March 14 (Friday), 19?5

Eaeh of the six data days includes the morning volume-
occupancy datapoints for each of the 14 roadwaylocations.

Astatisticai analysis shows that the sample size of
6 d of data is appropriate for analyzing the consistency
of congestion patterns; for a given 14 locations, the
number of days, nr (i = 1,2, ,.,,14), such that the
estimation emor is less than 1.5 percent occupancy,
using a = 0.05, is determined to be six'

CONSISTENCY OF OBSERVED
MAXIMUM FLOW CHARACTERISTICS

This section attenrpts to answer several questions. Is
there a consistency of maximum flor¡¡ characteristics
regarding the differences among all considered years,
between each pair of years, among all workdays, and

between each pair of workdays ? What is the magnitude
of such consistency (or inconsistency) ? What is the
priority lanking of the three inclependent variables (lo-
õations, years' and workdays) regarding the consistency
of the maximum flow characteristics? What are theaver-
age values and standard deviations of the maximum flow
cñaracteristics for the 14.5-km (9-mile) Santa Monica
Freeway; and, based on the answers given for the pre-
vious qúestions' otl rvhat basis are they recommended for
åã"J¿äiãii"n (á yearly basis or a wori<ctav basis orboth)?

The rnaximum florv characteristics are obviously
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0.01 level for Tå. There is, holever, no significant
difference with respect to uå. These statistical results
are somervhat surprising, since it is difficult to detect
any visual differences among the average values in Tal¡le
2. These results will be clarifiecl by testing each pair
of the two independent variables, years and workdays.

The two known methods for rnultiple contrasts are
Scheffe's and Tukey's. Scheffe's lnethocl is appropriate
for all rnultiple contrasts, but Tukeyts multiple com-
parisons method, efficient for pairwise contrasts rvith

equal sample size (5,6), is the one used here. Table
4 summarizes resu-ltiof these multiple pairwise
contrasts for differences in mean values with respect to
years. This table is arranged so ilìat when clifferences
in the mean value ar.e significant (at the 0.01 level), flre
rnagnitude is indicated. Two exarnples of how to read
the indicated numerical values are given at the bottom
of Table 4. The lnost consistent results are associated
with observed dp occ ancl calculated u'o betrveen the years
1972 and 19?3 and the comesponding time Tá between

Table 1. Average
maximum flow
characteristics w¡th
respect to years
and locations.

Location qi
í
occ Tdu/

fr
occq.'Tdkj

6
occqiTJudkd

l9?3 l9?5

sM-12
sM-13
sM-14
sM-15
sM-16
sM-t?
sM-18
sM-19
sM-20
SM-2I
Slvl -22
sM-23
sM-24
sM-25

2053
2223
2229
2l16
2133
2055
1903
2 r55
2166
r983
19?4
2098
2096
2210

14.'l
16.6
l'1.3
16.1
t4.6
l 5.0
t8.2
11.2
¡8.2
t6.5
l?.8
16.?
l?.0
r 5.9

2't.3 ?3.6
30.9 12.1
32.2 09.6
30.0 ?0.9
27.2 ?8.6
29.6 60.9
33.9 5?.8
32.0 68. ¡
33.9 64.6
30.? 65.5
33. r 60.0
3t.1 6?.8
3r.6 66.3
29.6 74.9

22.5 1993 14.5
23.5 2tt3 15.8
22.0 2189 15.6
22.5 2060 t6.8
21.5 2087 r4.7
18.5 20t1 15.2
2l.o 1835 18.2
l?.5 2097 16.9
r3.5 2136 18.0
r9.5 1955 15.6
22.0 1934 16.9
20.5 2060 t?.9
21.0 2055 16.4
r?.0 2166 16.9

21.0 ?4.9
29.4 't2.3
29.0 ?5.5
31.2 66.5
24.9 83.?
28.3 ?r.8
33.9 55.9
3 1.4 6?.3
33.5 63.9
29,0 6?.5
31.4 61.?
33.3 62.8
30.5 6?.6
3t.4 69.6

1r.0 2000
15.0 ¡95r
10.5 2086
12.0 2004
9.0 1999
7.O 1906
13.5 t't'tg
0.0 t9?0
t0.0 1998
13.5 1038
r4.0 1085
¡ 1.5 2046
?.5 t9?8
?.0 205'l

r5.3 28.5
15.3 28.5
16.3 30.3
11.6 32.6
16.5 30.?
r?.9 33.3
t9.? 36.6
¡9.8 36.8
19.4 36.1
16.9 3 r.4
f8.5 34.4
18.0 35.2
t?,I 24.0
t'1.4 32.4

?t.8 22.0
68.6 19.5
?0.0 18.5
62.0 20.5
?1.0 20.0
60.2 18.5
49.? 21.0
53.8 20.5
56.4 18.0
6 r.8 21.0
58.0 22.O
58.8 22.6
62.3 22.5
63.8 22.0

StandâÌd DeviatioD

sM-12
sM-13
sM-!4
sM-15
Slvl -16
sM-1?
SM-IB
sÀ,t-19
sM-20
sM-21
srú-22
sM-23
sM-¿4
sM-25

2016
2096
2t'13
2060
20?3
1992
r 83I
2074
2 100
1959
t964
2068
2043
2144

14.9
r5.9
10.4
16.8
14. B

16. I
¡ 8.?
18.0
18.5
r6.3
l'1.1
l?.8
r6.8
10.?

21.6 73.4
29.6 ?0.8
30.5 ?1.8
3t.2 66.?
27.6 ?5.8
20.0 6?. r
34.8 54.6
33.4 63. l
34.5 6t.?
30.4 64.9
34.4 59.9
35.2 63.1
3r.8 65.4
24.6 60.4

19.7 32.8 0.42 0.8 1.5 6.50
r9.3 136.8 0.65 t.2 2.r 8.25
l?.0 ?3.8 0.85 1.6 3.3 5.89
18.3 56.0 0.?0 1.3 4.3 5.5?
16.8 68.1 1.06 2.0 6.4 6.82
14.7 ?6.5 1.40 2.6 6.2 0.ô3
18.5 62.6 0.8? 1.6 4.2 4.33
15.? 94.6 1.59 3.0 8. I 5.96
r3.8 89.0 0.?6 t.4 4.6 4.01
18.0 22.7 0.66 1.2 2.9 3.0?
19.3 26.8 0.80 t.5 1.9 4.62
t8.2 26.9 1.10 2.0 4.5 5.86
l?.0 59.9 0.38 0.? 2.8 8.26
15.8 78.'t 0.?6 1.4 5.6 1.64

Noles: I km/h = 0.62 mfrh; I vchicle/km = l.6l vohacles/m¡te.
q; is ¡n veh¡cles per hour, kó is in vch¡cles pe. k¡lomerer, uó is in k¡lometerr De. hour. ¿nd Tó is time iô minutes afrer 6:45 a.m.

k.í
í
occuj

6
occqlkiqJ q.Location

í
occ

Table 2. Average
maximum flow
characterist¡cs w¡th
fespect to
workdays and
locations.

Monclay Tuesdây WedDesday

sM-t2
sM-13
sM-14
sM-r5
sM-t6
sM-l?
sM-18
sM-t9
sM-20
sM-21
sM-22
sM-23
sM -24
sM-25

2025 16.2
2064 16.3
216't 16.0
2060 11.5
2091 14.8
1982 ¡5.3
1824 r5.9
2059 l?.5
2066 t't.1
1944 l?.0
198¡ t8,2
1980 t'1.7
2022 16.8
2ll0 t?.0

30. l 68.4
30.4 68. I
29.8 ?3.0
32.6 6?.3
2',t.6 ?6. I
28.5 69.5
29.6 53.?
32.6 63.?
32.9 63. I
3 l.6 62.6
33.5 50. r
32.9 61.0
31.3 64.1
3 1.6 66.9

20.8 203 | 14.3
19.2 2r l8 16.0
14.2 22t2 r'?.7
16.? 2061 16.?
t4.2 2072 14.5
lt.? 2022 16.3
t6.? 1840 22.1
I l.? 2tl2 19.5
8.3 2091 19.8

16,? 1961 16.3
r?.5 1959 18.2
1?.5 2074 ¡6.?
15.8 2064 16.5
16,? 2172 16,?

26.',t 14.5
29.8 ?1.0
32.9 68.2
3t.0 6ô.5
27.0 't6.7
30.4 6?.4
42.2 44.2
36.3 59.5
36.9 5?.8
30.4 65.2
33.8 58.2
3 r.0 6?.3
30.? 67. I
31.0 ?0.3

20.0 2029
21.'t 2 t30
r8.3 2t10
18.3 2083
20.0 2ttl
14.2 2009
22.5 1844
15.8 2068
15.0 2133
16.? 2009
zt.'t 1963
18.3 2081
r5.8 2050
10.2 2¡50

¡5.5 28.2
r5.3 28.5
16.5 30.?
16.8 3 l.3
15.2 28.2
1?.8 33.2
19.3 36.0
l?.5 32.6
19.2 3s.?
16.2 30. l
t8.2 33.8
19.5 36.3
17.3 32.2
18.0 33.5

?3.0 19.2
73.2 18.7
?1.3 18.3
66.6 19.2
?5.8 l?.5
61.3 16.?
5t.6 20.0
64.? 14.2
60.2 t4.2
6?.1 14,2
58.2 16.?
58.4 t6.?
53.3 16.?
66. I 12.5

Thursday Friday Standard Deviation

sM-12
sM-13
sM-14
sÀ4-t5
sM-16
sM-l?
sT\4 -18
sM-t9
sM-20
sM-21
sM-22
sM-23
sM-24
sM-25

l9B0 14.5
2058 15.8
2153 ls_?
205? 16.5
2093 t5.0
2004 14.8
1860 16.2
2108 lB.3
2l4l r1.7
1955 16.?
1972 16.8
206',t l?.8
2051 l?.0
2t7t 15.8

27 .0 ?3.5
29.5 70.2
29.1 ,t4.0

30.? 6?.0
2',t.9 ?6.3
2'.t.6 ,t2,,1

30.1 62.1
34.r 63.4
32.9 65.5
31.0 62.3
3¡.3 62.8
33.2 62.9
3r.6 65.3
29.5 14.2

20.8 20t2
tg.2 2109
¡6.? 2162
l?.5 2039
15.8 1908
t4.2 1942
r5.0 1824
16.? 2023
15.0 2089
22.5 1924
20.8 1958
21.7 2028
t?.5 2011
ll.? 2118

14.0 26.0
15.? 29. r
16.2 30.I
l?.3 32.2
14.7 27.3
t6.2 30.1
10.? 31.0
l?.3 32.2
r8.3 34. l
15.5 28.8
t7.2 31.9
16.8 3t.3
16.5 30.?
16.5 30.?

77.2 l?.5
't2.2 1?.5
'n.4 l?.5
63.? t9.2
?5.5 t6.',1
65.5 r0.?
60.5 18.3
63.6 20.0
6r.3 16.?
06.6 20.0
60,8 21.7
65.6 l?.5
66. r 19.2
69.5 18.3

3.2 1.38
2.0 1.53
z.'.t t,?01.8 1.09
3.5 2.15
3.4 2.09
4.',t 2.90
4.9 3.0?
5.2 3.22
5.2 3.24
3.9 2,40
3.2 I .96
2.3 t.42
5.5 3.40

21,2 0.92 t,?
32.'t 0.3? 0.?22.8 0.11 1.4ls.6 0.42 0.8
44.t 0.21 0.5
3 1.3 l. t5 2.t
15.I 2,8',t 5.3
36.9 0.0r t.7
31.8 0.03 l.?
31.5 0.5? 1.1
0.8 0.6? t.2

40.1 l.t2 2.t
2t.1 0.34 0.6
29. l 0.80 1.5

Notes: I km/h = 0.62 ñÞh; ¡ vehiclc/km = l.6l @h¡cter/mite.
q; is ¡n voh¡cles frer hour, kó it in vehiclcs pe¡ kilonretcr. uó ¡s ¡n kilometers pcr hour, ând Tó ¡s t¡me in minurei ¿ller 6:45 a.m.
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Table 3. Results of the analYsis of
variances for the maximum flow
character¡stics.

Observed qj Observed I occ Câlculated uc' TJ

d.f.

Location
Yeârs
Workdays
Location x years
Locâtion x workdays
Years x workdâys
Location x years x lvorkdâys

43.69
59.66
19.66
4.'.t6
4.86
2.39
2.30

l3
2
4

26
52
I

r04

218 025 49.88'
508 108 116.25'
28',t',tl 6.58'
14 66? 3.36'
2 940 <1.0

r0 489 2.40
2 280 <1.0

12.27'
10.?6^
5.52'
1.34
r.36

<1.0
<1.0

5',t.20 2.98' 96.43 2.90'
858.¡6 44.61' 4030.23 t2t.r4'
61.13 3.18 118.84 3,5?ò
32.04 r.67 3?. 16 r.r2
20,20 r.05 2'.1.71 <1.0
9.31 <1.0 52.41 1.5?
1l-10 <1.0 25.04 <¡.0

Note: The lign¡liønr dìlferences arc the sme for 9ú, occ as lor estrnìated kô because ol the hncôr translormâtron bchlccn % occ ând kó

¡ Signiliønt at Þ i 0.001. bs¡gniliønr al p' 0 01

Observcd q.', vchicles/h

Observed I occ

câlculated ui, km¡h

Tí, min

Table 4. Effect of years on the consistency of
maximum flow characteristics (overall analys¡s of
the 14 locations).

VaÌiablc Year l9?3 t9?5

are slnaller on Friday than on either Tuesday or Wednes-
day, although logically one would anticipate lower ql
vaiues wiren higtrer dp occ values are observed (see

differences in q'. and d4 occ values between 19?2 and 19?5

and betrveen 19?3 ancl 1975 in Table 1). There is, then,
almost no effect of workdays on tlìe consistency of rnaxi-
mum flow characteristics; thereforer lneasurements fl'om
one workday can be applied to others.

CONSISTENCY OF MORNING TIME-SEQUENCE
PATTERNS, FLOW-CONCENTRATION
TRAJECTORIES, AND MORNING
CONGESTION PATTERNS

This section considers the following questions. Is there
a consistency in tir:re-sequence patterns that illustrates
flo'w-concentration traiectories? Is there consistency in
lnorning congestion patterns, particularly regarding the
obtained concentration contoul tnaps? Are there any
effects fro¡n reducing the speed lirnit frorn 105 to 88 km/h
(65 to 55 mph) or from a different daylight savings time
or from other energy crisis factors þerhaps, movetnents
toward smaller automobiles and car pools), where these
three possibilities are reflected in the 19?5 data on both
the morning time- sequence flow- concentration traj ecto-
ries and the morning congestion patterns?

The answers developed below seem to be important to
the analysis of traffic flow models, consistency of the
demand pattern, and sensitivity of some traffic flow char-
acteristics because of changes in overall conditions
(speed limit, daylight conditions).

Consistency of Morning TÍme-Sequence

ffi
Based on the sampling procedure described earlier, 6 d
of data were identified for the imposed criteria and a
statistical analysis. Analyses of the traffic flow models
performed in the overall study of flow tnodels (3) reveal
ihat five phases can be distinguished in the moriing flow-
concentration (q - k) trajectories observed on the Santa
Monica Freeway. These phases can be sum¡narized as
follows and are shown in the examples in Figure 1:

1. The traÍfic stream proceeds frorn low concentra-
tion conditions to the "intersection concentratÍon";

2. The traffic stream approaches the maximum flow
value;

3. A breaþoint (discontinuity) occurs and results in
a transition from free-flow to congested-florv conditions;

4. The traffic stream fluctuates under high concentra-
tion conditions; and

5. The traJfic stream approaches free-flow conditions
at the intersection concentration through a flow value
Iower than that indicated in phase 2.

The observed tirne-sequence pattern in which the q - k
trajectories are portrayed is generally not influerìced by

tg72 5l
l9?3
t972 NS
l9?3
t9't2 NS
19?3
1912 9.0?
l9?3.

t20
60
-0.94
-t.27
6.82
6.98
NS
-9.5

I km/h = 0.62 nrÞh.
Value in ccll indic¿les môgnitudc ol d¡llcrcncc behvc¿n years at

0.Ol level.

Table 5. Effect of workdays on the consistency of maximum flow
characteristics (overall analysis of the 14 locationsl.

vrriâblc Wed. 'Ihur

Observcd q,', vehicles./h

Observed 4 occ

Calculated uá, kuv'h

TJ, nrin

Mo¡ì.
Tues.
wed.
Thur.
Môn.
Tues.
wed.
Thur.
Moù.
Tues.
wcd.
Thur.
Mon.
Tues.
wed.
Thu r.

Notes: I km/h = 0.62 mph.
Value fi cell rnd¡côtes ¡ìagnitude of difterencê between dôvs at 0.01 lcvel.

the years 19?2 and 19?5. Nevertheless, all the other

"esults, 
although indicated by numerical values (signifi-

cant differences exist), seem to have relatively low
magnitudes, rvhich for practical purposes are generally
negligibte þarticularly between the years 19?2 and 19?3

wnãn1ne overall conditions were alike). The maximum
differences indicate that the effect of years on the maxi-
mum flow characteristic is rnarginal and that, if neither
the 88-km/h (55-mph) speed lirnit nor the different day-
light savings time is changed and if the same demand
pattern and freeway geometry is retained, tnaximum
llow characteristics observed in future years during the
month of March can be expected to be sitnilar to those
observed during March 1975.

The results of the multiple pairwise contrasts for
workdays, using Tukey's method, are sumlnarized in
Table 5. (this ta¡Ie is similar to Table 4 in that the
magnitudes of the differences at the 0'01 level are in-
dicated.) There is a statistically significant difference,
particularly of mean qi and mean 4 occ values betrveen
Tuesday and Friday and between Wednesclay atrd Friday.
Surprisingly, both the rnean q', and mean dp occ values

NS NS NS NS
NS Ns Ns 40

NS 45

-NSNS NS NS NS

Ns Ns 1.00 0.95
0.99 0.03

- n"S

NS NS NS NS
Ns Ns -3.16 NS

NS NS

-Ns-2.9 NS NS -2.8
NS NS NS NS

NS NS

-NS
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Figure 1. Comparison of morning flow.concentration
trajectories in 1972 and 1975 at two locations.

Figure 2. Comparison of three percentages of occupancy
ín 1972 and 1975.
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O -the corresponding tire for the maximum observed flow in 1972.

----1975i O -the corresponding time for the maximum observed flow in 1975.

Note: I km = 0.62 mi le



eitlìer years or workdays. To visually dernonstrate
the significant consistency of the dynamic q - k
trajectories, a specific data day rvas selected; the day
most unlike Tuesday, March t4, L972, is Friclay, March
L4, 1975, because it combines dissimilarities in overall
conditions (speed limit, daylight savings time, ancl other
energy crisis factors) and in workdays.

The q - k trajectories of the data collected in 19?2

and 19?5 on March 14 are shown for 11 detector sta-
tions (sM-12 to SM-22) in Figure 1, which illustrates
how rvell the consistency of the time-sequence pattern
is preserved during a 3-year period.

Although the time-sequence pattern of the q - k
trajectories is preserved, the flow magnitudes observed
in 19?5 are significantly different from those of 19?2.
A comparison suggests that, from the ti¡ne the nraxi-
mum flow was observed until the traJfic stream ap-
proached free-flow conditions, the q - k trajectories of
19?5 shifted toward flow values approximately 150
vehicles,/lane'h lower than those of the 19?2 tra-
jectories. These differences are particularly evident
between approxirnately k = 19 and k = 37 vehictes,/km
(30 to 60 vehicles,/mite) (or betrveen 10 and 20 percent
occupancy), and the highest differences in the flow

13

values are generally associated with qi values. For
example, the differences between the q'. values of the
March L4, 1972, data and those of the March L4, L975,
data are L66, 372, 264, t53, 252, 264, L92, 270, 198,
108, 0 vehicles,/lane.h for locations SM-12 to SM-22
respectively.

Certainly, one would expect to observe lower florv
values in less daylight; it is, horvever, surprising that
the tinre-sequence pattern of the q - k trajectories is
preserved so well, probably the result of unchanged
derna¡rd pattern and existing l¡ottlenecks,

Consistency of Morning Congestion
Pattems

The congestion patterns can be best represented by con-
centration contours or by occupancy contours. The 6-d
data rvere cornpared primat'ily by occupancy contours
at various congestion levels, and data of Tuesday,'
March L4, L972, are cornpared in Figure 2 with those
of Friday, March t4, L97õ, at three congestion levels:
L5, 20, and 25 percent occupancy [about 28, 3?, and
4? vehicles,/lane.km (45, 60, and ?5 vehiclesÁane.mile)
respectivelyJ. Occupancy contour rnaps that compare

Figure 3. Means of observed maximum flow rate, percentage

of occupancy, and corresponding time in 1972,1973, and
1975 at 14 locat¡ons.

-.+,-1972
- --r.---19 7 3
.+1975

,
À3(,oo

o{

Table 6. Grand means and standard
deviations of the maximum flow
characteristics.

Year
q.' Estimated Calculatcd
(vehicles,/h) 4 occ kj (vchicles,/kn) u.j (krn/h) Td

19?2, r9?3

19?5

MeâD
Standard (leviatio¡r
MeÂn
Standârd deviation

16.45 30.6
1.16 2.1

l?.60 32.',1

1.50 2.8

2075
9?.4

1980
14.5

68.t
6.2

61.6
o.o

km = 0,62 mi le

Notet I km/h = 0.62 mph; I vehicle/km = l.6l vehicles/mile.

?:00 a.m.
2.? mi¡l
?:05 a.m.
1.5 min
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the relnaining 5-d data are shown elsewhere
(9). In aclclition, Figure 2 indicates the corresponding
tlme (Ti,) for the observed maximum flow. The consis-
tency of the morning congestion patterns was clearly
stable in the 3-year period (19?2 to 19?5). Figure 2
further emphasizes that these patterns were apparently
una-ffected by changes in the overall conditions.

To quantify this observed consistency, an analysis
was made of the differences between the beginning and
ending times of congestion and the maxirnum observed
occupancy characteristics (3). This analysis strongly
supports the observed consiitency, which was lack of
influence by either of the two independent var.iables,
years or workdays.

SUMMARY AND CONCLUSIONS

Consistency of Maximum Florv
Characteristics

Based on the statistical results indicated in Tables 1,
2, and 3, the most inconsistent inclependent variables
are clearly locations and years. A graphic r.epresenta-
tion of the data in Table 1 is, therefore, given in
Figure 3 for the observed variables qL, dp occ, and Tå.
There is, as expected, relatively high inconsistency
re garcling location be cau se of detector- station position-
ing and the demand pattern along the Santa Monica Free-
way. For exarnple, location SM-18 is characterized by
a much lower ql value and a higher 4 occ value than thòse
at other locations, perhaps because SM-18 is on a five-
lane rather than on a four-lane section, and eonsequently
there is a possible weaving effect. In addition, the
effect of clifferent daylight savings ti¡ne can be seen in
Figure 3 for the 19?5 solid line. The most significant
findings are listed belorv.

1. From a practical vierçoint, the effect of years on
the consistency of the maximum flow characteristics is
only marginal. If, however, one considers only 1972
and 19?3 data, when no changes occurred in the overall
conditions, very high consistency is observed. Statis-
tically, nevertheless, there are significant differences
among all the characteristics regarding years, appar-
ently caused by the changes in the daylight conditions.
It is therefore hypothesized that similar observed maxi-
mum data will be found in the near future if no changes
occur in the overall conditions, and that, if the time of
sunrise and resulting conditions are the same as those of
19?2 and 1973, the observed maximum flow data will be
similar (on the average) to those observed during 19?2
and 1973.

2. Workday variations had almost no effect on the
consistency of the maximum flow characteristics, and
therefore, measurements from one workday can be ap-
plied to others.

3. Location was the rnost crucial independent variable
causing inconsistency in the observed maximum flow
characteristics (the second most crucial was years
and the least important was workdays).

4. Grand mean and sbandard deviation values of the
maximum florv characteristics for all 14 locations are
listed in Table 6. It should be noted, however, that each
detector location has its orvn demand and geometry char-
acteristics, and therefore Table 6 cannot represent
locations. Nonetheless, and for practical purposes, one
can compare Table 6 and the values in the Highway

Capacity Manual (?) þarticularly q', values with the
knorvn 2000 vehiclãs,/lane .h).

Consistency of Morning Congestion
Patterns

From the analysis of the tirne-sequence patterns that
illustrate q - k trajectories and morning congestion pat-
terns, the following conclusions can be drawn.

1. The time-sequence pattern of the q - k trajectories
is well preserved during the 3-year period 1912 to lg75
(figure 1). This pattern ernphasizes that the traffic
stream first approaches ruaximum florv conditions, then
congested corrditions, and then, through a recovery
process, backward to free-flow conditions.

2. There is high consistency in the morning conges-
tion patterns during the 3-year period (figure Z). This
consistency is reflected by similar occupancy measure-
ments (both in magnitude and cluration) under morning
peak-period conditions.

3. Changes in overall conditions [88 km/h (55-mph),
speed limit, daylight savings time, and other energy
crisis factorsl have little apparent effect both on the
time-sequence pattern in lvhich the q - k trajectories
are portrayed and on the rnorning congestion patterns.
The exception to this finding concerns flow rnagnitudes,
particularly under maximum florv conclitions where the
ql value was observed to be about 100 vehicles,/lane.h
less in 1975 than in 1972 and 19?3.

The above findings and conclusions may be useful
when applied to problerns of desirable florv and occupancy
(concentration) under high demancl level, estimated lreel
rvay capacities, sensitivity of an estimated capacity
(capacity buffer), and traffic behavior during itre pãat<
period.
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Procedure for Estimating Demand for
Regional Fringe Parking Facilities
R. K. Mufti, L. S. Golfin, ancl C. D' Dougherty, Delarvare Valley Regional

Planning Cornrnission, Philadelphia

The purpose of this study was to determine the best locat¡on and the

optimum feasible quantity of additional parking spaces that would ef-

fectively serve potent¡al demand for change'of-mode parking at the in-

terface between highway and passençr rail systems. Selection criteria.
such as available land, accessibility to highway system, current rail rider-

ship, and current parking demand, were used to identify 20 potent¡al

fringe parking sites. Future demand for parking spaces at the selected

sites was determined in four steps. The first step dealt with lrip inter-
changes. All future trip makers who reside in the influence area of each

of the potent¡al sites. and whose trip destinations lie in the distribution
service area of the passenger rail system, were identified and quantified.
ln the second step, the market share of each mode was calculated by

using a disutility mode-choice model. Disutility rates for the automobile
and iail modes were computed for each of the trip origin areas, and the
percentage of passenger rail trips was derived from diversion curves. ln
the third step, the proportion of pro¡ected commuter rail patrons de"

manding parking spaces at each s¡te was established by using a relation-

ship between the distances patrons travel to the station and their access

modes to the station. Finally, additional parking spaces over and above

the number of spaces already existing or planned were calculated for
each site.

Recent federal-aid highway acts provicled for the use of
Highway Trust Funcl ¡nonies for the construction of re-
gional fringe parking facilities at the interfaces l¡etween
inajor highrvay routes and conrtnuter railroad and tran-
sit lines, In February 1974 the Pennsylvania Depalt-
ment of Transportation (PennDOT) authorized the
Delaware Vallèy Regional Planning Co¡nmission (DVRPC)

to proceed with a study seeking the best location and
optimum feasible quantity of adclitional parking to ef-
fectively serve future demand for change-of-mode park-
ing at the interface between the highway and passenger
rail systems within the five-county Pennsylvania portion
of the Delaware Valley region. The underlying regional
goals of this study rvere

1. To reduce higltway congestion, particularly during
the peak periods and in the region core;

2. To reduce projected demand for Philadelphia ceu-
tral business district (CgO) parking space and thus free
land and airspace for more productive uses;

3. To provide incentives to attract trip rnakers to
more efficient tnodes; and

4. To reduce air pollution levels in the CBD.

The four-phase study perfortned by the DVRPC en-
corrpassed site selection and interagency coordination,
developrnent of dema¡rd estimation lnethodology, analysis
of demand estirnates, and comtnunity irnpact analysis.
Although all four phases are necessary to move regional
fringe þarking into the design and irnplementation plìase'
the intention of this paper is to show horv a regional
planning agency tnight respond to a request to provide
àesign data for a project not nonnally considered in the
long- range urban transportation planning proce ss'
Therefore, we have dealt with only the two phases con-
cerning demand estimation.

SITE SELECTION, INTERAGENCY
COORDINATION, AND COMMUNITY
IMPACT

During the fall of 19?3, DVRPC, in association with
PennDOT, coordinated a rnultiagency task force that

included representatives of county planning comtnissions
ancl other concerned agencies. The task folce was
charged with the revierv and selection of candidate sites
for. a regional fringe parking progtatn. The candidate
sites would then l¡e subjected to more detailed analyses
under each of the study Phases.

These agencies cooperated to select 20 potential re-
gional fringe parking sites. These high-priority sites
were selected on the basis of available land, cotnpatibil-
ity of parking with adjacent land uses, placement within
a high-density travel corridor, accessibility to the high-
rvay systern, and lnininrization of disruptive impact on
the local cornmunity. The full list of criteria against
which the recotntnended sites were reviewed is givetr in
Table 1. Recommended sites were not necessarily re-
stricted to existing rail stations, and the recomtnenda-
tion to construct a new station or consolidate a number of
stations was considered rvithin the realnr of the study.

After the detnand estir¡ration process rvas completed
for each of the 20 sites, a prelirninary irnpact analysis
based on existing conditions rvas conclucted regarding
land use a¡rd comntunity developrnent, illegal street and
off-street parking, constrrrction or upgrading of access
roads, and alleviation of traJfic congestion on major
highrvay facilities.

The future impact of additional peak-period traffic on

the local access roads to the cornmuter stations was
detennined by a forecast that was made of the average
annual daily traffic (e¡of) on those roads in 1985 and
that used glorvth factors based on trends and future
land-use information. The additional parking space de-
mand was equated with additional peak-period vehicles
and was added to peak-period traffic volutne. The zums
representecl the total future peak-period vehicle trips
on the access roads. Finally' cotnparison was made
with the access roadrvay capacities (vehicles per lane
hour for level of service E), as developed by DVRPC
staff, in orcler to calculate the volurne to capacity (v/c)
ratios used to determine the impact of the adctitional
peak-period traJfic.

DEVELOPMENT OF DEMAND
ESTIMATION METHODOLOGY

Four tasks and procedures lvere required to establislt
the quantity of additional parking needecl on the basis
of future dernand for change-of-mode parking at each of
the selected sites.

Task 1: Relevant Trip Interchanges

IVe identified and quantified all future trip rnakers re-
siding in the influence area of each preliminary site that
has trip destinations in the clistribution service areas of
the passenger rail systern. Task 1 was subdivided into
three parts-: (a) delineation of the area of trip origin, (b)

deüneàtion of the area of trip destination, a¡rd (c) tabula-
tion of the number of trip tnakers wishing to travel be-
tween origin and destination areas for given years in the
future.
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Origin Area Delineation Procedure

The origin area for each station site was defined as the
geographic area in rvhich the patrons of the station re-
side. For put'poses of forecasting future patrons, it
was first necessaty to delineate the potential future
market area of the station. This future lnarket area
included the present influence area of the station plus
an additional area that rvoulcl be influencecl by the in-
crease in station access opportunities, which is a lnani-
festation of the increased parking supply that would per-
mit rnore potential patrons to enter the passenger rail
systenr. In enlarging the influence area, expansion
should logically occur along highrvay corridors ancl into
residential areas accessible to these highways.

We chose two potential area sizes: a ¡naximu¡n and
a rninimurn, both based on the core lnarket area as de-
fined for sites at existing station points in SEPACT II
(Southe astern Penn sylvania Transportation Compact
operations plan for 19?5, which i¡rcluded lnarket surveys
and an analysis of 1966 operations of the cornmuter rail-
loads serving uretropolitan Philadelphia). This existing
core was the area in which 6? percent of the stationrs
patrons resided. The perimeter of this co¡.e area was
expancled along highway routes that fed into the station
and could be used by potential park-and-ride station
patrons. Judgrnent was appliecl to this expansion pro-
cess to accou¡rt for how far (in ter¡ns of tinre and clis-
tance) people might actually drive before changing lnodes
and the.clegree to which they would be willing to back
travel (drive to the station in a direction oppìsite to
that of their destinations). The ¡naximum area as-
sumed consiclerable access and back-traveling distances.
The rnininrum area assumed distances rnar.ginally
greater than those for the core al'ea. Finally, the ex-
panded perimeter rvas made to conform rvith the bound-
aries of the DVRPC transportation analysis zone.

For new station sites near existing stations, the core
areas were merged and the above process continued.
For new station sites in far outlying areas not covered
by the SEPACT II lnarket analysis, the maxirnu¡n and
minilnu¡n areas wer.e deterurined by assurning a small
core and using the expansion process as before.

In this procedure, each site was analyzed indepen-
dently; that is, the maximum and tninimum areas of any
one site were not affected by the influence area of any
other site. This independent analysis procedure per-
rnitted study of each site on its own merits and aided in
determining the priority of each site.

Destination Alea Delineation Procedure

Analysis of available data revealed that the vast ¡na-
jority of passenger rail trips are bound for the core
area of Philadelphia. We decided to lirnit our study
destinations to this city core area in order to make the
demand estimation of future rail ridership systematic.
Here, also, two sizes of destination areas were selected:
The maximuul area included all 46 CBD zones and 3
zones from the University City area; the mininrum area
excludecl 11 of those zones that tie along the Delaware
waterfront, in the southwest CBD residential area, and
in other areas either without an employment base or
poorly accessible to the city rail stations (ttrirtiettr
Street, Penn Center, or Reading Terminal).

Since this procedure directly considered only those
destinations in the city core, it was necessary to adjust
the rail patronage projections to account for rail trips
to all other destinations. This adjustnrent procedure is
discussed under task 2.

Tabulation of Trip Intercharrge Volume
Procedure

Once the areas of origin and destination hacl been clefined
for each site, the person-trip interchange data fro¡n ex-
isting DVRPC trip tables were cornpilecl into a travel
demand matrix fot each combination of ¡naxilnurn ancl
minimum sizes of trip-end areas. These tr.avel de¡nand
matrices were then scaled to the project analysis year.s
of 19?6, 1980, and 1985 relative to projectecl irencli of
the prirnary transportation variables ancl actual trencls of
ground count and passenger ridership data.

Task 2: Modal and Submodal Split

The purpose of task 2 was to determine the proportion
of the trip makers rvho wer.e identified and quantified in
task 1 and who rvould be likely to choose passenger rail
as their prirnary rnode (given certain specific assuÌnp-
tions abot¡t mode-choice behavior ancl transportation
systern attributes). This task rvas cotnposed of two
parts: (a) calibrating the model and (b) ässembling rnoclel
inpr.rt and calculating passenger. rail patronage.

Model Determinatio¡r

A utilitarian rnode-choice rnodel was used to find the
proportion of total trip rnakers on an interchange likely
to use passenger rail. The basic forlnulation of this
rnoclel was a set of stratifiecl diversion curves relating
the percentage of transit trips for any interchange of a
given strata to the cost difference of travel by flre tran-
sit mode a¡rd the private automobile rnode. Cost i¡r the
model was defined for rnode X as

Cost (ntoclo X) = K¡ (cxcess tinte nloclc X)
+ Kz (rt¡nning tinrc nroclc X)
+ {lmonetar.y cost (nrode X)l

+ [K, (median inconrc of trip nrakcrs)] ] ( t )

Kr, IGr and IG are calibration constants; excess tilne is
out-of-vehicle time; running time is in-vehicle tirne;
nronetary cost is any fare, parking charges, tolls, or. the
like associated with the one-way trip; anct rnedian income
is ¡nedian total family income of the aggregated zones of
residence in the origin area.

Calibration of the model with 1960 DVRPC survey data
yielcled the following equations:

Transit cost = 1.67 (transit run tinte) + 2.5 (excess tinle)
+ { ¡fare + ( I /u) parking chargel

+ (0.25 nrcclian inconre)| e)

IIighway cost = 1.67 (highrvay ru¡r tinre) + 2.5 (excess tinlc)
+ { [(cost/nrilc) nrileage + ('/:) CBD parking chargcl

+ (0.25 nredian inconre)| (3)

The cost difference or utile rate (U) of the competing
modes was then defined as

g = (cost transit nroclc) - (cost highrvay nrodc) + 200

The diversion curves were stratified by area t¡pe of
origin and destination, trip purpose, and principal tran-
sit sub¡node. The diversion curve used in this analysis
was stratified by origins and destinations in subur.ban,
rural, and open rural ar.eas to CBD areas; home-based
rvork trip purpose; and passenger rail submode.

(4)



Selcction Criteria

Table 1. Criteria for selecting potential fringe parking sites.

l7

Model Input and Passenger Rail Patronage

Excess time for passenger rail consisted of station en-
trance anct waiting tÍrne (waiting time is equal to half the
heactway) but not exceeding 7.5 rnin plus egress and tirne
spent walking to the destination. Excess time for highrvay
was the average of the time spent parking and retrieving
the automobile frorn a CBD parking space plus time spent
rvalking to the destination. Etrtrance, egress' walking,
and parking times rvere based on past experience and
calculatecl by the staff.

Running time for passenger rail was obtained from
published scheclules. Running titne for the highway rvas
based on probable route selection ancl DVRPC clata on
speeds. The freeway network considered in route selec-
tion was the portion of the DVRPC freeway network ex-
pectecl to be cornpleted by each of the project analysis
years.

Monetary costs for transit included 19?0 fares plus
half of any station parking cost, atrd for the highway the
average out-of-pocket costs per vehicle kilometer plus
half the average CBD parking charge.

Median income for the origin area was based on the
1970 census data aggregated from the analysis zone to
origin area level.

The analysis consiclered different levels of the input
variables so as to provide the decision rnaker with a range
of probable values. Table 2 presents three levels of
input variables considered in the analysis. The Combined
effect of the changes made for the individual variables
on the ¡node-choice model results in the range of per-
centages for each site.

Once the rnodel inputs for a site had been assetr.rbled,
the utile rate rvas calculated, and the percentage of tran-
sit trips was derived from the diversion curve. This per-
centage was then applied to the total number of persons
making the trip interchange for each of the study years to
determine projected rail patronage.

Because task 1, trip interchanges, considered only
destinations in the city core, it was necessary to a{iust
the rail patronage projections calculated in task 2 to
account for all probable destinations by rail from the
trip origin area of the site. Our procedure v/as to mul-
tiply the core rail trips derived from the mode-choice
process of task 2 by the ratio of total rail trip destina-
tions to core area rail trip destinations of existing rail
patrons. This ratio is 100 to 86 and has held relatively
constant since 1965. This final value is the total rail
trip demand for the trip origin area for each study year.

Task 3: Park-and-Ride EstÍmation

The purpose of task 3 was to establish, from task 2, the
proportion of projected passenger rail patrons who rvill
demand parking spaces at each site.

It was hypothesized that there is a relationship between
the distances patrons travel to the station and their ac-
cess modes to the station. This relationship was approx-
imated by a plot of the mean radius of the core market
area of each station with park-and-ride facilities against
the percentage of rail patrons who park and ride at the

Ccogrât)hic location

Relationsh\) to adjacetrt
highvây

Physical ch:ìmctcÌistics

'frai'el tirììc

Travcl cost

Access

Relâtioìship to
corrrntunity

nail line adequ¡cy

County, totvnshiÞ or borough, lîtld use su¡'round-
ing thc site, mil or traDsit line, (listatrce froDr
CBD (rail), distãrcc froDr CBD (highrvay)

llighvây ¡djacetrt to site, lunctioml classifica-
tion ând fuìdi¡g, stîtus of adjacent highvays,
traffic voluùÌe an(ì existing volu¡ne,/capâcity
ratios, projccte(l lo¡umc alÌd future vohDle/'
caÞacitY ratios

Existing ri(lersh¡¡) aDd Þarki[g s¡)lces îvailable,
îvailability Õf land for eqrrnsiorr ând Drcli¡ììi-
nary cost estiDìate lor lard acquisitiol, t)îrking
lot utilizatioì, parkiDg oil â(ljaccDt strects, pres-
cnt usc of laÌd t)roposed lor hiDge Þarking lot

TraveltiDeby rril or tratrsit to CBD, travel tinìc
by âutomobilc to CBD, DìultiììGìe travcl tirìe
to CBD

Tratrsit fare to CBD, tot:ìl cost of râil tr\) (itr-
cludir)g parking, cost of first ltcle, a[d per-
soDal ti¡ne worth), tot¿l cost of highNay triÞ
(iùcluding ÞnrkiDg and Þerson¡l tinre worth)

Adeqmcy of lúghway âccess to site, retationshi¡)
of t)arking sitc to Þc(lcstfian, t),ì)e of irtcr-
sectioD (at-gÌade, g¡ade separâtc(1, signâlized)

Traffic flow orì local strects fro¡r highìvay to
p¡rking sitc, conÐatibility vith cxistiùg or
¡)roposc(l laD(l uses

Frequency of scrvice, Þotcntial for it¡creasc(l
seÌvicc, tyÞc of caÌs and poteDtiîl itrìÞrove-
rnerìts, co¡¡si(lcrÍrtion of potential [cv stâtion
stop

Table 2. Ranges considered in input variables for determining
rail patronage.

Varial)le Lcvcl

ItrÞut Variablc lligh Modiun

Transit Darking cost, $
Destinntio¡t îreâ cxccss tiDìe. ¡¡ìiD
Ilighwây excess tinìe, ììi¡t
Ilighway running tinìe, nìin
HighwÍìy out-of-t)ocket cost peÌ
kilonìeter, S

CBD parking cost, $

FIce 0.16
Ao A+!.0
5 4.5

o.o5 Bo

0.25'
A+2.0
4.0
o.go B'

0.023
r.80

0.034 0.02't
2.40 2.lO

Nore: t km = 0.62 mile.
¡ All p¿y spacer.
bOriginal@lculât¡onA: werghtedâvcragetimelor€gresifaomstat¡oñincitycoreând

walk¡ng to de5tination.
. Or¡ginôl calculation 8: time for vehicle lo go lrom orig¡n to destinalion ôreâ.
ó Considers h¡gher speeds.

Figure 1. Park-and-ride
percentags ranges as a
function of origin area

mean access distance to
station.
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Table 3. Daily person trips between origin area and city
core area.

19?6 1985

Sita Location Avg ¡\liD A1'g MinMin N,INX Avg

BeDsâlerìì 3'102
Baldwiì-Cru[ìLynnc 3?08
Râdnor 5010
Fort wâshington 3583

326 I
3349
4429
3 16?

4r4¡ 304? 3 153
3818 3448 30?8
5223 4610 399?
3806 3364 2923

2809
2990
3?46
2752

538 l
405?
56?8
4320

4?46 4tt2
3665 32't3
5010 4342
3819 33 r8
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stations. This plot is shown in Figure 1. The mean
radius of the trip origin area of the site was then cleter-
mined on the basis of the rveighted average of the dis-
tances the zone centroids are fro¡n the site station.
This rvas then used to enter the curve and derive the per-
centage of total patrons who will park ancl ride. The
curve was structured to provide a range of percentages
for each site. That percentage was used to determine
the nu¡nber of park-and-ride patrons. The number of
those patrons was then ctivided by the average autornobile
occupancy rate to obtain tlte number of park-and-ride
vehicles and thus the nu¡nber of spaces clerna¡rded.

Task 4: Calculation of Parking Needs

The purpose of task 4 was to determine the number of
parking spaces, over ancl above those already existing
or planned under other programs, that will be needecl
to rneet projected dernand. The three parts of this task
are (a) tabulation of all existing and proposed parking
spaces for stations serving the trip origin area of the
site, (b) allocation of these spaces to the trip origin
area of the site, and (c) calculation of additional space
needs.

Tabulation of Existing and Proposed
Spaces

For each site, a listing was macle of all stations whose
market areas overlap the trip origÍn area of the site for
both maxi¡nu¡n and ¡nini¡num area levels. The number
of existing ancl planned parking spaces for each of these
stations was tabulated. Proposed additional spaces
were cleternrined fro¡n an application by the Southeastern
Pennsylvania Transportation Authority for a gr.ant to
improve passenger rail stations and from information
solicited frorn county planning commissions.

Table 4. Percentage of daily person trips by rail with and without center
city commuter connect¡on.

Iligh MediuDr Lov

Allocation of Parking Spaces to Site Area

Each site area was given a number of the existing and
proposed parking spaces of the listed stations. This
number was calculatecl according to the proportion of the
market area of the listed station that overlapped the site
area.

Calculation of Adclitional Need

Task 3 determined the future de¡nancl for park-and-ride
spaces within the trip origin area of the site, and task 4
determined existing and proposed supply rvithin ilrat area.
The difference between the projected demand (task 3) anO
the actual supply (task 4) was the additional palking
supply requir.ed.

ANALYSIS OF DEMAND ESTIMATES

Interchange Volulnes: Task 1 Results

Table 3 presents a sample of the output of task 1 by year
for three levels of analysis. The figures represent the
nunrber of persons who r¡¡ill travel by all lnodes between
a given trip origin area of a site station to the core a¡'ea
of the city of Philadelphia.

The ¡naximum and nrini¡nurn trip clata were developed
by tabulating all person trips from the trip origin area
to the destination area at the maximt¡m and lninirnum
levels respectively. The average trip data are simply
the average of the rnaxirnnm and rninimum levels.

Passenger Rail Trips: Task 2 Results

Table 4 presents a sample of the output of task 2 for the
three levels of input variables. The table turilrer pre-
sents the irnpact of the proposed center city commuter
rail connection (CCCC) on the mode choice of trips bound
for the city core. (ttre CCCC is a high priority project
of the city of Philadelphia, approved by UMTA, to con-
nect the Penn Central and Reading railroads via a four-
track tunnel under the CBD. The connection will trans-
form two stub-end networks into a fully integrated rail
system.) The figures represent the percentáge of the
total trip makers in Table 3 who would choose, according
to the mode-choice model, to take a passenger rail train
as their primary mode to reach the city core area.

Park-and-Ride Patrons: Task 3 Results

Table Spresents a sample of the output of task 3 for three
levels of estimates of park-and-ride patrons derived as
a function of mean access distance in the trip origin
area. The rnean access distance is based on the rveighted
average of zone centroid distances to the site station for
the average trip origin area. The percentages were de-
rived fTom SEPACT II data shown in Figure 1. The
range of percentages for each mean distance indicates
the possible variation in park-and-ride patrons as ex-
hibited in the SEPACT II data, although this variation
may be caused by differences in automobile ownership,

Denìand (mediunt
cas€)

AdditioDål S))aces
Dcrììaìded

Avg Min 19?6' 1980" l9B5' l9?0. 1980" tg85o

Site Locatior With Withoì¡t With Without With Without

Betrsalem ?5,0
Baldwin-CNnìLynnc 83.0
Ra(l¡ror ?8.0
Fort Washington 83.0

't2.5
83.0
't7,5
s2.0

53.0 50.5
8r.5 80.0
64.0 00.5
?8.5 ?5.s

41.0 38.5
?3.5 ?0.0
53.0 48.5
58.5 53.s

Table 5. Percentage of rail patrons who will park and ride as
a function of mean access distance to station.

Rail Patrons (í)

Site Location
Access
Distance (kln) lligh Mcdiünì Lov

BeDsalcrìì L 13

Bal(lviì-CNìÌrLyDc 3,26
na(l¡ìor 5.41
Fort WashiDgton 4.06

90.0
? I.0
86.5
80.5

85.0
60.5
80.5
?0.5

89.0
66.0
83.5
?5.0

Note: I km - 0.62 nìalc.

Table 6. Parking space supply and demand.

Site LocatioD

Be¡¡sale¡n
Bâldvin-Crum Lynnc
R¡dnor
Fort Waslúngtoì

564 466 368
106 ll5 35
?68 650 532
486 486 486

r466
182 t
223'l
1?93

2236
l0? I
2677
2248

1000
l?06
158?
r30?

t't20
1855
2464
108 t

1254 l??0
1740 1856
l8l4 202'l
1495 1',t62

'W¡lhoúl ccnter city commutcr rârl co¡nect¡oo. bwith ccntcr c¡ty conìmuter rail conncclion



local feeder service, and income as well as by tradi-
tional preference.

Additional Space Demand: Task 4 Results

Table 6 presents a sample of the output of tasks 3 and 4
for the mediu¡n case. The parking space supply is the
number of spaces, existing or planned, that are avail-
able to the patrons at each level. These figures do
not include those spaces used by park-and-ride rail
patrons but not designated as part of the station lots
(shopping centers, schools, local streets). t¡e demand
is the number of vehicles dernanding parking spaces in
the study years, assuming average trip origin area,
medium level modal ancl submodal split variables, and
medium level park-and-ride response' The mediuur
case is presented as the most reasonable projection of
parking deÌnand based on the underlying assumptions
ãnd the reasonableness of its output in tenns of nragni-
tude, impact, and ability to be implemented. tr\rrther-
more, the reasonableness of these projections is sub-
stantiatecl by the fact that all sites selected are at the
interface between a rail line and an Interstate route or
major arterial. A large fraction of projected demand
comprises trips diverted from these highway facilities.

The additional spaces demanded are the differences
between demand and supply. These figures represent
the clemancl by future potential patrons rvho reside within
the trip origin area for park-and-ride spaces that will

Parking management measures have received considerable attent¡on as a

means of controlling automob¡le use in urban areas. but relat¡vely little
attention has been given to the specifics of combining proposed parking
strateg¡es ¡nto a scheme to help an area realize particular transportation
and planning goals. The goal of reducing veh¡cle k¡lometers lraveled has

been selected for the purpose of this discussion, although other goals ¡n-

cluding reducing peak-period congestion, improving traffic circulation,
improving aesthet¡cs, and stimulating reta¡l business should be examined
to ensure that the proposed parking strategies are consistent with these
goals. This paper focuses on possible traveler responses to var¡ous park-

in9 control strategies and discusses the implicat¡ons of these responses
for program design. Control of both on'and off'street parking may be

necessary in some areas to reduce automobile use. Because parking con'
trols are often fragmented, the coord¡nation of efforts by local and
regional agencies is critical to the success of a parking management pro'
gram.

Parking management is one of the most interesting
transportation planning techniques, because it can be
used to actually modify automobile-use patterns whereas
other techniques are directed toward making alternatives
to single-occupant autornobile use more attractive.
Parking management assumes tlut the amount, location,
and price of parking can affect travel mode clìoice, trip
frequency, and trip destination and that these choices
can be modified to produce ¡¡tore desirable travel pat-
terns"
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not be satisfied by the existing parking supply' Future
par.king de¡nands for alt three levels of analysis were
calculated on an unrestrained basis' The analysis as-
sumes that land is available and that the rail system can
provide the required level of service and capacity' Re-
straining the projection by any one of several factors
(land, line caþacity, frequency of service, or speed)
would result in lower parking clenrands.

Based on the results of this study, four sites have
been given priority for developnrent. If and when de-
veloped, these sites will have a colnbined total inclease
in parking capacity of 6300 spaces by 1980 and ?400

spaces by 1985. These projects were placed in the
Transportation Itnprovement Prograrn for the Delaware
Valley region and are norv in the final design and de-
tailed tra.ffic irnpact analysis stage of developnrent under
PennDOT's direction.
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In years past, efforts to manage parking lvere con-
centrated on providing an ample supply of spaces at a
nominal rate so that retail business could flourish and
commuters would find it convenient to drive to work. The
Environmental Protection Agency's (npe) fgZS trans-
portation control plans (TCPs) for a number of cities,
ineluding Boston, Denver, and San Francisco, created
widespread negative publicity for modifying demand and
reducing vehicle use. Measures such as parking sur-
charges, elimination of on-street parking, and freeze
or reduction of off-street parking supplies were proposed
to reduce the amount of automobile use in polluted areas
so that national air quality standards cor¡Id be met.

In the December 10, 19?3, version of the Energy
Emergency Act, the House Committee on Interstate and
Foreign Commerce attached a rider forbidding the EPA
to impose parking surcharges without the consent of
Congress. Surcharges had been included in transporta-
tion control plans for 10 areas in Califoruia, Massa-
chusetts, New Jersey, and the District of Columbia.
Although the Energy Etnergency Act was not passed by
Congless, the EPA administrator announced that con-
g""J"ionít intent on the surchalge issue was clear (1)'

Ãs a result, all sutclìarge regulations were rvithdrafin,
and the 

"evíe* 
date for nerv parkiug facitities (to deter-

mine their impact on air pollutiott) was posþoned until
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January 1, 19?5. This rvas also to be the effective date
of parking facility revierv under the indirect source reg-
ulations.

In the August 22, L974, Federal Register, ilre EpA
administrator published proposed amendrnents to the
parking management regulations. The appendix to ilre
proposed regulations co¡rtains guidelines for parking
management plan develop¡ne¡rt that describe ilrformatio¡r
requiremetrts and co¡rcelttrate on how transportation and
land use relate to meet air quality standards (2).

Various aspects of parkitrg vete covered btEpA in
three different \r/ays: as measul'es i¡ the tra¡sportatio¡
control ptans (including various on- aud off-street con-
trols), under the parkiìtg management r.egutations (for
new facilities in areas with TCps), and under the indi-
rect source. regulation (for netv facilities in any alea in
the country).

In January 19?5 the parking management regulations
were suspended on the groutrds that proposed Clean Air
Act amendments rvould include provisions on parking
managernent. The parking rnanagernent regulatiorrs rvere
tlren suspended indefinitely on July 15, L975, again on the
basis of eryected congressional guidance regarding park-
ing programs. At that tirne, the EpA administratórl
stated, "I¡r the absence of congressional action, EpA
may finalize revised par.king management reguiations in
orde¡ to cotnplement other transportation coirtrol mea-
sures" (3). As of January 1g77, neither EpA nor Con-
gress haã acted.

Because parking rnanagement had become associated
in the publicrs mind with the most d¡aconian EpA tactics,
and because talk about restricting patking often resulted
in rnaking enemies of retail busirresses, developers, and
othel influential community members, ilre July 1g?b sus-
pension of parkillg managernent regulations might well
havebeenthelast word on parking if the U.S. Department
of Transportation (DOf) had notieen simultaneòusly
faced with increased demands on its lirnited funds.
One way DOT made its transportation dollars go farther
was to errphasize efficient use of the existing transpor-
tation system, and. it issued the transportation systèm
management (TSM) regulations on September L7, Lg7S.
One of the items in the appendix to ilre now famous reg-
ulations is managerne¡rt and control of parking.

Although nothing could have brought parking back
more quickly than its inclusion in a DOT regulation like
TSM, some areas, e.g., Cambridge, Massachusetts, had
begun to implement parking pt ograms on their own. Re-
ducing congestion on dow¡rtown streets, improving de-
Iivery of city services such as snorylowing and gãr'bage
pickup, making transit tnor.e colnpetitive with the auto-
mobile, maximizing tax dollars by discouraging open-
air parking lots and encouraging developments with
higher assessments, and improving the quality of urban
life have all been cited as reasons for ilre development
of parking management programs.

In general, parking management may be described as
arry alteration of parking supply or parking rates ilrat
discourages or prevents parking in certain areas, at
certain times, or by certain groups. A number of park-
ing controls or strategies have been used or proposed
in rnanaging an area's parking supply. Brief descriptions
of some are contained in this paper; more extensive de-
scriptions may be found elsewhere (4, 5).

Work trips are the target of mosipãrking controls
because they usually occur at set times during the day
on a regular basis and can thus be diverted from single-
occupancy automobile to shared ride with fewer adverse
impacts than can other trip types. An individual must
continue making work trips to earn an income, regard-
less of the disincentives, and rvill srvitch frorn single-
occupant automobile to other modes (including shaied

ride). The intent of the parking controls is not to reduce
pelso¡r trips but to encourage people to make trips in
such a way that single-occupant vehicle use is reduced.
One alternative to making any tr.ip other ilran ilre rvork
trip (in the face of disincãrrtives)'is to not màte the trip
at all. This possibility is usually considered to have
disastrous eco¡romic irnplications (loss of income to re_
tail businesses, hotels, motels, resorts; loss of sales
of recreational equipment). Therefore, reeducation is
aimed at tlte commuter, who is a captive trip maker.

Although parking management may be useì to meet a
wide variety of goals, this paper rvill concentrate on ve_
hicle_travel reduction, rvhich, rvhen not accompanied by
a reduction in person trips, implies lnore efficient utili_
zation of the transportation system. parking strategies
have been pr.oposed as a means of reducing tótal velùcle
travel, rvork-trip travel, peak-period travel, and travel
rvithin the cote area. It is important to be aware of po_
tential undesirable effects of various parking controf
measures, to examine the t¡pes of incentives alrd dis_
incentives that each measure implies, and to consider
the effect of each measure in terms of the arears goals
for parking management. For example, a reductiôn in
total vehicle travel might mean a decrease in person
trips and therefore decreased mobility; a reduction in
work-trip travel implies that automobiles left at home
might increase nonrvork travel; a reduction in the amount
of peak-period travel may simply mean a redistribution
of trips over time and no net change in vehicle travel; and
a decrease in vehicle travel in ilre core ar'ea may be off-
set by an increase in travel elservhere.

In general, parking control measures fall into two
groups, rate contlols and supply controls, each of rvhich
may be subdivided into on-street and off-street controls
as shown below.

Control

Rate

On Street

Erect meters or increase
meter rates

Add surcharge

lssue permits or licenses
Ban parking either totally
or at specific times

Erect meters or adjust
meter times

Off Street

lmpose tax
Add surcharge
Change rate structure to
discourage long.term
park ing

Freeze, cut back, or restrict
growth

Use time and vacancy rate
restrictions

Supply

In this paper I discuss measures under each category,
impacts of parking strategy on travel behavior, aìrO ilie
potential of a parking scheme design to reduce vehicte
travel.

RATE CONTROLS

Description of Rate Controls

Increased rates for both off-street and on-street spaces
have been widety proposed to control parking. A rìduc-
tion or restriction of off-street supply could force a
rate increase; rates could be imposed if parking is cur_
rently free; ot existing rates could be arbitrarily raised.
Meters could be erected on streets where parking is now
free to provide a cost-and-time disincentive, and rates
on currently metered spaces could be raised to provide
an additional disincentive.

Higher rates at private off-street facilities could re-
sult in a number of legal problems. Conversion of the
rate structure from its current daily maximum to a ftat
rate, for example, requires that the commercial parking
facilities be regulated by local government. To regulatã
rates requires one to shorv that parking is a busineès that
affects the public interest and that the regulation is nec-
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essary in the interests of public health, safety, rnotals,
and general rvelfare. There are no direct precedents
for this type of parking regulation. Furthermore, the
authority of local governments to regulate busi¡ress must
be delegated by the state; this transfer of authority is by
no means automatic and may be a banier to citiesr regu-
latory effort" (5q).

One backdoor means of encouraging privately orvned
facilities to raise rates may be through raising rates at
municipal garages (if municipal garages are significarrt
competitors). In Boston, privately owned facilities try
to keep their rates competitive rvith municipal rates, so
requiring city facilities to increase parking charges
might result in a¡r overall increase.

Parking Tax

City taxes on nonresidential parking transactions have
been proposed to discourage automobile use and to geu-
erate revenue. San Francisco had a 25 percent tax from
October 1, 1970, to June 30, L972, at rvhich ti¡ne the
tax was lorveled to 10 percent (6); Pittsburgh levied a
20 percent tax in 1969. The Suþ-reme Court upheld the
valÍdity of the latter tax in Pittsburgh v. Alco Parking
Corporationßup. Ct., slip opinion 73-582, June 11, 19?4):

By enacting the tax, the city ins¡sted that those providing and utilizing
the nonresidential parking fac¡lities should pay more tâxes to compen-
sate the c¡ty for the problems incident to off-street parking. The city
was constitutionally entitled to put the automobile parker to the choice
of using other transportation or paying the ¡ncreased tax.

Taxation is inherently a state power, and cities may
Ievy taxes orúy rvith specific grants of authority from the
state constitution or legislature. States have made dif-
ferent provisions for local taxatio¡r. Some local govenr-
ments have been granted broad authority to establish
local taxpolicy subject only to prohibition by or conflict
with state law; other local governrnents are limited to
certain tlpes of taxes such as Ìevenue-producirlg taxes
on business (¿, p. ttg). Use of tax revenues by cities
depends on tüã authority under rvhich they were gener-
ated; proceeds from a reve¡rue-producing tax will t¡pi-
cally be put in a city's general fund.

Parking Surcharge

Most parking surcharges, flat fees on top of the existing
ones, range from $1.00 to $5.00. They may be applied,
for example, to all parking within a specified area such
as a central business district (CeO), to all long-term
parking (4 or more hours), to all parking in transit-
adequate zones, or to all parking arriving in arr area be-
trveen ?:00 and 9:30 a.m. The scheme depends on which
group is to bear the burden of the disincentive. Parking
surcharges vary in magnitude and may cause changes in
travel behavior.

Changed Rate Structure

Rate structure changes favoring short-term parking in
business and commercial areas have been proposed to
discourage commuter but not shopper and tourist park-
ing. Cities, however, often lack adequate police power
to directly control rate structures of private parking fa-
cilities. These structures can be designed to encourage
short-term at the epense of long-term parking (most
facilities currently favor long-term parking by charging
the same for a 3-h as for an I to 9-h parker), or rates
can be applied on a flat, per-hour basis, ostensibly
favoring neither, but usually the cornmuters pay
more.

Discussion of Rate Controls

Rates and Rate Structures

Many city officials believe that controlling parking rates
is crucial to an effective parking management plan. Their
reasorìs include ease of adrninistration (¡elative to supply
controls), ease of erúorcement, and potential for in-
creased Ìevenue. It is often proposed that parking rates
should favor short-term parkers (shoppers and tourists),
so that retail sales in controlled areas do not suffe¡. Be-
sides (the argument goes), commuters ale usually in a
better position to use transit or sharecl-ride modes. How-
ever, it is conceivable that, if short-term parkers are
favored, short-term trips may increase. This behavior
rvas observed in Philadelphia, rvhere rate changes at in-
dividual galages produced short-term increases of 15 to
20 percent (?).

Flat per-hour parking rates seem rnore reasonable.
They rvould inclease commuter fees, since present rate
structures usually favor the all-day occupant ancl, de-
pending on the magnitude of the charge, could provide
the t¡pe of disi¡rcentive desired to clivert commuters to
other modes. The short-term parker may or may not
face i¡rcreased rates, ctepending on the per-hour charge.
Although such a policy rvill not encourage shopping trips,
it rvill not discourage thern either; the short-term parker
will be better off, since sho¡ter occupancy rvill cost less.
The fact that a flat-rate system does not encourage short-
terrn trips is irnportant if the objective is to reduce total
velÌicle travel in an area. If commuters leave their auto-
mobiles at home a¡rcl comrnute by transit or car pool, then
auto¡nobiles will be available for those at lìome to make
shopping and other nonworking trips; and if parking rates
e¡ìcourag'e shopping trips to the CBD, then it can be as-
sumed that there will be some increase in nonwork vehi-
cle travel in the core, which may or may not offset re-
ductions in vehicle travel from commuter disincentives.
A flat rate takes into account the fact that vehicle travel
is vehicle travel regardless of'who generates it, but at
the same time places a heavier burden on the long-term
parker, who is generally a commuter and more likely to
be i¡rduced by a disincentive to seek new modes to rvork,
than on the short-term parker, rvho is likely to be a
shopper or a tourist and likely to do his or her retail
spending elsewhere if the disincentive is sufficiently
burdensome. A flat-rate approach rnight be a reasonable
compromise betrveen those interested in reducing vehicle
travel and those interested in the economic effects of
parking policies.

Rate lrrcreases in General

Type of control relies on the notion that there are enough
individuals (mostly commuters) who can be encouraged
to make different mode-choice selections wherr parking
rates are raised above a celtain level. ff the vast ma-
jority of i¡rdividuals elected to pay increased rates, then
the parking control measure, having achieved only min-
imum reductions in vehicle travel, would have failed.

Those developing parking price schemes must deter-
mine the level of price increase neeessary to divert a
given percentage of single-occupant automobile drivers
to transit or shared-ride vehicles. The Philadelphia rate
case does indicate that use of parking facilities changes
with changes in rates, but it does not give any indication
of behavior that can be e:iqlected when rates at all facili-
ties are increased.

Although increased parking rates may be justified as
a disincentive to automobile use, the equity of such in-
cleases deserves consideration, since they will be felt
more by lower income drivers. In general, wealthy com-
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Table 1. lmpact of controls on
parking rates and supply.

Inc¡eâses
Cost to
Commuter

Encourages
Sho¡'t-Term
Use

Bncoutages
Requires Flexible
Enforcement Work HoursControl Measure

Râte

Supply

Tax
Surcharge
Ratc change
Nerv n¡eters or increased rates

Permit or license
New rneters o¡' adjusted times
Reduced or limited growth
Time and vacancy rates
On-street Þarking ban

Total
At spccific timcs

v
x
x
(x)
(x)
(x)
(x)
(x)

(x)

(x)
x

(x)
x
(x)
X

(x)

x
x
x

x

Note: X = direct and {X) = ind¡rect or oÞt¡on¿|,

muteÌs are more likely to pay the additional money and
continue driving while lower income commuters aÌe rnore
likely to seek alter¡rative means of getting to rvork.
Therefore, low-income automobile commuters who have
no alternative to driving alone lvill be penalized.

Table 1 summalizes the impacts of parking late con-
trols.

SUPPLY CONTROLS

Off-Street Supply Controls

Description of Off-Street Controls

Off-street supply controls are designed to limit the
amount of parking, and it is assumed that the uncertainty
or difficulty of obtaining a parking space will cause sorne
automobile users to divert to transit and shared-ride
modes. This control, nevertheless, runs counter to
many cities' goal of accommodating drivers by providing
ample off -street parking.

Prohibiting the construction of additional parking ca-
pacity is probably feasible, but regulating the number of
ãpaces that existing parking facilities utilize (retrospec-
tive application of controls) may prove quite difficutt.
Off-street facilities are privately and government owned,
so that regulation of both may be subject to legal chal-
lenges. Private facilities may claim that a regulation is
"taking without compensation." Furthermore, any clas-
sification scheme must be reasonable and must provide
equal protection for all facilities. Government facilities
are usually exempt from zoning regulations, and the abil-
ity of one level of government to regulate the facilities
of another may be greatly complicated by sovereignty.
These regulatory issues are eplored in depth else-
where (4.

Freeze on Parkittg Spaces

Freezing the number of parking spaces, as it is gen-
erally practiced, puts an upper limit on off-street park-
ing spaces equal to those in existence on a ce¡tain date.
The effectiveness of a freeze depends on the amount of
parking on the freeze date compared with that needed
for development over the next few years. If the uumber
of existing spaces exceeds current demand, then the im-
pact of the freeze will not be felt until some time in the
future.

In Boston, as spaces are eliminated, they are put on
a "freeze bank" and may be allocated to new or other de-
velopments within the freeze area. Developing a reason-
able and equitable means of distributing the spaces in the
bank to those who desire them has proved difficult; other
areas may not wish to permit banking of spaces, particu-
larly if capacity greatly exceeds demand.

Reducrion ol Oll-Street Parkirtg Spaces

A reduction in the number of off-street parking spaces
has been proposed for areas rvith excess capacity. Al-
though this approach coulcl be effective-via voluntary
space cutbacks by government and cutbacks of p¡'ivate
space through a nonconforming use zoning approach-it
will undoubtedly have to weather legal challenges. Those
rvhose lots are phased out will probably level the accusa-
tion of "taking." In addition, rvhich spaces to phase out
may be even more difficult to decide than which to allo-
cate in a freeze.

ILeslïictcd Pa,'ki,rg Supply Ç¡ç¡e¡¡

Restricted parking growth may be necessary in areas
undergoing active development. Parking controls are
inteuded to keep the supply of spaces below clemand to
encourage decreased drive-alone automobile use, but ex-
treme constraints on parking supply may have an adverse
effect on business location decisions. In rapidly develop-
ing areas, it may be necessary to permit some increases
in supply while still keeping overall supply below overall
demand for spaces. EPA has suggested this strategy for
providing a gradual increase in parking supply ftor in-
stance, 100 spaces) each year and then recommends (2):

Applicants for the limited number of new parking space permits could
then be judged based on predetermined and published criteria. Such
criteria could include such diverse elements as community need, prox-
imity of mass transit, f inancial per space contribution to mass transit,
VMT lvehicle miles of travel] impacts and efforts made to minimize
VMT.

Other schemes might be based on measures of growth,
such as one space for every two new jobs created, or on
some floor area ratio for construction completed in the
last year. The difficult problem of allocating the spaces
equitably to a group of qualified applicants remains to be
resolved at the local level and seems to be basically sim-
ilar to allocating banked spaces in a freeze.

Time and Vucanc¡, Rule Restúctbtts

Time and vacancy rate restrictions have been proposed
as a means of favoring one automobile-driving group over
another (for example, shoppers over commuters) or of
putting pressure on drive-alone commuters, the group
with the greatest opportunity for shared ride. There are
two different ways of achieving this. The first is to re-
quire that certain facilities in the area open only after
9:30 a.m. (for example, making them primarily for shop-
per and other short-term use), and the second is to re-
quire that some percentage of the spaces in all facilities
be available at 9:30 a.m. There must be some reasonable
basis for distinguishing between regulated and unregulated
facilities, if the measure is to be applied selectively. In



Boston, a 40 percent vacancy rate was proposed u¡tder
the first transportation control plan and was to be applied
to all facilities in the core area. In South Termi¡ral
Corporation v., EPA (Ct. ¡pp., 1st Cir., Sept. 24, 19?4),
the court ruled that such a measure did not constitute a
tttaking":

The Government has not taken t¡tle to the spaces, and the decision about
alternative uses of the space has been left to tlìe owner. . . . The rlght to
use is not extinguished ent¡rely; nor is ¡t transferred to anyone else. ln-
deed, the ingenuity of operators may result in fewer disadvantages than
urged.... ln any event, even a diminution of profits or a requirement
that some loss be suffered is not enough, when all other accoutrements
of ownership remain, to be a "taking."

Discussion of Off -Street Co¡rtrols

Iìreczcs, Cutbocks, ancl Rcslricted Gro*,th

Measures ùo control the nurnber of off-stleet parking
spaces within an area, including freezes, cutbacks, and
restrictions on growth, will probably have a similar im-
pact on commuter parking and will be considered here
as a sitlgle group.

Programs that establish freezes and provide for phas-
ing out of parking spaces in undenrtilized, outdated fa-
cilities and for incorporating the spaces in new develop-
ments may actually be increasing the effective capacity
of palking in the freeze area il the new spaces are used
a¡rd the old ones were not. If supply currerrtly meets all
needs, then vehicle travel will not be leduced below its
current level urùess some of the available spaces are
elimi¡rated. Probably the easiest off-street supply re-
strictions to implernent, parking freezes and restricted
growth programs, alone miglrt serve to keep vehicle
travel at approximately current levels in the short ru¡r.
In the long run (assuming that business and letail trends
continue at approximately the same levels and that no
¡nass exodus to the suburbs occurs), market forces will
probably raise the price of off-street parking as dernand
begins to exceed supply. A rate increase caused by rnar-
ket folces or as part of the parking proglam will have
the same kinds of impact on commuters as those dis-
cussed for rate controls. As demand for spaces exceeds
supply, traveler behavior changes.

If off-street parking supply restrictions are to reduce
vehicle tlavel, it will probably be necessary to create a
situation in which (a) o¡r-street parking is restricted and
(b) demand for spaces exceeds supply at the present time.
This may occur naturally in some areas and may have to
be created artificially in others by reducing the number
of spaces.

Assume for a moment that no price increase wiII ac-
company a supply restriction and that commuters will
react only to the problem of space availability. One pos-
sible outcome is that to assure themselves of parking
spaces, commuters will amive at the CBD earlier; thus,
either the moming peak period will occur somewhat ear-
lier or the duration of the peak will be increased. Ideally,
enough drivers will find parking so inconvenient they will
choose other modes.

Vaconc¡, Rate and Timc Restrictions

If a vacancy restriction is applied uniformly to all off-
street facilities in an area, so that, for example, 40 per-
cent of all spaces must be available at 9:30 a.m., then
the impact will probably be analogous to an on-street
parking ban. That is, businesses may be encouraged to
institute staggered 'rvork lìours, and comrnuters amiving
before 9:30 a.rn. who are unable to secure an off-street
space may park on-street until the additional 40 percent
is available. If o¡r-street parking is restricted, changing
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commuter ¡¡rode choice depends on willingness of area
businesses to have staggered or flexible work hours.
Although such work hours may reduce peak-period vol-
umes, relieve congestion, permit higher average speeds,
and thereby reduce localized carbon monoxide concentra-
tions, there is ¡ro reason to assume that they will also
reduce vehicle travel.

The other ¡nethod of imposing a vacancy restr.iction is
to designate certain parking facilities that may not open
before a certain time. This would be legally possible
only if there were some reasonable basis for distinguish-
ing between late and early opening facilities. Such a
basis might be the location of palking facilities in pre-
dominantly retail shopping ancl tourist areas, as opposed
to those in the co¡nmercial-office district. Used alone,
a regulation that garages in shopping areas could not open
until 9:30 a.m. rvould probably not have a discernible im-
pact (because if the facilities had a great deal of com-
muter use, the distinction would be invalidated), particu-
larly if stores do not open until 10:00 a.m. If, however,
such a restriction were used in conjunction witlt other
supply measures such as a freeze, people miglrt be in-
creasingly willing to rvalk or take transit from the shop-
ping alea to their places of work. In the limited supply
case, the effect of this type of vacancy restriction on
travel behavior rvill probably be similar to the effects of
a vacancy requirernent at all facilities, except that the
nutnber of individuals affected may be smaller, depend-
ing on the number of garages that open after 9:30 a.m.

On-Street Supply Controls

Jurisdiction over sçply and regulatio¡t of o¡r-stleet park-
ing is usually held at the local level (with some state con-
straints), and co¡rtrols of this type are not e>rpected to
encounter the legal difficulties tlnt have beelt raised with
regulation of private off-street facilities.

Parking Ban

A parking ban is inte¡rded to reduce the availability of
parking (usually to commuters) and can be applied in a
variety of ways. On-street parking can be totally elim-
inated i¡r areas with sufficient off-street parking supply
or transit access or both. Or, in areas with r.elatively
small supplies of off-street parking, on-street parking
could be banned between certain hours, for example,
?:00 to 10:00 a.m. This would favor shoppers and may
be desirable or eve¡r ¡recessary if some provision such
as vacancy rate (for example, 40 percent of spaces at
off-street facilities available at 10:00 a.m.) is not used,
since commuters t¡pically arrive at the CBD first and
will have first chance at the spaces. An interesting vari-
ation of the ban is to make on-street spaces in nonretail
areas available only to car pools; this is a ¡nuch-needed
incentive for areawide car-pool programs.

A ban on on-street parking is an attractive parking
control measure because it can usually be implemented
a¡rd enforced entirely by a city's existing departments;
it needs r1o new grants of power; and it raises minimuln
Iegal challenges. The main costs to the city of such a
ban are erecting signs and increasing enforcement.

Most parking ba¡rs aim at limiting on-street parking
for rvork trips by banning parking between ?:00 and 10:00
a.m. or ?:00 a¡rd 9:30 a.m. This time restriction will
theoretically wolk to the advantage of shoppers, since
they arrive at the CBD later than commuters. This type
of parking ban is also seen as a necessary compensating
mechanisrn for areas that will have a limited number of
off-street spaces. Again, becanse the commuter arrives
earlier a¡rd will have the best chance of getting a space,
the ban is seen as a way of reserviug some spaces for
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shoppers in the absence of a vacancy rate provision at
off -street facÍlities.

If a city's ai¡rr is to reduce peak-period travel, then
such a ban may well contribute to this goal; if the airn is
to reduce vehicle travel, then a ban rnay not rvork. A
ba¡r assurnes that (a) once a commuter has a¡r'ived at
rvork the vehicle will not be moved until it is needed for
sorne I'legitirnatel purpose or until the comr¡uter goes
ho¡ne and (b) businesses in the area rvill continue to op-
erate rvithin their preban work schedule.

When off-street capacity is li¡nited and employers are
willing to allow flexible or staggered rvolk hours, the
effective¡ress of a ban may be lilnited to a reduction in
peak-period travel; effects on total vehicle travel rvill be
minimized. In rnixed office and retail areas, staggering
hours so that employees can arrive after the ban has been
lifted rnay tend to have a¡r adverse effect on availability
of parking fol retail cnstomers.

Metering

Metering of on-street spaces in business and commercial
aleas can be used to achieve a number of goals. Mete¡:
rates may be adjusted to provide a cost disincentive þar-
ticularly in areas rvhere parking has previously been
free) and meter ti¡nes ca¡r be used to encourage shopper
parking over comÌnuter parking by imposing a 1 or 2-h
limit. However, effective use of meters for parking
control depends on a ligorous enforcernent program.
This involves having fines large enough to present a dis-
incentive and a systernatic tvay to recover fines. Many
areas rvill fi¡rd these criteria difficult to meet. Main-
taining an e¡rforcement staff is costly; determining çper
levels of fines for violations rnay be done by the legisla-
ture; and e:ipediting court procedures for ticket proces-
sing may be costly arrd ti¡ne consuming, particularly if
it involves compnterization of the recording and
sur¡r¡¡rons - issuing tasks.

In sorne areas, meterirìg alone cannot change rnode
choice. A commuterts clecision nright involve: (a) cost
of driving and parking at a meter versus cost of other
modes, (b) time. limits on the meter, (c) epected quality
of enforcement (if enforcement is k¡rown to be good and
tickets can be expected for time violations and for meter
feeding, meters will be a greater disince¡rtive for com-
muters than if enforcement is eryected to be lax and a
commuter feels that the risk of bei¡rg ticketed is quite
low), and (d) cost of a violation (if a"viotation is vèry
costly and enforcement and recovery are k¡rown to be
good, then the disincentive posed by metered spaces may
be significant).

Metering may be most effective when used in conjunc-
tion with other control measures, such as the parking
ban, and with off-street measures to prevent a diversiolt
from off-street to on-street parking when off-street con-
trols are introduced.

Area Licenses or Permits

Area parking licenses or permits have been proposed
when one class of useÌ' may be legitimately distinguished
from another. For example, residential permit pro-
grams have been established in mixed commercial a¡rd
residential areas to give the city resident some sort of
priority in on-street parking. In Cambridge, the system
is set up so that on certain streets parking is restricted
to vehicles with residential permits except on Sunday.
In some areas residential permits could be used primar-
ily to exempt city residents from a 7:00 to 10:00 a.m. on-
street parking ban. Other programs rvould requir.e per-
mits fo¡ parking only during busi¡ress hours, for ex-
ample, from 7:00 a.m. to 6:00 p.m. Constitutio¡tal is-

sues have been raised about some residential permit sys-
tems on the grounds that they restrict the right to work
and travel Although there are no causes in point, one
study suggests (4, [p. 131-132) that such a program rvould
probably be deteimined constitutional if the ordina¡rce has

... 1) a clear statement of public need for the ordinance, under the police
power over public health, safety, and welfare;2) reasonable ¡>rovisions
for parking by nonresidents to the maximum extent consistent w¡th its
purposes; 3) no unreasonable restrictions on commercial vehicles; 4) pro.
visions for adequate notice to the public; 5) no provision for arbitrary
exceptions; 6) the same effect on non-area city iesidents as it does on
non-city residents; and 7) the cost of a residential permit is kept min¡mal.

The first provision could probably be met on the
grounds that the ordinance is designed to reduce auto-
mobile traffic in residential areas to protect reside¡rts
froln the detrimental effects of high levels of automobile
use: danger to childle¡r playing in or near streets, ex-
posure of residents to high levels of air pollutants and
traffic noise, and disruption of cornmunity life. The
purpose of this provision is to clearly justify the use of
a¡r area's police powel as the authority for such a pro-
gram.

Most reside¡rtial permit programs are designed to
prevent commr¡tels (noncity residents) who cannot find
parking spaces in commercial and business a¡eas fro¡n
spilling over into adjacent ¡esidential areas and causing
parking shortages, increased traffic, and congestion
there. A residential permit pl'ogram generally increases
the urban residentts probability of finding a legal parking
space near the home.

Singapore has implemented an area license scheme
that restricts entry to the CBD before 10:15 a.m. to ve-
hicles bearing a special pelmit. Permits may be pur-
chased on a daily or monthly basis (S$4/d, S$8O/month)
from stations at the edge of the CBD. Sorne schemes also
propose restricted parking but not entry (8,9).

For the person working in or. near a reGtFicted alea,
such a proglam has an impact on work trip mode choice
only if the worke¡ is accustomed to driving to lvork and
finding an on-street parking space in the residential area.
If the commuter typically parks off-street in an employer-
provided lot or i¡r a cornmercial lot, then clearly the
choices are ¡rot greatly changed, except that the com-
muter must erpect increased competition for the off-
street spaces. The effect o¡r those accustomed to park-
ing on-street greatly depends on the availability of alter-
native parking. If the major employers in such an area
can be convi¡rced to e)pand their employee parking fa-
cilities (either free or at a nominal charge), then the
itnpact of the prograrn on commuters may be minimum.
On the other hand, if employer space cannot be e4anded
and commercial space is limited, then there will be a
point at which the commuter must compare the cost of
driving to work plus paying to park at the commercial
facility with the cost of all other available modes to work
(including shared ride).

Table 1 su¡nmarizes the impacts of parking supply
controls.

INSTITUTIONAL CONSID ERATIONS

Various i¡rstitutional constraints and peculiarities that
may influence parking management have been mentioned
here. The institutional arrangements that govern park-
ing are often unfamiliar to transportation planners be-
canse parking controls are typically held at the local
level and parking policy has traditionally been a city
concern. As a result, parking policy may be a product
of the interaction arnong a variety of city agencies and
interests including the public works or traffic department,
the planning department, the airport authority, the urban



renewal authority, the zoning board, and the police de-
partment. Control will probably be fragmented. For
example, a¡r urban redevelopment authority will dictate
off-street parking policy rvithin an urbatr renerval area;
the traffic department rvill cont¡ol on-street parking;
a¡rd another city agency, such as the Real Property
Board in Boston, rvill run the city's off-street facilities.

Because of this fragmented control and multiplicity
of actors and i¡rterests, developmeut of a parking tnan-
agement plan is necessarily negotiatiotr iutensive. In
that respect, it is sitnilar to tnarry other TSM measuÌes,
such as establishing preferential lanes or modifying
bridge tolls to favor car pools. Identifyittg the various
institutions involved in parking should be an integral
part of the early development of any city's parking man-
agement plan.

DEVELOPMENT OF A PARKING
MANAGEMENT PROGRAM

Because parking policy may be a product of many local
interests, one should begin by finding out rvhat the exist-
irrg institutional arrangements governing parking are and
perhaps by identifying particular insta¡tces iu rvhich leg-
islative changes are clesirable (for exarnple, formation
of a citywide parking authority). While acquiring infor-
mation on the existing distlibution of authority, one
should be able to si¡¡rultaneously acquire an understand-
ing of the political climate as r:eflected in parking policy
(for instance, encorlrage CBD development at all costs,
discourage new construction, ettcourage renovation of
existing buildings, iucrease transit use, continue to itn-
prove autornobile accessibility) and to gain att ttltder-
standing of the divergent interests influetrcing parkittg
policy and the constraints on radical change in parkiug
policy 0or example, revenues from certai¡r facilities
may irave been pledged as security for bonds).

Once one understatrds the existing parking situation,
information on location, number of spaces, ownership,
and current charges should be gathered. Tlten parking
information should be fed into the metropolitan trans-
portation planning process to develop parking strategies
compatible with overall transportation goals, This pro-
cess should clarify the role of pa¡king management and
make it possible to develop a statement of goals. Strat-
egies to meet the goals should be developed with input
from all interested (affected) city and regional agencies,
and, tvhere applicable, state and federal agencies, and
the public. Involvement of the public is particularly im-
portant in helping people to understand plattning motiva-
tion and the alternatives.

A strategy for implementation should be selected
from the alternatives, weighing the impacts, costs, and
practicality of each. Prior to implementation of a park-
ing plan, all implementing, enforcing, and monitoring
agencies should have agreed to carry out the responsi-
bilities that fall to their agencies.

CONCLUSIONS AND RECOMMENDATIONS

There is every reason to e4ect that parking manage-
ment can be used to modify travel pattertrs, but it is not
clear at what level parkíng price increase or supply de-
crease will cause a particular mode change or vehicle
travel reduction. Erperiments with parking controls and
other automobile restraints will continue to widen the
data base, so that eventually a clear relationship between
controls and respotrses can be established.

Parking management planning must become part of
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transportation system planning. Parking policies, tran-
sit policies, and highway policies must be coordinated to
reinforce one another if the transportation system is to
be used in the most efficient manner possible. For ex-
ample, a city cannot e:pect to increase the transit trips
while continuing to impt'ove automobile accessibility and
to provide arrple parking.

Finding the appropriate group of measures to achieve
the desired results and to "plug all of the leaks" in the
parking system requires an assessment of the institu-
tional arrangements governing parking as well as an un-
derstanding of parking supply and use characteristics.
Restricting on-street patking rvill have a tendency to in-
crease use of off-street parking, so that a policy to re-
duce automobile use should co¡rtain both on-street and
off-street measures. To exelcise some parking controls
may require additional grants of authority from states to
cities. In addition, it rnay be desirable to make institu-
tional changes, such as consolidating parking authority in
one city agency. Major changes of this type should be
identified early in the parking mauagement process, for
they may take a long time to implement.
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Critical Lane Analysis for
Intersection D esign
Carroll J. Messer and Daniel B. Fambro, Texas

Transportation Institute, Texas A&M University

This paper presents a new critical lane analysis as a guide for designing
signalized intersections to serve rush-hour traffic demands. Physical de'
sign and signalization alternatives are identified. and methods for evalua-
tion are provided. The procedures useci to convert tralfic volume data
for the des¡gn year into equivalent turn¡ng movement volumes are de-

scribed, and all volumes are tlìen converted into equivalent through-
automobile volumes. The critical lane analysis technique is applied to the
proposed design and signalization plan. The result¡ng sum of critical lane
volumes is then checked against established maximum values for eaclr
level of service (A, B, C, D, E) to determine the acceptabil¡ty of the de-

sign. We provide guidelines, a sample problem, and operational perfor-
mance characteristics to ass¡st the engineer in determining satisfactory
design alternatives for an intersect¡on.

To provide an acceptable level of service to drivers
operating along an urban arterial, the signalized inter-
sections must keep the traffic moving. The ability of a
signalized intersection to move traffic is determined by
the physical features of the intersection, by the type of
signalization used, and by the geometric design (1).
Thus, total system design of a signalized intersection
involves concurrent evaluation of the proposed geo-
metric design and signalization as an operational sys-
tem.

Designing a signalized intersection frequently in-
volves making trade-offs between design variables
(and their associated costs) and the resulting level of
service. Level of service at an intersection describes
the quality of traffic flow a.fforded motorists on a partic-
ular approach to the signalized intersection, The
various levels of service may be characterized qualita-
tively as follows:

Level of
Service Description

Light traffic on approach, short stable queues during red
Moderate traffic on approach. stable queues. little addi-
tional delay

Moderately heavy traffic on approach, moderately long
but stable queues during red. moderate but acceptable
delay

Heavy traffic on approách, long unstâble queues, some-
times excessive delays

Heavy flow (capacity) on approach, long queues, exces.
sive delays

Heavily congested traff ic conditions, more traff ic demand
than signal capac¡ty

DESIGN PROCEDURE FOR SIGNALIZED
INTERSECTIONS

The critical lane analysis technique is used in this proce-
dure to determine if a proposed design tvill provide an
acceptable level of service. Level C is the minimum
during the peak 15-min period of the design hour; how-
ever, all operating conditions can be evaluated.

Basic design variables include the number of ap-
proach lanes provided, the possible length and use of
left and right turn lanes, the combination of traffic
movements using the lanes provided, and the type of
signal phasing. Minimum design standards for the basic
design variables of lane width [3.0 to 3.? m (10 to 12 ft)]
and curb return radii [4.6 to 9.1 m (15 to 30 ft)] will

A
B

c

normally provide satisfactory operation during rush hours.

Volume Data Preparation

We will use a sample problem to illustrate the ap-
plication of the procedure over a range of initially
given volume data conditions. In practice, the given
traffic data would dictate the appropriate step in the
volume preparation procedure at which the designer
should begin the analysis.

Step 1. Average Daily Traffic

In our sample problem we assumed that the given volume
data are the forecast, design year, average daily traffic
(ADT) volumes. These two-way ADT volumes are shown
in step 1 of Figure 1. Our given traffic and operational
conditions are as follows: Volumes are 1985ADT; de-
sign hour factor (K) is 10 percent; directional distribu-
tion (D) is 6? percent; trucks and through buses (T) is
5 percent; and population for 1985 is 400 000.

Step 2. Design Hour Movement Volumes

We first converted the two-way ADT volumes into ap-
proach movement volumes for the design hour being
analyzed. The morning peak hour is assumed in this
example. The evening design hour could also be checked,
because, if the given volumes are in ADT, the morning
design hour volumes for left turns on one approaeh
become the right turns on the departure leg during the
evening peak hour.

Thé morning design hour volumes are shown in step
2 of Figure 1. The directional peak florvs move from
lefttorightand frombottomtotop. Otherfactors being
equal, the location and the orientation of the intersection
in the metropolitan area dictate the peak directions of flow.
The larger of the two design hour, directional, movement
volumes flowing between legs a and b is calculated from

DtlVn¡,=ADT"b'K'D (l)

where DHV"¡ is the design hour, peak direction move-
mentvolumebetweenlegs a and b, ADT"u isthe average
daily traff ic interchanging between legs a and b (step 1,
Figure 1), and õ is the averagedirectionaldistribution
split (decimalequivalent) betrveen the approaches. D
is either 0.6? or 0.50. The off-peak direction move-
ment volume betrveen legs a and b is calculated from

DHV.¡ = ADTob ' K'(1.00 - D)

Step 3. Design Period Volumes

We usedthe peak 15-minperiod of thedesignhour toeval-
uate the level of service. The traffic volumeflow rates dur-
ingthis period consistently exceedthe average for the de-
sign hour by approximately 20 to 30 percent, Thesé peaking
factors have been found to vary with the population of the c ity
(], ?) "" 

follows. Accordingtothe HighwayCapacity Man-
ual (1) and others (2 ), these peaking factors lrave been found
to vary withthe population of the specific city in the follow-
ing manner: For populations under 100 000 the peaking fac -

D

E

F

(2)
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Figure 1. Steps in volume data preparation.

Figure 2. Definit¡on of movements.
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tor is 1.35; for those 100 000 to 300 000 it is 1.30; for those
300 000to 500 000 it is 1.25; and for over 500 000 it is 1.18.

Design period flow rates for each movement are
calculated from

DPVuo = DI'lV"b .PF (3)

where DPV.¡ is the design period volume from leg a to
b as given in step 3 of Figure 1; DIfV"u is the design
hour volume from step 2 ofFigure 1;and PF isthe peaking
factor given above, in this case 1.25 for a population of
400 000.

Step 4. Equivalent Passenger
Automobile Volume

This design procedure converts all design period volumes
of mixed traffic (5 percent trucks and through buses in
this example) into an equivalent number of automobiles.
One truck or through bus is equal to two automobiles
A. Thus, the equivalent automobile volumes (ECV) in
step 4 of Figure 1 are calculated from the design period
mixed traffic florv rates of step 3, by

E3üiuo,-.n, e52
CARS PER HOUR
ECV=DPV,Cl+T(E-l)l

lìCV,,¡, = DPV¡b[ 1.0 + 1'(Èr - I )ì

where Er is the automobile equivalent for trucks and
through buses. Since Er is assumed to be 2,0,

liCV"' = DPV",( 1.0 + 1')

Geometric Movement Volumes

The next step in the design guide requires that the in-
dividual ECV turning movement volumes (step 4 of Figure
I andEquation 5) be defined by the way they will be
combined in the geometric design of the intersection.
Eight basic geometric movement volumes would exist
at an urban arterial, four-legged intersection having
left turn bays on all approaches, as depicted on the
left intersection of Figure 2. When a left turn bay or a
separate left turn lane is provided on an approach, the
left turn geometric movement volume is the same as its
corresponding turning movement volume in ECV from
Equation 5 (GMVrr = ECVrr). The adjacent through-right
geometric movement volume would be calculated as
GMVsr = ECVtn + ECV'1. If a channelized or free right
turn lane is provided, we can dispense with the ECV
right turning volume (ECV*).

When an approach does not have a left turn lane, the
teft turning movement volume (ECVrt) is added to the
appropriate through-right movement volume forming a
combined left-through-right geometric movement volume
IGMVIr*¡l,r = ECVrt + ECVI¡ + ECV'r] for the eastbound
approach of the right intersection shown in Figure 2.

Geometric Design Volumes

AII of the geometric movement volumes are further
adjusted to account for the þroposed) design and opera-
tional features of the intersection. These equivalent-
effect volumes are calculated from

(s)

I;1
Optons

,.,il
Dorign Op

l+4

Gf)V,,, = U' W' TF' GMV,,' (6)
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where GDV. is the geometric design volume for move-
ment (m) of Figure 2, vehicles per hour; U is the lane
utilization factor Q); W is the lane width factor; TF is
the turning movement factor (Equation ?); and GMV' is
the geometric movement volume of movement (m). The
sum of one or more turning movement volumes (ECVs
from Equation 5) is illustrated in Figure 2.

Lane Utilization

As the number of lanes serving a movement increases,
there is an increasing tendency for one larre to be used
more than the others, rvhich is accounted for by the
lane utilization adjustment factor (U). These factors
are given below,

Number
of Lanel Factor

1 1.0
2 1.1

)3 1.2

Lane Width

Lanes 3 m (10 ft) or more in rvidth have little influence
on rush-hour traffic flow rates as reflected by the lane
width adjustment factor below (1 m = 3.3 ft). The rvidth
of a lane does not include any pavement used for or ap-
preciably affected by parking. Through lanes less than
3.4 m (11 ft) rvide may experience related safety prob-
lems.

W¡c!$ (m) Factor

2.7 to3.0 1.1
r 3.0 1.0

Turns

The effects of turning vehicles on flow are given by the
turning factor ag

TF= 1.0+L+lì

where L, which adjusts for the effects of left turns and
R for right turns, is Ly L2, or L3 and is described as
follows.

For an approach having no left turn bay, the left turn
adjustment factor to be applied to a combined left-
through-right movement volume is calculated from

Lr =Pr(E- 1.0) (8)

where P¡ is the decimal fraction of the total approach
volume turning left and E is the appropriate left turn
equivalent factor from Table 1 (1).

For an approach having a leftlturn bay, the adjust-
ment factor is

L, = (l700.EyS - 1.0 (9)

where S is the saturation flow of the teft turn bay ob-
talned from Figure 3 for a given storage length and
equivalent left turning ECV from step 4 of Figure 1.
The left turn equivalent factor (E) is obtained from
Table 1.

The desired minimum left turn bay storage length,
which does not include either the taper section or any
length of the bay beyond the usual stop line, for a given
equivalent turning volume is presented at the top of
Figure 3 (see the other paper by Messer and Fambro in
this Record). Shorter bay storage length resul.ts in
saturation florv rates less than 1700. For normal urban

street conditions, a taper length of 21.3 to 30.5 m (70
to 100 ft) may be considered appropriate; for higher types
of urban facilities and rural highways, it should be 45.?
to 91.4 m (150 to 300 ft).

rffhen a left turn bay is provided, any blockage ef-
fects tlrat left turns may cause the through-riglrt move-
ment are calculated from

L3 = (1700 - S)/t 1700(N- l) + Sl (10)

where N is the number of lanes serving the adjacent
through-right movement.

When a separate right turn lane is provided, neither
riglrt turning volume nor right turn lane is analyzed.
In other cases, the analysis of right turns depends on
accuracy requirements. From the viewpoint of prac-
ticality and simplicity, the adjustment factor (R) for
most designs can be set at zero (R equals zero in Equa-
tion ? if right turns on red will be permitted). If a
detailed analysis is desired, the follorving approach may
be usedto estimatethe effects of riglrt turning vehicles (4):

R = (5 'PH)/c (l l)

where P¡ is the decimal fraction of movement combina-
tion tuming right and c is the t'elated curb return
radius (m). In addition, the estimated number of ve-
hicles turni¡rg right on red is subtracted from the
through-right geometlic movement volume combination
(GMV.). This estimate, rvhich should not exceed 0.5 of
the right turning volume, is calculated from

ItoR = 50[t'"/(l _ P")l < 100 (t2)

where ROR is the estimated riglrt-on-red volume (ve-
hictes,/h), and P" is the estimated decimal fraction of
traffic in the curb lane turning riglrt.

Capacity

It is assumed throughout this procedure that the capacity
of a normal protected through lane is 1750 automobites/
green.h (5). This is equivalent to a minimum average
headway oJ Z.OO s,/automobile. In addition, the norrn-al
protected left turn capacity iis 1?00 automobiles,/green. h
(g). The type of signalization also affects the capacity
of the intersection and will be reflected in the critical
lane analysis technique to follow.

Critical Lane Volumes for Eachry
To begin the analysis of a design's acceptability, the
geometric design volume for each movement, calculated
in Equation 6, is divided by the number of usable lanes
provided to serve the movement to obtain a design
volume per lane (V,) of

Vn, = GDV.,/N (13)

If there is a left turn bay on an approach, then N equals
l for the separated left turning movement, and N equals
L, 2, or 3 for the through-right movement, depending
on the number of through lanes provided in the design.
If no left turn lane is provided, then N would be the
total number of approach lanes, since GDV' is the total
approach movement volume.

Figure 2 defined the movements at a typical inter-
section to be considered in the critical lane analysis
technique. For each street, these movements may be
combined i¡r diJferent pa,tterns according to the type of
signalization used, as shown here.

0)



For any given type of signaìization on a street, one
movement or a sum of two movements will be larger
(critical). Different types of signal phasings will
usually result in different critical lane volumes.

Level of Service Evaluation for
ïnûerseðiñn

To evaluate tlre acceptability of the design, it is neces-
sary to total the critical lane volumes (ÐV) for the in-
tersecting streets.

ÐV = )V,,,0*(stroct 
^) 

+ )V,¡ax(stlcct D) ( l4)

This sum is then compared with maximum values
established for a given level of service as presented in
Table 2. Here, level C is recommended for the design
of urban signalized intersections. The maximum ser-
vice volumes vary sliglrtly depending on the signalization
used: Two-phase signalization has no protected left
turning on either street; three-phase has protected
turning on only one of the two streets; multiphase
signalization has protected left turning on both streets.
A detailed description of the selection of total critical
lane volumes relative to level of service criteria will
be presented later.

Design Sample Problem

Weshallnow presentadesign alternative for the projected
traffic. Some assumptions made in the problem were
selected to illustrate computational procedures of the
critical lane analysis design technique rather than
optimum design practice.

Our purpose was to determine the acceptability of
the proposed design, given the following: Traffic volume
data are presented in equivalent automobiles,/h for the
intersection (step 4 of Figure 1); all lanes are 3.7 m
(12 ft) long; all left turn storage lengths are 30.5 m
(100 ft) except for 18 [66 m (150 ft)]; att right turn ef-
fects are ignored (R = 0.0); and both A and B streets
have three phases with dual lefts teading (Figure 4).

These are the left turn adjustment factors:

L'" = [(1700 x 1.03)/1640] - 1.0 = 0.07

L,u = [(1700 x 1.03)/1700] - 1.0 = 0.03

L¡,r = [(1700 x 1.03)/17001 - I.0 = 0.03

Lru = [(1700 x 1.03)/17001 - 1.0 = 0.03

L4^ = [(r700- r640yt(1700 x2) + 1640] I = 0.012

Now, given the volumes adjusted according to Equa-
tion 6,

CDVr^ = l.0x l.0x 1.07x l3l = 140

CDV2¡ = l.2x l.0x l.0x518=622
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GDV3^ = 1.0 x 1.0 x1.03x46=47
GDV4^ = 1.2 x 1.0 x 1.012 x l0l7 = 1235

GDV'8 = 1.0 x 1.0 x 1.03 x 15l = 156

GDVr¡ = l.l x 1.0 x 1.0 x42l = 463

CDV3¡ = 1.0 x 1.0 x 1.03 x 85 = 88

CDV4B = l.l x 1.0 x 1.0 x709 = 780

and the design volume per lane for each movement found
by Equation 13,

V',1 = 140 V,¡ = 156

Vz¡=207 Yzr=232
Ys^ = 47 V3¡ = 88

Va¡ = 412 Vae = 390

The sum of the critical lane volumes
A will be

(Figure 5) for street

Yt¡= 47

Yo¡= 412
(47+412>140+207\

and those for street B will be

V3¡ = 88

Vo¡= 390
(88+390>t56+232)

for the critical lane volume

)V=937<1100

Therefore, this is an acceptable design for a service
level B.

CRITICAL LANE VOLUME
DESIGN CRITERIA

This section describes the theory of the critical lane
analysis technique and operational measures used as a
basis for selecting the design criteria of Table 2.

Effective Green

The effective green time is defined as that portion of the
signal phase when saturation (capacity) flow occurs. Its
duration is

e=G+Y-L 0s)

where g is effective green time (s); G is actual green
(s); Y is yellow clearance (s); and L is lost time (4 s).
Saturation flow conditions are assumed to begin in about
2 s after the start of green and to end about 2 s before
the yellow clearance time expires. The total lost time
per phase is 4 s in this paper. The effective green and
actual green times are about the same if the yellow
clearance interval is established according to basic in-
tersection approach speed and width criteria.

Saturation Ratio

The saturation ratio of the signal phase (X) serving a
movement could more descriptively be called the volume-
to-capacity ratio, since

X = volumc/ca¡racity = Q/[(g/C) .Sl = (Q .C)/(g.S) (16)

Maximum Lane
MovementsSignal Phasing

One phase with no left turn bay
One phase with left turn bays
Two phases (no overlap) with bays

Dual lefts leading
Dual lefts lagg¡ng
Leading left
Lagging left

Three phases (overlap) with bays
Dual lefts leading
Dual lefts lagging
Leading left
Lagging left

1+4or2+3
1, 2,3, or 4

1or3+2or4
2or4+1or3
1or4+2or3
2or3+1or4

+2or3+4
+2or3+4
+2or3+4
+2or3+4
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Table 1, Left turning equivalent for
opposing ECV. I[tc¡'scctioD aìd SigDal

Phasiìt:

Nu¡rìbc¡'of
Op¡rosing

Traffic MovcnÌcnt Through Lâncs

Factor by O¡)positrg ECV'

800600

No pÌotccte(l tuÌn phâsc
Tvo-phase

No bây on îÞproach Left aìd through
Left aìd through
Lefl. înd th rough

With bây où âpprofch Lcft
Left
Left

Thrce-Dhasc
No bay on îpÞroach Lcft âDd through

Left an(l through
Left âùd through

With bav oD îÌ)¡)roach Left
Left
Left

Protccted turùing
No bay Left
With bav Lett

6.5 10.0" t6.0"
3.6 6.0 16.0ò
3.4 4.5 6.0
4.',1 ¡0.4' 10.4'
2.9 4.1 6.2
2.8 3.6 4.8

I 1.0ù I l.où l r.oò
4.'t 11.0" t 1.0:
4.2 6.0 I 1.0È
8.2" 8.2' 8.2b
3.6 5.9 8.2b
3.3 4.6 6.8

2.0
¡.9
1.8
1.7
1.6
1.6

t,
2.0
2.0
1.8
1.7
t.7

3.3
2.ft
2.5
2.6
2.2
2.1

I
2
3
I
t
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4.5
3.t
2.9
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Figure 3. Saturation flow of left turn phase as a
function of bay storâge length and turning volume.
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Table 2. Level of service and maximum sum of cr¡tical lane volumes
at signal ized intersections.
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c
D
E

where Q is approach movement volume (vehicles/h); C
is cycle length (s); and S is saturation flow of approach
(vehicles,/green. h).

The saturation ratio is a good tool for describing
quantitatively what traffic operating conditions will be
like. When X > 0.85, vehicle delays on the approach
become very long, and queues frequently fail to clear

the approach at the end of the green phase.

Critical Lane Development

A normal, four-legged intersection having multiphased
signalization will have four critical volume phases, as
was shown in Figure 2. The sum of these four critical
phases, including green plus yellow times, is one cycle.
The equation for this requirement is

Slable ,.0.6
Stable '0.7
Stable .0.8
Utrstable -0.85'
CâPacity ';¡.0

900
1050
1200
tz't5
r 500

855
¡000
ll40
1200
1425

825
965

r 100
I l?5
l3?5

C = d¡r + þ¡¿+ Qu I ôaz

or

c = (c + Y)^r + (G + Y),rz + (G + Y)D¡ + (c + y)D2

( l7)

( l8)



(c - nl)/c = tQ/(x . s,rr)l + tQ/(x . snr¡¡ + tQ/(X .S¡r)ì
+ [Q/(X . S,]r)l

where Ørr is the first critical phase on street A (s).
Substituting the equivalent effective green (g) and

lost time (L) from Equation 15 into Equation 18 for each
critical phase and rearranging terms yield

B,rr'f Bnz *B¡r'iB¡: =C-nL (19)

where n is the number of critical phases per cycle.
Solving for g in the saturation ratio formula (Equation
16), substituting inEquation 19, and dividingbyC results in
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(A), 1100 (C), and 1175 (D) respectively. Multiphase
(four) intersections designed to level C could operate
at almost any normal range of peak-hour cycle lengths
(60 to 90 s). However, intersections having a sum of
critical lane volumes of 11?5 (D) will be heavily con-
gested at cycle lengths less than ?0 s.

Figure 8 summarizes the relationships between the
design variables and operational measures of (a) sum of
critical lane valumes, (b) saturation ratio, (c) minimum
delay cycle length, (d) type of signal phasing, and (e)
level C design criteria, The latter result in the mini-
mum delay cycle lengths desirable for operating co-
ordinated arterial signal systems during the peak hours,

Other Operational Variables

There are several other traffic operational measures
besides delay that are descriptive of the traffic condi-
tions existing on a movement at a signalized intersection,
Load factor was used in the Highway Capacity Manual
(Ð to define'level of service; tra-ffic engineers have also
used Poisson's probability of cycle failure (Ð; anA
Miller recently extended tlre probability of queue failure
concept to include the effects of queue spillover from
one cycle to the next as queued vehicles fail to clear
during the green (1). A summary of these new models
developed by Miller follows.

Pt'obability ol'qt¡cuc failu¡'e = cl's8o

l6¿d l'n616¡ = g-t 3tt

(20)

IJ the saturation ratios are selected to be the same
for all critical phases, then

(C - ¡rL)/C = ( l/X)t(Q/S^ r) + (Q/S¡¿) + (eiSr¡r ) + (e/S¡z ) I (2t)

or

tx . (c - nl)/cl = Q/S¡¡ + Q/Snr + Q/SD' + Q/sB2 Q2)

Since the ratios Q to S are the same on a per lane basis
as fol the total approach movement and if Q/N = V and
5/¡ = 1750 according to the critical lane analysis pro-
cedure, then

X. t(C- nL)/Cl = (V^r/1750) + (V^2/1750) + (V,ì,/!250)

+ (VB2/l 750) (231

where Vr¡ is the critical lane volume on phase Ar. Thus,

v^r +v^2 +vBr +vB2 = 1750. x. [(c-nl)/cl (24)

It follows that the sum of the critical lane volumes (DV)
for a given level of service saturation ratio (Xr_.o.s.) and
design cycle length (C) is

)V = 1750 . Xr.o.s. . t(C-nL)/C¡ (25)

The results of Equation 25 are plotted in Figure 6
for two X ratios: 1.0 (capacity) and 0.8. Also shownin
Figure 6 are desirable design hour cycle lengths: 55 s
for two-phase, 65 s for three-phase, and ?5 s for four-
phase. These tengths were used to determine the
capacity values and other sums of critical lane service
volumes in Table 2.

Minimum Delay Cycle Length

The average vehicle delay (d) in seconds per vehicle
experienced by an approach movement having poisson
arrivals can be calculated by using Webster's rather
lengthy formula:

¡ = [tc(l - elc)'1]ll2(t-a/s)ll + {(1s00. x'?ytQ(l - x)1J
- 0.65 tC(Q/3600)2 I rß X2+s(s/c) Q6)

To illustrate average delay conditions at an inter-
section, assume that a four-phase signalized intersec-
tion has equal approach volumes and green times. The
four critical lane volumes are also equal, but their
magnitude can change. Figure 7 shows how the aver-
age delay varies with cycle length for each of the volume
conditions, as given by the sum of the critical lane
volumes. The sums of the critical lane volumes of
825, 1100, and 1175 correspond to levels of service A,
C, and D respectively in Table 2 for multiphase (four)
signals. The minimum delay cycle lengths are 55, ?8,
and BB s for the sums of critical lane volumes of 825

ll'obability of <¡ucuc clcaring = I - c-r.s8(t e9)

wtrere ø = [(1 - x)/X] t(s. s)/8600)'h .

Figure I presents average approaclt values at an in-
tersection having four critical phases for these opera-
tional measures together with Poissonrs probability of
failure and saturation ratio as a function of minimum
delay cycle length. When ?5 s is the minimum delay
cycle length, the saturation ratio (X) is 0.78; the load
factor (LF) is 0.36; Miller's probability of queue failure
(Pr) is 0.30; and Poissonrs probability of failure is 0.18
(18 percent).

Figure 10 illustrates operating characteristics on a
single approach movement as volume conditions in-
crease. The effective green time and cycle lengflr were
held constant at 35 and ?0 s respectively. Few cycles
fail to clear stopped queues at satut'ation ratios less
than 0.?. Acceptable queue failure rates still exist at
0.8, but larger values result ilt unstable operation and
increasingly long delays.
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Figure 6. Var¡ation ¡n sum of cr¡tical lane volumes with cycle
length as a function of saturation rat¡o.
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Figure 7. Delay versus cycle length as a function of sum of cr¡t¡cal
lane volumes.
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Figure 8. Relationsh¡p between design variables and
operational measures. 
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Figure 9. Relat¡onship between operat¡onal measures of
effectiveness and minimum delay cycle length.
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Figure 10. Relationship between operat¡onal measures of
effectiveness and volume.
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or policies of the Federal Highway Administration. We
alone are responsible for the facts and accuracy of the
data presented. This paper does not consitute a
standard, specification, or regulation.
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Discussion
Stephen G. Petersen, Gaithersburg, Maryland

In the federal government, the plrrase "adequate public
facilities" is becoming commonplace. This phrase,
when directed at builders and developers, tells them
that their projects can only go forward if all the public
facilities required to serve a development are in place
and capable of meeting the needs of a specific project.
Many facilities are included: fife protection, police
protection, schools (if a residential project), watet,
sewer, and finally transportation but more specifically
roads. The test of adequacy is generally easily met
except for two facilities, sewers and roads. Usually
both are impacted; but if sewers are not, then roads
are almost certain to be a problem for any develop-
ment lying in the developed urban area.

As a test of road adequacy, the two Maryland sub-
urban counties of Washington, D.C., have generally
adopted a technique known as critical movement analysis
or critical lane analysis that was based on a paper of
mine (9). The technique was selected as a planning
tool because it is relatively simple to apply, avoids the
correction factors common to the Highway Capacity
Manual (HCM), and derives an answer relevant to the
whole intersection in one step rather than as part of a
multistep process.

A comparison of the techniques described in the
authors' paper and in mine reveal the same basic ele-
ments. The authors, however, describeamore sophis-
ticated set of correction factors for a more accurate
result. It is encouraging to see this kind ofeffort, be-
cause, if we are going to place an expensive develop-
ment at the mercy of one or two intersections near it,
then we had better be sure that our techniques are
reas onable representations of real -l i-f e c onditions.

I had several questions and comments, which are
listed below.

1. The source cited for volume adjustment for the
lane utilization factor is work done in New Jersey in the
early 1960s. However, it is understood tlìat these
values were confirmed by field data collected in a study
of unprotected left turns at opposing flows of up to 1000
vehicles,/h. What happens beyond this volume ? Does
lane utilization become essentially even at lower levels
of service (higher approach volumes)? If so, does this
factor need to become a variable? This is a question
for the local area because a diJference shows up between
the data published in the paper and the technique as ap-
plied and can make a difference as great as one level
of service.

2, Table 1 deals with opposing volumes of only 1000
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vehicles,/h. Presumably left turns in opposition to
volumes in excess of this can only be accommodated by
protected turning. However, this is not stated, and for
opposing traffic in multiple lanes the factors have not
reached turning capacity. Is the number of approach
lanes independent of the opposing volume ? Also, it is
not clear rvhich phasing is in effect when the term
"tlìree-plìase" signal is used under the No Protected
Turn Phase.

3. I would like to see a level of service comparison
betrveen this technique and that used in the HCM.

4. I attempted to work through this method with a
more heavily loaded, less sophisticated intersection and
found that one must be extremely careful to follow the
phas ing rules f or c ritical lane volumes explic itly f or eac h
street or the result of the calculations will be totally
erroneous. This need to carefully select signal phasing
and to apply factors detracts from the use of the tech-
nique as a planning tool. I recognize that the intent of the
research was for design purposes, but I hope it can be
adapted rvith some simplification as a planning tool. In
planning, the critical lane technique is a valuable com-
munication tool among various professionals, but its ef -
fectiveness is lost when correction factors and selection
of different phasing arrangements transform too many
steps into variables.

5. The authors state, but I emphasize again, that
the critical lane values in Table 2 are the result of
deliberately selecting cycle lengths that produce less
than maximurn capacity even though Webster says they
minimize delay, The effects of this slìow up wlten one
tries to compa.re the level of service determined by
field examination witlr that predicted by the method. In
an example in which such a comparison was possible,
the technique showed level of service E, whereas the
description of the actual condition was closer to level D.
This suggests that there is a need either to more care-
fuUy relate the description of level of service to the re-
sults of the analysis or, more likely, to quanti.fy level
of service to some measure such as delay in order to
relate critical lane totals to specific measures of total
intersection delay.

6. Also, in reviewing the design volume discussion,
I notice the use of the peak 15 min for design pulposes.
It is possible that this factor has distorted comparisons
between field observations that deal v¡ith a total hour of
flow and critical lane totals that are keyed to a peak 15-
min period.

In summary, I believe the authors have assimilated
a considerable amount of useful information toward the
development of improved intersection design techniques
that deal with the whole intersection and the interaction
within it. The technique now needs to be expanded to
account for maximum practical cycle lengths, for other
intersection configurations, and for situations c ontrolled
by STOP signs and not likely to be signalized. Particular
emphasis needs to be place on these aspects in planning
situations such as that described at the beginning of these
comments.
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Frederick A. Wagner, Alan M. Voorhees and Asso-
ciates, Inc.

The authors are to be commended for their excellect
paper. Itsynthesizes a substantial range of knowledge on
intersection c apac ity and leve I of service in a s ystemat ic
manner. It willguidethetraffic engineertlrrough a step-
by-step procedurefor detelmining critical lane volumes
and corresponding levels of service at an intersection,
given the intersection design, traffic control, and traJfic
flol characteristics. Critical lane volume is inherently
more appealing and more fundamentally valid than the
estabtis hed intersection capac ity analys is tec lrniques set
forth in the Highway Capacity Manual.

This discussion addresses several points: (a) poten-
tial ¡efinements in certain detailed aspects of the tech-
nique, (b) the need to develop a way to best use the
technique for existing operational intersections (in addi-
tion to design intersections), (c) the possible invalidity
of equations based on lost time and cycle length rela-
tionships, and (d) the need for systematic empirical
validation of this technique and alternative methods of
intersection capacity and level of service analysis.

POTENTIAL REFINEMENTS

One of the appealing attributes of the critical lane
analysis technique is its relative simplicity. Certain
aspects of the technique, horvever, border on over-
simplification and result in the risk of losiug precision.
I shall give a few examples (not exhaustive) in which
refinements might make the analysis teclmique more
prec ise without s ignif icantly increas ing its complexity.

Lane Width Adjustment

Messer and Fambro consider only two classes of lane
width: < 3 and > 3 m(10 ft). Avolumeadjustmentfactor
of 1.10 is applied if lane widthis lessthan3 m (10 ft).
This is perhaps their most serious oversimplification.
All other major (American, Australian, and British)
capacity analysis techniques utilize a more refined ad-
justment for lane width (or total approach width). The
Australian factors for adjusting saturation flow are given
below (1 m = 3.3 ft).

right turns as difficult as left turns. Second, parking
conditions on the approach will also signi-ficantly in-
fluence the effect of riglrt turns. The authors do not
consider parking except to say that "the width of a lane
may not include any pavement used for or appreciably
affected by parking." Parking prohibited for a short
distance back from the stop lane provides extra approach
space for storage and movement of right turn vehicles.

The British developed a method for determining ef-
fective loss of approach width as a function of clear dis-
tance from the stop line to the nearest parked auto-
mobile and green time. An analogous approach might
be incorporated into the critical lane analysis technique.

Glade

Atthough the great majority of intersection approaches
are relatively flat, those on even moderate grades have
significantly altered capacity characteristics. A simple
volume adjustment factor could be incorporated for
positive and negative grades. Webster found that for
each 1 percent of upgrade or downgrade saturation flow
rate decreases or increases by 3 percent,

Cycle Length and Left Turns

On intersection approaches with heavy opposing flow,
unprotected left turns are made difficult by few gaps.
Most left turns are made at the end of the green phase
(during yellow). Messer and Fambro give left turn
equivalency factors that cover such situations, but they
do not consider how drastically cycle length affects left
turn capacity. For example, if virtually all left tulns
are made during yellow intervals, Ieft turn capacity
witl be 50 percent higher witha 60-s cycle (60 yellows/h)
than rvith a 90-s cycle (40 yeUows/h). This fact should
be reflected in the technique, especially considering
the propensity among traffic engineers to use only long
signal cycles, (More on this later.)

APPLICATION AT EXISTING
INTERSECTIONS

The authors indicate that their paper is intended as a
guide for designing signalized intersections. The tech-
niques could also be adapted to evaluating capacity and
level of service at existing intersections. After all,
most traffic engineers devote far more time to the
evaluation of operation changes at existing intersections
than to the physical redesign of intersections or the de-
sign of entirely new ones.

We should emphasize the procedures that directly
measule capacity flow rates associated with each geo-
metric movement volume rather than rely on estimates
based on generalized adjustment factors. Most inter-
sections have at least a few measurable loaded cycles
during peak periods. Direct measurement of a relatively
small number of loaded cycles may provide a more
precise estimate of intersection capacity than the various
adjustment factors do, There is an opportunity here to
develop a unified approach that incorporates both direct
measurement, where possible, and utilization of gen-
eralized volume adjustment factors only where neces-
sary. For example, a redesign of a problem intersection
may only involve changing one or two intersection ap-
proaches. An analysis of the redesign could be based on
direct empirical data for the unchanged approaches and
could utilize the generalized adjustment factor technique
only for those approaches having substanfially changed
designs.

Lane
Width Ad¡ustment(4 ('/"1 

-2.4 -12
2.7 -7
3.0 to 3.7 0

Lane
width
(mL_

4.0
4.3
4.6

Adjustment
(Y"l

+3
+4.5
+6

The reciprocals ol these factors would be used to adjust
volumes. However, one unresolved debate concerns
the use of number of lanes or the use of approach width.
Based on a questionnaire survey in 19?4 by the TRB
Committee on Highway Capacity, approach width versus
number of lanes was the number one priority research
problem.

Right Turn Adìustment (Pedestrian
anilTm
The Messer-Fambro technique computes a right turn
adjustment as a function of only two variables: fraction
of geometric movement volume turning right and curb
return radius. Two other factors seem to be extremely
important. First, pedestrians on the intersection
crosswalks create a major interference to right turning
vehicles and in downtorvn areas especially can make



POSSIBLE INVALIDITY OF BASIC
EQUATIONS

The various equations set forth in the authors' paper for
determining level of service, average delay, minimum
delay cycle length, probability of queue failure, load
factor, and probability of queue clearing, all evolve
from Websterrs original work. He divided the green-
plus-yellow phase for a given intersection approach into
effective green time (when traffic discharges at a
constant saturation ftow rate) and lost time (when zero
flow occurs).

The authors' Equation 25 gives the sum of critical
lane volumes (DV) as a function of basic saturation flow
rate (1750 vehicles,/h), volume to capacity ratio (Xr-.o.s.),
cycle length (C), lost time (L), and number of phases (n).
The factor nL/C is a crucial one. It represents the
fraction that total lost time on all phases is of cycle
length. Implicitly, Equation 25 and others using nL,/C
show that conditions will improve with longer cycle
length, because lost time will then represent a smaller
fraction of total time.

The equations are theoretically correct, but are they
valid empirically? In 1974 Moskowitz argued elo-
quently:

Green plus yellow is a better predictor of volume during saturated phases

than green alone (or green plus yellow minus lost).
Observations at intersection approaches where cycle length was modi-

fied do not show that higher volumes can be served if longer cycle lengths
are used.

lf the cycle length is long enough to prov¡de optimum spl¡ts, given

minimum green constraints, short cycles almost always result in better
service (loss delay) than long cycles.

The hâbit of using long cycles causes more unnecessary delay to Ameri-
cans than any other single fallacy in the traffic engineering profession.

Green plus yellow (with no correct¡on for lost time) should be used in
measuring saturation flow and in computing capâc¡ty values. This would
cause traffic engineers to re-think the fallacious habit of using long cycles
¡n the attempt to increase throughput.

Moskowitz explained that on multilane approaches it
is almost impossible for saturated flow to last through-
out a long green interval on all lanes of the approach.
Messer and Fambro account for underutilized lanes by
applying a correction factor for multilane approaches.
However, their adjustment factors ignore cycle length.
If total approach really is less productively used as
green time increases, it might be possible to develop
adjustment factors that consider both number of lanes
and green phase duration.

A serious question needs to be answered: Are the
many theoretical equations that depend on full saturation
flow during the effective green period to explain traffic
flow at signalized intersections valid \'ehen compared with
actual traffic operation?

SYSTEMATIC VALIDATION
NEEDED

Carefully designed expertments are needed to validate
the basic theoretical equations of intersection operation
and to compare current alternative methods for evaluat-
ing capacity and level of service (HCM method, British
saturation fLow method, Australian method, critical lane
volume analysis, multiple regression equations de-
veloped in Canada).

These experiments should stress sensitivity tests in
which conditions would be changed at field intersections
and the resulting changes in capacity, if any, and other
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operating chalacteristics would be compared with
changes predicted by the theoretical methods. Only
through this type of scientific experimentation will it be
possible to determine the validity of the various ap-
proaches and to isolate the weaknesses of current
methods.

Autkrors ' Closure
rffe rvould like to express our appreciation to Petersen
and Wagner for their discussions, Their comments
from the perspective of planning and operation engineers
point out the different levels of accuracy required in
transportation planning, design, and operations.

Petersen questions the values of our utilization fac-
tors and their relationship to approach volume. These
values are representative of the moderate to high volume
conditions common to intersection design. The user may
wish to follorv these lane utilization formulas for in-
creased accuracy:

Uz = l.l * Q.! ¿-o t8nt

for two lanes, and

U¡ = 1.2 + 1.8 e-o r3n¡

(30)

(31)

for three lanes, where m is average approach arrivals
per cycle (Ð.

Table 1, very important but slightly complicated, was
developed according to a cycle length of ?0 s in all cases.
Two- and three-phase equivalents were based on G/C
ratios of 0.51 and 0.36 respectively. With these splits,
left turning capacity is at or near zero at opposing
volumes of 1000 vehicles,/h except for three-lane ap-
proaches (Ð. The user may opt for an arbitrary maxi-
mum limit on the left turn equivalent factor (E) in Table
1 and use this value for all heavier volume cases (for
instance, E = 11.0) I, p. 234).

Petersen notes the need for care during the selection
of signal phases. If an approach does not have a separate
left turn bay (lane), then 1 + 4 or 2 + 3 must be used.

Wagner suggests general potential refinements for the
analysis technique. In particular, the user may wish to
use the lane width adjustments presented by Wagner with
the following conversions: 1.14, 1.08, 1.00, 0.9?, 0.96,
0.94. The effects of pedestrians, parking, and grades
were not included in the design procedure. Users may
also wish to include these.

Wagner expresses his personal concern about the
overall concept of phase lost time and cites Moskowitzrs
paper, rvhich we had also reviewed. We believe the
equations provide practical operational solutions using
a lost time of 4 s/phase.

Several research projects on capacity will be con-
ducted in the National Cooperative Highway Research
Program and bythe Federal HighwayAdministration during
the next few years. We hope this paper will aid in the
development of practical intersection capacity analysis
techniques for planning, design, and operation needs.

Publication of this paper sponsored by Committee on Highway Capacity
and Quality of Service.
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Review of Road Traffic Network
Simulation Models
Paul Ross, Office of Research, and David Gibson, Office of Development,

Federal Highway Administration

Proposals for computer traffic simulation date from 1951. and the first
actual documented simulation was performed in 1955 on an analog com.
puter. Since that lime, many simulation models have been developed as
knowledge of traffic principles has increased and computer fac¡l¡ties have
improved. Such traffic simulation models may be placed in three groups:
single road, single intersection, and traffic network. This paper díscusses
only the last. Nineteen network simulation models are discussed. These
are grouped into ten obsolete models, six tralf¡c network models suitable
for current computers, and the simulation portions of three signal opti-
mization programs. A brief description of the operating principles and
unique features of each model is given, and the level of model¡ng detail,
model flexibility. and usefulness of the output are assessed. Validation
efforts on the model are considered, and, where l<nown, computer lan-
guage, type of rnachine, core requirements, and speed of execution are
given.

There are three classes of traffic simulation models:
single road, single intelsection, and network, Hsu
and Munjal Q) have revierved the single road freeway
models, but rural road models, which reproduce the
effects of siglrt distance restrictions, rolling terrain,
and passing opportunities, are rare. Single intersection
models have generally been built for a specific purpose
and are not usually available as a consumer product,
This paper discusses the currently available network
simulation models and some norv obsolete network
models. We also summarize three signal optimization
programs that iltclude traffic network simulation.

Modern traffic simulation programs use digital com-
puters and time-oriented bookkeeping; the eveut-oriented
bookkeeping asÊociated with most simulation languages
seems inappropriate.

Some models (macroscopic)treat the traffic stream
as a continuum and conceptualize the traffic stream as
a fluid. Individual vehicles are not identified in mac-
roscopic models; indeed, a network element may even
contain fractional vehicles. Macroscopic models gen-
erally are very economical of computer storage and
very fast in execution, because they do not have to keep
track of each vehicle. However, they cannot represent
the traffic stream in the detail that many traffic engi-
neers want,

Platoon models are a half-step toward detailed
realism. In these models, vehicles are grouped into
platoons, and the program keeps track of the location,
speed, acceleration, and size of the platoon, Platoon
speed, usually a function only of the general density of
vehicles in the vicinity of the platoon, avoids complicated
c ar -f ollowing calc ulations.

Microscopic simulation models are the ultimate in
detailed treatment. Each vehicle is identi-fied and its
position, speed, acceleration, and other characteristics
are stored. Microscopic models deal with trvo separate
areas: streets and intersections. On streets, vehicle
behavior is usually approximated by controlling one ve-
hicle's speed by the preceding vehicle (car following).
Car-following rules can be quite complex. Queuing
behavior and the delay in accelerating arvay from the
head of the queue are r.rsually treated in detail; there
are indications that this can be a critical factor in the
accuracy of simulation, at least for urban networks.
Lane changing may or may not be allorved, and other

details of street traffic can be represented, Buses and
trucks can also be handled separately,

Intersection behavior is considerably more complex
and difficult to model. Problems of pedestrian inter-
ferenee, turning radii, and collision avoidance all must
be faced. Usually these problems are treated super.-
ficially; for example, random delay is assigned for
pedestrian interference. Because one primary futction
of netrvork models is to evaluate signal control strate-
gies, traffic signals are usually modeled in considerable
detail.

The various simulation models (see Table 1) dis-
cussed here should be assumed, unless specifically in-
dicated othelwise, to have the following characteristics.
They are fully microscopic, meaning that the model
stores a specific location, speed, and acceleration for
each individual vehicle. Moreover, the vehicles engage
in car following; that is, the speed of a vehicle is de-
termined in some reasonable, predetermined manner
by tlre speed of any vehicle directly in front of it. If
there is no vehicle in front, it travels at its "desired"
speed. Vehicles obey traffic signals ancl stop and yietd
signs.

AII variables in the system (vehicle locations, speeds,
accelerations, and signal indications) are updated once
each time step, which is a user-speci-fied constant,
often 1 s. The computer pl'ogram is written in FORTRAN.
The simulation starts collecting data only after some
initial period, which starts with the system empty and
ends when some test for equilibrium is satisfied.

Vehicle routes are determined from origin-destination
tables (O-D) or the probability of turning left, through,
or right at the end of each link (turning movements).

OBSOLETE MODEI,S

The DTSCRETE AND CONTTNUOUS VARTABLE SIMULATTON MODEL,
developed by Matthewson, Trautman, and Gerlough, was
perhaps the first traffic simulation model to actually be
constructed Qr 4). It represented a signalized inter-
section network with one lane in each direction and
pedestrians who delayed turning tra-ffic. Validation rvas
primarily by reasonableness. The model was based on
an analog rather than a digital computer and therefore
had to be rebuilt for each new intersection or network,

The STARK/NBS MODEL, produced by Stark of the
National Bureau of Standards for the IBM ?04 computer
€), achieved realism through the use of fairly detailed
traffic behavior rules. The model included tra-ffic
signals, stop signs, one- and two-way streets, and
oblique intersectlons within the program structure.
Documentation for this model is hard to obtain and would
not be sufficient to recreate it for use on another com-
puter. The model provided complete statistics on ve-
hicle behavior. The most interesting output was a movie
of the simulation, rvhich rvas the only verilication of the
realism of the model.

A simulation model was developed by Francis and
Lott fOT Ihe ROAD RESEARCH LAB7BAT)RY to examine
proposed changes in traffic signal patterns in central
t ondon (6). This program had a moderate level of de-
tail but did not distinguish between different types of
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Table I . Characteristics of network traff ic simulation programs.

Type
Ti¡rìe
Step

No. of
Vehicle noutc
TYpes Selectiotr

Language,
Ivlâchine

Time
Conrpression ReDìarks

Discrete a¡ìd coltirì-
uous variable

Stark/NBS

Roâd Research
Laboratory

Australian or'
Pak-Poy

VTS

TRANS

Hartley

Birrninghanr

DYNET

Sakai and Nagao

VETRAS

YPT

uTcs-1
scor

SIGNET

Microassigrnìe¡ìt

coRQ

TRANSYT

slcoP u

coRQlC

Al:ìlog CoDtinuous

Micro 'h "

Micro I s

Micro

Micro Event
oriented

Short 2 s
platoons

Hardware '/" s

Micro

Micro I s

LaÌge 4 s
platoons

Micro L\ent
or.iented

Micro Variable
(1 s)

Micro I s
Platoon valiable

(6 s)
Mic¡'o VaÌiable

(l-s nrul-
tiples)

Mâcro Static

Macro Static

Macro Static

Macro Static

Macro Static

Fixed dur-
ing vehicle
generatior¡

'I\rn 4

T\¡rn 4

Türn 4

T\lrn 4

Fixed

Fixe(l
roItes

I\rn f

îrrn I

T\l¡'n 7

T\rrn 4

T\lrr¡ 4

1\rrn I

o-D

o-D

T\rrn 4

îùrn 4

Both

Hardwired
¡uachine

Asserììbly,
IBM ?04

AsseDrbly,
Fe r rânti
Pegasus

IBIVI 1620
and ?090

GPSS,
IBM ?O9O

Assembly,
IBM ?09

Atlas
trâffic
sinìulÍìtor

ECTNAN 3,
ICL

FORTRAN,
IBM 360

NA

CPSS,
rBM 360/370

FORTRAN âXI
COMPASS,
cDc ?600

IIORTRAN,
rBM 360,
cDc ?600

FORTRAN IV,
cDc 6500

FORTRAN and
Assembly,
IBM 360

FORTRAN,
IBM 360

FORTRAN

FORTRAN

FORTRAN,
cDc

l:1

15: I
(9 uocles)

2:l
(36 links,
9 nodes)

2000:1
(1 nocle, 4
links)
IBM ?O9O

l:l
(10 nooes)
1:3.5
(25 ¡rodes)

20:1
(36 links,
I nodes)

NA

4:L
(3 nodes)

5-10:1
(46 tinks,
21 Dodes)

Very fast

Slorv

Very slorv
(1:1 or
slorver)

2.5:L
(26 tirrks,
12 nodes)

6.5:1

5:l
(1334 tirìks)

30:l
(125 links,
65 nodes)

Very fast

F\¡ìctiorì of
nunrber of
iterations
desiÌed

Very fast

Electronic elenretrts:
orìe-to-oDe correspon-
detrce with netrvork

First to use cartoo¡ì
¡ììovie graÞhics âs
output Dlediurìì

0, I reÞresentatiorì of
vehicle location

4

t

I

J

J

ó

2

5

1

T rucks diffused uni-
fornly through iraffic

A.ll vehicles in a 50-m
segnleùt act as platoon

Very detailed

Traffic signÍìls only,
no stop or yield

Carries excess demand
over to next assign-
ment

Single-pass ca¡culatioD
of pulse shapes

UseÌ-selected, multiple-
pass calculâtion of
pulse shapes

Can gene¡ate O-D

vehicles or follow them through the network. Each
lane was divided into short sections that corresponded to
a computer storage "bit." For each occupied section, a
"one" would be registered in the storage location. Ones
moved from bit to bit in the computer memory to
represent vehicle motton. This model simulated only
signalized intersections of three or four legs. How-
ever, separate specÍfication of right- and left-turning
volumes and signal offsets and phasing was possible.
Output included total time simulated' volumes and de-
tays by link, average delays and average queues by link,
and maximum queues by link. The maximum network
size was 30 intersections, 80 links, and 20 peripheral
arms. The program was executed at approximately 18/n
times real time, where n was the number of intersec-
tions.

The AIJSTRALIAN OR PAK.POY MODEL (Ð WAS WTittCN tO
analyze traffic signal controllers and intersection
capacity and was reasonably flexible. Validation was
limited and consisted primarily of comparison of model
results with before-and-after field studies of intersec-
tions. Documentation is unavailable. The primary out-

puts of the model were delay, queue length, and degree
of saturation.

VEHTCLE TBAFFIC SIMULATOB /vrsl was constructed by
A. H. Blum (8, 9) and used general purpose simulation
system (GPSSJ iãnguage intersection modules assembled
to form a network. The level of detail in VTS was good;
the model simulated traffic signals and special sources
and sinks of traffic. Fixed time signals were assumed
to c ontrol all intersections, and the car -f ollowing logic was

"change lane or assume speed of leading vehicle'" Ve-
hicles were not identified by type, but different types
could be approximated by assigning vehicle characteris-
tics. No validation was performed on this model and
documentation is limited to one article (8).

The ra, /vs (simply a name)MODE¿devõtoped by Ger-
lough, Wagner, Rudder, and Katz, was the first network
simulation model to enjoy wide usage and validation. At
least four versions were produced from 1962 to 1968

G9, !! gg 14). Atthough TRANS rs now obsolete' it
ted tõseverat other models (see the DYNET, SIGNET,
and UTCS-1 models below). The level of detail in the
TRANS model was moderate. Automobiles \ttere grouped
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into short platoons. Vehicles could switch lanes in-
stantaneously if they were queued behind left-turning
vehicles. Vehicle behavior at signals was quite de-
tailed. Different models of TRANS used diJferent time
steps; version 4 had a user-specified updated period
that could not be less than 2 s. The TRANS model was
the first to be widely validated, and validation runs
were made in Washington, D.C., Los Angeles, and
Detroit. The documentation explained fairly clearly
how to prepare input data, but documentation of pro-
gram logic was scanty. Data preparation was tedious,
because many parameters had to be supplied. Output
gave the usual traffic parameters both link by link and
networkwide.

HARTLEY, in England, developed a basic model utiliz-
ing a special purpose computer identified as the Atlas
Digital Traffic Simulator. A diffuser was used to link
intersections and replicate platoon behavior, while a
random pulse generator created input traffic. Because
of its fixed program, the model was relatively easy to
run but had very limited flexibility. Validation was by
sensitivity analysis and reasonableness. Documentation
was limited to two articles and a doctoral dissertation
q!.,l_q 1_Ð.
-TñE-tRM|NGHAM M}DEL, also developed in England,

by Storey (.lg), handled four categories of vehicles. Car-
following logic was limited, and vehicles were assigned
to their lanes based on their turning movement at the
subsequent intersection. An unusual feature of this
model rvas the assignment, to avoid path looping, of
complete vehicle routes from entry through the netlork.
The model could represent both fixed-time and vehicle-
actuated signals. Output was limited to printouts of
vehicle location within the network and both journey
times and delays for each route. Altltough the model
was not validated, sensitivity testing indicated that it
produced reasonable variations in output values based
on input changes.

The DYNAMIC NETWORK ANALYSISOF URBAN TRAFFIC FLOW
(DYNET) STMULATION MODEL was developed by Lieberman
of General Applied Science Laboratories (GASL) in 1969
(lg). It was based on the TRANS model, used many of
its features, and made numerous specific improvements.
Particular effort rvas expended on making the model
fully microscopic and simplifying the input requirements.
Trucks and automobiles were represented separately
and were generated according to a shiJted exponential
distribution. A vehicle was assigned a lane when it
first entered a link according to the turn tlìe vehicle
expected to make when it exited from that link. A ve-
hicle could change lanes rvhen it entered a queue if the
queue in the adjoining lane were shorter and the turning
movement permissible from the new lane; the vehicle
would change lanes only if an acceptable gap rvere avail-
able. Left-turning vehicles examined the oncoming
traffic and remained in queue until a suitable gap ap-
peared. At stop signs and signals vehicles behaved
very much as they did in the TRANS model. Its de-
tailed microscopic character and the shorter time step
generally used (1 s) made the DYNET model actually
run more slowly than the TRANS model. If the time
steps had been the same in both models, speed of
execution would have been comparable.

sAKAt AND NAGAj of Japan developed a simple platoon
macroscopic model (20). In this model, roadways were
partitioneã into 50-niEegments. The computer kept
track of the number of vehicles in these segments, and
the average speed of these vehicles tvas a function of
number of vehicles in the segment. Buses and trucks
were teplaced by their equivalent number of passenger
automobiles.

CURRENT MODET^S

VEHICLE TBAFFIC SIMULATION MODEL (VETBAy (21) by IBM
builds on Blum's ealliet VTS model; it is somewhat
more refined and detailed than models built from scratch.
The logic includes provision for riglrt turn on red, and
car-following logic is "switch lanes or assume speed of
leader car." The model allows easy modification of con-
tlol logic, and its modular structure and input format
make it easy to set up a variety of networks. Network
flexibility is limited by a restriction to four-legged in-
tersections. A variety of vehicle characteristics can
be generated, but the addition of trucks and buses as
distinct entities would require minor proglamming changes
to produce separate statistics. Documentation for
VETRAS is notextensivebut is clearand does include
flow charts. Validation was limited to sensitivity testing.

VEHICLE PERFORMANCE IN TRAFFIC (VPT) MODEL dE-
veloped by the Aerospace Corporation is an excep-
tionally detailed, totalLy microscopic network model
(&2j24), Automobiles, trucks, and buses are gen-
eratéd according to a Poisson distribution. In addition
to the individual vehicles, the characteristics of the
drivers are generated stochastically and include desired
speed, desired lane, gap acceptance characteristics,
and a frustration factor that determines how long a
driver will tolerate following a slower driver. These
characteristics are correlated so that a reckless driver
generally has the characteristics associated with that
description. Vehicles follorv each other according to a
reasonable car-following law based on the apparent rate
of change of the visual angle subtended by the leading
vehicle. Lane changing is more complex in this model than
in any other; a driver can change lanes simply because
he is tired of following a slower driver. Tlris is the
only simulation program that includes "actual" acci-
dents, lVhen two vehicles merge into the same spot,
they are considered disabled and remain parked in that
spot throughout the simulation. Flexibility of this model
is somewhat restricted because surface streets are as-
sumed to intersect at right angles only, Also, there
are some restrictions on tra"ffic signal displays that
make these representations less flexible than those found
elsewhere. The model does not consider pedestrian
interference. Validation of this model is poor; it has
given reasonable results in one or two small tests.
User documentation is not generally available. Input
requirements are quite extensive because of the detailed
microscopic nature of the model. The user may choose
the desired output from a wide variety of traffic-related
measures such as average speed, average delay, fuel
consumption, and vehicle emissions.

URBAN TRAFFIC CONTROL SYSTEM (UTCS.I) AND SIMULA-
TION OF CoRRIDOR TRAFFIC (SCOT) are closely related
models. UTCS-1 was developed by Peat, Marwick,
Mitchell and Company and GASL, while SCOT was
produced by GASL alone. UTCS-1 rvas designed to
evaluate traffic signal systems Q_Ð ?q). It is based on
the DYNET model and is fully microscopic; vehicle data
are stored in packed words. TIte packing operations
are done in the program where the information is used
or produced. Initialization continues until the number
of vehicles in the system appears constant. The time
step is fixed at 1s. SCOT is identical to UTCS-I except
tlrat the Dynamic Analysis of Freeway Traffic (DAFT)
model has been included (2?). On fleeways, vehicles
are grouped into platoons; individual statistics are not
kept for each vehicle. The update period on the freeway
is variable but is usually about 6 s. Level of detail in
the UTCS-1 model is excellent. Pedestrian interference
is represented, and the lane-changing rules are rea-
sonable. Oncoming traffic interferes rvith left turns as



does traffic that is backed up from the preceding in-
tersection. The freeway portion of SCOT is less
realistic. The speed rule as a function of density is
somewhat arbitrary, and platoons have an inherent
lack of realism'. Validation of these models is moderately
good. UTCS-1 was extensively validated in lVashington,
D.C,, and the freeway portion of SCOT was briefly
evaluated in Dallas. UTCS-1 has been rvidely used and
is generally accepted as giving reasonable results.
Documentation is hard to follow but is complete and
readily available. The detailed character of the re-
quired data makes input preparation difficult and time
consuming. The SCOT freeway data are particularly
awkward in that two parameters determined by a sep-
arate computer program are required. Output is full
and complete both link by link and systemwide. A new
version of UTCS-1 gives emissions and fuel consump-
tion.

The S/G/VFr (a signal network optimization system)
model Q!, þ was developed by Davies as a masterrs
thesis at Purdue University. Input to SIGNET is fairly
complex. Output statistics include total vehicle miles,
total delay, average delay, delay standard deviation,
and average speed. The program rvill accommodate up
to 85 links without modification of dimension state-
ments. SIGNET borrows heavily from the TRANS model
but is fully microscopic and utilizes computer words to
describe vehicles in a manner similar to UTCS-1. Stop
and yietd sign control is not represented. However,
the model is fairly flexible in terms of intersection
geometries and traffic controllers. Model validation
was extremely limited and merely confirmed that the
simulation outputs were reasonable and consistent with
travel time studies. The documentation consists of a
very thorough masterrs thesis project report that in-
cludes subroutine descriptions and flow charts.

MtcqoAsstGNMENr (?0r MÐ, by Creighton, Hamburg,
Inc., is a traffic assignment tool developed for trans-
portation planning purposes; it was not designed as a
tra"ffic simulation program. However, microassign-
ment considers origins and destinations on a block-by-
block basis and therefore has many of the features
normally associated with a simulation model. Basi-
cally, it was designed to give the expected traffic on
any street for a given O-D pattern, but it also outputs
the average speed and delay on each link. Microassign-
ment is very macroscopic (for a simulation model) and
ignores many of the fine details critical to traffic engi-
neering. Its treatment of traffic signals includes only
the coarsest representation of phasing and ignores the
effects of signal offsets altogether. The key to the
operation of microassignment is in the novel link-node
structure, Nodes are placed in the center of each block
so that a left-turning vehicle travels on a totally dif-
ferent link from one traveling straight through the in-
tersection. In this way, each link can be assigned a
fairly accurate value for the delay associated with the
corresponding movement. These delays reflect the
character of the control at the intersection (for example,
a left-turn link has a lower delay if there is a protected
left-turn phase) and, possibly, the traffic on opposing
links. For any given O-D pattern, microassignment
computes the minimum path and then assigns all the
tra-ffic from a batch of origins to their destinations
based on minimum time. A new minimum time is then
computed, and another batch of trips is assigned. The
batch size can be specified by the user; usually, to
achieve maximum accuracy, only one path is loaded at
a time. Because of its maeroscopic character, micro-
assignment can rapidly handle very large networks of
even 1000 city blocks, The assignments are essentially
static, and a time compression ratio is not directly
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pertinent. A network of 1334 links took from 108 to
365 s (depending on the batch size) to do one complete
assignment. If nerv assignments are required every
15 min, this corresponds to a time compression of
2.5:1to 9:1.

C1RA f.or traffic assignment with queuing in cor-
ridors) is a new traffic simulation model written by
Yagar of the University of Waterloo QX). It has many
features of microassignment. Given a set of O-D tables
for, say, successive 15-min periods, it calculates the
tra-ffic assignments for one period. It uses a conven-
tional link-node representation of the network and
represents signals as capacity restrictions only. The
unique feature of this model is that, when capacity
cannot accommodate demand, the excess vehicles are
stored on the link and added to the demand for the next
period. One may visualize the flow as a fluid leaking
through the netrvork. User documentation is not yet
available for CORQ.

SIGNAL OPTIMIZATION PROGRAMS

TRANSYT (simply a name) was developed by Robertson
of the U.K. Transport and Road Research Laboratory as a
signal optimizationprogram (94, 35,36, 3?, 38)and, there-
fore, lies outside the primary emphasis of this paper.
However, it contains, as an integral element, a simulation
program that can be used without the optimization feature.
The logic of the TRANSYT simulation program is de-
ceptively simple. The program is totally macroscopic
and completely deterministic; no random numbers are
used at all. Uniform vehicular flow enters the upstream
end of the farthest upstream link of the network. The
flow arrives at the link's downstream end, where it ac-
cumulates during the red phase. When the signal turns
green, vehicles discharge at tlìe capacity rate of the
signal until the queue is dissipated; thereafter the ve-
hicles discharge at the rate at which they arrive. This
emergent platoon of vehicles now has a specific shape
and arrives at the next downstream stop line rvith a delay
appropriate to the length of the link and to the speed of
progression on the link. To enhance realism, the shape
of the platoon is changed slightly to reflect dispersion.
Again, the discharge from the signal is at intersection
capacity until the queue is discharged. In this way, the
shape of the platoons at any intersection reflects the
effects of all the upstream intersections. Provisions
are made for turning velricles and for the arrival of
vehicles at the stop line from the secondary flows that
have turned onto the link. Thus TRANSYT is able to
represent the performance of the network in a single pass
without any initialization. Input preparation is com-
paratively simple and easy, but output, primarily delays
and stops, is not as detailed as that of most models.

STGNAL OPTTM tzATtoN (StGOP tt) (99, 40, 4 1), developed
by Lieberman and Woo, is a descendant of TRANSYT
and SIGOP I (SIGOP I is an optimization program now
obsolete and contains nothing relevant to the subject of
this paper) and, like them, is a signal optimization
program. Like TRANSYT, it contains a macroscopic
traffic flow model that can be used to evaluate the stops
and delays of an existing signal system. The logic of
S IGOP II utilizes dynamic programming tec hniques .
SIGOP II orders the traffic flows into nine primary and
secondary platoon combinations according to rvhen the
platoon departs from the first intersection and when it
arrives at the second. Modification of platoon charac-
teristics depends on the length of the link and the speed
of progression on the link. Provision is made for turning
movements and turn pockets. One evolutionary step in
SIGOP II is its ability to model the effects of multiphase
signals. Input preparation is fairly straightforward
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once tlìe notation for describing multiplrase signals
has been mastered. Special coding sheets and a fully
documented case study are included with the documenta-
tion. Output includes time-space ptots of signal control
along spec if ied arter ials as well as link-by-link statistics.
SIGOP II is still being field tested bythe Federal Highway
Administration and, therefore, is currently available
only on an experimental basis.

COROICiS a corridor optimization program for
queuing W.,43). As such, the range of ¡retworks that
can be analyzed is restricted; the program explicitly
assumes a one-directional freervay and a parallel
arterial with trvo-rvay connecting streets. The freeway
part of the program is FREQ3C (14), which rvas de-
veloped by May and his coworkers at the University of
California. The surface street portion is the TRANSYT
program discussed above. Both optimization programs
contain simulation programs as subsets, If simple
simulation is desired, the network geometry can be
considerably more general than that assumed for opti-
mization. Both models have been well validated.
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Coordination of the operational capabilities of these various
measures could leadtoan improved levelof service and
more efficientuseof buses duringpeakperiods. For ex-
ample, if downtown bus lanes c an ac c ommodate the large
number of buses arrivingfrom reserved freeway lanes
from suburban areas , overall trave I times can be reduced.

Generally accepted minimum installation criteria for
bus lanes are 30 to 90 buses,/h (4); maximum operating
capacities of downtown bus lanes are currently 90 to 120
buses,/h. These are sometimes exceeded, as in Ottawa,
where flows in excess of 140 buses/h occur in some bus
lanes.

The success of bus transit in this context relies on
how far into the future a municipality's improved
bus-based system can meet peak-hour transit needs in
major demand areas. The capacity limits of a bus-based
system will probably be experienced in the downtown
collection and distribution system rather than on re-
served freeway lanes and busways between downtown and
suburban areas. Because bus lane volumes in Ottawa
are already as high as any that have ever occurred in the
transit industry's experience, a study was commissioned
to investigate the operating capacities of bus lanes in a
downtown environment.

After briefly reviewing the literature and summarizing
field experiments, this paper will describe the simula-
tion model we developed during the course of the project.
A number of bus operating strategies were tested and

38.

Simulation of Bus Lane Operations
in Downtown Areas
R. W, Bowes and J. van der Mark, De Leuw Cather, Canada, Ltd.



42

evaluated, and the results are reported and sugges-
tions for further tests and research made.

LITERATURE REVIEW

An extensive literature review revealed the foLlowing
findings with regard to bus lanes in dorvntown areas.

1. Operational capacities are currently in the range
of 90 to 120 buses,/h, although this maximum has been
exceeded.

2. Extensive bus operation research has been car-
ried out, but the potential capacity of downtown bus
lanes has not been fully investigated.

3. Preemption of downtown traffic signals is not
very beneficial, but fixed-time signal plans have offered
buses some measure of priority over other traffic.

4. The maximum number of passengers at the
most heavily patronized stop is a major capacity re-
striction.

5. The interaction between buses and right-turning
vehicles in the section of the bus lane immediately
before the tra-ffic signal (hereafter called the common
section) has been the subject of a number of investiga-
tions.

6. Bus lane simulation models are applicable to
specific situations only. Most models do not allow for
either overtaking by buses or interference by pedes-
trians, contrary to actual practice in Canadian cities.

FTELD EXPERIMENTS

The purpose of the field experiments was to find values
for the different parameters to be used in the simula-
tion model. These values were then compared and
supplemented rvith those cited in the literature Q, !,4, !)
and those of the operational experience of Ottawatransit
operators. The experiments were conducted on test
sections of two downtown Ottarva streets during the
afternoon peak period in July and August of 19?5. These
stleets, Albert Street and Slater Street, are both one-
way and have with-flow bus lanes and three other traffic
lanes. Most observations were carried out with the aid
of closed-circuit television. Experiments were con-
ducted to determine the follorving:

1. Minimum distance between individual berths at a
bus stop;

2. Total bus stop delay time, defined as the interval
between the moment the bus stops and the moment it
sets in motion again;

3. Total bus stop delay time in operating strategies,
such as bus platooning, in rvhich an advance passenger
information system will be used (such a system would
inform waiting passengers of which bus was coming next
so that they could folm a queue before it arrived);

4. Existing operational conditions on tlìe test sec-
tions in downtown Ottarva (this includect bus load checks,
rumring times, number of right-turning vehicles, and
lane distribution of traffic); and

5. Additional bus-flow data, such as acceleration
rates, deceleration rates, cruising speeds, and headways
when buses are operating as single units or in platoons.

SIMULATION MODEL

An analysis of the great number of factors influencing
bus operations and the continuous nature of some
factors required a simulation model. The bus lane
operating strategy simulation model (BLOSSIM), de-
veloped during this project, simulates bus movements
only; the effects of other traffic components are

introduced by means of coefficients.

Model Description

The key ingredient of the model is a constraint represent-
ing the minimum distance (D,u¡n) in meters betrveen two
buses. This parameter is expressed as a function of the
speeds of the two buses only and varies for the di-fferent
sections and lanes and is 13 + D, for a bus lane outside
the common section (that portion of the bus lane in
advance of the intersection where automobiles may enter
to turn right, Figure 1), 13 + Dy + D¡ for a bus lane
within the common section, and 19 + D, for lane 2.

Du = (r2 v?)-('1v?)130 (r)

Dv is based on a maximum cruising speed of 11 m/s (35
ft/s) and bus headways of 3 s derived from observations.
Vr is the speed of the lead bus and Vr is the speed of the
following bus. The filtering distance (Dr) equals R x C,
where R is a random number between 0 and 6 and C
represents headways between two vehicles; C = 6 m was
adopted.

The equation shows that the absolute minimum separation
distance (D,,,'n) (measured from bus front to bus front) is
13 and 19 m (42 and 62 ft) for buses in the bus lane and
in lane 2 respectively. The other two coefficients are
delay caused by right-turning vehicles (C") and additional
delay caused by pedestrians crossing the side street
and so interfering rvith right-turning traffic (Cr).

At each time interval (1 s) model buses must either
accelerate, if traveling at a speed less than the maximum
eruising speed, or decelerate, depending on the bus in
front, the state of the tra-ffic lights, and the need to pick
up passengers. A bus rvill stop for a red traffic signal,
to load passengers, and for the bus in front,

The same separation criteria are applied to buses in
front of and behind the bus that makes a lane change, A
bus driver will try to change lanes if he or she ex-
periences a delay. These delays may be caused by a
bus ahead boarding passengers or by right-turning ve-
hicles affected by pedestrian interference.

The model is programmed in FORTRAN IV so that the
simulation can be implemented on a large IBM 5/360/
3?0 installation under Operating System. An important
feature of the implementation is the separation of the
simulation functions from the reporting function. Special
care was taken to represent a typical downtown area.
although most of the parameter values are related to
conditions in downtown Ottawa.

Input Data

The road system simulated consists of six blocks, each
180 m (600 ft) long. A block is measured as shown in
Figure 1.

There are three stops per block and these can be
Iocated midblock, near side, or far side, We prepared
a table by route that gives the measurement from the
zero point at block I along the total system to the point
at which each stop is located, We can vary not only
the location of the bus stops but also the allocation of
buses per stop,

Spacing between bus stops is fixed at 26 m (86 ft) so
one bus can pull in between two buses or the second bus
can pull out, plus some extra space for model flexibility.
Also, the far side location is set into the block at a suf-
ficient distance to allow a bus to cross the stop line but
not to enter the bus stop. The location of a bus stop
from the zero point (1 m = 3.28 ft) is



Location Spacing (m)

Midblock 54 - 80 - 106
Midblock (bus platooning only) 66 - 80 - 307
Far side 26 - 52 - 78

The delay time at a bus stop equals 2B + 7 s, where
B is the number of passengers boarding. The delay
time is reduced to 28 + 5 s when a passenger informa-
tion system is used. All buses on each route must stop

Figure'1. Geometry of a block.
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at all designated stops and incur a minimum penalty of
? or 5 s, even if no one boards.

The model has 18 bus toutes divided equally into
three groups, A, B, and C. The A routes stop at all A
bus stops, and so on. The frequency of the routes
varies.

Passengers are generated for each route at each stop
as a function of route frequency, whieh in actual prac-
tice is determined by demand. A random number (seed
number) is selected to start up the generation of buses
and passengers. The generation rate can vary for each
route and bus stop and thus reflects a uni.form or non-
uniform profile along the test section. In the test pro-
gram the generation rate is higher in blocks 1 and 6 than
in btocks 2 and 5, and higher in 2 and 5 than in 3

and 4.
Average bus occupancy is also variable, but 50 to

55 is our system aim. Bus capacity varies but is set
in the model at 80 passengers, which is reached by
some buses in most runs. Even when full, buses stop
at all stops and incur a minimum penalty of 2 s.

Each intersection is signal controlled, and each cycle
length is 80 s with 40 s green and 4 s amber in the
direction of travel. Variable offsets are set at L5, 25,
40, and 65 s in the model. Automobiles may enter and
turn right in a common section of the bus lane for 45 m
(150 ft) back from the stop line in blocks 2, 4, and 6.

The top speed and acceleration or deceleration rates
are variable. In the model, a top speed of 11 m/s (35

ft/s) has been used. Acceleration and deceleration rates
have been set at 1.2 and 1.5 m/s (4 and 5 ft/s) respec-
tively.

Table 1 summarizes input characteristics and values
used in the model runs,

Output Data

Each model run can produce the following three types of
output data:

1. Terminal data including particulars for each bus,
such as the time it enters and leaves each block, the
number of passengers, mean speed, and so on, and the
number of buses and the number of passengers per hour;

2, Photographs of events and status of queues during
the run at selected time points; and

3. Comprehensive traces of individuals or groups of
buses during a time period.

Charâcteristic

Fixecl
or Values
Varial¡le Used

Nurnber of blocks
Length of lrlock excluding ¡ntersection, m
Length of intersection, ¡n
Location of commo¡r section, block no.

Number of bus stops pcr block
Nurnber of bus routes per stop
Location of each stop
Spâcing betveen stops, nì
Minimum delay per stop, s
Added delay per passenger ¡)eÌ stop, s

Cycle length for traffic signals, s
Length of g¡'een ti¡ne, s
Length of amber time, s
T ime olfset between adjaçent signals, s

Bus capacity, seats arìd stardees
Bus âcceleration rate, nr/s2
Bus deceleration rate, nr/s2
Maxi¡nurn speed, rn/s
Bus florv gerrerated, buses/r
Bus passenger flow geììerated,

passengers/h

F
F
F
v

6
160
2o
2,4,6
3
6

Varies
14 or 26
5, 'l
2

80
40
4
15, 25, 40, 65

80
1.2
1.5
11
150 to 185

?ã00 to 9200

F
F
v
v
v
v
v
v
v
v

v
V
v

v

Note: 1 m=3.28ft.

Table 2. Summary of simulation results.

H
ñ0

Table 1. Model input characterist¡cs,

Operating Conditions
Model Results

Bus Stop Automobile Right TurIs
From Common Section

Yes No

Buses Alloved
to
OvertaÌe Buses

Yes

Tralfic
Sigùal
Olfset
(s)

åi:
Avg Bus Sþeed

Passengers/r Occupancy (m/s)Strategy Midlrlock
Far
Side Buses/h

Alternating bus
stop spacing

Buses operating
in platoo¡rs of
three

Bus overtâking
aìlowed, no
right turns by
other vehicles

Variations iD
traffic signal
offsct

No bus overtâk-
ing allovcd

65

25
Vârious

25

54

52

16026

55
59 to

5'l
x̂

x
X

l't4

1?0
129 to

74'l

t28

85?0

9100

9290
?615 to

8389

?980

2,85

2.t4

t.'t7
1.89 to
1.55

1.2't

Notc: lm=3.28|t.
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Model Testing

Before examining different bus operating strategies, a
detailed analysis for model realism was made of bus
running times, interference coefficients, and bus
operations in the second lane, Further, we needed to
knorv how to measure the bus flol rate, which seed
number (to start up the generation process) to use, and
how long to extend each computer run. Testing with
different seed numbels and run tengths indicated varia-
tions in florv rates comparable to those for vehicle
counts. We decided to investigate a number of bus
operating strategies using the same seed number and
run length of approximately 60 min.

STRATEGY EVALUATION

The results of the computer runs indicate that rvith the
described set of test conditions some strategies are
more effective than others. Table 2 briefly sum-
marizes the results of the simulation runs.

The most effective strategy we tested is one in
which alternating bus stops are employed to increase
the average bus stop spacing from 180 to 360 m (600 to
1200 ft). The buses on half of the routes stop in blocks
1, 3, and 5; those o¡r the other routes stop in blocks 2,
4, and 6. This strategy yields a flow rate of approxi-
mately 160 buses/h and a good quality of service as
measured by average bus occupancy and average operat-
ing speed through the six-block test section. This
strategy was felt to be the most effective, because it
achieved the best compromise among bus volume, speed,
and occupancy, Other strategies did achieve higher
bus volumes but only at a cost of lower average speeds.
Even higher volumes are probably also possible with
this strategy if right turns by automobiles are re-
stricted.

If overtaking is not possible, platooning could be
applied. This is a strategy whereby buses in a group
of three or more are introduced into the bus lane and
then proceed thfough the system as a group. Their order
of arrival at a bus stop is automatically given in advance
to waiting passengers by means of a scanning system,
which allows passengers to form into lines and board
more efficiently. In addition, platooning allows signal
offsets to be adjusted to accommodate bus movements.
This strategy yielded a high flol rate that rvas sensitive
to variations in traffic signal offsets. The speed, how-
ever, was relatively lorv. TIìe necessary advance bus
arrival sign system may be expensive unless buses are
already equipped with detecting devices, although the
driver could operate the sign system by radio.

The third strategy, wherein buses are allowed to
overtake but other vehicles are not allorved to make
right turns from the common section, produces high
throughput with acceptable bus occupancy but lorv speed.
This points to banning riglrt turns by automobiles from
the common section. However, some right turns in
the downtown area would be required, and the location
of the common sections is thus important.

The influence of variations in traffic signal offset is
inconclusive for existing operations with bus overtaking
and right turns by automobiles because of the multi-
plicity of stops and bus routes in the system and the
interaction among throughput, bus occupancy, and speed.

Although overtaking by buses is permitted in all
major Canadian cities, it is not always possible because

of traJfic in adjacent lanes. This would influence bus
operation considerably. Allotving no overtaking would
reduce bus throughput and quality of service. The pro-
vision of bus bays would remedy this.

CONCLUSIONS AND RECOMMENDATIONS

BLOSSIM is a valuable tool in the analysis of bus operat-
ing strategies. Using the same seed number and run
lengths of approximately 60 min, we were able to
evaluate several strategies.

Bus flow rates of between 150 and 1?0 vehictes/lane.h
can be achieved without having to resort to extraor.dinary
and unconventional operating strategies. This florv rate
can accommodate 8000 to 9000 passengers,/h with ac-
ceptable toading standards, operating speeds, and
existing standard equipment.

To refine the model and to extend the knowledge of
operating strategies we recommend the following sub-
jects for further research:

1. Model validation through additional runs to estab-
lish sensitivity to seed numbet and run length,

2, Model modification to incorporate variations in
block length,

3. Investigation of additional strategies,
4, Additional field validation tests, and
5. Refinement of the algorithm that defines the dis-

tances between buses, particularly for bus movements
in the second lane.
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Microscopic Traffic
Simulation Pack age for
Isolated Intersections
Thomas W. Rioux and Clyde E. Lee, Center for

Highway Research, University of Texas at Austin

The Center for Highway Research at the Un¡versity of Texas at Austin
has developed a new microscopic traffic simulation package, called the
traffic experimental and analytical simulation (TEXAS) model, that can
be used to evaluate existing or proposed intersection designs and to as-

sess the effects on traffic operations of changes in roadway geometry,
driver and vehicle characteristics, flow cond¡tions, intersection control,
lane control. and signal t¡ming plans. A geometry processor calculates
vehicle paths on the approaches and in the intersection, identifies points
of conflict between intersection paths, and determines minimum avail-
able sight distance along each inbound approach, A driver-vehicle pro-
cessor generates individual driver-vehicle units and describes their char-
acter¡st¡cs, An auxiliary headway distribution analysis processor helps
select an appropriate headway distribution. A simulation processor
simulates the movement of each driver"vehicle unit through the system
and gathers performance stat¡stics. Linear acceleration and deceleratio¡r
models and a noninteger, microscopic, generalized car-following equa-
tion are used. Traffic signal simulators are included for pretimed,semi-
actuated, and fully actuated controls. Other intersect¡on control options
include no control and yield, less-than-all-way stop, and all-way stop
signs. New simulation techniques include lane change decision and ge-

ometry, sight distance restriction checking, intersectio¡r conflict check-
ing, and storage management and logic processing methods. A new field
device for recording validation data and for determining suitable model
input is described. lnput was designed to be user oriented and rninimal;
output ¡s concise and funct¡onal. Documentation has been developed for
both users and programmers.

Satisfactory solutions to traffic control problems at in-
tersections involve evaluating capac ity, eff ic iency,
safety, environmental impact, and cost and, therefore,
always require a detailed analysis of the expected in-
dividual driver-vehicle response to the complex geom-
etry, traffic, and control conditions. Inadequate pre-
dicting and tracing methods have plagued trans-
portation engineers tlrrough the years and have limited
them to macroscopic estimates of traffic stream flow
characteristics for their analyses and designs.

Advances in digitat computer technology during the
past decade, howevet, have allowed complex simula-
tions that are quite sophisticated. Several traffic
simulation programs have been developed, but none of
these has been designed specifically to handle the single,
multileg, multilane, mixed-traff ic intersection operating
either without control or with a conventional traffic
control.

In 19?1, development of such a program was under-
taken as part of the Cooperative Research Program be-
tween the Texas State Department of Highways and
Public Transportation and the Center for Highway Re-
search at the University of Texas at Austin. The scope
of the study was purposely restricted to simulation of
traffic at a single intersection, since other models were
being designed to handle primarily multi-intersection,
signalized networks, Emphasis was placed on making
the simulation package user oriented and on minimizing
c omputational require ments .

The result of this research is a microscopic traffic
simulation package called the traffic experimental and
analytical simulation (TEXAS) model for intersection
traffic (!r2-Lt), In this model, each individually char-
acterized driver-vehicle unit is examined separately.

At selected time intervals the computer program pro-
vides the simulated driver rvith information such as
desired speed, destination, cument position, velocity,
acceleration, relative position and velocity of adjacent
vehicles in the system, critical distances to be main-
tained, sight restrictions, and location and status of
traffic control devices. The simulated driver may
maintain speed, accelerate, decelerate, or maneuver
to change lanes. Response is a function of driver and
vehicle characteristics, roadway geometry, traffic con-
trol, and actions of other driver-vehicle units in the
system. The highest priority logical response of the
driver-vehicle unit is determined on tlte premise that
the driver \,vants to maintain a desired speed but that
he or she will obey traffic laws and maintain safety and
comfort.

Structured programing techniques rvere used in de-
veloping the simulation model and storage requirements
kept to a minimum. FORTRAN fV rvas used on both
CDC and IBM computers. The overall structule of the
model was arranged in three separate processors for
computational eff ic iency.

ORGANIZATION OF THE TEXAS
MODEL

An essential function of the simulation process is the
definition of the geometry of the intersection. A special
geometry processor (GEOPRO) was developed to cal-
culate and store all geometric details that would be held
constant for each simulation run. Likewise, a driver-
vehicle processor (DVPRO) was developed to charac-
terize eaclr driver-vehicle unit in the simulated traffic
stream. Repetitious computations that are required for
simulating the movement of each driver-vehicle unit
through the intersection in response to the geometry,
traffic, and control conditions were incorporated into
a simulation processor called SIMPRO. The interrela-
tion among these three processors is shown in Figure 1,
Documentation for the model includes a programmer's
guide, a userts manual, and numerous comment state-
ments in each processor (!, ?r 1).

Geometry Processor

GEOPRO calculates the vehicle paths on the approaches and
within the intersection, the points of conflict between inter-
section paths, and the minimum available sight distance be-
tween each inbound approach (Ð. This information, first
processed so that all need f or Cartes ian coordinate inf or -
mation within the simulation processor is eliminated, is
then rvritten onto a tape for subsequent use by SIMPRO.
The generalized input is the GEOPRO title, and infor-
mation for the approach, the lane, the arc (for plotting),
the tine (for plotting), the sight distance restriction, and
tlre GEOPRO options,which include the path"type"option,
the plot option, the maximum radius for intersection paths,
the definitions for straight and U-turn movements, andthe
minimum distance between two intersection paths for a
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Figure 1. Flow
process of
TEXAS model.

PRE-S I}IUIATION

conflict. Most of the information required will normally
be available from a plan viewdiagram ofthe intersection.

GEOPRO uses straight-line segments and arcs of
circles to describe paths that vehicles rvill follow in the
intersection. Algebraic equations for the intersection
of two lines, the intersection of an arc and a line, and
the intersection of two arcs are used for calculating
points of conflict between paths. Safe-side friction
factors are used to compute maximum vehicle speed
for negotiating an intersection path. The minimum
available sight distance between inbound approaches is
calculated for each 7.6-m (25-ft) increment along an
inbound approach. Printed output from GEOPRO in-
cludes an echo print of the input, a listing of minimum
available sight distances between inbound approaches,
a listing of the intersection paths, a listing of conflicts
between the intersection paths, and certain input or
execution errors. Plot output is optional but may in-
clude a plot of the full length of all. approaches and
sight distance restriction points, a plot of an enlarge-
ment of the intersection area, and a plot shorving all
generated intersection paths. Tape output includes the
title for GEOPRO and all geometly information needed
as input for the SIMPRO. The proper functioning of
GEOPRO was verified by anatyzing debug prints and
plots from various test data sets,

GEOPRO requires 26 900 words of storage on CDC
6600 computers and 176 000 bytes of storage on IBM
3?0-155 computers. Geometry computations in the
central processor for an average intersection take 6.3 s

on CDC computers and 9.2 s on IBM computers.

Driver -Vehicle Processor

DVPRO describes the characteristics of several driver
and vehicle elasses, generates individual driver-vehicle
units, and orders these units sequentially by queue-in
time. This information is stored on tape for later use
in SIMPRO. The generalized inpur to DVpRO includes
the DVPRO title; the approach information; the lane in-
formation; the driver-vehicle processor options, which
include the number of minutes for generating traffic, the
minimum time between two vehicles in the same lane,
and a variety of options that would allow for an override
of the standard program-supplied driver-vehicle mix;
and special driver-vehicle units. Such information will
usually be available from experience with similar in-
tersections or from routine traffic studies. A common
input card deck for DVPRO and GEOpRO is used because
much of the information is the same.

In DVPRO, headways of vehicles that arrive on each
inbound approach are generated as random variables of
one of the following distributions: uniform, log normal,
negative exponential, shifted negative exponential,
gamma, Erlang, or constant. Mean headway for traffic
on each inbound approach is calculated from the specified
volume for that approach, and only one additional pa-
rameter, which indicates randomness, needs to be
specified to describe these distributions. Driver and
vehicle class, desired outbound approach, and inbound
lane number are generated as random variables of em-
pirical distributions (rcrcentages specified by the user).
Desired speed is generated as a random variable of the
normal distribution; the user prescribes flre mean and
the BSth percentile speed.

Printed output includes an echo print of the input,
statistics of generation, and certain input or execution
errors. Tape output includes the DVPRO tifle and all
information necessary for SIMpRO. DVpRO requires
14 500 words of storage and typically 2 s of central pro-
cessor time for 12 min of traffic on CDC computers
and 95 000 bytes of storage and 3 s of central processor
time on IBM computers.

The proper performance of DVpRO was verified by
analyzing debug prints of sample problems and by using
a special distribution analysis processor called DISpRO.
DISPRO is an ancillary processor that fits selected
mathematical distributions to empirical headway data.
Chi square is then calculated as a goodness of fit in-
dicator for each distribution, and the maximum cumula-
tive difference is found for a Kolmogorov-Smirnov one-
sample test. As an aid to the user, a histogram of the
input headrvay data and of each distribution fitted is
plotted.

Simulation Processor

Input Requirements

The purpose of SIMPRO is to process each driver-
vehicle unit through the intersection system and to gather
and print performance statistics about the simulation.
The input requirements for SIMPRO are the output tape
produced by GEOPRO, the output tape produced by
DVPRO, and card input to SIMPRO. The card input
consists of SIMPRO title and options, which include
start-up and simulation time; time-step increment for
simulation; speed for delay below a set speed; maxi-
mum clear distance for being in a queue; lambda, mu,
and alpha values for the generalized vehicle-following
equation; type of intersection control; desired summary
statistics; time for lead and lag zones for intersection
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Figure 2. Velocity versus distance during normal deceleration
to a stop.

conflict checking; and lane control for each lane. For a
signalized intersection, additional card input is neces-
sary. The signal indication information for each in-
bound lane consists of input that models the cam stack
found in most signal controllers plus tlte timing scheme
for displaying each interval. If the intersection is
actuated, supplementary information about detector type
and location is required. Highly sopllisticated, tnulti-
phase controllers, except volume-density types and
minicomputers, are modeled in detail, and all required
input information can be obtained from conveutional
sequence patterns and interval timing plans that are
familiar to transportation engineers.

Overview

SIMPRO uses a fixed-time increment in the % to 1 s
range. It basically has three types of links on which to
simulate driver-vehicle units : outbound approaches
where there is no control mechanism at the end' in-
tersection paths, and inbound approaches where there
may be a control mechanism that regulates entry into
the intersection. SIMPRO processes driver-vehicle
units on outbound approaches, then on intersection paths,
and then on inbound approaches; then new driver-vehicle
units are added to the system; and finally signal status is
processed.

Validation of SIMPRO proceeded in two stages: vali-
dation of its specific portions and validation of its per-
formanee statistics.

Acceleration

For the model to replicate real-world phenomena as
accurately as possible, a thorough investigation of ac-
celeration and deceleration models rvas undertaken' The
uniform acceleration model frequently used does not
match observed behavior accurately on a microscopic
scale, A linear acceleration model that hypothesizes
use of maximum acceleration when vehicle velocity
\ryas zero, zero acceleration at desired velocity, and a
linear variation of acceleration over time rvas adopted.
Comparisons of this model with observed data ($ Fig-
ure 2,10, p. 2?) indicated excellent agreement. This
model also compared favorably with the nonuni,form
acceleration theory q, p. S) used in describing the
maximum available acceleration for the vehicle.

The parameter that is determined by driver desire
in effecting the position, velocity, and acceleration of
thevehicle is acceleration slope (ierk). Dramatic changes
in acceleration in a short period of time are restricted
in the model by limiting acceleration slope range.
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In vatidating the acceleration models, position,
velocity, and acceleration versus time plots were
produced by SIMPRO and checked to ensure that the
vehicles responded in a teasonable manner under vary-
ing conditions. Studies by Beakey (8) led to the de-
velopment of the relationship betrveen maximum initial
acceleration and desired speed that is used in
SIMPRO ($ p. t0).

Deceleration

The investigation of deceleration models t'evealed that
the uniform deceleration model did not closely approxi-
mate actual vehicle behavior. We chose a linear de-
celeration model in which the vehicle has an initial
deceleration of zero and reaches maximum deceleration
at the instant the vehicle stops and in which decelera-
tion rate varies linearly over time. Comparisons of
this model with real-world data (!, Figure 2.14, p. 30)
indicate that the model very accurately represents ve-
hicles decelerating to a stop (Figure 2). Again, the
parameter that affects the position, velocity, and
ãeceleration of the vehicle is deceleration sl.ope (jerk).

Validation of the deceleration models rvas the same as
that for the acceleration models.

Car-Following

Several car -follorving techniques were investigated, but
the noninteger, microscopic, generalized car-following
equation (10) was selected because of its su¡æriority and
flexibility. A value of deceleration was computed from
the equation, and then rve chose a deceleration slope
that brought the vehicle to the computed value of decel-
eration in one time increment. Studies by May (]1) in-
dicated acceptable ranges for lambda and mu in the car-
following equation. Values used in the TEXAS model
may range from lambda of 2.3 to 4.0 and muof 0.6to
1.0.

In vatidating the car-following model, position,
velocity, and acceleration versus time plots were
produced and checked by SIMPRO.

Acceleration and Deceleration Logic

To determine a unique response for each driver (ac-
celerating to desired speed, accelerating to lead vehicle
speed, following the vehicle ahead, remaining stopped'
checking whether deceleration to a stop is necessary, or
continuing deceleration to a stop), a logical binary net-
work for acceleration and deceleration was developed
and used in the model. The model maintains current
values for all independent variables in the network and
executes a special logic routine to determine the ap-
propriate decision for the conditions.

Signalization

The signat indications displayed to traffic on each inbound
lane are determined from inlormation provided on card
input and from the dynamic response of a simulated con-
troller. For a pretimed controller, the specified
sequence of indications is implemented, and the duration
of each interval is referenced to a simulated real-time
clock. In representing a traffic-actuated controller, all
time intervals, including those affected by detector actua-
tion, are simulated. During any particular green indica-
tion, the controller may extend the green, "max outr" or
"gap out" according to time limits, detector actuations,
and presence or absence of demand for another pllase.
Appropriate amber and all-red clearance intervals are
provided.
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When tlle signal indication changes for the driver,
the appropriate response (enter the intersection and do
not check conflicts, enter the intersection and check
conflicts, go on amber, stop on amber, or stop for red)
is determined. The go or stop-on-amber decision is
based upon whether a driver-vehicle unit can stop at
the stop line without exceeding a maximum level of
deceleration.

Validation was based on testing many cases of amber-
go and amber-stop decisions for reasonableness and con-
sistency. Delay to the first vehicle in the queue and
"march-out" headrvays were compared rvith observed
values (12). kr this comparison, particular. attention
was given to the location of the screen line as suggested
by Berry (13).

Intersection Logic

To define driver response to intersection control, a
logical binary netrvork was developed and used in the
model. The model maintains correct values for all
independent variables and, after executing a logic
routine, sets dependent variables to proper values.
This determines the conditions under which a dri.ver-
vehicle unit may enter the intersection.

Lane Change

The TEXAS model distinguishes between two types of
lane changes: the forced lane change (the currenily
occupied lane does not provide a path to tlte desired
outbound approach) and the optional lane change (less
delay can be expected by changing to an adjacent lane
that also connects to the desired outbound approach).
The decision to clrange lanes is controlled by the avail-
ability of an acceptable gap. A cosine curve is used to
represent the path followed during the lane-change
maneuver.

Time-lapse photography served as the basis for the
development qf equations for acceptable lead and lag
gaps for a lane-change maneuver (14). The time re-
quired to complete a simulated lanFchange maneuver is
approximately 3 to 4 s for any reasonable speed. Nu-
merous test cases were conducted to ensure that lane
changes, both forced and optional, were made in a
reasonable and safe mantler under various conditions.

Siglú Distance Restriction

GEOPRO locates all sight obstructions from informa-
tion included as input and calculates the distance that is
visible along other inbound approaches for each 7.6-m
(25-ft)segment of an inbound approach. SIMPRO then
stores this information as a series of data arrays. The
simulated driver utilizes the information in evaluating
the effects of sight restrictions to ensure that the im-
pending entry into the intersection will be legal and safe.
He or she controls the velocity of the vehicle in such a
way as to avoid a potential collision with a hypothetical
vehicle that may be hidden from view by the obstruction.

Intersection Conflicts

In checking conflicts, the simulated driver forecasts
time of arrival at points of potential conflict and coln-
pares this with the projected arrival time of other ve-
hicles in the intersection and other vehicles already
committed to entering the intersection. The decision to
enter the intersection is the¡r based on whether tlte
driver's vehicle can pass safely through the point of
conflict in front of or behind other vehicles that have
the right-of-way. Conflict computations are executed

only for those vehicles that may be required to yield to
other approaching vehicles.

Storage Management and Logic
Processing

SIMPRO uses a special storage management and logic
processing program called COLEASE, which provides a
mechanism for storing specified variables in a format
that maximizes computer bit usage by disregarding
normal word boturdaries. COLEASE also allows ef-
ficient processing of logicat binary networks (1tr) anA
reduces the main storage requirements on CDdcom-
puters to approximately one-seventh of that normally
required.

Output

Output from SIMPRO consists of title from the GEOPRO
tape, title from the DVPRO tape, title from the card
input to SIMPRO, echo print of all card input to SIMPRO,
information about each collision (if coltisions occur),
listing of driver-vehicle units eliminated (if any) from
the simulation because of full entry lane, summary
statistics, and certain input or execution errors, Sum-
mary statistics include total delay; queue delay; stopped
delay; delay below a set speed; total and average ve-
hicle travel distance; total and average travel time;
number of vehicles processed and equivalent hourly
volume; average desired speed, time-mean speed, and
space-mean speed; average maximum uniform accelera-
tion and deceleration; avetage and maximum number of
vehicles in the queue for each lane; average ratio of
entry speed to desired speed; and actuated signal per-
forma¡rce indicators. Total detay is defined as the
actual travel time through the system minus hypothetical
desired travel time. Queue delay is that spent in a
queue waiting to enter the intersection; it includes move-
up time. Stopped delay is that spent stopped in queue
waiting to enter the intersection; it does not include
move-up time. Delay belorv a set speed is the amount
of time traveled at a velocity less than or equal to ilrat
speed anywhere in the system.

Validation

Performance of the simulation processor was evaluated
through independent testing of selected subprograms,
analysis of pos ition, velocity, and acceleration-versus -
time plots, and review of interactive graphics disptays
of the movement of individual vehicles through the sys-
tem. Figure 3 illustrates the position and velocity-
versus-time plot for a test case in which the first vehicle
entered the system at g m/s (30 ft,/s) and ? s later the
second vehicle entered at 15 m,/s (50 ft/s). After about
12 s the second vehicle overtook the first and decelerated
until the speeds matched. The first vehicle later decel-
erated until the speeds matched. The first vehicle later
decelerated to a stop at the intersection, and the second
vehicle stopped behindthe first. After the fir.st vehicle
entered the intersection, the second vehicle advanced to
the stop line and, after cltecking potential conflicts,
enteled the intersection. The second vehicle again
caught up with the first and trailed at a safe distance.
The smooth trajectory of each vehicle indicates that alt
components of the model functioned properly for this
test case.

SIMPRO was validated by comparing various perfor-
mance statistics from the model with data from field
observations. The primary basis for comparison was
delay resultingfrom different traffic demands, types of
control, and intersection configurations. Extensive in-
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Figure 3. Pos¡tion and velocity versus t¡me traiectories for
two vehicles.

Figure 4. Delays at five
¡ntersections,

tersection detay and volume data were available from
a previous research study [!), and special additional
studies were conducted for validation of the TEXAS
model. The earlier data were entered into an elec-
tromechanical recording device.

A new recording device was developed and used for
the more recent field studies. This was superior to the
older one in the following features: portability, in-
dependent dc power supply, solid-state electronic com-
ponent reliability, accurate time reference synchronized
for several units, display of the current counter reading
to the observer, use of an inexpensive voice-grade
cassette tape recorder for storing digital data in analog
form, and economical construction and maintenance.
Each second, the reeording device mterrogates trvo
counters (which are kept current by an observer using
an increment, decrement, and zero switch) and writes
digital values, current time, and recording device
identification number onto a cassette tape.

The field observation technique that was used to
measure queue delay at nonsignalized intersections
catled for an observer to increment a cor¡¡rter each
time a vehicle joined the queue waiting to enter the in-
tersection; this counter was decremented each time a
vehicle crossed the stop line and entered the intersection.
Thus the cunent number of vehicles in the observed
queue was indicated by the counters. Volume informa-
tion was obtained by having another observer increment
a counter each time a vehicle entered the intersection'
At signalized intersections the observer used a similar
technique to keep a current indication of the number of

vehicles that were actually stopped while waiting in a
queue to enter the intersection.

Data from the cassette tapes were retrieved in two
steps: (a) the data stored in analog form on as many as
six tapes were simultaneously converted to digital form
by an analog-to-digital conversion processor (ADPRO)
on a Hewlett Packard HPz115A computer system; and
(b) the appropriate statistics were computed from the
digitat data by using a special delay, volume, and head-
way processor (DVHPRO).

Initial comparisons of simulated delays with observed
delays indicated the need for adjusting certain com-
ponents of tlre model in order to obtain satisfactory
agreement over a wide range of traffic volumes. Modi-
fications rvere made in the maximum velocity at which
a vehicle first enters the queue and begins experiencing
queue delay and stopped delay or both, the value of the
time zones that the driver considers safe when checking
intersection conflicts, the hesitation time for vehicles
entering uns ignalized intersections, the hes itation time
for the first vehicle in a queue entering the intersection
when the signal turns green, and the parameters for the
generalized car-following equation (lambda, mu,
and alpha). The resulting agreement between the ob-
served and the simulated delay values, as shown in
Figure 4, is one example that demonstrates the validity
of the TEXAS model.

Computer Time and Storage
Requirements

The computer time requirements for SIMPRO are dif-
ficutt to reduce to a single value. As an indication of
the efficiency of the model, a simulated time to com-
puter time ratio for CDC computers has been calculated
for each run of SIMPRO. This ratio varies with the
type of intersection control, the lane length, the time-
step increment, and the total number of vehicles pro-
cessed. For signalized intersections, 180-m (600-ft)
lanes, and a time step increment of 1 s, the lower limit
of efficiency (worst) is in the general range from 30 at
a total equivalent hourly volume of 1000 vehicles/h to
8 at a volume of 2000 vehicles/h. The upper limit of
efficiency (best) is 45 and 15 respectively for the same
volumes. For nonsignalized intersections, 180-m
(600-ft) lanes, and a time step increment of 1 s, the
lower limit of efficiency (worst) is in the general range
from 40 at a volume of ?50 vehicles,/h to 8 at a volume of
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Figure 5. Simulated delays for five types of controlled intersections.
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USES OF THE TEXAS MODEL

This model may be used to study traffic behavior at an
intersection operating either without control or with any
conventional control. Features of the model that make
it particularly suitable include accommodation of 5 driver
classes and 15 vehicle classes; 6 approaches with 6
Ianes,/approach; 305-m (1000-ft) lañè lengths; sight re-
strictions ; uncontrolled operation; s ign -c ontrolled opera-
tion; 8-plnse signal control with skip-phase, dual-left,
and parent-and-minor options; 2 detector types and 5
detectors,/lane; ?2 signal intervals; geometrically cor-
rect lane-changing maneuvers and paths through the
intersection; and left-turn or right -turn-on-red options.
The effects of changes in roadway gpometry, driver
and vehicle characteristics, flow conditions, intersec-
tion control, lane control, and signal control options
can be readily evaluated.

More than 600 runs of the TEXAS model have been
made, and the results have been evaluated in rela-
tion to capacity analysis of unsignalized intersections
and warrants for various types of control (1,!!r!Ð.
Figure 5 illustrates these results for comfr,rõtõialues
of overall average delays (total delay divided by the
total number of vehicles using an approach) for an in-
tersection with four lanes on both major and minor
streets.

0

9¿nt -AÊtuAt¿o SIQNAL

'þ3Í-[i, IY'

-*



6.

an Intersection. Master"s thesis, Univ. of Texas
at Austin, May 19?3.
J. E. Baerwald, ed. Traffic Engineering Hand-
book, Institute of Traffic Engineers, Washington,
D.C., 3rd Ed., 1965.
D. R. Dréw. Traffic Flolv Theory and Control.
McGraw-Hill, New York, 1968.
J. Beakey. Acceleration and Deceleration Char-
acteristics of Private Passenger Vehicles. Proc.'
HRB, 1938, pp. 81-89.
W. P. Bultoch, Jr. Driver-Vehicle Characteristics
in Traffic Simulation. Univ. of Texas at Austin,
master's thesis, Aug. 19?3.
D. C. Gazis, R. Herman, and R. W. Rothery.
Nonlinear Follow-the -Leader Models of Traff ic
Flow. Operations Research, Vol. 9, No. 4, 1960,
pp. 545-56?.
A. D. May, Jr., and H. E. M. Keller. Non-
Integer Car-Following Models. HRB' Highway
Research Record 199, 1967, pp. 19-32.
B. R. Greenshields, R. Schapiro, andE. L.
Ericksen. Traffic Performances at Urban Street
Intersections. Eno Foundation for Highrvay Traffic
Control, Saugatuck, Conn., 194?.
D. S. Berry. Discussion of Relationship of Signal

51

Design to Discharge Headrvay, Approach Capacity,
and Delay, by G, Z, King and M. Wilkinson, TRB,
Transportation Research Record 615, 19?6, pp.
42-43.

L4, I. H. C. Fett. Simulation of Lane Change Maneu-
vers on Intersection Approaches. Univ. of Texas
at Austin, masterrs thesis, May 19?4.

15. R. S. Walker. A Model for Traffic Simulation and
Control. Univ. of Texas at Austin, masterrs
thesis, Jan. 1970,

16. C. E. Lee and W. C. Vodrazka. Evaluation of
Traffic Control at Highway Intersections. Center
for Highrvay Research, Univ, of Texas at Austin,
Research Rept. ?B-lF, Mar. 19?0.

L7. G. E. Grayson. Evaluation of Traffic Signal War-
rants Using the TEXAS Simulation Model. Univ.
of Texas at Austin, master's thesis, Dec. 19?6.

18. V. S. Savur. Determining the Capacity of Un-
signalized Intersections Using Computer Simula-
tion. Univ. of Texas at Austin, dissertation in
preparation.

Publiætion of this paper sponsored by Committee on Traffic Flow
Theor y a n d Chara cter ist ics.

7.

8.

9.

10.

11.

12,

13.

Abridgrttctt t

Postoptimality Analysis Methodology
for Freeway On-Ramp Control
Menahem Eldor, Transportation Research Institute, Technion-Israel Institute of

Technology
Ilan Adler, Operations Research Center, University of California, Berkeley

Postoptimatity analysis is concerned with changes in
an optimum decision value caused by changes in the
parameters (input data) of a decision model. It is one
way of approaching issues of uncertainty when using
deterministic techniques such as linear programing
(LP). We applied the techniques to a northbound section
of the Eastshore Freeway (I-80) in the San Francisco
Bay Area. The LP technique bases its calculations on
point estimates rather than on a range of values. Post-
optimality analysis assists in determining the im-
portance and effects of deviations from such estimates.

The superiority of postoptimality analysis associated
with LP over other mathematical programing tech-
niques lies in its simplicity and systematic procedures.
Postoptimality analysis allows us to obtain from the
final (optimum) LP tableau (in addition to the optimum
solution) a rvealth of information on a wide range of
operations i.n the neighborhood of the optimum.

Previous studies have focused on the potential ap-
plications of postoptimality analysis (l ¿). However,
no such analysis lras been attempted in recent applications
of LP to freeway on-ramp control Qr 4).

It should be clear that one way to analyze postopti-
mality is to formulate and resolve a modified problem.
This modification could, for example, be a sligltt change
in one of the model parameters. Still, to investigate
the effects of this sliglrt change, the analyst must put
this change into the model and rerun the program. Suclt

a procedure is clearly inefficient and time consuming'
Substantial economy of time and analysis is often pos-
sible if the information available in the optimum solution
to the original problem is fully utilized instead' We
shall demonstrate this.

THE LP COI.{TROL MODEL

The LP control model used here is similar to Wattle-
worthrs original formulation and can be regarded as a
resource allocation model. The resources-freeway
subsection capacities-are allocated to competing input-
station demands in order to maximize a certain objec-
tive function (for example, total allowâble input rate)
that is subject to the constraint of no congestion on the
freeway and other operational constraints. The allow-
able flow rates at each input station are our decision
variables, which are typically characterized by the
upper and lower bounds imposed on them, Eldor has
presented the mathematicat details of the model (!r 6).

POSTOPTIMALITY ANALYSIS
METHODOLOGY

The type of postoptimality analysis that can be performed
on variations of a parametel depends upon its role in
the optimization problem. The LP technique allows the
effects of some variations to be examined quite easily.
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Table 1. Capacity constraints: expected flows and slack and dual
var¡ables.

Changes in the Upper-Bounding Vector

The LP decision model we used incorporates two types
of upper bounds on the decision variables: the demánd
at an input station and the maximum metering rate limit.
Because the larger of these parameters is clearly re-
dundant for the optimization process, the analyst may
combine the two into one constraint. Consequenily, ihe
redundant constraint (or quantity) does not enter ei-
plicitly the problem. An investigation of the variations
in the upper-bounding vector entries and their effects
on the value of the objective function.thus deals with
eithel of these two parameters (demand or maximum
metering rate limit) at each input station, We followed
procedures similar to the ones discussed above to de-
velop and computerize (q) ouÌ information and measures.

POSTOPTIMALITY ANALYSß
APPLICATION

Northbound I-80 was selected as the test system for
demonstrating the postoptimality analys is methodology.
Our roadway and traffic data included the capacity protite
of the freeway, 15-min origin-destination tables, and
metering rate limits. The analysis concerns one 15-min
interval of the aJternoon peak period (b).

An efficient upper-bounding Lp algõrithm and the
methodology presented above rvere computerized and
integrated into a new software system called freeway
re.spons ive c ontrol optim ization tec hniques (FRESCOT )
(Q), which is an efficient ANS FORTRAT'I traffic-
management package for freeway on-ramp control.
Eldor (9) gives detailed discussions of FRESCOT and
a program listing and user's guide.

Using the computerized package with the input data,
we derived a control strategy coupled with postoptimality
analysis measures, The strategy and related measurej
of eJfeetiveness are presented by Eldor þ,Q). Samples
of the measures for the capacity constraintl are given
in Tables 1, 2, and 3. Each computer run also gónerates
similar measures for the upper-bounding vector,

Table 1 includes the value of the dual variables, the
slack variables (excess capacity), the expected flow in
each subsection, and the capacity values used as input
for the control run. Excess capacity is simply the iif-
ference between the capacity and the expected flow and
is exactly the value of the slack variable (at optimality)
introduced into a capacity constraint in the process of
converting the LP problern into a standard form (all con-
straints are converted into equalities). The slack vari-
able measures the rate of capacity underutilization of a
subsection. A positive slack means that the constraint
is nonbinding. The slack variables are directly as-
sociated with the dual variables, which are equal to
zero for all the nonbinding constraints.

The optimality tanges for changes in the right vector
are given in Table 2. For each subsection, a range of
applicability of the capacity estimate is given with the
corresponding range of changes in the value of the ob-
jective function. For example, consider subsection 2.
The initial estimate of capacity for this subsection was
5806 vehicles/h. The range of optimality for this
capacity estimate, over which the associated dual vari-
able is unchanged, is 5?5? to 5852; the corresponding
range for the objective function is B?3? to B?b9. The
results in Table 2 show the effects of deviating from ilre
initial capacity estimate.

Table 3 provides the associated control strategy with
each change (at the bounds) of the capacity vector as
given in Table 2. The computer generates a strategy
for each binding capacity constraint (6). The stÌ.ategy
for the nonbinding capacity constrain[õ (within flre range

Expected Excess
Flow Câpacity

Value of
Dual 1'

1

2

4
5
b
,|

I
9

10
11
t2
13
t4
15
16
t7
l8

3

3
3
3
3

3
3
3

3
3
3
4
3
3
3
3
ó
J

5?50
5806
5728
5806
5520
5950
5806
5880
5950
5950
5728
6850
5800
5806
5800
5049
4.t46
4?00

5404
5806
5263
56? 1

5295
5539
5083
5803
5803
557'.l
5146
61 88
5800
4642
4960
4431
4431
4651

346
0

465
135
225
411
123
't1

l4'l
373
582
662

0
1164
850
618
315
49

0
0.227
U

0
0
0
0
0
0
U

0

1.069
0
0
0
0
0

¡Dual I (ll equals the valuc ol the dual variable asrociated w¡th the I th capacity constraint;
the value of the object¡ve funcr¡on equals 8748 veh¡ctes/h.

A detailed discussion regarding analysis of model pa-
rameters is given by Eldor Q,6), who was concerned
with the sensitivity of an optimum decision to possible
variations on the right and upper-bounding vectors only.

Cltanges in the Right Vector

The right vector (bk) represents the capacities of free-
rvay subsections. Because these capacities are the
true resources in the optimization process, it is often
interesting to investigate the effects of their variations
on the objective function (or the measure of effective-
ness).

The dual variable associated with the kth capacity
constraint indicates the rate of change in the objective
function due to a unit change in the capacity of the kth
subsection. In addition, one should investigate the
range (of capacity) of this dual variable (or shadorv
price) when all else remains constant. Such an in-
vestigation is of practical importance to the analyst
because it will assist him or her in determining the im-
portance of deviating from his or lter initial (point) esti-
mate of capacity that was used by the Lp model.

Let br be a new right vector defined as

(un+ô,t=h
bl= | (r)

Itru ,kÉh

Thus, ô represents a change in only one of the right
vector entries (ô can be either positive or negative).

The specific questions often asked in this type of
analysis are what the range of ô is for which the optimum
basic sequence is still optimum or the optimum solution
to the dual problem is still optimum, and what the cor-
responding change in the value of the objective function
would be. 'iVe then formulated answers by using Equa-
tion 1 as a starting point and the information auto-
matically generated by the LP algorithm (in particutar
the final working tableau). The measures tvere de-
veloped specifically for the upper-bounding version of
the simplex method.

If both the immediate shadow price and the range of
applicability of changes in a given capacity constraint
are known, the analyst has a great deal of information
about the value of changing a single capacity estimate.
This we shall demonstrate with a real-liJe application.
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Table 2. Ranges of optimality for vector
changes.

Optimality nange of s\bsect¡on Capâcity Optinrality Range of Objective F\nction

Chmge Change Lower- Upper-
Subsection of Lower of Upper Bound Bound
No. Bound Bound Vâlue Value

Change Change Lower- Upper-
of Lower of Upper Bound Bound
Bound Bound Value Value

I
t
3
4
5
ô
1
I
I

10
l1
t2
13
t4
l5
16
L'I
t8

5404
5757
5263
56?1
5295
5539
5083
å803
5803
5577
5146
6188
5049
4642
4950
4431
4431
4651

0
10
0
0
0
0
0
0
0
0
0
0

38
0
0
0
0
0

-346
-49

-46t
- 135
-225
-41 1

-.t23
-77

-747
-3?3
-582
-662
-?51

- 1164
- 850
-618
- 315

-49

0
-11

0
0
0
0
0
0
0
0
0
0

-802
0
0
0
0
0

8?48 8148
8?3? 8?59
8?48 8?48
8?48 8?48
8748 8?48
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?,t8
?946 8?86
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?48
8?48 8?48

I
2
3

5
6
7
I

Table 3, Strategy for ranges of optimality for vector changes.

Subsection 2 Subsectlon l3

Lower-Bound Upper-Bound
Origin Câpâcity Capacity

Lower-Bound Upper-Bou¡d
Capacity Câpaclty

plicable to priority-entry LP on-ramp control. Ex-
pansion of tlrc FRESCOT software system to account for
priority entry schemes has been initiated and will be
reported at another time.
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5404
353
408
244
120

1080
308
220

5404
448
408
244
720

100?
308
220

5404
402
408
244
120

1080
308
220

5,104
402
408
244
't20
240
308
220

of optimality) remains unchanged. Thus, four addi-
tional, meaningful control strategies that are associated
with possible changes in the initial capacity estimates
of the bottleneck subsections are provided.

SUMMARY AND CONCLUSIONS

We present postoptimality analysis methodology for
applying LP to freeway on-ramp control. In addition to
the optimum control strategy for the original (or initiat)
data set, the analyst is provided with much valuable in-
formatlon concerning the deviations from the initial
capacity and upper-bound estimates. Not only are ranges
of optimality given with their associated changes in the
value of the objective function, but the corresponding
control strategies are also provided. The expense of
generating this inJormation is, practically speaking,
negligible. OnIy simple calculations are required (9),
and the computerization of these calculations can be
considered as a one-time effort.

The methodology developed in this study is also ap-
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D evices

The Philadelphia traffic signal demonstrations were a

particularly effective manifestation of the power -to-the -
people mood of the mid-1960s. At such gatherings,
neighborhood residents would band together to blockade
traffic fi'om a public roadway; their purpose was to
secure a traffic signal at a particular intersection,
Initially, these demonstrations \ttere spontaneously
generated by a traffic accident. However, as they
received growing media coverage, demonstrators lost
their spontaneity and began to increase in numbers and
to create community unrest. In the latter stages of
this period, they would often refuse to clear an inter-
section until installation of a control had actually com-
menced. Nor was it uncommon to have simultaneous
demonstrations at several ad joining intersections .

The city administration was afraid that arresting
demonstrators would escalate the relatively minor
disturbances into a major confrontation of the 1964
Plriladelphia type that resulted in a $4 million loss of
private property. The consequence of this policy of
acceding to demonstrator's demands was that between
1964 and 1969 two intersections a week were being
signalized, three times the normal rate. Of the 364

signals installed during this era, 65 percent rvere ini-
tiated by demonstrations. It became evident after
several years that this situation was likely to continue,
and therefore a generally acceptable alternative to the
traffic signal became imperative. Thus it was decided
in late 196? to use the four-way stop in Philadelphia.

THE FOUR-WAY STOP PROGRAM

Judicious use of four-way stops had proved effective at
several problem locations since the early 1960s. How-
ever, city traffic engineers were reluctant to use the
device on a large scale because it lacked substantive evalua-
tion as a safety device and because by impeding the florv of
traff ic it conf licted with a bas ic traff ic engineering princ iple.

In addition, recommended guidelines governingthe use
of four -way stops needed modification. The 197 I Manual
on Uniform Traffic Control Devices (MUTCD) (1) sug-
gestedits useat locations withcombined approach traffic
volumes averaging "at least S00vehicles per hourfor I
hours of an averageday." This would have limited its use
in Philadelphiato only those intersections handling more
than 9500 vehicles,/d. Low-volume intersections, despite
the fact that they mayhave had the most acute accident
problems, were therefore excluded from consideration.
It should be noted that60 percent of thetraffie signals in-
stalled from 1964 to 1969 didnot meet the guidelines.
Intersection 1 in the fotlowing example is ineligible for
four-way stop control, even though its accident rate (ac-
cidents,/10 million vehictes) is twice that of intersection2.

Average Daily
lntersection Traffic Accidents/Year Accident Rate

1 4000 4 28.4
2 10 000 5 14.2

Furthermore, the MUTCD suggested that four-way
stops be used at locations where accident problems

Areawide Imp act of Traffic Control

Gerard M. Ebbecke, Philadelphia Streets Department
James J. Schuster, Institute for Transportation Studies, Villanova University

were "indicated by five or more reported accidents of a
type susceptibte of correction by a 4-way stop in a 12-
month period." However, although in some states any
damage at all constitutes a legal accident, in others
(including Pennsylvania) damage must exceed several
hundred dollars. Thus a four-way stop (or traffic signal
for that matter) is more easily warranted in those states
having a more liberal accident definition. These criteria,
then, were deemed too restrictive for practical appli-
cation.

A 196? study of nearly 300 Philadelphia intersections
designated a dangerous intersection as one where the
yearly accidents exceed half of the average daily traffic
(ADT) in thousands (2). This rvas the basic parameter,
together with good engineering judgment, that rvas used
to establish the need fol a four-way stop. A 19?0
before-and-after analysis of those initial 5? intersec-
tions converted from two-way to four-way stop control
indicated that accide¡rts decreased by B? pelcent, and
personal injuries decreased by 92 percent (3). The
four-way stop program has proved successful in leducing
the number of yearly new traffic signal installations by
65 percent. UnJortunately, the four-rvay stops have
proliferated over the past B years, until by the end of
19?6 they controlled some 1800 of Philadelphia's 20 000
intersections.

Although these two studies served to establish the
need and effectiveness of the initial four-way stop in-
stallations, there remained a critical need for an ob-
jective examination of the rvide-range effects of the
citywide traffic control changes that averaged 5/week
over the past I years. Initially four-rvay stop installa-
tions, because they were uncommon, may have com-
manded more respect than the multltudes of such in-
stallations do today.

SELECTING TIIE STUDY AREA

The city of Philadelphia encompasses 336 km'z (130 miles'z).
Detailed ac c ident data rvere available f or 196 I through 19?6,
and our object was to select those areas in which the
tra-ffic control device itself was the only variable. Re-
mote sections developing relativelyrapidly, and hence ex-
periencing changing tra-ffic patterns, were rejected.
Other areas proved undesirable because of the probable
influence of varying street widths and vehicle speeds.

Two geographica[y distinct but geometrically similar
areas of the city were finally selected: south Philadelphia
and north central Philadelphia (Figure 1). A grid net-
work of cartways I m (26 ft) wide with one-lane, one-way
street intersections predominates, so all intersections
were included in the study. This totaled 449 locations
in the southern area and 444 in the northern area, Even
though both combined constitute only 10 percent of the
total city area, they contain 20 percent of the cityrs
3300 traJfic signals and 1800 four-way stops today. Nine
years ago, 40 percent of the study intersections were
controlled by traffic signals, and the remainder were
two-way stop controlled. Today, 40 percent.are still
signalized and 20 percent remain two-way stop con-
trolled; 40 percent are now being four-way stop con-



troll.ed. During the 9 years, 33 study intersections
were newly signalized, and 352 intersections were con-
verted from two-way to four-way stop control.

It must be emphasized that none of the 385 traffic
signals studied was either interconnected or co-
ordinated with another signal. AII comprise two signal
heads (green, amber, and red) post-mounted on each
of the four intersection corners, thus facilitating two
farside indications for each traffic approach and
pedestrian indications at each end of the four intersec-
tion crosswalks. None of the study installations has
pedestrian signals. Stop-sign controlled approaches
have both right and left stop signs posted, the right stop
carrying a four-way rider fol alL those intersection
approaches rvhere applicable.

Table 1. Percentages of accidents for each traffic control mode.
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TRAFFIC VOLUMES

In the spring and fall of 19?3, 1500 manual, vehicle
class if ication, turning movement, intersection c ounts
and one thousand 7-d., 24-h automatic traffic recorder
(ATR) counts were conducted in both study areas. Re-
sults indicated that

1. Ninety percent of the study intersections have an
ADT of 1000 to 9000 vehicles,/d;

2. ADT of the 384 traffic signals of both areas is
6700;

3. ADT of the 154 two-way stopped intersections is
4400;

4. ADT of the 198 south Philadelphia four-rvay stops
is 6200;

5. ADT of the 15? north Philadelphia four-way stops
is 3600; and

6. At more than 90 percent of the locations studied
the minor street accounted for 20 percent more of the
total intersection ADT.

A comparison of the 19?3 south Philadeþhia intersec-
tion volumes with the 1960 area traffic study confirmed
no area traJfic growth. A similar north philadèlphia
intersection study revealed that the 19?3 volumes were
almost identical to those of the earliest recordedcitywide
traïfic study done in 19381 Thus, the traffic volumes in
both study areas were indeed static througllout the g-
year study period.

TRAFFIC ACCIDENTS

A total of 19 492 Philadelphia Police Department acci-
dent records for 1969 to 19?6 were analyzed for the Bg3
study locations. Sheer magnitude precluded summari-
zation of all but the essential items: date of occurrence,
severity þoperty damage, occupant injury, pedestrian,
fatality), type (right angle, rear end, fixed object, side-
swipe, pedestrian), and time of day (daylight, darkness).

Accident Severity, Type, and Time

Table 1 summarizes the accident severity, type, and
time of day data for each of the three modes of intersec-
tion traffic control for both study areas. Figures 2 and 3
illustrate relative impact, and the results indicate the
following:

1. One of every B intersection accidents involves a
pedestrian regardless of the mode of traffic control;

2. Whereas 1 of every 5 accidents at traffic signals
and two-way stops in these areas results in an occupant
injury, only 1 of every 10 accidents at four-way stops
results in an occupant injury;

3. Accidents involving two occupied vehicles (right
angle, rear end, and sideswipe) constitute 61 percent of
the signal accidents, 6 ? percent of the two-way stop acci-
dents, and only 46 percent of the four -way stop acc idents;

Figure 1, Locations of North and South
Philadelphia study areas.
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Figure 2. Accident
sever¡ty.
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4, Right-angle, rear'-end, and fixed-object accidents
occur in comparable numbers at signals; half of the t\o-
way stop accidents are riglrt angle, but fixed-objectacci-
dents predominate at four-rvay stops by default; and

5. Night driving proves 50 percent more hazardous
than day, since a third of the accidents occur at night,
which has a fourth of the ADT.

Accident Rates

Table 2 summarizes the accident rates over the 9-year

study period for the three modes of intersection traffic
control for both study areas (see Figures 4 and 5 for
the trends), and the results indicate the following:

1. The two-way stop rates have increased linearly
throughout the period, doubling in only 6 years. Rea-
soning backrvard from this growth leads to the obviously
incorrect eonclusion that these rates rvere 0 in 1960
(some externalsource has affected the two-rvay stop ac-
cident rates in both areas);

2. The south Philadelphia two-way stop rate is

Figure 5. Acc¡dent rate for
North Philadelphia.

ÏRAFFIC SIGNAL

Figure 3. Accident
type,

Figure 4. Accident rate for
South Philadelphia.

r968

lable 2. Annual accident rate for
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plateauing at about 18;
3. The south Philadelphia signal rate is plateauing

at about 12.5;
4, The south Philadelphia four-way stop rate is

plateauing at about 18.5, which is lower today than the
other trvo but higher than they rvere in 1967;

5. The north Philadelphia trvo-way stop rate is
plateauing at aboú 16; and

6. For several years the north Philadelphia sigaal
and four-way rates have been on the decline, the latter
always 30 percent lower tlun the former.

BEFORE -AND-AFTER ANALYSIS OF
ALL TRAFFIC CONTROL CHANGES

To ensure a definitive evaluation of the before-and-
after statistics at all locations tvhere the control mode
changed during the study period, rve decided to compare
the 2-year period both immediately before and im-
mediately after the change. Thus all changes from
1970 to 1974 were evaluated; however, the seven newly
signalized locations were insufficient for definitive
conclusions.

Results for the 222 two-way to four-rvay conversions,
which the Traffic Engineering Handbook (4) criteria
labeled dangerous locations (that is, having an aceident
rate of nine), indicate the following:

1. Accident reduction conversion results in both
study areas were similar';

2. In general, three of every four conversions from
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two-way to four-way stop control improved conditions,
regardless of the before accident rate;

3. Half of the safe two-way conversions to four-rvay
increased accidents;

4. Six of seven dangerous tlo-way conversions re-
duced accidents;

5. Total accidents decreased by õ5 percent after
conversion to four-way stop;

6. Occupant personal injury accidents decreased
by 81 percent after conversion;

7, Pedestrian injury accidents decreased by 83 per-
cent after conversion;

8. Right-angle accidents decreased by 83 percent
after conversion; and

9. Rear-end, fixed-object, and sideswipe accidents
were unaffected.
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Approach to Real-Time Diversion of
Freeway Traffic for Special Events
Graeme D. lVeaver, Conrad L, Dudek, Donald R, Hatcher, and William R.

Stockton, Texas Transportation Institute, Texas A&M University

ln Dallas. Texas. on July 4,1976, freeway traffic bound for a fireworks
display was diverted to an alternate arter¡al route. The object was to
validate primary candidate messages and displays resulting from exten-
sive laboratory studies of human factors. Two primary candidate mes-
sages were displayed at alternate times on matrix signs located on the
Central Expressway. The first message caused 56.2 percent of the traf-
f¡c to divert and the second 43.8 percent.

Special events at places such as stadiums generate
large volumes of traffic and congestion at the site and
on adjacent freeways. Practically every driver on the
way to a ball game at a major stadium has experienced
considerable delay in lengthy queues.

Less congested alternate routes are often available,
however, and, if some of the approaching freeway traffic
can be diverted to alternate routes, congestion can be
reduced. This depends on several factorsl (a) An ac-
ceptable alternate route must be available; (b) drivers
must be made aware of the alternate route; and (c)
guidance must be provided along the alternate route so
that drivers, once diverted from the primary route
(usually a freeway), can progress easily and confidenily
along the alternate. Research findings in real-time
driver information transfer techniques that have been

developed from human factors engineering principles
are of critical importance to effective route diversion.

The purpose of this study is to develop effective in-
formation displays for real-time incident management
and route diversion. Extensive human factors laboratory
studies are being conducted to develop primary candidate
messages and displays that rvill then be field validated.
One phase of the research effort was directed toward
route diversion messages and displays for special
events. This paper discusses one such study conducted
in Dallas, Texas, during a Fourth of July fireworks dis-
play at the Fair Park in 19?6.

FAIR PARK CHARACTERISTICS

Fair Park, a 9?-hm2 (240-acre) area in south central
Dallas, houses the Cotton Bowl and permanent buildings,
facilities, and midway for the annual Texas State Fair.
In addition it has several cultural buildings such as a
music hall, museums, and the Texas Hall of State.
Many college and professional football games are played
in the Cotton Bowl (seating capacity of 73 000), rvhich
is often used for other events and exhibitions such as
Fourth of July celeblations.
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The location of Falr Park relative to the freeway
system is shown in Figure 1. The primary access
route to Fair Park and its parking facilities from the
north, west, and south is provided by two exit ramps
(Second Avenue and Haskell Avenue exits) from I-30.
Traffic from US-?5 (Central Expressway), I-3õ8, and
the Dallas-Ft. Worth Turnpike must connect with I-30
and then exit via either Second Avenue or Haskell
Avenue. Queues of exiting traffic to Fair Park will
often extend bask for 3.2 km (2 miles) during peak
demand conditions and will affect I-30 and even US-75
and I-358. This occurs regularly before the Cotton
Bowl game on New Year's Day or the Oklahoma-Texas
University game in October. Each of these games
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attracts more than ?3 000 people. The October game
also coincides with the Texas State Fair, which at-
tracts an additional 225 000 people to Fair Park on the
same day.

Fourth of July celebrations are held annually at the
Cotton Bowl. The study year, that of the bicentennial
celebration, attracted more than 65 000 people for
various events, 42 000 of whom attended an elaborate
fireworks display that began at 9:15 p.m. in the Cotton
Bowl. This special event \¡¡as selected as the first of
three to evaluate how well the matrix sign messages ac-
complished route diversion.

STUDY SITE

We chose to study the southbound Central Expressway
(US-75), because a suitable arterlal street was avail-
able as an alternate route to Fair Park. The primary
route, Central Expressway, and the alternate route,
Fitzhugh Avenue, are shown in Figure 2. The Express-
way from Fitzhugh Avenue to I-30 is a six-lane facility
with a direct two-lane ramp connection to eastbound
I-30. Fitzhugh Avenue is a one-way arterial with eight
traffic signals between Central Expressway and Fair
Park. The street narrows from three to two lanes ap-
proximately 1.6 km (1 mile) east of the expressway.
Alignment is straight. Traffic signals at the Fitzhugh-
Central Expressway diamond interchange were timed to
favor the expected left-turn demand, and the signals
along Fitzhugh Avenue were timed and coordinated to
provide steady progression. Parking was prohibited along
Fitzhugh Avenue to provide a minimum of two operating
lanes throughout the complete alternate route.

SIGNS

Matrix Sign Location

Two trailer-mounted lamp matrix signs were positioned
on the overcrossing structures above the southbound

Sign positioned in U-turn bôy
on Mockingbird [ane overcross
¿bove North Central txpressw¿y.

ra¡sed and lowered positions.

Figure 1. Dallas Fair Park,

(4.69 miles)

Sign in rôised posìtion, on-board
teletype typewriter and computer'

Sign displaying messâgês in

Slgn displaying mes ing study.



lanes of Central Expresstvay. One sign was located on
the University Avenue overcross, approximately 3.2
km (2 miles) north of the Fitzhugh Avenue exit. The
second sign, on the Mockingbird Lane overcross, was
approximately 2.4 km (1.5 miles) north of the Fitzhugh
Avenue exit. Unobstructed sight distance to southbound
traffic was greater than 366 m (1200 ft) at each location.

Matrix S ign Characteristics

The portable matrix signs are illustrated in Figure 3.
The signs can display messages on two lines using 46-
cm (18-in) characters. A computer located on the front
side of the trailer provicles almost unlimited message
selections and displays. Messages can be displayed in
a stationary mode or flashed or alternated with other
messages. Message displays are commanded via a
teletype on each sign trailer. Each sign system can
be either hooked up to regular line porver or connected
to a generator.

Matrix Sign Messages

The two primary candidate messages shown belorv were
selected for evaluation. These messages were the re-
sults of extensive human factors laboratory studies.

Sign Message 1 Message 2

1 (University Avenue) BEST ROUTE TO ROUTE TO
FIREWORKS FIREWORKS

USE INFORMATION
FITZHUGH AVE AHEAD

2 (Mockingbird Lane) FIREWORKS FTREWORKS
BEST ROUTE BEST ROUTE

FITZHUGH AVE FITZHUGH AVE
1 MILE 1 MILE

Message 1 was designed so that the two sign mes-
sages v/ere so redundant that even if a driver saw only
one sign the information would still be conveyed. Mes-
sage 2 simulated a signing system where the first sign
(most likely static) would alert drivers that information
concerning the best route would be given downstream,
The intent was to evaluate the need for redundancy,

Human factors laboratory studies indicated that care
must be exercised in selecting the destination name
used on the sign display. Although the Cotton Bowl-
Fairgrounds comþlex in Dallas is locally called Fair
Park, this name was ruled out for matrix signs be-
cause it might not have been understood by nonlocal
drivers. Highway maps designate the area as Cotton
Bowl-State Fairgrounds. Since the major event on the
Fourth of July was the elaborate fireworks display, the
decision was made to use FIREWORIiS. COTTON
BOWL rvould be the prefelred choice for football games,
whereas FAIRGROUNDS would be appropriate for the
state fair.

Human factors laboratory studies also suggested
that it would be better to break long messages into
chunks than to display the entire message at once. In
addition, the message chunks should each be a com-
plete phrase. Chunks or phrases can be displayed
alternately on the sign to form the complete message.
Sequencing the message phrases has the added advantage
of attracting the attention of the drivers.

Trailblazer Signs

Human factors laboratory studies indicated a great need
for route guidance along the alternate route for drivers
who diverted from their primary routes. Results of the
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studies also i¡dicated that symbolic or logo signs
helped provide trailblazing information to drivers along
an unfamiliaÌ route if these were proper transitions
betrveen the primary message on the freervay and the
logo trailblazers,

The Dallas tra-ffic operations personnel requested
consideration of a unique Fair Park logo and word-
message trailblazer they were developing. The trail-
blazer signs adopted cooperatively by the city of Dallas
and the Texas Transportation Institute (TTI) research
staffs for the study are shorvn in Figure 4.

The most difficult task in using trailblazers, partic-
ularly logo signs, occurs in the transition region
where the driver first encourters the sign. To reduce
the driving task load as much as possible during exit
from a freeway and subsequent left-turn maneuver (an
aheady loaded state), a series of transition signs was
used to guide drivers through the signalized intersection
and properly orient them along Fitzhugh Avenue.

Immediately after gaining correct alignment on the
southbound service road, the driver was presented sign
1 in Figure 4. Sign 2 was displayed at the signal. After
tulning left at the Fitzhugh Avenue intersection and
crossing the Expressway the driver could easily see
sign 3 on the narrow separator median immediately
beyond the northbound service road. Two subsequent
signs of sign 4 styl.e were located several blocks down
Fitzhugh Avenue to guide the driver in the transition
from the Fileworks supplementary panel to tlte logo
trailblazer shown in signs 5 or 6. Signs with appropriate
straight, advance turn, or turn arrows rvere located
along Fitzhugh Avenue to near the entrances to Fair
Park parking lots. In this vicinity, Public Parking
signs with a P logo and directional arrows (signs ? and
8) were added to tlte basic trailblazer sign for guidance
to parking areas.

All trailblazels were fabricated of high-intensity
reflective sheeting on aluminum panels 61 x 61 cm (24 x
24 in) in size. The supplementary Fi¡eworks panels in
signs 1, 2, 3, and 4 were 15.2 x 61.0 cm (6 x 24 in),
The Fair Park sign was a brown panel supporting a
yellow and orange logo, white Fair Park legend, and
white arrow. Parking signs were green on white.

After the July 4 studies, the upper panels on signs 1,
2, and.3 were replaced by one saying COTTON BOWL
and FAIRGROUNDS on a two-line panel. Likewise, the
FIREWORKS legend on sign 4 was replaced with COTTON
BOWL-FAIRGROUNDS. These more generalized signs
then remained in position until subsequent special events.

FIELD STUDIES

Matrix Sign Operation

The intended plan was to display eaeh of the two alter-
native messages on the University Avenue and Mocking-
bild Lane overcrosses according to the following time
schedule:

Time (p.m.)

6:30 to 7:00
7:00 tq 7:10
7:10 to 7:40
7:40 to 7:50

Message

2
blank
1

blank

Time (p.m.) Message

7:50 to 8:05 2
8:05 to B:15 blank
8:15 to B:30 'l

Unfortunately, during the study the Mockingbir.d sign
malfunctioned between 6:30 and 6:45 p.m. and was in-
operative from 6:45 to ?:00 p.m. This required field
adjustments to the display schedule.

The original intent was to display messages 1 and 2
twice each during the study period. Although message
1 was successfully replicated, the Mockingbird sign
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Figure 4. Trailblazer signs.

Figure 5. License
plate recording
stat¡ons.
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Sign B

MessageTime (p.m.) Message

6:30 to 6:45 2a (malf unction)
6:45 to 6:55 blank
6:55 to 7:00 1 (University only)
7:00 to 7:35 'l

7:35 to 7:55 blank

Time (p.m.)

7:55 to B:10
B:10 to B:20
8:20 to 8:25
8:25 to 8:30

2
blank
1

blank
nt68tRD Ur-

failed to display the proper sequence of message 2 dur-
ing the initial phase of the study. In addition, the field
crew \reas trying to put up the correct message, which
was therefore not displayed continuously throughout the
15-min period.

The actual message display schedule was as follows:

Data Collection

Comprehens ive origin-destination data were collected
throughout the study. License plates of almost every
vehicle passing the eight locations shown in Figure 5

were recorded continually throughout the 2 h 15 min
study. The locations were selected to permit as ac-
curately as possible a determination of travel patterns
on both primary and alternate routes and to include all
vehicles that passed the matrix signs on the way to Fair
Park.

License plates were recorded on cassette tape for
each location. The heavy volume of main lane traJfic
passing the Fitzhugh Avenue overcross necessitated in-
dividual lane surveillance. License plates were read
from the overcross sidewalk through high-powered
binoculars mounted on tripods. Recorders rotated
every 10-min and provided better than a 95 percent
count when compared to the main-lane volume data from
the permanent detectors. Observers also recorded the
time to ensure proper coordination with the s ign messages.

License plate information was transcribed from the
cassette tapes, punched on computer cards, and pro-
cessed to identify matches at various recording loca-
tions. This allowed us to trace travel patterns of
almost all the vehicles without spot-sampling and in-
terviewing drivers at selected locations.

RESULTS

A comparison of the route choices by southbound Central
Expressway drivers destined to Fair Park is presented
in Table 1 and Figure 6. The data are presented by

Siqn I

Siqn 5 Siqn 6 Sìgn 7



61

Table 1. Route cho¡ces by Central Expressway drivers. Table 2. Message effects on route diversion from Central
Expressway.

D¡ivers to Fair Par.k

Drivers to Fair Park

Ti¡ne Period
(p.m.)

UsiDg Fitzhugh
Avenue

Percent
Using
US-?5/I-30 Total

UsiDg Fitzhugh
Ave¡rue

Usiug
us-?5/r-30

DÌivers
Diverted to
Fitzhugh

Total Avenue (l)
Message

129 413 56.2
't8 1?9 43.8
't5 t05 16.0

3r9 365

202 224

284 68.8
l0l 56.4
30 28.6
46 12,6

22 9,8

10.r
28.6
15.â
68.6
r0,2
5ô.4
16.1
10.2

Blank
2^
Blarù
I
Blânk
2
Blank
1

?9
105
97

306
t27
1?9

62
A'.t

7L
75
82

115
114
78
52
14

Figure 6. Percentago of drivers using Fitzhugh Avenue to Fair Park,
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'ærruon

ffi nessaoe t

I i.rcssase z

m Ttì;;n;,1i"".,

7:30

time periods in relation to times when matrix sign mes-
sages were displayed. Since the matrix sign nearest to
the Fitzhugh exit ramp was about 2.4 km (1.5 miles) up-
stream, the effects of the messages would not be noticed
at the Fitzhugh ramp until about 1.6 min after a sign
message was displayed lassuming 88 kmlh (55 mph)
average speedl, the time periods shown in Table 1 and
Figure 6 have therefore been adjusted by 2 min.

The results reveal a very pronounced and positive
effect on the number of drÍvers using the Fitzhugh
Avenue alternate route when matrix sign messages 1

and 2 were displayed. The percentage of drivers using
Fitzhugh when no messages were displayed ranged be-
tween 10.0 and 16,1 percent. In contrast, between 56.4
and ?0.2 percent took the alternate route when messages
2 and 1 !,4rere displayed (these data do not include per-
centages for message 2a r¡¡hen the Mockingbird sign
malfunctioned).

Table 2 and Figure ? are presented to illustrate the
amount of diversion resulting from the matrix sign
messages. During the July 4 study an average of 12.6
percent of the drivers routinely chose the Fitzhugh
route (no message displayed). This compares favor-
ably with earlier studies conducted by TTI on Sunday,
May 23, 19?6, when 9.8 percent of the drivers used the
Fitzhugh route (the midway is open every weekend).

Subtracting the 12.6 percent from the percentage

Message

Message I
Message 2
Message 2â'
No rnessage
Before study

(May 22, 19?6)

oSign malfunct¡on.

Figure 7. Effects of matrix sign messages on route diversion.

tlote: Percents represent lòble ì vaìues minus ì2.6f

Fl t"ssueu t
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m T:ì;ini.îï,",,,"")

using Fitzhugh Avenue when specific messages were
displayed yields the fotlowing results: message 1 with
its redundant sign messages influenced 56.2 percent
(weighted average, Table 2) of the drivers to divert to
the alternate route; message 2 and its advanced warning
and route information resulted in 43.8 percent diversion.
On the average, 52.4 percent of the drivers diverted
when a message was displayed.
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Methodology for Traffic Control
Jose L. Rodriguez, Consultores Tecnicos Asociados, Hato Rey, Puerto Rico
Roy C. Loutzenheiser,t¡ Greater Southwest Regional Planning Commission,

Garden City, Kansas

Vehicle Platoon Parameters:

An underwater tunnel for vehicles often becomes a re-
stricted facility creating congestion if demand exceeds
capacity in one or more of its sections. These sections
become bottlenecks from which slow-moving queues
(platoons) emanate, especially during the peak period.
Not only do these high concentration areas decrease
velocities, but they also reduce the average flow rate.

It has been found on some facilities, however, that
bottleneck situations can be alleviated by traffic con-
trols (1). The usual problem has been to decide which
controlstrateCy (type of system or plan of operation or
both) will achieve optimum operation through a system
rvith one or more restricted points.

In 19?1 the Department of Civil Engineering of the
University of Maryland initiated a three-phase study of
traffic flow in the Baltimore Harbor Tunnel Qr 3). Dur'-
ing phases I and 2, it was observed that as traffic in-
creased vehicles tended to form platoons regaldless of
the control alternatives tested. However, the degree,
length, and frequency of platoon formation did vary with
each alternative. These observations suggested that a
metlrodology utilizing platoon flow characteristics might
be developed to evaluate the control alternatives and to
determine the best control strategy (Ð. This paper,
undertaken as part of phase 3, evaluates traffic flow
in terms of these characteristics.

LITERATURE REVIEW

Studies of the effects of traific behavior in platoons on
traffic flow have not been conclusive except to show that
platoon behavior is a major concern in the application
of traffic flow theory. One of the first traffic studies
involving platoon behavior was conducted on the Pasadena
Freeway by Forbes (4) in 1951. Forbes reported that
platoon behavior was not adequately described by the
behavior of the overall traffic stream. In 1959, the
Port of New York Authority (Ð conducted a series of
experiments to evaluate platoon behavior and measure
road capacity in tlte south tube of the Holland Tunnel.
In another analysis of the Holland Tunnel data, Green-
berg and oaou (Q) observed the tendency of vehicles to
have a higher flow rate when they follorv a gap in the
traffic stream.

In Greenshields' study (1), the minimum spacing dis-
tribution is random and extènds from about I to 61 m (30

to 200 ft). Evidently there are few, if any, spacings
below I m. Beyond gaps of 61 m there is another ran-
dom distribution different from that below 61 m. This
may be interpreted to mean that under 61 m tlte distri-
bution varies according to the reaction-perception time
of the driver and his judgment of what constitutes a safe
distance. Beyond 61 m, spacing may be judged accord-
ing to the chance placement of the vehicles within the
system.

This leads to a simple criterion for platoon definition:
Use a minimum spacing of 61 m to separate successive
platoons and to separate platoons and noninteracting ve-
hicles (one-vehicle platoons) (l 2-?rg),

STUDY APPROACH

The Baltimore Harbor Tunnel consists of two tunnel
tubes, each with trvo tra-ffic lanes 3 m (10 ft) wide with
no shoulders. The Baltimore Harbor Tunnel Thruway
regulations specilically prohibit lane changing rvithin
the tunnel, and trucks are restricted to the right lane,
used also by passenger vehicles. The left lane is nearly
100 percent passenger vehicles. This unbalanced de-
mand caused many shock rvaves in the left lane,

This research concerns the evaluation of control al-
ternatives with respect to increased flow, and we there-
fore decided to concentrate on the left lane.

Initial data collection for the research project began
in February 19?3. Data were collected only on days
when the pavement was dry and demand rvas sufficiently
highto causetraffic flow problems. Included in these data
rvere peak-period flows (3:30 to 6:30 p.m.) on Tuesday,
Thursday, and Friday (February 13,15,and 16 respec-
tively)and Tuesday (March 13). This producedatotal of
12 h of traff ic characteristics f or the unc ontrolled s ituation.

Greenshields' criterion rvas applied to the individual
vehicle flow data, which were obtained via a computer
programthat identifieda platoonleader as a vehicle hav-
ing a spaceheadwaybetween itandthe vehicle in front of
itgreater than 61m. A vehicle isdefinedasasingle ve-
hicle platoon if its space headway andthat ofthe follorving
vehiele are both greater than 61 m, This single vehicle
was not considered an interacting vehicle and was not
utilized in this analysis. The following basic values were
obtained from each platoon: number of vehicles, average
vehicle velocitydefinedas platoon velocity, and average
space headway ofthe vehicles within the platoon.

After many delays a pretimed metering system was in-
statled inOctober 1973, andwebegan data collection in
December, Two traffic signal heads with 30-cm (12-in)
s ignal lenses $,ere installed adjacent to the northbound
lanes, one for each lane, upstream of the tunnel en-
trance. Based on subjective analysis (Ð, cycle lengths
of 120, 160, 180, a¡d 240 s were chosen. For example,
the 120-s cycle consisted of a 7.2-s red, 3.6-s amber,
and 109.2-s green,

We included seven vehicle detection stations in each
lane, each station consisting of two photocell detectors
slightty over 4.1 m (13.5 ft) apart and capable of sensing
many flow characteristics. Time headway, space head-
way, and velocities are obtainable, and individual vehicles
may be identif ied and traced throughthe tunnel. Further
details ofthis data collection system, data storage and
manipulation, and derivation of the traJfic flow charac-
teristics arediscussed byCarter and Palaniswamy (Ð.

DATA ANALYSIS AND RESULTS

A simple method of evaluating the control alternative is
to inspect the average platoon velocities (APV) of each
control alternative. Figure 1 shows profiles of platoon
velocity change from stations 1 to 3 to 5. Station 1 is
approximately at the tunnel entrance (downhill); station
3 is approximately at the midpoint of the level section;



and station 5 is at the beginning of the uphill section. It
is evident that the no-control alternatives tend to be high
in stations Llll m/s (55 ftls)l and 3 [18 m/s (60 ftls)]
but drop below the 120-s alternative [17 m/s (55 ftls)]
at station 5 ltesp than 1? m/s (55 ftls)].

At station 5, the APV of the 240-s alternative [9 m/s
(29 ftls)l is only 60 percent of the next highest alterna-
tive, the 160-s alternative [15 m/s (48 ft/s)]. There is
only a 1.?-m /s (5,6-ft/s) difference between the remain-

Figure 1. Platoon velocity profiles.

sl^ I I O\ Nl^iln R

Table 1. Platoon cortcentrat¡on and average nu¡nber of vehicles.

Corìtrol Alterùative

Velocity No Control
Incre¡ììent
(nrls) Pe AvPò

120 s

AVP
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ing 4 alternatives at station 5; only the no-control alter-
native has an APV lower than that at station 1 (as is also
the case for the 240-s alternative).

Since the 240-s alternative obviously had the worst
APV, no further analysis was made. This poor showing
of the 240-s alternative agrees with earlier research at
the Baltimore Harbor Tunnel (Ð. Further evaluation
should be primarily concerned with the station 5 bottle-
neck, because any improvement at this point v¡ill benefit
flow upstream from the bottleneck.

Concentration is defined as the number of vehicles in
a given length of roadway. In the case of a platoon,
concentration (PC) may be thought of as the average
number of vehicles within the platoon (AVP), separated
by an average space headway plus the platoon definition,
that is, the total distance from the front of the first ve-
hicle to the rear of the last vehicle plus the platoon
criterion, in this case Greenshields' 61 m.

Table 1 shows PC and AVP obtained at station 5 for each
control alternative. Values for velocities greater than
2L m/s (70 ft/s) were not obtained because the system
would be operating over the maximum posted velocity
122 m/s (23 ftls)J.

The PC values for control alternatives vary slightly
at velocities below 11 m/s (35 ft/s). The maximum dif-
ference between the values for each control alternative
is approximately 2.5 vehicles,/km (4 vehicles/mile). It
is interesting to note that although the PC values do not
show any significant di.fferences at velocities below 11

m/s there are significant di-fferences in the AVP. At
the 9 to IL m/s (25 to 30 ft,/s) increment, the AVP value
for the 160-s alternative is almost double that of the
other alternatives, almost t',vice that of the 180-s alter-
native, and almost three times that of the 120-s a¡rd no-
control alternatives.

Withinthevelocityrange of 11 to L7 m/s (35to ã5ft/s),
except for the no-control alternative, there is not much
difference in the AVP among the control alternatives.
The AVP for the no-control is almost half of those for
the other alternatives. Above 17 m/s (55 ft/s),the AVP
for all control alternatives is approximately the same.

The relationship between concentrâtion and velocity
is essential to understanding and evaluating how well a
system is operating. To investigate the platoon con-
centration and platoon velocity relationship, a least
squares fit of the data was attempted by using Green-
berg's exponential model. The results for each con-
trol alternative at station 5 are plotted in Figure 2. The
optimum platoon velocities are high, 17 m/s (56 ft/s),
while the optimum platoon concentÌations (k, ) lie within
the range oî. 22 to 28 vehicles,/km (35 to 45 vehicles,/
mile). The jam concentration (kr), in the case of pla-
toons, may be regarded as the maximum platoon con-
centration the control alternative can handle without
traffic coming to a complete standstill (flow = 0).

From Figure 2, one can see where each control al-
ternative is dominant by finding the highest points of
intersection of the curves. It was found that the 120-s,
the 160-s, and the no-control alternatives are dominant.
The results form the basis for a control strategy uti-
lizing platoon concentration and velocities. An optimum
control policy can be utilized for on-line computer con-
trol for a facility such as the Baltimore Harbor Tunnel.

FINDINGS

A basic framework for the evaluation of traffic control
alternatives has been formulated in this research. The
conclusions we drew were tlìat

1. The platoon parameters (APV, PC, and distribu-
tion of platoon vehictes) provide a simple and effective
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methodology for the evaluation of control alternatives;
2. The parameter APV established that the no-

control, 120-s, 160-s, and 180-s alternatives yielded
high and almost constant platoon velocities through the
tunnel; and

3. The platoon florv values established that in some
PC and velocity ranges one alternative predominated.

A control policy utilizing the no-conttol, the 120-s,
and the 160-s alternatives was proposed.
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PURPOSE OF THE STUDY

The purpose of this study was to investigate driver per-
formance at selected sites under types A and B left-turn
markings and to determine which type produced better
driver performance. After the data for type A markings
had been collected, the markings were changed to type
B at each location by the Tempe Traffic Engineering
Department.

PROCEDURES

Intersections Studied

Of the 12 type A intersections indicated by the Tempe
traffic engineer, 4 were selected for this study. Two
were chosen for observing the turning movement from
an arterial to a collector street (AC I and AC II) and 2
from an arterial to an arterial street (AA I and AA II).
Only 1 approach on each intersection was observed in
this study. The last 2 intersections have many left turns
into areas surrounded by commercial and cultural activ-
ities; the first 2 have less volume and lead to residential
areas.

Comparison of Two Types of
L eft-Turn C h an n elization
Judy C. Chang, Judson S. Matthias, and Mary R. Anderson,

Department of Civil Engineering, Arizona State University

As traffic volumes increase, turn controls at intersec-
tions can eliminate or reduce conflicts, decrease ac-
cident hazard, reduce delay, and increase intersection
capacity. One of the most useful left-turn controls is a
separate lane, called slot, reservoir, pocket, or bay.

In Tempe, Arizona, separate left-turn lanes have
been installed at almost every major intersection with
an adequate street width. The fturction of the left-turn
bays is to guide vehicles out of the way of through traffic
and to prevent rear-end collisions.

A typical left-turn channelization is shown in the
Manual on Uniform Traffic Control Devices (MUTCD)(1)
with the recommended design of letter markings and
arrows applicable to lane-use control. This is the
type A marking adopted by the Tempe Traffic Engineering
Department (Figure 1).

Another type of marking, type B, not illustrated or
recommended by the MUTCD but used in other cities, is
shown in Figure 2. Two solid yellow lines in the form
of parallel reverse curves are used in the type B mark-
ing to identify the path a left-turning vehicle should
follow; the type A example shows only an open entry
space for access to the left-turn lane.



Data Collection

Driver performance at each location lvas classified as
proper or impfoper, depending on whether tlre vehicle
entered the left-turn bay in the proper entry zone or not
(Figure 1).

To avoid bias caused by hourly and daily variations
in traffic characteristics, data were collected for the
same hour and day for each observation of each before-
and-aJter case. Also, to avoid the inÍluence of driver
unfamiliarity, we did not gather data for the type B
striping for a period of at least 3 weeks after the strip-
ing $,as altered from type A to type B.

A statistical data analysis using a standard test of
proportions lndicated that there was no signilicant dif-
ference between driver performances; that is, the
proportion of drivers who executed a pt'oper entry into
the left-turn storage lane on weekdays was at a 0.05
level of significance.

Five different times were selected for data collection
at each location: weekday daytime, peak hour, and
nighttime; and weekend daytime and nighttime. Data
were collected for t h at each of the four locations for
each of the five time periods.

PRESENTATION AND ANALYSES
OF DATA

Table 1 glves the proportion of proper use of each type

Figure 1. Typical multilane. two-way marking
w¡th s¡ngle lane, two-way. left'turn
channelization (type A).

:::€-: <-.:
/-Æ,ee

'-----õ'- €.E:--)

= proper entrY zone

Figure 2, Typical multilane, two-way mark¡ng
w¡th s¡ngle lane. two-way, left-turn
channelization (type B).
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of left-turn bay marking during the study hour (1.0
would indicate 100 percent compliance). In general,
the data show that the proportion of proper use of the
type B marking is greater than that of type A.

The results of the field study showed that, with a
standard deviation of 0.111, the average proportions of
the proper uses were as follows:

Location Type A Type B

AC I 0.429
AC lt 0.606
AA I 0.565
AA il 0.541
Overall average 0.543

Weekday day
Weekday peak hour
Weekday n¡ght
Weekend day
Weekend night

0.531
0.658
o.728
0.79'r
o.677

Accepted Accepted Rejected Reiected
Accepted Accepted Rejected Rejected
Accepted Accepted Reiected Rejected
Accepted Accepted Accepted Re,ected
Accepted Accepted Accepted Rejected

A statistical analysis of the data shows that there is
no linear relationship betrveen the proportion of proper
use and the total approach volume at the study locations.

Driver Performance Versus
ffi
To analyze the sample data obtained for five different
time-of-day combinations at each location, a chi-square
test was conducted at a 0.05 level of significance to de-
termine rvhether that driver performance varied as the
time changed. The test results on the four locations
show that only for the type A marking at the AA I loca-
tion could the null hypothesis be rejected in the time-
independency test. The results of further analysis of
the observed data at this location are shown below.

Weekday
Versus
Weekend

A Accepted Reiected
B Accepted Accepted

Statistical Analysis

Driver performance in various time groups and at the
four study locations was tested at a 0.05 level.

Results for the first test at the four locations are
shown in the following table.

ACII AAI AAII

Day
Versus

Type Night

-'

Time AC I

l-
= proper entry zone

The hypothesis could not be rejected on the AC I and
AC II locations, where the turning movement was from
an arterial street to a collector stl'eet. Therefore, we
concluded that there was no significant difference in
driver performance betrveen the before-and-after study
periods in such locations. The hypothesis was re-
jected on AA II, where the turning movement was from
an arterial street to another arterial. Therefore, we
concluded that there were significant differences in

weekday Weekerìd

Peak Hour Night Night

Locâtion 1:/peA TypeB Tyt)eA TypeB TIPeA T],peB Tj'peA T,'peB TlpeA TI/peB

Table 1. Proport¡on of proper use of
lane markings at each locâtion during
five time groups.

ACI
AC II
AAI
AA II

0.467 0.561 0,430
0.64? 0.618 0,5?1
0.606 0.7'12 0,455
0,630 0.826 0.õ62

0.500 0.343 0.500
0.6ã8 0.529 0,632
0.?65 0,529 0.699
0.723 0.400 0.?6?

0.516 0.530 0,400 0.556
0.720 0.?14 0.563 0.ô6?
0.645 0.?03 0.592 0,702
0.659 0.83? 0,452 0,800
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driver performance for type A versus type B mark-
ings at this location. At AA I the hypothesis was re-
jected on weekdays, but could not be rejected on week-
ends. Hence, at this location, we concluded that there
was significant difference in driver performance on the
weekdays, but no significant diIference on the weekends
for type A and B markings.

Next we needed to detelmine which type of marking
produced the better driver performance, According to
the function of the street the vehicle tu'ned into, the
four locations lvere put into two corresponding cate-
gories (locations AC I and AC II were categorized as
the collector streets and locations AA I and AA II as
arterial streets). Comparison of daytime and niglrttirne
driver performance for the trvo categories was ex-
amined.

The tabulation below shows that the new marking
produces significantly better performance during the
night; during the day, it produces significantly better
pelformance only for category II.

Street Day Night

Collector No difference Type B better
Arterial Type B better Type B better

In order to draw an overall conclusion from the
selected study locations, a chi-square test was con-
ducted for the number of successes or failures (driver
perfor¡nance as proper or improper). The data con-
sisted of the number of observations falling into either
the collector street category oI the arterial street
category.

We concluded that driver performance witlt type A
markings is independent of the location but that driver
performance with type B markings is dependent on the
location (i.e., whether the turn is made from an arterial
street to another arterial street or to a collector
street).

CONCLUSIONS AND RECOMMENDATIONS

After analysis of the data obtained in this study, tlìe

The right-turn-on-red traffic signal, once used only in the western states,
is now permitted in some form in all but one state and the District of
Columbia. However, ¡ts adoption was slow primarily because of the con-
cern over its safety aspects. As part of a comprehensive study for the
Federal Highway Adm¡n¡strat¡on, s¡x separate studies on accidents asso-
ciated with right turn on red were conducted in Virginia and Colorado
and in the c¡t¡es of Denver, Chicago, Dallas, and Los Angeles. In Virginia
and Chicago before-and-after studies were performed; ¡n the other loca-
tions records were analyzed to determine both the number of accidents
and the causes. From the results of the acc¡dent analyses, it appears that
the accidents related to right turn on red are very infrequent compared
w¡th all ¡ntersect¡on accidents (0.4 percent versus 3,3 percent). The
Chicago and Virginia studies do not reveal a statist¡cally significant in-
crease in intersection accidents. nor do accidents related to right turn on
red appear to be less severe than the average intersection accident; no
fatalities were found in the entire accident data base. The general con-

follorving primary conclusions were made:

1. Driver performance did not differ significantly
between the two types of markings for locations where
turns were made into collector streets;

2. Driver performanee differed significantly be-
tween the two types of markings on weekdays but not
on rveekends at AA I;

3. Driver performance differed significantly be-
tween the two types of markings at the AA II location;

4, When turning movements wefe executed into a
collector street, driver performance during the day did
not differ significantly betrveen the two types of mark-
ings;

5. When turning movements were executed into an
arterial street, driver performance differed signifi-
cantly between the trvo types of markings, and type B
marking produced better driver performance;

6. Driver performance differed significantly be-
tween tlre trvo types of markings at night, and type B
marking produced better driver performance; and

1. Driver performance with type A markings were
independent of the location chosen.

In general, the results of field observation show that
type B marking produces better driver performance
and is therefore recommended for use over type A.

Although no accidents occurred during the study,
we believe that the type B marking conveys an imme-
diate understanding of the situation that rvill provide for
more uni-form traffic flow, rvill reduce the potential
accident rate, and rvill add to roadway safety in the
long run,
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clusion is that right turn on red does not significantly degrade the safety
of signalized ¡ntersection traffic operation.

Right-turn-on-red (RTOR) signals, previously used only
out west, are now permitted in some form in all but one
state and the District of Col.umbia. Use of this control
came slowly, primarily because of the concern over
potential for causing accidents.

Presumably no collisions should occur if the motorist
makes the RTOR maneuver safely by stopping and yield-
ing to the appropriate vehicles and pedestrians in the
intersection. However, not all drivers drive safely all
the time, and accidents do happen as a result of a host

Accident Experience With Right
Turn on Red
Hugh W. McGee, BioTechnology, Inc., Falls Church, Virginia
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Table 1. Virginia intersection accidents.

of factors involving the driver, the environment, the
road, and the vehicle. Furthermore, vehicles negotiat-
ing right turns on green (RTOG) also have collisions.
RTOR maneuvers are not, a priori, substantially more
hazardous than RTOG maneuvers. A key question is
whether pelmitting RTOR significantly clegrades the
safety of a signalized intersection.

Several studies on RTOR-related accidents ( ,LL L,9,
IrL9,9) tend to support the claim that there aie i'ela:
tively few RTOR accidents compaled with aU intersec-
tion accidents. But these studies 'u¿ere not sufficiently
comprehensive or detailed to identify the magnitude of
the RTOR accident problem, types of RTOR accidents,
or possible causes. Therefore, additional accident ex-
perience data were needed to develop a national policy
and implementation guidelines.

This accident analysis consisted of six separate
studies conducted in VirgÍnia and Colorado and the cities
of Denver, Dallas, Chicago, and Los Angeles. Each of the
studies was of a dí-ffelent design dictated by the availability
of data. For example, in Virginia and Chicago before-
and-after RTOR studies were actually performed; in
other locations only records of RTOR and intersection
accidents could be analyzed. Procedures and results
of each accident analysis will be discussed in detail.

VIRGINIA

Since 19?2, Virginia has been following the sign-
permissive rule for RTOR, but few signalized intersec-
tions are signed for RTOR. In fact, as of September
1975 only 8.6 pereent of all possible intersections were
so signed.

A before-and-after accident analysis was conducted
to determine if these RTOR installations have had any
effect on safety. Virginia maintains an inventory of
RTOR sign installations, so it was possible to identify
specific intersections and the dates of installation. From
this master list, 29 intersections were selected for a
l-year-before and l-year-after installation analysis; no
significant changes that would have affected accident
frequency were found in either the geometrics or the
operating conditions.

For each of the 29 intersections, copies of all ac-
cident report forms were reviewed for the 2-year study
period (19?2 to 19?4). The following data were ex-
tracted:

1. Total number of accidents within 61 m (200 ft) of
the intersection,

2. Total number of right-turn accidents for each
approach,

3. Total number of rear-end accidents for each ap-
proach,

4, Total number of RTOR accidents (by type) for
each approach, and

5. Amount of property damage.

Throughout the study, Virginia required all accidents
involving a fatality, an injury, or damage assessed at
$100 or more to be reported.

All the information on the form, including the verbal
description, the diagram, and other pertinent data, was
considered. Also, accident rate statistics were deter-
mined by average daily traffic (ADT) volumes obtained
from the Virginia Department of Highways and Trans-
portation. However, because the traJfic volume data
were not complete for all the roads or did not correspond
directly rvith the two study periods, valid cotnparisons
of accident rates before and after institution of RTOR
could not be made.

The results of the accident data are shown in Table 1.
There was a total reduction of 14 accidents (statistically
significant at 95 percent confidence using t-test) for the
after case. Assuming that all other conditions did not
change, this result would indicate that the RTOR signs
actually brought about an improvement in safety. How-
ever, the reduction in accidents is more likely attribut-
able to some other circumstances, because no RTOR
acc idents rvere identified.

As indicated earlier, the number of rear-end acci-
dents rvas used for both cases to test whether RTOR
would reduce or increase this type of accident. In the
before case, there were 135 rear-end accidents (2?.4
percent of all accidents), whereas, in the after câse,
there were L21 (26.5 percent of all accidents). This 0.9
percent difference is not statistically significant (chi-
square test), and RTOR had no effect on this type of ac-
cident.

Another accident type examined was any collision in-
volving a riglrt-turning vehicle. For the before case,
there rvere only 19 such accidents (3.9 percent of alt
accidents). However, in the after case there were 24
right-turn accidents (5 percent of all accidents). This
increase in accidents is not statistically significant, and
therefore it cannot be concluded that this increase in
right-turn accidents is attributable to RTOR.

Further analysis of the right-turn accidents showed
that there were 16 RTOR-related accidents (3.34 per-
cent of all accidents) in the after case, Of these RTOR
accidents, none involved pedestrians, only one resulted
in an injury, and none resulted in a fatality. The aver-
age property damage for the RTOR accidents was $245
as compared to an average property damage of $554 for
all accidents and $53? for the before-and-after cases.

The 16 RTOR accidents occurred at only B of the 29
intersections, but 1 intersection lrad 5 accidents, 2 had
3, and 5 had only 1.

COLORADO

The statute allowing an RTOR unless a sign prohibits it
has been in effect in Colorado since July 1, 1969. The
Colorado Department of Highways has been compiling
RTOR accident statistics since 19?0. Table 2 shows
RTOR-related accident data provided by the state for
19?0 to 19?5 and includes the yearly figures for all ac-
cidents, for two-vehicle accidents at all intersections
(signalized or not), and for injury accidents at intersec-
tions. In 1973, Colorado began using a short accident
report form for property-damage accidents. As a re-
sult, we can no longer distinguish between intersection
accidents and RTOR-related accidents (however, the
short form is not used in the city and county of Denver).
Therefore, the reduction in accidents during 19?3 and
19?4 for intersection accidents is mostly attlibutable to
the fact that intersection accidents involving property
damage are not included. It is also likely that this new

Acci(lent Catcgory
BcfoÌe
RTOR

After Increase or
RTOn Decrease

Fatâl
Injury
Property darnage
Rear e¡rd
Right tunt
RTOG
Pedcstriâl¡
RTOR
RTOR injury
RTOn pedestrian

Total

000
96 86 -10

396 392 -4
135 127 -8
l9 24 +ã
19 8 -11

- 1 +1

- 10 i16
- I rl
:_00
492 4?8 -14
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form has let a few RTOR accidents go unreported.
For the 4 years 1970 to 19?3, all accidents in-

creased, but RTOR accidents decreased. However,
this trend reversed itself in 19?4, when all accidents
decreased and the number of RTOR accidents increased
to 90 (plus the unknown number not reported on the short
form). For 1975, the number of RTOR accidents de-
creased to ?3.

Although we cannot state conclusively that RTOR
accidents have decreased over the years, RTOR acci-
dents are obviously onlya verysmallpercentageofall ac-
cidents or even all intersection accidents. Statewide,
RTOR accidents account for less than 0,1 percent of all
accidents and about 0.3 percent of all intersection acci-
dents. Also, RTOR pedestrian accidents account for
only 0.4 percent (average of 6 years) of all intersection
pedestrian accidents, For the years 19?0 to l9?2 (19?3
to 1975 excluded because of the short form), the per-
centage of RTOR injury accidents was less than the
percentage of all intersection injury accidents.

The Cotorado Department of Highways also released
a breakdown of RTOR accident types and some data on
economic losses. A list of the 426 RTOR accidents re-
ported for the years 1970 to 1974 follows.

Accidenl Percentage

Pedestrian
Rear end
Broadside
Sideswipe (same direction)
Sideswipe (other direction)
Overtaking turn
Fixed ob¡ect
Parked car
Bicycle
Ran off road
Overturned

Total

Broadsides and sidewipes same direction accounted
for ?6.9 percent of all RTOR accidents. These are the
accidents that usually occur with RTOR, Alttrough the
exact percentage is not known, many of these accident
types involved drivers turning right on a red light and
failing to yield the right-of-$,ay to opposing traffic turn-
ing left on a green arrow (Figure 1b). In 19?4, 28 per-
cent of all RTOR accidents were of this type.

The next most frequent type \reas the rear end, which
was 13.8 percent of RTOR accidents. Also, it should be
noted that 12 accidents involved pedestrians and g in-
volved bicycles. Together, these account for only 4.2
percent of all RTOR accidents.

The economic loss resulting from these 4g9 RTOR
accidents was estimated at $303 440; average vehicle
property damage was $218; and the average estimated
economic loss per accident was $609. No fatalities at-
tributed to RTOR were reported during the 6 years.

DENVER

In 19?4, the city of Denver initiated its computerized
accident and traffic data records system and used the
1974 accident data to conduct a citywide RTOR accident
analysis. There are 1137 signalized intersections in
Denver. At ?8 of these RTOR is prohibited on one or
more of the approaches, most of which are located
downtown where all-pedestrian signal phasing is em-
ployed and all vehicle signals are red when all pe-
destrian signals display WALK.

Denver accident analyses are displayed in Table 3.
During 19?4, there were ?431 reported accidents at the
1137 signalized intersections, of which only 50 (or less

than 1 percent) involved RTOR vehicles. (An intersec-
tion accident is defined as any accident occurring within
the prolongation of the curb lines or edge of pavement.)
Of the 50 RTOR accidents only 3 resulted in injuries, and
none involved pedestrians or resulted in a fatality. The
ave¡'age property damage per accident was $ZTb. Seven
of the RTOR accidents occurred at locations where the
movement is prohibited, and 6 of these occurred at one
intersection that will be discussed later.

The statisties displayed on the lower half of Table 3
shed more light on the RTOR accident problem. For
each accident statistic described in the first column,
the appropriate percentages were calculated for all l18?
signalized intersections, for all 1059 intersections where
RTOR is permitted at all approaches, and for the ?8 in-
tersections where RTOR is prohibited. Although sta-
tistics are shown for all three sets of intersections, we
cannot drarv any conclusions based on the comparison
across the columns, especially for the last two. This
is because characteristics of the 78 intersections tvhere
RTOR is prohibited differ from those of the remaining
intersections. AIso, there is a large disparity in the
sample sizes (1059 versus 78), which increases the
chance of a wrong conclusion. Some of the more im-
portant findings are as follows:

1. The 50 RTOR accidents represent only 0.6? per-
cent of all signalized intersection accidents, whereas
RTOG accidents accounted for 8.6 percent;

2. RTOR injury accidents were only 0.1g percent of
all injury accidents, whereas RTOG injury accidents
comprised 4.0 percent; and

3. RTOG pedestrian accidents accounted for 28.2
percent of all pedestrian intersection accidents, but
there were no RTOR pedestrian accidents.

The statistics must also be viewed in connection with
the exposure factor or, in this case, the percentage of
RTOR vehicles. Based on RTOR usage data collected
at eight intersections in Colorado, two of which were in
Denver, the average percentage of RTOR vehicles to all
right turns is about 20 percent. If RTOR were just as
hazardous as RTOG, one would expect RTOR accidents
to be 20 percent of all right-turn accidents. This is not
the case; RTOR accidents account for only ?.? percent
of all right-turn accidents (50 of 690) and only 4.g per-
cent of all right-turn injury accidents (g of 62).

It would appear from these statistics that RTOR does
not pose a significant safety problem for Denver. All
relevant statistics shou, that RTOR accidents are a small
percentage of all accidents, even of right-turn accidents.
Furthermore, it is not as hazardous to pedestrians as
the RTOG movement.

In an effort to learn more about what causes RTOR
accidents, we reviewed each of the 50 RTOR accident
reports and field checked some of the sites. Of the 48
RTOR accidents at intersections where the movement is
permitted, 3 occurred at one intersection, 2 occurred
at each of five intersections, and the remaining 30
accidents occumed at different intersections. At ilre
intersection where 3 occurred, each accident involved
an RTOR vehicle using a different approach: 1 resulted
from a conflict with an opposing left-turning vehicle, and
the other 2 were collisions with cross-street vehicles
(see Figure 1).

Each of the 50 accidents was categorized as to con-
flict type. The most frequent collision (?0 percent of
the total) was with vehicles moving across the intersec-
tion on green. Another accldent type occurred fre-
quently (18 percent) when an RTOR vehicle collided with
a vehicle making a left turn from the opposite direction
on a left-turn phase. In each situation, there was more

12 2.2
69 13.6

203 40.7
181 36.2

I 1.8
8 1.6
3 0.6
1 0.2
I 1.8
3 0.6
1 0.7

499 100.0



than one lane on the intersection exit leg. In some
cases the RTOR vehicle made a wide turn into the in-
side lane, while in others the left-turn vehicle made a
wide turn into the curb lane.

The geometiics of the intersections did not show any
common characteristic that could be considered a con-
tributing factor. However, as indicated above, the
presence of a left-turn signal phase for opposite direc-
tion traffic adds another conflict potential for the RTOR
vehicle and could contribute to RTOR accidents.

The problem of sign visibility appeared to be a
significant factor for at least one location. Of the seven

69

accidents where RTOR was prohibited, six occurred at
one location on the same approach. This particular in-
tersection happened to have six legs. The no-RTOR
signs were post-mounted on the right curb on the near
side and the far side of the intersection; traffic signals
were both overhead and post-mounted. For each of the
six accident reports, the RTOR motorist indicated that
he or she rvas not aware of RTOR prohibition because
he or she did not see the sign. An overhead sign ptaced
by the signal head might very well have eliminated the
sign detection problem.

Table 2, Colorado statew¡de RTOR
acc¡dent data (1970-1975).

Figure 1, RTOR accident types,

Accident Category I 9?0 19? 1 lg72 r9?3 19',t4 19?5

Intersection'
Intersectiorì injury
Intersection pedestrian
RTOR
RTOR injury
RTOR fatâlity
RTOn pedestrian

Total

nton/totat, I
nTOR/intersection, I
RTOR/intersection injury, I
RTOR iìiury/intersection injury, I
RTOR pedestriân/intcrsectiotr Þeclestrian, t

29 1?6 31 510 3t25't
6 835 ? 085 ? 8?0
463 482 455
93 93 80
10 16 11
000
22r

89 599 95 908 110 541

0.10 0.10 0.0?
0.32 0.30 0.23
1.36 1.31 1.02
0.15 0.23 0.14
0.43 0.4r 0.22

25 ob8" zo 652 20 gr4o
? 038 6 142 6 56?

õ18 435 ,158

't0 90 ?3
?810
000
213

rtr 425 104 528 ll0 ??3

0.06
0.28
0.99
0.10
0.38

0.09 0.0?
0.44 0.36
1.46 r.lt
0.13 0.15
0.23 0,66

¡ Both signali¿od and nonsignalized intersections. b lñtroduclioñ of a short form ¡Ò 1973 accounts lor reduct¡on ol these categories.

(a) CÂOSS TRAFFIC COtLtStON

(c} REAR END COLLISION

(b, oPPostNG t-EFT TURN COLLtStON

(d} PEDESIRIAN CONFLICTS
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Table 3. Denver accidents in 1974.

Accident Category
Signâlized RTOn
hrtersections InteÌsectio¡ìs

"Of the I 137 signalized intersect¡oñs rn the crty, 78 have RTOß prqh¡lrilioos. Of rhese, 54 are
locôted downlown whcre ¿n all.pedestriän s¡gnal phas¡og ¡s employed.

DALLAS

The city of Dallas has had the RTOR rule since August
19?3 when Texas adopted the law. Because of this
change, it was possible to conduct a 1-year before-and-
after accident analysis in the course of this study. Horv-
ever, because of the difficulty of extracting tlìe accident
data and then defining RTOR accidents, the analysis was
limited to pedestrian accidents. At the lequest of the
project staff, Dallas provided a summary listing of
pedestrian accidents that occurred at intersections
throughout the city.

Included on the summary listing was a column that
indicated the appropriate traffic control (signal or stop
sign) and a column indicating the direction analysis of
the vehicle (right, straight, left, or unknown). These
summary listings were provided for 19?2 to 7974, allow-
ing us to extract pedestrian accidents at signalized in-
tersections during the 2-year study period. The sum-
mary listing did not reveal whether or not the accident
involved an RTOR vehicle, but from the police accident
reports for the after period this determination was
poss ible.

Dallas has approximately 1000 signalized intersec-
tions, of which 86 have no-RTOR contlols at one or
more approaches. Some, but not all, of these restric-
tions are because of pedestrian conflicts.

The numbers of pedestrian accidentsthatoccurred at
all lntersections for L972, L973, and 1974 were 50, 55, and
53 respectively, and at all signal-controlled intersec-
tions 23, 1?, and 1?. As shor¡¡n by the data, intersec-
tion pedestrian accidents over the 3-year period have
been fairly consistent.

Table 4 shows the comparative results for I year,
both before and after the RTOR rule became effective.
The data revealed a slight increase in pedestrian acci-
dents at all intersections as well as at signalized inter-
sections, but these increases are not statistically sig-
ni-ficant at the 95 percent confidence level.

Of the 18 pedestrian accidents that occurred at sig-
nalized intersections during the after period, only 1

involved a right-turning vehicle (the same as for the
before period). The narrative portions of the police
accident report forms indicated that only 1 pedestrian
accident (that noted as a right-turning accident) could
have involved an RTOR vehicle. The data in the tables

suggest that RTOR has not caused any increase in
pedestrian accidents in Dallas.

CHICAGO

On January L, L974, the RTOR law became effective for
the state of lllinois. Before then the state had a sign-
permissive rule. This change afforded the opportunity
to analyze accidents at numerous intersections in
Chicago under the two basic RTOR rules as compared
to RTOG only.

The accident analysis was built on a study partially
completed by the Chicago Traffic Engineering Depart-
ment. The city selected 9? intersections to determine
if the sign RTOR rule causes accidents. These inter-
sections were a geographic sampling distributed through-
out the city, Later, two intersections were eliminated
because the permissive RTOR signs were removed.
These study intersections represent about 4 percent of
nearly 1460 signalized intersections.

Chicago collected accident data for a g-month period
(April through December 1972) during which RTOR was
not allowed and for the same 9 months of 19?3 after
RTOR signs had been installed. Because the current
generally permissive RTOR rule became valid on
January L, L974, the city could not obtain a full year of
data; therefore, it completed its analysis at that point.

Accident data were collected for the same 95 inter-
sections for a full year under the generally permissive
rule. Unfortunately at L7 of the experimental sites
no-RTOR signs were installed where RTOR had pre-
viously been allowed, thereby reducing to 7B the total
number of intersections that could be compared.

In addition to the accident data collection, RTOR
usage counts were made at a sample of the intersections
in ordel to determine an average RTOR exposure factor.
Later the city did this at all 97 intersections for the
analysis and at 10 of the intersections for the expanded
analysis under the generally permissive rule.

Table 5 shows the summary accident statistics for
the 95 intersections for 9 months in 19?2 without RTOR
and I months with RTOR by sign in 1973. The before-
and-after accident data show that there was a statis-
tically significant increase of 110 accidents (13.3 per-
cent). However, for the same two periods, there was
a 10.5 percent increase (21 315 to 23 595 or 2280) in total
signalized intersection accidents for all 2460 intersec-
tions. Therefore, this increase in total accidents can-
not be attributed solely to the RTOR feature.

There was a very significant increase, 52 percent,
in right-turn accidents. In the before case the 91 right-
turn accidents accounted for 11 percent of alt accidents;
in the after case the 138 right-turn accidents were 14.7
percent. On a citywide basis, there was a 16.1 percent
increase (1?92 to 2080) in right-turn accidents at all
signalized intersections, 27 instances of which involved
RTOR. These 2? RTOR accidents represented only 2.9
percent of all the intersection accidents but nearly 20
percent of all right-turn accidents.

Pedestrian accidents increased by 42.5 percent (40
to 57). Furthermore, it was found that of the 11 right-
turn vehicle-pedestrian accidents after the RTOR signs
were installed 5 involved an RTOR maneuver.

While the RTOR signs were in place, the city
conducted a l-h RTOR count at each intersection.
The degree of RTOR usage varied from a low of
3.6 percent of all right turns to a high of 40.6 per-
cent; the average was 14.8 percent. As noted before,
the RTOR accidents accounted for 20 percent of all
right-turn accidents. Therefore, with RTOR averag-
ing about 15 percent of the total right-turn volumes,
the accident statistics for these intersections indicate

Non- RTOn
Intc rscctions'

RTOG
RTOR
lnjury
Pedestria¡l
nTOG injury
RTOR iÌjury
nTOG pedcstri¿ìn
RTOIì p€destriarì

Total

RTOR/total, I
nt/totat, I
RTOG/total, I
Injury,/total, I
RTOG irjury/total injurv,
I

RTOR injury/total, I
nTOR injury/total iniury,

Pedcstrian,/totat, I
RTOG pe(lestriân/total
¡rcdcstrian, í

640
50

1 555
125

59
3

29
0

't431

0.6?
9.30
8.00

20.90

561
43

1454
113

53
t

28
0

bb lb

0.69
9. l0
8.40

21.80

3.80
0.03

0.14
1. ?0

24.80

0.93
1 1.10
1 0.20
1 3.40

4.00
0.04

0.19
t.?0

23.20

't'l
'l

!0r
12

6
I
1

0

?55

6.90
0.01

1.00
1.60

8.40



that RT OR had a s lightly lrigher acc ident rate than RTOG.
Table 6 shows similar acci.dent data for ?8 of the

95 intersections under three RTOR conditions [nfOn
prohibited (1972), RTOR atlowed with a sign (19?3), and
RTOR allowed without a sign (19?4)1. ttre sample size
'¡¡as reduced for this three-way analysis because at the
remaining 17 intersections no-RTOR signs were installed
at various times during the 1974 9-month study period.
The lorver half of the table shows various accident
statistics derived from the data in the upper half.

In comparing the 1972 no RTOR with the 19?3 RTOR
rvith siga, \r/e found the same results for the ?8 as for
the 95 ilrtersections. The percentage of RTOR acci-
dents of all accidents (3.4 percent) is slightly higher for
the smaller sample set than the larger set (2.9 percent),
because the right-turn pedestrian accidents (inctuding
RTOR pedestrian accidents) were all located at the 78-
intersection subset.

The accident distribution was quite similar for the
last period (19?4) with generally permissive RTOR when
compared to 19?3 with sign-permissive RTOR. There
were sliglrt decreases in total accidents and RTOR ac-
cidents but neither was statistically significant. The
only significant difference was a decrease in total
pedestrian accidents in 19?4, but the levels of riglrt-

Table 4. Dallas pedestrian accidents before and after RTOR.

Accident Câtegory

Year Year
Before AfteÌ
NTOR RTOR

Perceìtage
Increase Change

All intersections
Signalized intersectiorìs
Signalized i¡rtersections in-

volving right-turning vehicles

Table 5. Accidents at 96 Chicago intersections w¡th and w¡thout
RTOR.

,IL

turn and RTOR pedestrian accidents were comparable
for the two periods.

To determine how the 1974 RTOR accident statistics
might have been affected by RTOR usage, l-h counts
were made at 10 of the intersections. Each of these
counts was made at the same hour and day ofthe week as
the 1973 count under the RTOR sign. For these 10 in-
tersections, the RTOR usage (RTOR volume of total
right turns) varied from a tow of 9.2 percent to a high
of 35.8 percent; the average was 24.4 percent. For the
same 10 intersections, the average RTOR usage was
19.9 percent under the sign rule. Although statistically
inconclusive, it appears that there were ferver RTOR-
related accidents under the general rule than under
the sign rule, even with a higher percentage of RTOR
maneuvers. This reduction in RTOR accident fre-
quency rvas probably due more to driver experience
with the maneuver than to the degree of safety under
either rule.

LOS ANGELES

Los Angeles has allowed RTOR at all intersections
unless otherwise posted since 194?. RTOR is rarely
prohibited in Los Angeles; in fact, out of approximately
3300 signalized intersections where right turns can be
made, only 33 (1 percent) have a no-RTOR sign on one
or more of the approach legs.

For several years, the city has had a compuierized
traffic accident information system that has a wide range
of accident-analyzing capabilities. Included in the sys-
tem are not only accident data but also geometric, signal
control, and traffic volume data. As a matter of pro-
cedure, RTOR accidents are coded into the computerized
record system from the accident report. With this in-
formation it was possible to conduct a finer analysis of
RTOR accidents throughout the city. This analysis rvas
based on accident files for 19?3 and 1974. All RTOR
accidents were identified by a computer sorting routine
in the Los Angeles Traffic Engineering Department. The
accuracy of RTOR accident reports would therefore de-
pend on the reliability of police officers making the re-
port and the clerk coding the accident into the computer
file.

For 1973 and 1974 a total of 28? accidents were
identified as belng RTOR retated. This figure repre-
sents only 0.69 percent of all 41 316 accidents that oc-
curred at 3235 signalized intersections where RTOR can
legally be made.

Table 7 shows the comparison of the RTOR accidents
with all signalized intersection accidents for various
classifications. With respect to severity, it rvas found
that there were no fatal accidents involving an RTOR
vehicle. However, nearly 50 percent of the reported
RTOR accidents involved an injury, as i6 the case for
all intersection accidents. The percentage of injury
accidents is high because as many as two-thirds of all
property-damage -only (PDO) accidents go unreported
(the California vehicle code specifies that all accidents
valued at $100 or more shall be reported, but this
requirement is not commonly linown or heeded).
There were no doubt more RTOR accidents than the
28? identified in this analysis. However, it is likely
that RTOR accidents as a percentage of total acci-
dents would be nearly the same as 0.69 percent,
since PDO accidents at other intersections also go unre-
ported.

The accidents were categorized into seven types as
noted in Table ?. It was found that, of the 2B? RTOR ac-
cidents, 54 (18.8 percent) involved a pedestrian. When
compared to the total of 1487 pedestrian accidents oc-
curring within a 30-m (100-ft) distance of the signalized

14.6
12.5

0.0

48 55 ',t

16182
110

Accident Category

No
RTON
lg't2

RTON
with
Sign
19?3

hìcreâse
or Percentage
Dccrease Change

NT
NTOG
RTOR
Pedestrian
RTOG pedestriarì
RTOR pedestrian

Totâl

91
91

138
llr
27
57

6
5

936

+47
+20
+27
+1?
-1

rttt

51.6'
22.Q',

42.5

]n't
13-3'

40
7

:
826

ôSt¿t¡st¡cally significant at 95 Þercent conlidence level.

Table 6. Accidents at 78 Chicago intsrsections.

Accident Category

No
RTOR
t972

RTOR
with
Sign
l9?3

RTOR
Without
Sign
1914

RT
RTOC
NTOR
Pedestrian
RTOC pedestriâJt
RTOn pedestrian

Total

nT,/total, I
nron/totat, I
RTOR/RT, É
Pedestrian/totat, I
RTOG pcdestrian/total pedestrial, I
RTOR pc(lcstrian/total pedestrim, I

65 103 101
65 79 80

-242129 47 24
563

:_56
618 ?09 694

10.5

4.7
n.2

14.5
3.4

23.3
6.6

12.8
10.6

14.6
3.0

20.8
3.5

12,5
25.0
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Table 7. Los Angeles RTOR accidents versus all
signalized intersect¡on accidents 1197 3-197 4ì.,

Total IntcrsectioD
Accidents RTOR Accidents

Classification Number Percentage Number Percentage

Accident sevcrity
F¡tal
PropeÌty damage
¡¡ìjury

Accident tyÞe
Pedestriatr
Run off road, overturned, ¡rarkcd

vehicle, fixed object, other norì-
collision

Right turn all types
Left turn all types
Right anglc, r'car c¡ìd, siclcsrvi¡rc,

head o¡r
U-turÌr or other ¡rultivehiclc
Alley

Lighting conditions
Day
Dusk or dâìvn
Dark

Street type
Local- local
Collector- locâl
Collector- collector
Mirìor arterial- local
Minor arteriâl-collector
Mirìor arteriâl- tììirìor arteÌial
Principal arteriâl-local
Principal arteriâl-collector
Principal arteriâl-minor arterial
Principal artcrial-¡:rincipal
arterial

Number o[ legs
3TorY
4
>4

Signal operatioÌ
'lwo plìase
Thrcc phasc, leading lcft
Three phâse, laggiÌg teft
Multiphâse

154
19 ?96
22 474

1 48?

5',t28
407

I 969

21 ?98
2 14',1

880

28 374
754

13 296

413
49

116
433
818

1 124
4 8?0
5 620

l0 ?08

t8 224

3 651
32 70't
4 963

3? 338
2 393

'124

1 943

66.9
1.8

31.3

1.0
0.1
o.2
1.0
1.9
2.6

1 1.5
13.4
25.3

43.0

8.8
79.2
12.0

88.0
5.6
1.8
4.0

0.4
46.6
53.0

3.5

13.5
1.0

23.5

51.3
5.1
2.1

U

144
143

54

23
94

4

63
49

0

22'l
1

59

4
1

1

2
J
,|

25
35

132

2l
220

243
24

3
t7

0.0
50.2
49.8

I 8.8

8.0
32.8

1.4

22.0
1?.0
0.0

?9.1
0.3

20.6

1.4
0.3
0.3
0.?
1.0
2.4
8.'t

12.2
26.8

46.0

80.3
12.0

84. ?

8.4
1.0
5.9

intersections, the RTOR pedestrian accidents account
for only 3.6 percent. However, the 18.8 percent is
significantly greater than the 3.5 percent for all pedes-
trian accidents compared to all intersection accidents.

As expected, the remaining distribution of RTOR
accident types is dissimilar to that of all intersection
accidents, since an RTOR accident is commonly coded
as a right-turn accident, In this case, nearly 33 per-
cent of aU the RTOR accidents were classified as right-
turn accidents. However, the true percentage was
probabty higher, because of the many RTOR accidents
identified in the other categories. It is interesting to
note that, of 407 accidents classified as right turn all
types, 94 (23 percent) involved an RTOR accident.
RTOR volume data r,vere not available for Los Angeles,
but in Berkeley Ray found an average of 18 percent of
the right-turn volumes were RTOR maneuvers (4). If
tve assume that this percentage is applicable to Los
Angeles, then it would appear that RTOR accidents as a
percentage of all right-turn accidents (23 percent), white
slightly higher, is similar to the RTOR volume per-
centage.

The accidents were classified into three lighting
conditlon periods: day, dusk or dawn, and dark (street
Iights and no street lights). The results show a sta-
tÍstically signif icantly higher percentage of RTOR acc i-
dents during daylight than of all accidents, meaning that
RTOR is no more dangerous at night than in day, and,
therefore, there would be no reason to prohibit the
movement during the night.

Table 7 also gives the accident distribution by street
type (local, collector, minor arterial, and principal

arterial). RTOR accidents occulred at intersections of
diJferent street types in nearly the same proportion as
total intersection accidents. The greatest spread in
percentages was for the principal arterial-principal
arterial (43 percent for all versus 46 percent for RTOR
accidents), but this difference is not statistically sig-
nificant (chi-square, one-way classification). The
greatest number of RTOR accidents occurred at the in-
tersections of two principal arterial roadg, which is
probably a direct function of the tra-ffic volumes.

Another breakdown of accidents was by the number
of approach legs to the intersection (three T or Y, four,
and more than four). Of course, the vast majority of
both RTOR and all accidents occuned at four-legged
intersections, but, somewhat surprisingly, the per-
centage distributions are nearly identical. However, note
that 12 percent of the RTOR accidents occurred at in-
tersections with more than four approaches. Many of
the no-RTOR signs are installed at these types of ap-
proaches, but as a general rule the city does not prohibit
RTOR at this type of intersection.

Still another classification was by signal operation
mode. The many modes were group€d into four types:
two phase, three phase with leading left, three phase
with lagging left, and multiphase. The purpose of this
classification tvas to determine if complex signal phas-
ing had any effect on RTOR accident frequency. Once
again, the two percentage distributions are comparable
and not statistically different. The majority of RTOR
accidents, nearly 85 percent, occurred rvhere there was
a simple two-phase signal operation.

The final comparative accident distribution analysirs

I
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Table L RTOR accidents at several locations.

RTOR Pedestriân Accidents

RTOR Rule Locâtion

Signalized lnter-
Intcr- scction

Study Year sections Accidents

nTOn Accidents

Number Percentage

Pedes-
t ri a¡r

Accidents Number

Percentage Percentâge
of Pedestriarì of RTOR
Accidents Accidents

| 8.8
0
0

28.6
33.0

?.9
15.4
0
0
0

18.5
0
0

3.6
0
0

25.0
29.0

0
0
0

ö. Õ

0
0

148? 54
125 0
18 0
246
14 4

20
2
0
0
0

5?5
0

l0

28'.t 0.?0
50 0.?0

21 3.0
12 0.4

253 0.5
13 0.7
I r.3

lt 2.2
I 1.3

z',t 2.9
11 2.1
16 3.3

694
3 328

52 677
1 ?56

?00
49?
600

936
415
4'.t8

41 316
? 431

Generâlly
permissive

Sign
pernrissivc

Los Angeles
Denver
Dallas
Chicâgo
San Francisco
Portland
Jacksorìville
Dacle County
Ornaha
Salt Lakc City

Chicago
Columl¡us
VirgiDia

l9?3-19?4 3235
t9?4 1059
19?3- 19?4 1000
t9?4 ?8
1953- 1955 't5

405
to

l9?1- 19?2 26
24

l9?3 95
t9?3 12
l9?3 29

Table 9. RTOR injury acc¡dents versus all
intersect¡on injury accidents.

Injury

Total Nurnber PèrceItage

RTOR Injury

Locâtion Pc Ìcentâge

Colorado
Denve r
Los Angeles
Vi rgitriâ

35 510
? 431

42 424
 '.t8

7 870 22
1 555 21

22 474 53
86 18

11 14
24

143 50
16

80
50

287
16

was a classification of pedestrian accidents by actions,
that is, whether the pedestrian was crossing the inter-
section legally with the signal or illegally against the
signal. Below we show the number and percentage of
pedestrian accidents occurring as pedestrians crossed
with or against the signal.

Accident Crossing With Signal Crossing Against Signal

Category Number Percentage Number percentage

Ail 896 83 187 17
RTOR 53 95 3 5

The total number of accidents does not equal that noted
in the table because some accidents could not be classi-
fied in either category. In nearly all the RTOR pedes-
trian accidents, the pedestrian was crossing the in-
tersection with the signal, presumably in the crosswalk
immediately in front of the RTOR velticle. Only three
accidents involved an RTOR motorist hitting a pedestrian
crossing against the signal, in this case presumably on
the crosswalk. By contrast, for all the pedestrian ac-
cidents there were more involving the pedestrian cross-
ing against the signal.

The next analysis was to examine more closely those
intersections where RTOR accidents occurred. The
287 identified RTOR accidents for the 2-year period oc-
curred at 267 intersections throughout the Los Angeles
a;tea.. These intersections represent only 8 percent of
the 3235 signalized intersections where RTOR can be
made. Only 1 intersection had 3 RTOR accidents during
the 2-year period and 18 had 2 accidents, with the re-
maining 248 accidents occurring at different intersec-
tions.

It was not possible to make an on-site investigation
of each site, but those intersections where more than
one RTOR accident occurred were field checked for any
palticular feature that may have caused these intersec-
tions to experience more than one RTOR accident. Fac-
tors considered rvere number of approach lanes, num-
ber of cross-street lanes, average speeds of cross-

street traffic, cross-street volume, sight distance,
pedestlian activity, and parking on cross-street ap-
proach.

If these intersections were particularly hazardous for
RTOR movements, then logically they slrould have had
some common geometric or operational feature. How-
ever, all the factors were found to vary widely, Ap-
proach lanes varied from one to five and cross-street
through lanes from one to four. Surprisingly, none of
the intersections had cross-street speeds greater than
72 km/h (45 mph), and most were between 40 and 64
km/h (25 and 40 mph). Cross-street volumes ex-
pressed in 24-h ADT also ranged considerably from
2000 to 3õ 000. Although sight distance measurements
were purely subjective, only two intersections were
noted as having restricted (poor) sight distance.

SUMMARY OF RTOR ACCIDENT
EXPERIENCE

The preceding sections discussed RTOR accidents at six
different locations. As noted in the introductory re-
marks, each study was different in scope and method-
ology. Nonetheless, the results of the separate analyses
can be synthesized to provide some general observations
regarding the accident problem associated with RTOR.

RTOR Accident Frequency

From the results of our accident analysis and those re-
ported by others, it appears that RTOR accidents are
very infrequent. Shown in Table I are tlte overall RTOR
accident statistics for 13 different locations using data
developed in this study and reported by other re-
searchers. The percentage of RTOR accidents (all
types) to all accidents occurring at the speci-fied num-
ber of signalized intersections for the generally per-
missive rule range from a low of 0.4 in San Francisco
in a 1953 to 1955 study by Ray to a high of 3.0 for the
?8 test intersections in Chicago; the weiglrted average
is 0.61 percent (.4).



,T4

For the three locations with the sign-permissive
rule, there was less variability in the RTOR percent-
age statistics; the lowest figure was 2.7 percent for
Columbus, Ohio, and the highest was 3.3 percent for
the 29 locations in Virginia. The weighted average is
2.95 percent, which differs considerably from the 0.61
percent for the generally permissive rule states. This
disparity might indicate that the sign-permissive rule
is more dangerous than the generally permissive rule.
However, this conclusion is not statistically cotrect,
because the sample size was so much smaller for the
sign-permissive rule than for the generally permis-
sive. AIso, in each of the three sign-permissive rule
locations, the RTOR accident statistics represent
initial experience with the maneuver. One might expect
that RTOR accidents would decrease in frequency as
motorists becamq more familiar with its operation.

Also included ih Table B are the RTOR pedestrian
accidents shown as a percentage of all pedestrian ac-
cidents and as a percentage of all RTOR accidents. For
the first of the two statistics, there was a wide vari-
ability rvith a low of 0.0 percent found in five different
locations with the generally permissive rule to a high
of 29 percent found in Rayrs study in San Francisco.
The weighted average is 3.?5 percent, which was
strongly influenced by the Los Angeles data. For the
second statistic, it was found that where there were
some pedestrian RTOR accidents the percentage ranged
from ?.9 to 33.0 with a weiglrted average of L4.7,

For the sign-permissive rule, only Chicago pro-
vided any significant data showing that B.B percent of
all intersection pedestrian accidents are related to
RTOR, and 18.5 percent of all RTOR accidents involve
pedestrians.

Before -arrd-After RTOR Comparisons

It was feasible to make only limited comparisons of
accident statistics before and after RTOR, and the re-
sults obtained rvere mixed.

In Chicago, total accidents, right-turn-related ac-
cidents, and pedestrian accidents all rose at the 95
study intersections âfter sign-permissive RTOR was
instituted, but there were only 2? accidents involving
RTOR vehicles (or about 3 percent) out of a total of
936. Moreover, total intersection accidents citywide
in Chicago rose that same year by nearly the same
percentage as the 95 study intersections where RTOR
had been instituted, so it is difficult to attribute much
of the increase at the study locations to the change in
RTOR rule. Chicago then switched to the generally
permissive RTOR rule, and at ?B intersections that
previously had sign-permissive RTOR not much change
occurred in overall accident frequency. However,
pedestrian accidents dropped sharply, more than off-
setting the rise in accidents in the previous year under
the sign-permissive RTOR rule.

A similar study was conducted at 29 intersections in
Virginia, where a change was made from no RTOR to
the sign-permissive RTOR. Yearly total accidents
decreased slightly from 492 to 4?8 (statistically sig-
nificant), but this decrease cannot be attributed to the
change in the RTOR rule. Right-turn accidents rose
insignificantly from L9 to 24, 16 of which involved
RTOR maneuvers. Only one of the RTOR collisions
resulted in an injury, and none involved pedestrians.

In Dallas the generally permissive RTOR rule was
adopted in August 19?3 as part of the statewide change,
but it was feasible to study only the effects on pedes-
trian accidents. Comparing the l-year periods before
and after the RTOR rule change, pedestrian accidents
increased sli ghtty (but statistically ins ignif icantly)

from 16 to 18. During both the year before and the year
after the RTOR rule change only one pedestrian accident
involving a right-turning vehicle occurred, and there
was no indication of whether RTOR maneuvers rvere in-
volved.

RTOR Accident Severity

Based on the results of the accident analyses, RTOR-
related accidents are less severe than the average inter-
section accident. For the six locations studied, there
were no fatalities as a result of RTOR accidents.

Table 9 shows the percentage of RTOR injury acci-
dents compared to all injury accidents at signalized in-
tersections (10). In each case the percentage of RTOR
injury accidents was smaller than that of alt injury ac-
cidents. The high percentage for Los Angeles (50 per-
cent) is explained by the many PDO accidents that go
unreported.

RTOR accidents also tend to have less property
damage compared to all intersection accidents. For ex-
ample, in Virginia the average amount of property
damage (as reported) was $538 for all accidents com-
pared to only $229 for RTOR accidents. This latter
figure compares favorably with the average property
damage of $218 for RTOR accidents reported in Colorado.

RTOR Accident Types

Several distinct types of accidents appear to be associ-
ated with RTOR. Illustrated in Figure 1 are four prom-
inent types of RTOR conflicts: rear end, opposing
left turn, cross street, and pedestrian.

The most common RTOR accident type occurs
when an RTOR vehicle collides with a vehicle mov-
ing on green on the cross street (Figure 1a). Sixty-
five percent of the reported RTOR accidents in the
studies could be categorized under this type, which
usually occurs when an RTOR motorist either fails
to see the approaching vehicle or perceives a wider
gap than is required to make a safe maneuver.
These accidents are usually caused by driver error,
although limited sight distance can be a contributing
factor.

Another frequent type of RTOR accident involves an
RTOR vehicle colliding with a vehicle making a left turn
from the opposite approach on a left-turn phase (Figure
1b). Of all RTOR accidents, 18 percent were of this
type. In this situation, an RTOR motorist looking to
his or her left for oncoming cross-street traffic may
not be aware of a conflict with left-turning vehicles
moving on a separate phase. This conflict can be more
serious if there is only one lane to turn into. Where
there are multiple departure lanes, the turning vehicles
can avoid collision. The accident forms, however, in-
dicated that these types of accidents occurred with
multiple lanes as well as with single departure lanes.
Prohibiting RTOR at all locations with a left-turn phase
should preclude these accident types from occurring.
However, because of the randomness and infrequency
of these accidents, it would not be practical to prohibit
the movement at all such locations.

The third type of RTOR accident is the rear end
(Figure 1c). These occur when a vehicle in the process
of making an RTOR stops abruptly and is hit in the rear
by the following vehicle. This type of accident accounted
for 5 percent of all identified RTOR accidents. Because
these typically result from driver error, there does not
appear to be any way to eliminate them.

The fourth major type of accident is an RTOR vehicle
hitting a pedestrian crossing the intersection. As shown
in Table 8, the percentage varied widely from 0 to 33
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percent. In most cases, the pedestrian was hit rvhile
crossing on green in the crosswalk immediately in
front of the turning vehicle. However, in a ferv in-
stances a pedestrian was hit while crossing on a red
signal (which is illegal in most states) in the cross-
walk on the lane the vehicle is turning into.

In addition to these four major types of RTOR acci-
dents, there were two others that were very in-
frequent.

1. Two RTOR vehicles sideswipe. Sometimes two
vehicles collided while making an RTOR simulta-
neously when there rvere double right-turn lanes, or
when one of the vehicles used the shoulder.

2. The RTOR vehicle induces an accident. In two
cases the RTOR vehicle, although not involved in the
accident, created a situation that resulted in an acci-
dent. Once the cross-street vehicle collided with
another cross-street vehicle to avoid hitting the RTOR
vehicle. In another case (which happened in Ohio and
was brought to our attention), the RTOR vehicle ap-
parently induced a follorving vehicle to cross the inter-
section on red resulting in an accident with a cross-
street vehicle coming from the opposite direction. This
latter accident resulted in a fatality, the only one dur-
ing the rvhole course of study.
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Abridgme nt

Every driver has experienced the anxiety of approach-
ing an intersection as the signal turns yellow. The
driver must then decide quickly whether to stop or to go
through before the signal turns red, The change period
is one of the most important and least studied intervals
of the signal cycle.

This investigation has a threefold purpose: to pro-
vide an understanding of driver characteristics during
the yellow interval, to determine the abitity of drivers
to stop in time, and to present a method for determining
the length of the clearance interval for urban intersec-
tions. The data collected in this study of one intersec-
tion help ansvrer the following questions: What do
drivers do when the signal changes to yellorv? How fast
a deceleration rate will drivers accept when the signal
changes to yellow? How long should the clearance period
be to satisfy the drivers' needs ?

REFERENCES

W. Marconi. Right Turn on Red-One View. Traf-
fic Engineering, May 1973, p, ?,
R. L. May. RTOR: Warrants and Benefits. Pur-
due Univ., Joint Highway Research Project 74-t4,
Aug. 1974.
M. B. Meyer. Right Turn on Red Signal Study.
Cedar Rapids Traffic Engineering Department,
Iowa, Aug. 19?0.
J. C. Ray. The Effect of Right-Turn-on-Red on
Traffic Performance and Accidents at Signalized
Intersections, Institute of Transportation and
Tra"ffic Engineering, Univ. of California, Berkeley,
student research paper, May 1956.
Review-Right Turn on Red. Wichita Traffic
Engineering Division, Kansas, Aug. 1971.
Right Turn on Red. Committee 3M(65), ITE, May
1968.
Right Turn on Red Accident Study. Office of Traf-
f ic E ngineering, Minnesota Highway Department,
Final Rept., 19?1.
M. R. Parker, R. F. Jordan, Jr., J. A. Spencer,
M. D. Beale, and L. M. Goodall. Right Turn on
Red. Virginia Highway and Transportation Re-
search Council, Report to the Governor and Gen-
eral Assembly of Virginia, Sept. 1975.
Some Right-Turns-on-Red Facts. Oklahoma City
Department of Traffic Control, Nov. 19?1.
H. W. McGee. Right-Turn-on-Red: Current
Practices and State-of-tlte-Art. Federal Highway
Administration, Rept. FI{WA-RD-75-5, Oct. 1974.

Publication of this paper sponsored by ComÌnittee on Traffic Control
Devices.

RESULTS

Probability of Stopping as a Function
of Distance

At the intersection studied, 816 close-decision vehicles
were recorded. The probability of stopping was plotted
against the cube root of the distance from the stop line
at the instant the signal turned yellow, and the results
are shown in Figure 1.

The total distribution was stratlfied in order to obtain
distributions of the probability of stopping for vehicle
speeds of 16.1, 24,L, 32,2, and 40.2 km/h (10, 15, 20,
and 25 mph). From these distributions the probability
of stopping given distance from the stop line was deduced.
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10.

Driver Behavior During the Yellow
I nterval
William L. Tüilliams, Office of Development, Federal Highway Administration
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The resulting distributions are shown in Figure 2,
which gives a series of dista¡rce values that cor-
responds to a certain probability level for the speeds.
The log of the velocities was plotted against the cor-
responding distances by using a constant probability of
stopping. The results are shown in Figure 3, which
reveals a linear relationship between distance from the
stop line and the log of approach velocity, The theo-
retical relationships denoted by the straight lines in
Figure 3 were replotted on rectangular coordinate graph
paper. The result, shown in Figure 4, reveals the
curvilinear relationship between distance and approach
velocity rvhen plotted as a function of the probability of
stopping. The curves give results when 15, 50, 80,
and 95 percent of stops are successful.

Potential time is that required for a vehicle to reach the
stop line a.fter the signal turns yellow, assuming a
constant velocity. Figure 5 shows the probability of
stopping as a function of potential time.

Deceleration Rates

In order to obtain the maximum deceleration rates ac-
ceptable to drivers having a choice of either proceeding
through or stopping, the sample of stopping vehicles
was stratified to represent only tlre vehicles that stopped
most quickly. Several stopping vehicles were observed
during each cycle, but the sample rvas stratified to
include only the vehicle that stopped first. At the inter-
section studied, 166 first-to-stop, close-decision ve-
hicles were recorded. The resulting distribution is
presented in Figure 6.

Ability to Stop

Figure ?, a curve representing the probability of stop-
ping as a function of deceleration, shows that half the
drivers chose not to aqcept a deceleration rate faster
than 2.8 m/s' (9.1- 1t/s2), a fifth did not accept a rate of
2.L m/s2 (7.0 ft/s2), but a tenth did accept a rate over
4,9 m/s2 (to.o ttls').

Method of Determining Length of
Yellow Interval

There are two basic conditions that must be considered
r¡rhen the yellow interval is timed: when a driver will
choose to stop and when a driver will choose to go
through an intersection. It can be shown that the re-
quired length of the yellow interval can be computed by
evaluating the terms of the following general equation
(derivation not included).

y=R+(V/2a-)+ t(W+ L)/Vl - [K+(2dia+)%] (l)

driver decision and reaction time (1.t/s) (Ð;
85 percentile approaclt speed;
deceleration accepted 85 percent of the time
L2.o m/s' (6.5 ftl;'z) from^Figure ?J;
distance from stop line to the line where the
vehicle is shadowed;
tength of vehicle [5 m (1? ft) for automobilesl;
rea-ction time of cross-flow traffic (0.¿ s) (L
p. 23);
distance bet\¡¡een vehicles and cross-flow traJ-
fic; and

a+ = maximum acceleration of cross-flow traffic
14.9 m/s2 (16.0 ftls'¿)1.

Or, Y equals decision time plus deceleration time plus
clearance time minus cross-florv acceleration time.
The parameters of this equation for the intersection
studies are shown in Figure 8.

INTERPRETATIONS

An approximate mathematical model for the probability
of stopping (P.) that adequately describes driver be-
havior during the yellorv interval is as follorvs:

p5=(1720x l0'aD2) -(257.4 x l0-sD3) (2)

where D is how far back from the stop line a vehicle
is at the instant the signal turned yellow. P" is a per-
centage. This equation can be used in conjunctlon with
computer simulation.

Probability of Stopping as a Function
of Velocity

Figure 3 shows that for a given probability the relation-
ship between approach velocity and distance from the
stop line is logarithmic. The equation for the straight
lines in Figure 3 relating velocity and distance for a
constant probability of stopping was found to be

l)=mlosV-b (3)

where D is distance from stop line, V is velocity, m is
constant, and b is constant.

In Figure 4 the equation for the curves that relate
velocity and distance was found to be

V=(t0t)¡¡)(lob/nr)

Figure 5 shows that, when the signal turns yellow, out
of 100 vehicles having a potential time of 1.9 s,15 stop-
ped. Vehicles having a potential time of 2.9 s have a
fifty-fifty chance of stopping or going through. At a
potential time of 5.5 s, 5 out of 100 went through, and
95 stopped. Figure 5 also shorvs that 37 percent of the
drivers entered the intersection after the yellow in-
terval ended þotential time of 3.2 s). Fifteen percent
entered 1 s after the red interval began þotential time
of 4.2 s), and 5 percent entered 2.2 s a-fter the red. The
observation that 37 percent of the vehicles entered and
crossed the intersection after the beginning of the red--,.
interval makes it clear that the existing yellow inteival
at the intersection of 3.2 s is inadequate.

CONCLUSIONS

Driver Cha¡acteristics

At the intersection studied, 3? percent of the vehicles
entered and crossed the intersection after the 3.2-s
yellow interval. Eighty-five percent of theclose-decision
drivers chose both to stop at the intersection \¡/hen they
were farther than 30.5 m (100 ft) from the stop line at
the instant the signal turned yellow and to go through the
intersection rvhen they were within 13.1 m (43 ft) of the
stop line. At a distance of approximately 20,4 m (67 ft)
from the stop line, 50 percent of the close-decision

(4)

where

ft=
v=
à-=

w=

l¡=
K=

d=

as a Function

Probabilitv of StoppinE as a Function
ntial Time
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Figure 1. Probability of stopping during yellow ¡nterval.
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drivers stopped, and 50 percent went through.

Ability to Decelerate

The average maximum deceleration rate accepted by

Figure 4. D¡stance of vehicle from stop line and approach velocity as a
function of percentage stopping.
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Figure 7. Probability of stopping during yellow interval versus accepted
decelerat¡on rate.
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calculated to adequately serve dt'ivers' needs and to
meet law en-forcement purposes by using Equation 1.

It should be noted tlnt the time calculated from this
equation is that needed for clearance. This can be
provided by the yellow interval in combination with an
all-red interval. Using this technique, a city or county
can standardize the length of the yellow interval (say,
3.6 s for 60-s cycle phase) and provide additional
clearance time rvith the all-red interval. If this equa-
tion is to be correctly applied, engineers should con-
duct field studies in their own locations to determine
local values for the unknowlt parameters,

The reader should note that the terms of Equation 1

are not new and that various permutations of them have
been recorded in the literature since 1929 (f . f ne

value of Equation 1 is that it is theoretically correct
and ineludes all parameters involved in the clearance
decision. Engineers should develop probability of
stopping versus time charts similar to Figures 1-?
for their own cities. In this way the decision time
tR + (V/2a-)l can be computed by how drivers actually
behave in the area being studied. The time deduction
for cross-flow acceleration needs to be applied witlr
caution, and a value of zero should be used if light
jumping is possible (yellorv interval visible to rvaiting
traffic ).
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the vehicles stopping most quickly is 2.0 m/sz (9.7 \t/s'z),
Drivers confronted with a close decision during the
yellow interval will accept a deceleration rate of 2.0

^/"' ß.5 ft/s'z) 85 percent of the time.

Method of Determining the Length of
the Clearance Interval

The minimum lenglh of the clearance interval can be

1.
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Optimization of Pretimed Sign alized
Diamond Interchanges
Carroll J. Messer, Daniel B. Fambro, and Stephen H. Richards,

Texas Transportation Institute, Texas A&M University

This paper describes a computer program that can determine the best
strategy for a pretimed signalized diamond interchange to minimize the
average delay per vehicle. This program, PASSER lll, is one of a series
of signalization programs developed for the Texas State Department of
Highways and Public Transportation. All basic interchange signal phas-
ing sequences, including all possible patterns from lead-lead, lag-lead,
lead-lag, and lag-lag phasings, are evaluated by the program. lnterchange
performance is evaluated by using average vehicle clelay; exterior delay
¡s calculated by Webster's delay equation; and interior delay is deter-
mined from deterministic delay-offset techniques. Minimum delay anal-
yses of 18 sample problems were made. Many signalization phasing pat-
terns were found to provide optimum operat¡on over the set of prob-

lems evaluated. While four-phase overlap and three-phase tim¡ng plans
were normally found to provide good operation, other signalization pat-
terns may produce even better operation.

The signalized diamond interchange is a critical facility
for providing high performance levels along urban free-
way corridors. Efficient movement of traffic through
the i¡terchange and the quality of service plovided
motorists depend to a large measure on the type of
signalization used. Horvever, there seem to be di-f -



ferenees of opinion regarding the best way to signalize
a diamond interchange. This is probably because no
efficient methodology for analyzing the problem has
been proposed, although numerous researchers have
made significant attempts at providing guidelines for
improv ing diamond interc hange si gnal ization.

This paper describes a computer program that can
determine the best strategy for a pretimed signalized
diamond interchange to minimize the average delay per
vehicle. This program, named PASSER III, is one of
a series of signalization programs q, Ð developed for
the Texas State Department of Highrvays and Public
Transportation.

Munjal Q) presented a systematic discussion of
diamond interchange signalization, and he and
Fitzgerald (4) reported on diamond interchange simula-
tion programs. Much discussion in the literature has
addressed the relative merits of four-phase overlap
signalization compared with other types of phasing pat-
terns. One paper (!) has contributed to this discussion
and, perhaps, to the confusion. We hope that our paper
will provide a tool that can be used by traffic engineels
to accurately analyze their interchange problems and
that can eliminate the need to relyotrdebatable guidelines.

The basic problem is how to determine, for a given
set of tlaJfic demands, tlre best pattern for pretimed
signals at a diamond interchange. If the traffic volumes
are those presented in Figure .1, Poisson arrivals are
assumed for exterior traffic flow. All arterial through
movements and frontage roads have two-laneapproaches,
rvhereas the tr,vo interior left-turn volumes are serviced
by one-lane left-turn bays of adequate storage capacity.
All geometries and volume assumptions are arbitrary.

SIGNAL PHASING

Let us now look at the left intersection of a diamond in-
terchange shown in Figure 2 and see how many di-fferent
signal phases with no conflict among movements this
intersection can have. Phase A is when the off-ramp
and the left-turn traffic from the arterial are stopped
and the straight through traJfic is moving. Phase B
results when the traffic from the off-ramp is given a
green signal; all other movements at this intersection
must be stopped at this time. Phase C occurs when
the outbound arterial left-turn traffic is given a green
signal, and all the incoming conflicting traffic feeding
the diamond at this intersection stops. There are no
additional phases at this intersection. There are only
three similar phases on the right intersection of the
interchange; these form the basis for all the possible
phasing patterns. Any phases for pedestrians, as well
as the amber phases for motorists, have been excluded
from these and from all phasing patterns discussed in
this paper.

Munjal (Ð has shown that the phase order of left
and right intersections can be ABC or ACB independently
of one another. Order ABC was called leading left turns
and order ACB lagging left turns. Thus there are only
four possible basic interchange phasing codes (sequences)
that can be generated (Figure 3). Munjal's equivalent
descriptions are as follows:

Left Right
Phase Phase Phase Munjal's
Code Order 9_49! Description

ABC Lead-lead
ABC Lag-lead
ACB Lead-lag
ACB Lag-lag
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neer might devise can be developed by using these basic
phase codes and then varying the offset between the two
intersections from zero to one cycle length. In this
paper, the offset is defined as the time difference in
seconds between the start of left basic phase A and the
end of right basic phase B.

An example of how an interchange signal phasing
pattern results from a given interchange phasing code
and offset is presented in Figure 4. Phase code 1 and
an arbitrary offset have been selected,

SIGNAL TIMING

Signal green times are usually calculated independently
of the interchange phase code selected by PASSER III
as iJ the two intersections were also independent of one
another. It is possible to override this basic opelating
procedure and force selected movements to have equal
green times, although this reduces the efficiency of the
interchange. One other exception is permitted, the
four-phase with overlap signal calculation require-
ments (!).

The green times of phases A, B, and C of Figure 2
are calculated, in the independent mode of operation,
using Webster's formula (6):

C=(y/Y).(C-L')+L (l)

where

G = phase green on approach (s);

Y = q/s;
q = approach volume (vehicles/s);
s = approach saturation flow (vehicles,/s green);
Y = sum of all y at intersection;
C = cycle length (s);
L = intersection lost time; and

L/ = sum of intersection phase lost times (s).

Messer and Berry Q) have shown that a formula similar
to Equation 1 should be used to calculate green times
for four-phase overlap signalization (a special case of
interchange phase code 1). In this case, green times
on the four external approaches to the interchange are
calculated from

G=(y/Y).(C+0-L')+L (2)

where G is the green phase on exterior approaches in
seconds and ø is the sum of interchange overlap (travel
times) in seconds.

EXTERIOR DELAY

The performance of a diamond interchange is evaluated
primarily on the basis of average delay for all vehicles
using the interchange. At the beginning of the analysis
procedure, delays on the four exterior approaches to
the interchange are first calculated by Websterts delay
equation (9)

d = tC(l -À)rllt2(l -Àx)l+[x,/[2q(l -x)lJ -0.65(C/nz¡%*{z+str) (3)

where

d = average vehicle delay for exterior approach
movement (s/vehicle);

q = approach movement flow rate (vehicles,/s);
¡ = proportion of cycle green for approach move-

ment; and
x = signal saturation ratio, qC/gsi I = G - L (s).

1 ABC
2 ACB
3 ABC
4 ACB

All of the possible signal phasing patterns that an engi-
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A total of 14 separate exterior movements are
analyzed for delay, I for each identifiable turning move-
ment from the exterior approaches. The two arterial
approaches have 3 movements: right turn, through on
arterial, and through then left turn within the inter-
change. The two ramps (frontage roads) have 4: right
turn, through, left turn then through on the arterial,
and left turn then left turn within the interchange (a
ramp U-tuln).

Figure 1. Signalization and approach volumes at a
diamond interchange.
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INTERIOR DELAY

Vehicle delays that occur within the interchange are
calculated by a version of the deterministic delay-offset
technique (?). Severat excellent papers have described
applications of this technique to signalized intersections
(g I, !Q). Documentation and validation of PASSER III
is likewise available (2).

Figure 5 (9, p. 16) Jhows how Gar.tner defined a traffic
link as a section of street carrying a traffic flow move-
ment in one direction betweentwo signalized intersections.
Delay is incur¡'ed at the downstream signal of the link
where tra"ffic exits from the link. The offset across any
link may be defined as the time difference between the
starting point of green phase A at the upstream signal
of the link and the starting point of the next green phase
at the downstream signal. A link is a directional
quantity, assuming the direction of traffic flow along it.
Gartner described the flow of traJfic through the link's
exit signal and developed the computational procedure
for obtaining a delay-offset relationship ($ pp. 13-15).

INTERCHANGE DELAY

Average delay per vehicle using the diamond interchange
is calculated by combining the effects of exterior and
interior interchange delays. For an otherwise given
set of geometric, volume, and signalization inputs, in-
terchange delay changes only as the offset between the
two intersections is varied, as illustrated in Figure 6.

Figule 6 was developed from the volume data in
Figure 1 with an assumed U-turn volume of 150 vehicles/
h on both ramps, a ?0-s cycle length and a 14-s travel
time between the two intersections. Interchange delays
were calculated by interchange phase code 1 (ABC:ABC).
Delay is observed to drop to a minimum delay value at
a 14-s offset and then to begin to rise beyond this mini-
mum delay offset. AIso shown in Figure 6 is the com-
ponent of interchange delay occurring within the inter-
change. External delay remained constant.

Figure 7 shows the variatlon in maximum queue
lengths that would occur on the interior left-turn and
through lanes for the left-to-right (eastbound) arterial
as a function of offset. Queue storage capacities,
although unlimited in all our analyses, are important
input constraints on the PASSER III program.

Figure 4. Development of diamond interchange
phasing pattern from phasing ABC:ABC and
offset.
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INTERCHANGE PHASING ANALYSES

In addition to the four basic interclrange phasirg codes,
a fiJth one was studied. This code, 14, represents a
special case of the normal code 1 (lead-Iead) interchange
phase. The phase sequences are the same for code 1

(ABC:ABC), but the four external green times are cal-
culated (see Equation 2) to total

C+2.travcltime (4)

The popular four-phase with overlap sigrìal phasing re-

Figure 5. Traffic links connecting pair of adiacent
si gnalized ¡ntersections.

I
Figure 6. Variation in interchange delay with offset
for phase code 1.
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Figure 7. Variation in maximum queue length with
offset for phase code 1.
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sults i.f the offset betrveen the two intersection signals
is selected to be the same as the travel (overlap)time (3).

The performance of four-phase rvith overlap can be -
determined in Figure 8 from the delay curve of inter-
change phase code 1A at an offset of 14 s, which, as
might be expected, results in the minimum delay for
this set of conditions. Other offsets increase the aver-
age interchange delay. It should be noted that the normal
unimpeded travel time betrveen the two intersections is
assumed to remain constant at 14 s, regardless of the
offset selected. In the real world, motorists may adjust
their travel time slightly depending on the offset. If a
queue forms on a movement in the interior of the inter-
change, a queue start-up delay or signal lost time is
also assumed to occur (11).

A comparison of the performances of two different
types of interchange phasing arrangements, 1A (ABC:
ABC) and 4 (ACB:ACB), can be made from Figure B.
Minimum delay for code 4 occurs at 0- and ?0-s offsets,
which are the same because the cycle length is also ?0 s.
A 0-s offset for 4 results in a three-plrase, lag-lag in-
terchange signal phasing pattern. In his subjective re-
view of diamond interchange signal phasing arrange-
ments Munjal Q) concluded that there are two preferred
sets of phasing patterns: four'-phase with overlap and
three-phase, lag-lag patterns. For this sample prob-
lem, tlre PASSER III outputs indicate that these two
patterns would operate well, More important, however,
is the fact that the phasing patterns that give minimum
delay can be determined.

Although interchange phase codes 1 or 1A and 4 may
be able to generate good operating conditions if the
proper offset for each is selected, there are other basic
interchange phasing arrangements that might provide
even better results. Until all of these phase codes have
been considered, the best interchange phasing pattern
cannot be selected.

An example of the performance of all five interchange
phasing codes is presented in Figure 9. For this prob-
lem, codes 1, 14, and 4 will provide relatively good
operation at their respective minimum delay offsets.
Codes 2 and 3 do not perform as \ryell as the others, and
their performance curves, in the middle range of delay
values, are not as responsive to differences in offset.
A total of 350 different interchange timing plans were
analyzed to generate the results presented in Figure 9.
A manual analysis would not be practical, and a detailed
microscopic simulatÍon may not be economical.

These delay results tend to support the previously
discussed general guidelines that the four-phase with
overlap (lead-tead) and the lag-lag are the generally
preferred signalization strategies. This general guide-

Figure 8. Performance of phase codes 1A and 4.
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Figure 9. Variation in interchange delay with offset for five phase
codes.

Table 1. Minimum delay for interchange and phase codes 1 and
1A for 50 vehicles/h U-turn volume.

Minimu¡n Intercharìge Delay (s/vehicle)

Iine may be useful, but it does not indicate which of the
two is the better. As the following study results tvill
show, the other phasing codes may operate better under
a different set of conditions.

MINIMUM DELAY STUDIES

A number of geometric, signalization, and traffic florv
studies will be presented to demonstrate PASSER III
program features and to illustrate the need for a thorough
investigation of available performance of design and
signalization options. Delay performance curves
similar to those in Figure I were developed for 18 basic
signalization problems.

Throughout the studies, we used the interchange ex-
ternal volumes in Figure 1 and held them constant.
These volumes result in erterior volume-capacity ratios
of about 0.8. The turning movement variations 'ü/ithin
the interchange allowed ramp (frontage road) U-turn
volumes of 50 and 150 vehicles,/h. A U-turn volume in
excess of 100 may be considered large (12). The three
interchange spacings selected for study ããve 6, 10, and
14-s running travel times between the two intersections.
We thought this range would include most signalized
diamond interchanges; we have successfully tested the
plogram calculations against field data from an inter-
change having slightly higher travel times (Ð. Last,
cycle lengths of 60, ?0, and 80 s were analyzed. Five
interchange phasing codes (1, 7A, 2, 3, and 4) were
analyzed for all possible offsets in 1-s increments, and
a minimum delay was then selected for each of the 18
problem sets.

Results

Minimum delay results for the 50 vehicles,/h U-turn
volume problems are presented in Table 1. Table 2
contains the minimum delay results for U-turn volumes
of 150 vehictes,/h and shows minimum interchange delay
and minimum delays for phase codes 1 and 14. The
minimum delay offsets (not shown) for phase codes 1

and 1A in all cases would provide signal phasings in the
four-phase with overlap family.

The minimum delay interchange phasing codes for
all 18 signal problems studied are given in Table 3. Our
most important finding was that every one of the pos-
sible interchange phasing codes produced a minimum
delay solution in at least one of the 18 problems studied
(determined from Table 3). As travel time increases
(the distance betrveen the ramps increases) from 6 to 14
s, the interchange phase code that provides minimum
delay also changes.

Discussion

If the results of this study are as descriptive of the real
world as we believe them to be, the varying opinions
traffic engineers express concerning the relative merits
of different diamond interchange phasing schemes seem
to have been justified. For example, a four-phase can
be better than a three-phase scheme in some cases; in
other cases three phases are better than four. However,
another phasing pattern may be better than either th¡ee
or four.

We believe PASSER III removes the guesswork from
selecting the best minimum delay signal phasing pattern
at a pretimed diamond interchange. A total of 6300 in-
terchange phasing options were analyzed to find the
minimum delay phasing codes (shown in Table 3) and
their respective interchange phasing patterns. This
analysis was done at a total computer co6t of $25 on the
local university computer system running on the lowest

Travel
Time
(s)

Cycle
Length
(s)

OptiÌnum
Phâsing Code I Code 1A

20.85
23.t'.l
2 5.68

r9.92
22.92
25.95

60
't0
80

00
't0
80

60
?0
80

b
b
6

10
10
10

t4
t4
l4

21.89
25.33
27 -8r.¡

19.35
22.22
25.42

23.95
z'.t.52
31.03

20.30
23.61
26.93

21.28
24.81
28.3 1

20.00
23.07
26,3 1

19.35
22.05
24.80

Table 2. Minimum delay for interchange and phase codes 1 and
1A for 150 vehicles/h U-turn volume.

MiDinìurìì Itrtcrchaìgc Dclay (s/vchiclc)
Travel
Time
(s)

Cycle
Length
(s)

Optimurìr
Phasing Co(le 1 Code 1A

6
6
6

l0
l0
l0
r4
L4
14

60
70
80

60
?0
80

60
70
80

22.',t'
25.O2
2',t.1r

22.t7
26.28
29.35

25.32
28.8?
31.81

26.65
29.9',1
33.?5

23.93
26.99
28.72

24.10
28.04
31.94

22.82
26,28
29.83

23.54
27.24
30.85

23.40
26.28
29.35

Table 3. Minimum delay phase codes for 18 interchange signalization
problems.

Phase Codes by U-Turn Volume
Travel Tinìe Cycle Length
(s) (s) 50 Vehicles/h 150 Vehicles/h

b
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14
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2,3
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4
4
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computer job priority level. A higher priority run (B

a.m. to s il.m.) would have cost only $100. The PASSER
III program rvill automatically select the best inter-
change phasing pattern.

Some of the literature might be interpleted to sug-
gest that four-phase with overlap signalization has
unusual advantages over other types. It is true that it
does have some good features, for example, arterial
progression, but no diamond futterchange signal phasing
pattern has mystical powers, not even four-phase with
overlap. It is simply a lead-lead phasing arrangement
that is timed to perfect progression for the front of the
two arterial through platoons. As intersection spacing
and travel time increase, the green times on the ex-
ternal movements at both intersections must be in-
creased to maintain the perfect progression of the
arterial through movements. This increase will result
in an obvious increase in external signal capacity. In-
creasing external green times reduces the signal ca-
pacity and green times of the interior left-turn phases.
În thd standãrd tead-lead phasing arrangement (code 1),
greens are split at the two intersections in proportion
to the volumes at each intersection. Increasing the
spacing does not change the green split, but progression
may not be as good. As the previous results show, it
is difficult to estimate what net effects these features
rvill have on total average interchange delay.

PERMISSIVE LEFT TURNS

A number of states have begun using the protected left-
turn phase at signalized intersections (left-turn arrow)
followed by a permissive teft-turn phase (left turn legal
on circular green if clear) in order to increase high-
volume intersection capacity. Texas has also begun
using the protected -plus -permiss ive left-turn phas ing
at some critical diamond interchanges. This type of
control effectively provides some left-turn capacity on
the arterial through phase (Figure 2, phase A). This
type of signalization may completely change preferred
phasing patterns engineers are accustomed to using
and may also change the minimum delay interchange
phasing patterns for a given signalization problem
(Table 3).

The PASSER III computer program can analyze the
protected -plus -permiss ive phas ing concept in e ither
the leading or lagging phase sequence. The effects of
opposing queues and traJfic flow are considered. A
mathematical model of this process has been developed
by Fambro, Messer, and Anderson in a paper in this
Record.

B3

An example of the reduction in overall interchange de-
lay that would occur if a permissive left-turn phase
were added to phase A at both ramp intersections can
be determined from Figure 10. In this case, an over-
all reduction in delay of approximately 2 s/vehicle
would result. A much higher reduction in delay for the
interior left-turn vehicles, rvhere the capacity is in-
creased, occurs when maximum queue lengtlr are
shortened.

SUMMARY

The results of this study show that the best minimum
delay, pretimed diamond interchange signal phasing
patteln can be estimated using PASSER III. While
signalization guidelines and preferred signal phasing
patterns are helpful, tlreir usefulness is limited and
their performance uncertain, A detailed analysis of aII
pretimed signalization options can now be performed
efficiently. 'üe hope that at least some of the issues
that have clouded diamond interchange signalization can
now be analyzed.
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Virginia's Crash Program to Reduce
Wrong-Way Driving
N. K. Vaswani, Virginia Highway and Tr.ansportation Research Council,

Charlottesville

Over a 4.year period beginning in 1970, wrong-way incidents and acci-
dents were reduced on Virginia's interstate highways by 50 percent and
on non¡nterstâte four-lane divided highways by 70 percent. However,
since 1975 an upward trend has been observed on ¡nterstate roads, while
the downward trend has cont¡nued on noninterstate roads, This paper
discusses the following engineering measures taken to reduce wrong-way
driving: using reflectorized pavement arrows on ramps, eliminating pave-
ment flares, providing stop lines across exit ramps near junctions with
crossroads, continuing the pavement edge line across exit ramps. con-
tinuing double yellow lines on two-lane divided crossroads opposite ex¡t
ramps, reducing crossover width across ex¡t ramps. adding guidance to
local drivers on new interchanges, informing the driver of the geometry
of the intersection before he or she enters it, and providing guidance for
drivers at T-intersections w¡thout a crossover.

A survey of wrong-way incidents by the Virginia De-
partment of Highrvays and Transportation and the
Virginia State Police was initiated in June 19?0 and has
continued since, except for December 19?0 to June 1971.
The data collected show that until June 30, 19?6, a total
of 114 wrong-way accidents involving 54 deaths and
120 injuries had occurred on interstate highways. In
the 167 accidents reported on other four-lane divided
highways during the same period, 33 were killed and
1?3 injured.

Fatalities and injuries caused by wrong-way driving
on interstate highways and fow-lane divided highways
in Virginia were compared with total accident fatalities
and injuries on major highrvays in the state during 19?0
to 1976. This comparison showed that although wrong-
way accidents were relatively few compared to the total
number of accidents they were exceptionally severe,
The data showed that the fatality rate per wrong-way
accident tvas 31 times greater than that for other types
of accidents on interstate highways and 10 times that
for other types on four-lane divided highways. The
data also showed that the injury rate was 2.9 times that
for other types of accidents on interstate highrvays
and 2.3 times the rate for these on four-lane divided
highways.

However, as shorvn below, the wrong-way incidents
and accidents could not be related to the total accidents
on a statewide basis for interstate and other four-lane
divided highways. Table 1 gives the vehicle kilometers,

total accidents, wrong-tvay incidents, and rvrong-rvay
accidents fol each calendar year since 19?0 for inter-
state, arterial, and primary highrvays.

These data shorv that on interstates the total number
of accidents during 19?2 was 194? billion vehicle kilo-
meters (1515/billion vehicle/miles) of travel. In 1g?B
the total dropped to 868 (1389), a decrease of 8.3 per-
cent from 19?2, which rvas possibly accomplished by the
legislation effective in June 19?2 that reduced the blood
alcohol content (BAC) level from 0.15 percent to 0.10
percent for a presumption of drunk driving and stipu-
lated a mandatory revocation of the driver's license for
a period of 6 months for persons convicted of driving
while intoxicated (DWI). Later, in December 19?2,
breath tests were introduced to make conviction for
drunk driving easier.

On interstate roads in 1973 enforcement of these
regulations sharply cut the total anticipated accident
rate. In 19?4 on the interstate highways the total num-
ber of aecidents decreased to 639 bitlion vehicle kilo-
meters (1022/billion vehicle/miles), a reduction of 26.4
percent from 19?3. This shift might have been caused
largely by the energy crisis of 19?3 to 1974 and its accom-
panyingreduction inthe speed limit to 88.5 km/h (55 mph).

As shown in Figure 1, there was aconsiderable dip in
wrong-way incidents and accidents at the beginning of
19?3, possibly because of fear of DWI conviction. Later
in 19?3 the trend reversed and did not seem tobe affected
by the new legislation and reduced speed limit. The
26.4 percent reduction in total accidents during 19?4 was
apparently not reflected in the figures for wrong-way
incidents and accidents (Figure I and Table 1).

From 19?0 to 19?3, when the total travel and acci-
dents were increasing, incidents and accidents either
remained constant or decreased. Since 19?4, rvhen
total tlavel and accidents again increased, wrong-way
incidents and accidents also tended to increase, a
reversal of the relationship between total accidents and
wrong-way incidents and accidents. Therefore there is
no apparent relationship between vehicle kilometers of
travel or total accidents and wrong-way incidents or
accidents on interstate highways.

On arterial and primary highways total travel in-
creased until 19?3. In 1974 it decreased, probably be-
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Table 1. Traff ic and wrong-way driving and accident summary.

Interstâte A¡'terifil and Pr¡nìary Highrvays

AÐnual Vehicle
Kilometert of

Yea¡' î'avel(millions)
Total Wrong-Way
Accider¡ts IncideDts

AnnuâI Vehicle
Wro[g-Way Kilometersof
Accidents Travel (millions)

TotâI Wrong-Way Wrong-Way
Accidents Incidents Accidents

19?0
19?1
1912
l9?3
t914
19?5
1976

6'.ì29
8r 33
9005
90?6
6474'
661?!

7 532
I 393
9 568

10 515
10 t9?.
10 916

t2"
13.
25
19
19

L7
t2

38"
38'
64
4l
37
42
2B¿

16 198
16 80?
t't 't94
18 081
18 286¡
18 902

35 6l? 83. 18"
3? 195 t13c 26.
40 366 135 39
39 929 100 24
35 125. 60 18
30 ?4?ù 56 31_trô

Note: I km = 0.62 m¡lc.

¡The energy cr¡sis during 1973 and 1974 rcduced the total travel. A rcduction û the sfreed limit to 88 kûì/h (55 mÞh) also accounlcd lor lelvcr total accidenrs.
Ù Effectrvc Januôry 1, 1975, the ôccident report¡ng threshold changcd froûì SlO0 to 5250.
'Junc throúgh Dcccmber.
dJanuary through Junc.

cause of the energy crunch, and began a continuing in-
crease in 19?5. The total accident rate on the arterial
and primary highways increased from 19?0 through 19?2
(as shown in Table 1), and since then has decreasld (see
Figure 2). This reduction miglrt be attributed to the
19?2 change in DWI legislation. For four-lane divided
noninterstate highways, no statistical relationship
seems to exist between total travel or total accidents
and wrong-way incidents or accidents.

From Figure 1 we see that wrong-way incidents de-
creased, during 1970 through 1974, from 3B during the
first ? months to 18 dwing the second 6-month period of
1974. For the same periods, wrong-way accidents on
the interstate system fell from 72 to 6, about a 50 per-
cent reduction.

Figure 2 shows that wrong-way ineidents from 19?0
to 19?6 decreased from 83 during the first ? months
to 22 during the last 6-month period. Wrong-way acci-
dents on the four-Iane divided noninterstate highways
simultaneously fell from 18 to 9, reductions of more
than ?0 percent in wrong-way incidents and approxi-
mately 50 percent in the accident rate during the 4-
year period.

Figures 1 and 2 also show the proportional decrease
in day and night accidents from wrong-way entries.
These data for 1974 to 1976 show very low rates both
of increase in wrong-way incidents and the accident
rate on interstate highways and of reduction on four-
lane divi.ded noninterstate highways.

The data collected from 19?0 to 1976 show that about
50 percent of the wrong-way entries originate from in-
terchanges; about 15 percent originate at crossovers
and rest stops or are associated with U-turns and median
crossings. The origins of the remaining 35 percent
are unknorvn.

On noninterstate four-lane divided highways, about
40 percent of the drivers making wrong-way entries
emerge from intersections with crossroads or exit
ramps connecting rvith interstate roads; about 25 per-
cent originate from business establishments such as gas
stations and motels; and about 20 percent originate fróm
residential areas, crossovers, beginnings of divided sec-
tions, and construction sites or are associated with U-
turns and median crossings. The origins of the re-
maining 15 percent are unlmown.

In order, therefore, to reduce wrong-way driving,
improvements have been focused on interchanges, in-
tersections, and exits from business areas. In addi-
tion, some crossovers on interstates have been closed.
U-turns, which are more common on interstates than
on other four-lane divided highways, do cause wrong-
way driving, but no preventive measures for them have
been devised.

The drunk driver compounds the problem of wrong-

way driving. A survey showed that, out of the 28?
rvrong-way drivers spotted on interstate highways, 152
rvere drunk, B5 were not drunk, and the condition of the
others was not stated. On the noninterstate four-lane
divided highrvays, 188 out of 569 wrong-way drivers
were drunk, 302 were not drunk, and tlìe condition of
the remainder was not stated. Among the 302 sober
drivers on noninterstate highways, many could have
made intentional wrong-way maneuvers to cut driving
distance (Figure 3). AIso among the sober \À,rong-way
drivers were quite a few whose responses to stimuli
were impaired because of age, sickness, medication,
or other factors,

The 19?2 Virginia legislation on drunk driving does
not seem to have reduced wrong-way driving by drunk
drivers. Figwe 4 shows that although the total number
of wrong-way incidents on interstates decreased after
June 19?2 it was the elimination of faulty matreuvering
by sober drivers rather than improved drunk driving
that caused the reduction. Figure 5, however, shows
that on noninterstate highways the decrease in the
number of wrong-way incidents was attributable to
improvements by both drunk and sober drivers. The
data do not, therefore, confirm that the change in the
law has contributed to the reduction of wong-way in-
cidents. The reduction probably resulted from other
factors such as the engineering measures and increased
public awareness of wrong-way driving.

ENGINEERING MEASURES TO REDUCE
WRONG-I¡/AY DRryING

The most significant of the many engineering measures
instituted in Virginia during the program to reduce
wrong-way driving rvill be discussed in what follows,

Reflectorized Pavement Arrowsffi
AII interstate exit and entry ramps in Virginia have been
provided with 5.6-m (18.8-ft) reflectorized direction
arrow indicators. Two arrows are placed on the exit
ramp and one on the enttance ramp, and the distance
from the tip of the arrow to the stop line on the exit ramp
varies from 1.5 to more than ?.5 m (5 to 25 ft).

Observations have shown that arrows placed close to
the intersection of the crossroad and the exit ramp are
visible to the potential wrong-way driver making either
a riglrt or a left turn onto the exit ramp as shorvn in
Figure 6; those placed beyond 4 to 5 m (13 to 16.5 ft)
from the intersection are not visible. Therefore, the
first arrow on the exit ramp should be very close, say
within 1.5 m, to the junction of the exit ramp with the
crossroad. This arrow can then be seen by the potential
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wrong-way driver during the day and at night under
low-beam headlights. The second arrow on the exit
ramp should be placed approximately 30 m (100 ft)
from the stop line (1) as a second warning to the wrong-
way driver.

Similarly, the arrow on the entrance ramp can guide
the driver from the crossroad into the correct direction
only if the driver can see it from the crossroad. An
arrow far from the junction of the crossroad and en-
trance ramp will not be visible to the driver from the
crossroad and will fail to perform its function, except

Figure 1. lncident and accident data for Virg¡nia intorstate system.

to reassure the the driver after he or she is already on
the entrance ramp.

Elimination of Flares

On almost all interchanges on which wrong-way entries
have been made, either into an exit ramp or from an
exit ramp onto a crossr@d, the left edge of the left lane
of the exit ramp has been flared into the right pavement
edge of the crossroad. An example of such a flare,
which probably misleads the driver, is shown in Figure ?.
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Figure 2. lncident and accident data for non¡ntorstate Virginia highways.
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Figure 3. An intent¡onal wrong-way ex¡t from a gas station.
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The results of removing these flares have been very
encouraging, and the following example shows how
wrong-way entries can be completely eliminated.

This flare at tlre intelsection of an interstate exit
ramp and a primary highway experienced six rvrong-
way entries (the highest in Virginia), all by sober drivers
during the first 2 years of the survey period. All ap-
proaching dlivers would stop on the stop line. In 1974 I
suggested that the flare be eliminated by installing two
right-angled rvhite lines (Z), and over the next 30months
no wrong-way incidents were reported. The marking

Figure 4. Wrong-way inc¡dents and drunk and nondrunk drivers on the Virg¡nia interstate system.
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(Figure 8) apparentLy discourages drivers from quickly
turning left onto the wrong side of the median and also
increases visibility on the primary highway. Adriver
who needs more visibility distance crosses tlìe stop
line and comes to a stop at the corner of the flare
marking.

Other examples of removingflares are given elsewhere

Figure 6. Pavement arrow markings near stop line (no incidents).

FigureT. Junct¡on of exit ramp and primary highway before marking
left flare (six incidentsl.

Figure 10. Recommended marking on undivided crossroad. Pal'enìent
Mârking

White
edge llnc

Figure L Junction of ex¡t ramp and primary highway after marking
left flare (note that driver ignores stop line to get better view of
crosroad; no incidents after marking).

Figure 9. Visibility of stop line from a considerable distance on
crossroad (no incidents after markingl.

,í"'*-

!:ntry râmp to Interstatc high\rây

of pavem€nt

ft
o) Yellow

double
llneCrossroad

Exlt râmp from lnterstate hlghway



(X), and Scrifes has also recommended flare removal
to reduce wrong-way driving (4).

Stop Line

Traffic on one-tvay exit ramps of all partial inter-
changes must stop at the ramp's junction rvith the cross-
road. During field investigations it rvas observed that
many exit ramps that had been involved in wrong-way
entries onto the crossroad or onto the interstate highway
did not have stop lines.

The stop line probably has the following trvo advan-
tages:

1. More drivers tend to stop for a stop line than for
a stop sign only, and

2, The stop line probably discourages the driver on
the crossroad from entering the exit ramp.

During our investigations we found that at a few loca-
tions the stop line was very close to the crossroad and
exit ramp intersection. Such lines were found to be very
clearly visible from considerable distances ahead of the
intersection while driving along the crossroad during
the day and at niglrt under lorv-beam headlights.

In Figure 9 a stop line placed very close, say, within
1.5 m of the junction of the crossroad and the exit ramp,
is visible to the driver on the crossroad day and night
and will be of immense help in preventing wrong-way
entries into the exit ramp. Figure 10 shows the place-
ment of a stop line at an intersection.

Continuation of Pavement Edge Line

Drivers are now so accustomed to the pavement edge
line that they seem to use it as a guide. Drunk dr.ivers
or drivers with poor responses probably depend on this
line because of their restricted ranges of vision. tf
this line were continued across the exit ramp (see Fig-
ure 10) it would make the ramp inconspicuous to such
drivers on the crossroad, especially at night. In fact,
not continuing the pavement edge line is very dangerous,
because in Virginia it has been observed that the line
has usually been continued into the exit ramp.

One intersection where there was a wrong-way entry
into the exit ramp at night had a line continued into the
exit ramp that encoutaged a driver with a low response
to enter the exit ramp. An exit ramp rvith no stop line
visible to the driver is even rvorse.

Double Yellow Lines on Two-Lane

Undivided crossroads at interchanges are provided with
double yellow lines with very wide gaps opposite exit
ramps. In one case a wrong-way drunk driver entering
this gap caused an accident in which six were killed
Q). There is a strong possibility tlìat a gap in the lines
opposite the exit ramp encourages r,vrong-way entry
through the gap onto the exit ramp. I therefore recom-
mend that no gap be provided in the double yellow lines
and that double yellow lines be continued opposite the
exit ramp as shown in Figure 10.

Some undivided crossroads at interchanges provided
with solid double yellow lines have had no reported
wrong-way entries. It has also been observed that
continuous double yellow lines do not cause any incon-
venience to drivers who cross these lines to negotiate
an interchange. Providing continuous double yello\,v
lines is not expensive, and I am of the opinion that
they prevent some wrong-way entries without interfering
with normal traffic.
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Added Guidance at Unfamiliar Interclranges

Wrong-way incidents are more common at Ínter.changes
during the first year or ttvo after construction than in
later years. It has been found that it is local drivers
rvho are involved in such lvrong-way incidents, probably
because they have had no plevious experience rvith in-
terchanges. More facilities for guiding drivers need to
be provided during the first two years aftet construction.

The most economical measure would be pavement
markings (on crossroads) that rvould fade after a year
or tlvo, Instructions and an arrotv, as shorvn in Figur.e
10, are likely to be helpful to a driver rvho is confused
by a new interchange.

The width of the crossover opposite the exit ramps is
often many times more than that needed by a vehicle
making a left turn around the nose of the crossroad
median from the exit ramp. This excess has contrib-
uted to a number of wrong-way maneuvers onto and
from the exit ramps. Virginia's traffic engineers
lcealize the need for channelizing crossovers, and the
state is encouraging such programs.

I investigated locations where the widths of the cross-
overs were reduced and fot¡nd that even after extension
of the nose of the median there was often an ample gap
between the nose and the iargest truck.

A photograph showing this gap at one of the inter-
changes is given in Figure 11. The left median in this
photograph was recently extended to reduce ilre width of
the crossover. A simple method has been developed (5)
to lrelp the traffic technician locate the nose for a
channelized crossover. By this method the shape and
location of the two noses on either side of the crossover
can be determined, and the crossover can be properly
channelized.

Optical Illusions at Night

Wrong-way entries can be caused by drivers experienc-
ing optical illusions. I have observed two such wrong-
way entries, one of which is shown in Figure 12, a
photograph of the intersection. On inquiry, the driver
(Iocal, sober) said that he did not see the lane on the far
side of the median. This is a level intersection, and
unless a person is very observant he or she is unable
to see these lanes.

A divided highway sign on the teft before a left turn
rvill inform the driver of the geometry of the intersec-
tion. An additional turn sign at the left nose of the
median would provide further guidance (Figure 13).
These signs have been instatled on an experimental
basis at 72 intersections over a g2-km (5?-mile) stretch
of a primary highway in Virginia.

Our divided highway sign is the same as that used in
Delaware to reduce wrong-way entries. This sign has
been used in Delaware for several years, and engineers
there say that it has been very effective. They claim
that in 196? wrong-rvay incidents were reduced to five
accidents, or 0.004,/miltion (0.006,/million vehicle/
miles) vehicle kilometers traveled. This number was
far below the national average.

T-Intersections Without a Crossover

Small business areas, such as gas stations, clubs,
restaurants, and motels, and small residential areas
are not provided with exits through the medians of
divided highways. At such locations an exiting driver

Reduced lVidth of Crossover
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Figure 1 1 . Extension of median nose at wrong-way entry site (note

ample gap between nose and truckl.

Figure 13. Location of divided highway and turn signs.

rssumes the roacl to þe a two-tane hryhway ancl some-
times makes a wrong-way entry. In most cases, there
are one-way arrow signs opposite these exits. A survey
has shown that there is no definite pattern in the loca-
tion of the signs, and in many cases they are not visible
with low-beam headlights. The best use of this sign
might be obtained by placing it opposite the vehicle
coming out of a business or residential area as shown
in Figure 14.

Raised Pavement Markers

In addition to the investigations teading to the above
improved signs and pa.vement markings' one of the other
noteworthy recommendations has been to provide raised
pavement markers spread over the width of the pave-
ment on a short section of the exit ramp. The feasibility
of such markers has been determined (6), and they have
now been placed at two exit ramps for further study.

Figure 14. Recommended sign placement in small residential
or business area.

+

CONCLUSIONS

1. Data show that in Virginia incidents of wrong-way
driving on interstate highways decreased by more than
50 percent in the 4 years following 19?0; on noninterstate
four-lane divided highways the reduction was more than
70 percent.

2. The reduction in wrong-way incidents was probably
the result of engineering measures and increased public
awareness of the wrong-way driving problem'
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Effect of Flashing Beacons on
I ntersection Performance
R. B. Goldblatt, KLD Associates, Inc,, Huntington Station, New york

This paper presents the results of a study on the operat¡onal effects of
var¡ous types of continuously and vehicle.actuated flashing tralfic con-
trol devices performed at the Federal Highway Administration,s Maine
facility. Both electronic and manual data collection techn iques were used.
Five intersection and three advance warning clevice configurat¡ons were
tested at the ¡ntersection of US.2 and Me-152. The use oi continuously
flashing intersection beacons along stopped approaches encourages speeds
consistently lower than those achieved by STOp signs or vehicle-actuated
intersection beacons. Certain vehicle.actuated advisory warning devices
helped to reduce speed variance on major (nonstopped) approaòhes. A
veh¡cle.actuated STOP AHEAD beacon caused drivers to bãgin braking
sooner than they would w¡thout a beacon. Reduced speed variance wãs
also noted when the advance warning beacon was used. These effects
disappeared ¡f there was a beacon at the downstream intersect¡on.

The use of flashing beacons at intersections is autho-
rized by the Manual on Uniform Tra"ffic Control Devices
q). These beacons supplement existing stop signs at
intersections where traffic flow conditions do not justify
the installation of a traffic signal but where a special
hazard exists.

Although there is evidence Q, q) of reduced accident
rates accompanying the installation of intersection
beacons, little work has been done to determine their
effects on traffic flow. This paper presents the results
of a study of the effects of both continuously and vehicle-
actuated flashing beacons on a two-way stop controlled
intersection. Both intersection beacons and STOp
AHEAD beacons were tested, The work was performed
as part of a larger study the Federal Highway Adminis-
tration (FHWA) sponsored (4) to determine guidelines
for the installation of various types of flashing beacons.

DESCRIPTION OF STUDY SITE

The performance studies were conducted at the FHWA
Maine facility with the cooperation of F[{WA, the
Transportation Systems Center, and the Maine Depart-
ment of Transportation. The Maine facility (5) is a
computer controlled data acquisition system designed
to track and record the passage of vehicles along an
instrumented two-lane rural road. This system is in-
stalled along US-2 between Newport and Canaan, Maine,
a distance of 24 km (15 miles).

Instrumentation consists of a configuration of four
sensor loops that indicate vehicle location and direc-
tion. Each set of loops is defined as a node. Nodes
are embedded at 6l-m (200-ft) intervals along US-2
and on the important side-road approaches. Sensor
nodes are connected to roadside electronic packages
that process detector data and transmit it to the central
computer. Although not all the nodes have a correspond-
ing electronic package, the facility has a number of
portable electronic packages that can be installed for
individual exper iments.

This experiment was performed at the intersection
of US-2 and Me-152. The through traffic approaches
studied were the eastbound and westbound approaches
along US-2; the stopped approach was northbound along
Me-152. Although the intersection has four legs, our
equipment limitations allowed only one stopped ap-
proach to be studied. Figure 1 presents an intersection
schematic.

EXPERIMENTAL DESIGN

Five intersection and three advance warning configura-
tions rvere tested parallel to each other in order to study
possible interaction. The configuration of the intersec-
tion devices is given below.

1. The existing conditions consisted of trvo-way stop
without supplementary beacons. The major approaches
along US-2 were uncontrolled.

2. A standard crosswire-mounted intersection beacong 4E-3, p. 5) was added. The beacon flashed red to
the approaches alongMe-152and yellowto the approaches
along US-2.

3. The beacon was actuated by the approach of a
vehicle along a minor (Me-152) approach. The detector
used to actuate the intersection beacon was placed 114 m
(373 ft) upstream of the intersection.

4, A set of vehicle-actuated WIIEN FLASHING-
VEHICLE CROSSING advisory warning signs and
beacons were installed upstream of the intersection on
US-2. The beacon flashed yellow to the nonstopped ap-
proaches along US-2 and was actuated by the same
detector as the intersection beacon. Two advisory
warning signs were tested (Figure 2); the dimensions
colresponding to the letters in Figur.e 2 are A = gl cm
(36 in), B = 9 cm (3.5 in), C = 3.Bcm (1.5 in), D = 2.2
cm (0.9 in). The first, used in Charlotte, North Carolina
(Q), employed nonstandard colors; the second utilized
standard colors (!, 2C-2).

5. In addition to configuration 4, a vehicle-actuated
STOP sign beacon was mounted atop the STOp sign.
The beacon flashed red to the approach along Me-1b2
and was actuated in the same manner as the other bea-
cons tested.

The configuration of the advance warning devices is
given below.

1. The existing condition was a STOp AHEAD pave-
ment marking (1, 3B-18) and a standard STOp AffEAD
warning sien (lf 2C-14).

2. A standãrd continuously flashing 30-cm (12-in)
yellow beacon (1, 4E-1) was mounted above the standard
STOP AI{EAD sign.

3. The yellow beacon was actuated by the approach
of a vehicle along the northbound lane of Me-1b2. The
detector used to actuate the beacon was placed g1 m
(300 ft) upstream of the STOP AHEAD sign.

Figure 3 is an intersection schematic showing the loca-
tion of all control devices and sensor nodes.

DATA COLLECTION AND REDUCTION

Data Collection

Data were collected both electronically and manually.
Data were collected electronically with the facility's
computer, which polled each node 16 times/s as shown
on Figule 3. Data include time of arrival at each node;
vehicle length, direction, and speed; and the amount of
time each vehicle spends at the stop line on the Me-1b2
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northbound approach waiting for a gap.
For a sample of individual vehicles, three types of

manual data were collected: the state in which the ve-
hicle was licensed, whether the vehicle violated the
stop line or made a rolling stop on Me-152, and the
point on the approach where a vehiclers brake lights
were observed for the first time.

License plates were noted in an attempt to discern
rvhether drivers familiar with the study site reacted any
differently to the devices tested than those unfamiliar
rvith the location. Drivers of vehicles with out-of-
state license plates were considered unfamiliar.

The collection of stop line violation data was de-
signed to test rvhether changes in the type of intersection
control affected compliance. UnJortunately, no usable
data were obtained because the manual data collection
crew assigned to this task were not well trained.

Brake tight data were collected to see whether the
point at which brakes were applied was affected either

Figure 1. lntersection schematic of US-2 and Me'152'

STOP
s i9n

u, s. 2

by interseetion control or by type of advance rvarning.
These data were put directly into the roadside elec-
tronics package by a manual input channel.

Data rvere collected in Maine between February 2?,
19?5, and Septernber 30, 1975, The first three treat-
ments were each run for a week, However, because of
the light traffic on Me-152 and the need for additional
time for acclimatization, the length of each treatment
was extended to 2 weeks. A total of 24 h of manual data
were collected for each treatment. Manual data rvere
collected during the day under weather conditions no
worse than cloudy skies and bare, wet pavement,

Data Reduction

A set of eomputer programs was writtento decode and pro-
cess the data, which, because of the large amount, were re -
duced and placed in a shorter format. The information
from eachrun (there mightbe up to 40 runs per treat-
ment ) was processed into brakelight distanc e in meters
and speed inmeters per secondfor nodes 2 1-0, 19-2, and
19-1 northbound on Me-152, nodes I and 15 eastbound
on US-2, and nodes 27 and 23 westbound on US-2.

If tlre analysis of data was to be meaningful, it rvas
necessary to ascertain the expected measurement errors
inherent at the Maine facility. Figure 4 presents the

Figure 2. Advisory warning sign for major
approaches.
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estimated error for both speed and brake light data.
A trap is defined as the distance between two suc-

cessive sensor nodes. Our standard trap lengtlì was
61 m (200 ft). However, for the purposes of this ex-
periment, trap lengths between 38 and 76 m (123 and
250 ft) were used.

The speed error was caused by the fact tltat the com-
puter polted each node 16 times/s, which gave a time of
arrival error orì the order of *7re s. The error in the
brake light measì.rements was caused by the computer
time of arrival error and the observer reaction time
error, estimated at t/z s,

RESULTS

Intersection Control Devices

The effect of traffic control on speed along the main
road (US-2) canbe seen in Figure 5. Mean speeds and
85-percentile speeds are shorvn for the eastbound and
rvestbound approaches to the intersection. Two posi-
tions are specified, the near position at the intersection
and the far position approximately L22 m (400 ft) up-
stream of the intersection along US-2.

The five control types shorvn in Figure 5 are

1. Uncontrolled,
2, Standard with continuous intersection beacon,
3. Intersection beacon actuated by side str.eet ve-

hieles,
4. Intersection beacon with an advisory warnitìg sign

and beacon (Figure 2) ptaced along the majol ap-
proaches and actuated by side street vehicles, and

5. Same as 4 except for a different advisory warn-
ing sign.

The t-test was used to determine whether the mean
speeds associated rvith the control type differed signif-

Figure 4. Maine facility measurement error.
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icantly from the inherent measurement error. If the
observed difference in mean speeds was less than the
expected lneasurement error, the results could not be
significant. Significance was determined by a two-
tailed test at the 0.05 level.

The results shorved that control type did little to ex-
plain changes in speed along the eastbound approach.
However, along the rvestbound approach the use of
the advisory warning signs and beacons seems to be
of great importance in reducing speeds along the west-
bound approach, and significant differences are apparent
for all devices except the uncontrolled case at the far
Iocation and for all devices at the near location.

The effects demonstrated for mean speeds are ac-
centuated when 85-percentile speeds are used as a mea-
sure. Reductions in B5-pelcentile speeds are propor-
tionally greater than the reduction in mean speeds. This
fact indicates that the devices have greatest effects on
faster vehicles.

The difference between the eastbound and westbound
approaches can be explained by the follorving intersection
geometry:

Direction Grade (7o)

Sight
Distance
(m)

Eastbound -3 305 14
Westbound +3 152

The differenee in grade explains the difference in ap-
proach speed, rvhereas the increased effectiveness of
the westbound control devices might be lelated to r.e-
stricted sight distance.

Figure 6 presents composite speed profiles along the
approach to the stop sigr on Me-152 for various inter-
section controls. The advance rvarning was a simple
STOP AHEAD sign rvithout beacons. The results in-

Figure 5. US-2 speed data.
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Figure 6. Me-l52 speed profiles.
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dicated that a simple flashing beacon encouraged sig-
nificantly lower speeds at all locations. The use of
actuated beacons and the addition of actuated stop sign
beacons did not result in speed profiles significantly
different from ones caused by the stop sign alone.

Day and Night Effects

The effects of a number of devices were tested both at
night and during the day. The only difference noted was
a slight decrease in mean speed at night that was found
to be statistically insignificant.

Seasonal Differences

A number of identical control conditions were run dur-
ing winter and summer. The results of these tests were
not unexpected: summer conditions showed slightly
higher mean speeds and lower variances than correspond-
ing winter conditions. These results were tested sta-
tistically and were shown to be marginally significant.

Effect of Vehicle Population

Three types of vehicles were identified: in-state auto-
mobiles, or¡t-of-state automobiles, and trucks. Analysis
of traffic flow data indicates no significant changes that
can be attributed to vehicle population.

Advance Warning Devices

Analysis of the speed data indicates that no significant

30 60 90 r20
Distance fron Intersection (M)

changes in mean speed occur when a beacon is added to
the STOP AHEAD sign. This result is independent of
whether beacons are used at the intersection downstream
or not.

Although mean speeds show no significant differences,
there is a significant reduction in speed variance, It is
interesting to note that the reduction in speed variance
that occurs when a yellow beacon is added to the STOP
AIÍEAD sign is significant only when the intersection
control downstream is a simple stop sign. When any
type of beacon control is present downstream, speed
variance is unchanged or slightly increased when a
continuously or actuated flashing beacon is used with
an advance warning sign.

Figure 7 presents the cumulative brake light applica-
tion distributions for vehicles approaching the stop sign,
and the distributions for the three types of advance warn-
ing configurations tested (Figure ?a). The control at the
intersection was an actuated intersection beacon. Note
that there are no significant differences between the dis-
tributions. On the other hand, Figure 7b compares a
STOP AHEAD sign alone and one with a vehicle-actuated
beacon. The sign with beacon was 160 m (523 ft) from
the stop line. In both cases, the downstream intersec-
tion was controlled by a stop sign without beacons. A
Kolmogorov-Smirnov test was used to determine sig-
nificance. The use of an actuated beacon significantly
increased the percentage of vehicles braking at a point
downstream of the STOP AHEAD sign.

CONCLUSIONS

A number of conclusions were drawn from our field-
work in Maine regarding the use of beacons at stop sign
controlled intersections. These conclusions were

1. The installation of continuously flashing intersec-
tion beacons without WHEN FLASHING-VEHICLES
CROSSING advisory warning signs has little or no effect
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on the main street speed distribution;
2. A continuously flashing beacon encourages lower

vehicle speeds along the stopped approach, but not if
the beacon is actuated; and

3. The use of the actuated WHEN FLASHING-
VEHICLE CROSSING signs and beacons along the main
street approaches causes a reduction in speed disper-
sion along the approach, rvhich is more pronounced on
the approach with poor sight distance.

The use of advance warning beacons in conjunction
with a STOP AffEAD sign rvas found to reduce speed
variance. In addition, vehicles begin tlre braking
maneuvet farther from the intersection. However,
these results become less significant when any beacon
is used at the dorvnstream intersection, probably be-
cause the intersection beacon flashes red while the
STOP AHEAD beacon flashes yellow. This presents
the driver with conflicting indications and negates any
positive benefits. There does not seem to be any opera-
tional advantage to actuating an advance warning beacon.
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Effects of Signal Phasing and Length

Carroll J. Messer and Daniel B. Fambro, Texas Transportation Institute, Texas A&M
University

of Left-Turn Bay on Capacity

A periodic scan computer simulation program was developed to ¡nvest¡-
gate the effects of signal phasing and length of left-turn bay on capacity,
After the simulation program was tested, inputs (phase sequence. volume,
cycle length, and length of left-turn lane) were varied to evaluate their
¡nterrelationships under a range of conditions. Addit¡onal analysis was
conducted by using a modified Poisson approach, The results show that,
for a left-turn bay, traffic delay increases and signal capacity decreases
when traffic interactions and flow blockages occur between left-turning
and through vehicles. High left-turn volumes and short bay storage
lengths experience the most severe reduction in capacity. We developed
mathematical relationships between reductions in left-turn capacity and
geometric and traffic conditions and provide design guidelines to mini-
mize capacity reductions. Judicious selection of signal phasing reduces
the loss in capacity to some extent, although all phasings can Cxperience
large losses under some geometric conditions.

Field observations of rush-hour traffic flow at signal.ized
intersections having a protected left-turn bay suggest
that the capacity of left-turn phases can be reduced by
vehicles that block the entry of other vehicles into the
left-turn bay. The left-turn bay may be blocked during
the red phase of the signal so that the bay cannot fill, or
vehicles may even be blocked from entering on a portion
of the left-turn green phase. As traffic blockages begin
to occur, the left turners may also begin to impede
through vehicles, and capacity problems and intersection
congestion are compounded,

Reductions in left-turn capacity generally occur as
average traffic demands increase beyond the storage
length of the left-turn bay and the cycle tength of the
signal. Shorter left-turn bays and longer cycles are
more susceptible to such reductions. A shorter left-
turn bay means that fewer vehicles can be stored before
a blockage occurs; a longer cycle requires more ve-
hicles to be stored for a given volume level before a
green.

Some signal phasing sequences that improve traffic
flow and left-turn capacity have been implemented, but
primarily by trial and error methods. Litile informa-
tion thêt describes improvements made by increasing
the left-turn bay length or by changing phasing sequence
is readily available.

Basic design criteria for the length of the left-turn
bay have been previously related to the poisson approach(l pp. 688-690), but design trade-off relationshiþã are
not provided. Operational corrective treatments for an
existing situation are also limited and not emphasized.

The matltematical analysis of the movement of through
and left-turning vehicles at an intersection under varioui
traff ic c onditions, des ign c onf igurations, and s ignal phas ing
sequences is extremely complicated, which is probably
the reason for the lack of pertinent design and operations
information.
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SIMULATION APPROACH

The periodic scan computer simulation approach was
selected to investigate the left-turn capacity problem.
The many variables and project time and budget con-
straints meant that this study could not be completely
exhaustive and that some questions would undoubtedly
remain unanswered. Answers rvere sought, however,
to basic cause-and-effect relationships and trends among
(a) capacity, (b) demand volume, (c) signal phasing,
and (d) length of left-turn bay.

Traffic operations were simulated on only one in-
tersection approach, rvhich included a protected left-
turn lane and an adjacent through lane. A schematic of
the approach model is depicted in Figure 1. The junc-
tion of the left-turn and through lanes is the first single
storage position upstream of the left-turn bay and can
be varied in the simulation program. Arriving auto-
mobiles (trucks and buses each equal two automobiles)
progress through the left-tut'n and adjacent through ap-
proaches by moving from one storage position to the
next in discrete movements according to a defined
strategy. These queue positions were defined to
represent an average storage lengtlt of an automobile
stopped on red,

QUEUE CHARACTERISTICS

Field studies rvere conducted in CoIIege Station, Texas,
to determine average automobile storag€ spacing char-
acteristics. Stations every ?.6 m (25 ft) rvere marked
along the median of the divided approaches, and dis-
tances to the end of eaclì queue and the number of auto-
mobiles inthe queue tothe recorded pointwet'e manually
estimated for each cycle. Queue lengths up to 131 m
(429 ft) long were measured. There were no significant
grades on the approaches to the intersection and few
trucks, These average storage lengths are presented
in the following table (1 m = 3.3 ft).

Left-Turn
Lane

Through
Lane

Study Locat¡on (m/automobile) (m/automobile)

University Avenue at South College
Avenue 7.3 7.7

Texas Avenue at University Drive 7.1 7.3

'ffe used a slightly conservative value of 7.6 m/auto-
mobile (25 ft) in the simulation plogram (2-p, 432).
Left-turn and tlrrough storage lengths were assumed
to be the same.

Queue movement characteristics were also im-
portant inputs to the simulation model. An automobile
approaching the end of a queue was assumed to stop
instantaneously when it reached the last unoccupied
storage position. The stopped automobile remained
at that position until a specific time aJter the signal
turned green. At this time, the automobile began to
move immediately at a speed that v¡ould result in cross-
ing the effective stop line at the front of the queue at the
correct clearance time for the given automobile posi-
tion in the queue,

Studies of queue movement and clearance charac-
teristics were conducted at three busy intersections in
College Station. The results are summarized in Fig-
ure 2. Also shown are the two following representative
equations for describing the data:

Tr= 2.0+ l.0Np

and

T" = 2.0 + 2.0N,, (2)

where

Tr = time after start of green for the automobile
in queue storage position number No to begin
moving forrvard (s);

Tc = time after start of green for the automobile in
queue storage position number No to clear the
stop line on the approach (s); and

ND = queue storage position number (Figure 1) for
either left-turning or through automobile.

These equations were selected specifically to expedite
the simulation process. They are obviously descriptive
of the measured characteristics but u,ere not determined
by a formal optimization process such as linear regres-
sion. The simulation process was greatly simpli.fied by
assuming that all the coefficients of the previous two
equations had integer values.

SIMULATION INPUTS

The follorving variables are inputs to the intersection
approach simulation program :

1. Total lane approach volume (automobile/h),
2. Percentage of total approach volume turning left,
3. Cycle length of signal (s),
4. Length of left-turn bay storage (automobiles),
5. Green time of left-turn signal (s),
6. Green time of through movement signal (s), and
7, Leading or lagging left turns (singte or dual)

shown in Figure 3.

SIMULATION MODEL

The following is a brief outline of the simulation model
in statement format.

1. The left-turn and adjacent through lanes are
divisible into discrete automobile length storage posi-
tions, as illustrated in Figure 1.

2. The length of the left-turn lane is defined by the
first upstream single storage position or tlre junction.

3. The simulation scans the system every second
in the periodic scan mode, updating from front to back
all storage positions that should be changed. Operational
measures of effectiveness are recorded.

4. Automobiles arrive according to the Poisson dis-
tribution and are put intothe system at storage position 26.

5. Automobiles were not permitted to enter the sys-
tem at headways less than 2 s.

6. Every input automobile is tagged as being a left
turner or a through automobile in a random manner at
the desired average rate of left turners,

7. Every storage position can have only one of three
states: (a) empty, (b) moving (M), or (c) stopped or
queued (Q).

8. Moving automobiles (M) can move forward only
into an empty position.

9. Where possible, all M move forward into the
next position every 1-s scan period.

10. 'vVhen an M cannot move forward into the next
position, its status and storage position are changed to
a queued automobile (Q), and it is detayed 1 s.

11, When a Q occupies the position immediately
behind another Q for the scan period being analyzed, the
first Q remains queued and is delayed 1 s.

t2. When the signal is red, position zero acts like
a Q so that no one can leave position 1 and enter the
intersection.

(l)
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Figure 1. Simulation model of actual intersection
approach.

APPROACH SIMULATION

ACTUAL INTERSECTION APPROACH

Figure 2. Movement characteristics of left-turning
vehicles at busy intersect¡ons.

Sr9ml

LAGGING GREEN

a=a
rI=-]
ËEl

OUAL LAG

I
U
:!
tr

Oúeue Sloroge Pos¡l¡on , Np

3456789

M

.M

.M
M

45
U
-40zu

H¡s
I

Uoz
õ15
U>to
Ë

5

Tc = fIM€ TO CLEAR

fc =2.0 12.O

Tl '2O+ l.ONp

Tt =TIME TO MOV€

SToRAGE POSTT|ON NUMEER, Np

R

R

R

R

R

R

R

R

R

R

R

R

R

R

G

G

G

G

G

G

b¡o
tsæ25
ts
-20

.M
.M

.MM

OM M

ooM
oooM
oo00
oooo
MOOO
. MoO
M MO
.MM
MM
,M
M

l!

c.E

øE
qts

'¡o
aií

o

M

M

M

M

;
;
;

13. When the signal turns green, position zero is
immediately set to the moving state. Two scanning
periods later, the Q in position 1 is changed to M.

14. 'ühen a Q is behind an M or an empty space, its
status is changed to an M, but it does not move forward
until the next scan period, It is therefore delayed 1 s.

The execution of these queue behavior rules is
illustrated in Figure 4. The movement and clearance
times of the queues obey Equations 1 and 2, as required
to simulate the actual traffic conditions.

15. Automobiles at the junction position can be either
left turners or through automobiles. Left turners obey
the status of the next lower position in the left-turn lane;
through automobiles obey the status of the next lower
position in the through lane. If a through automobile is
queued in the junction position, then no left-turning
automobile can enter the left-turn bay until the through
automobile has cleared the junction, and vice versa.
Through automobiles can block left turners and left
turners can block throughs.

SIMULATION OUTPUTS

Several traffic flow measures of effectiveness are cal-
culated by the simulation program. These are (a) out-
put volume for each movement (automobile,/h), (b) delay/
automobile for each movement (s,/automobile), and (c)
frequency plots of queue length and individuaL delay/
automobile.

PROGRAM TESTING

The computer program \¡/as written in a combination of
FORTRAN IV and Assembly and was tested in tlvo ways.
First, computer printouts were made of the simulated
movement of automobiles on the approaches as the signals
changed from green to red over several cycles. Move-
ments of individual automobiles were observed for
realism and obedience to the simulation rules for move-
ment, blockage, and stoppage. Second, unimpeded
delays calculated from the simulation program \ryere
found to be consistent with the results obtained from
Websterrs theoretical delay equation. In addition, sub-
sequent simulated delay calculations followed expected
trends as queue interactions and blockages occurred.

SIMULATION RESULTS

The results were most encouraging and revealed con-
sistent trends and realistic outcomes, Many of the re-
sults were determined over 300 simulated cycles of
operation for each data point. No fewer than 60 cycles
were ever used. Five cycles vrere used to initialize the
simulation model before we simulated the analysis cycles
from which average values of the measures of effective-
ness were calculated.

Figure 3. Signal phase sequences. l- _l a-J-)
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Figure 4. Oueue movement
in one lane.
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Table 1. Simulated average delay per vehicle movement. Figure 6. Left-turn saturation flow and
desirable storage lengths.

OESIRAELE STORAGE LENGTHS, M,

STORAGE LENGTH, M.

creasing volume, nominal saturation ratio, and cycle
length. Delay also increases as the length of the left-
turn bay shortens. Lagging green resulted in a slight
reduction in delay for the conditions studied. Nominal
saturation ratios of about 0.6 to 0.8 appear to be critical
for bay lengths of 5 to 10 automobiles insofat as ex-
periencing increased blockages and delay âre con-
cerned. These results indicate that the actual satura-
tion ratio for the shorter bay lengths must have been
considerably higher than the nominal value and that the
saturation flow (and capacity) mwt have been corre-
spondingly less than 1?00 APHG.

Left-Turn Capacity

Left-turn capacity and saturation florv studies were con-
ducted in view of the previous findings. Most of these
subsequent simulation runs were made at nominal sat-
uration ratios of about 1.0. During these capacity
studies, two additional phase sequences of left turners
first (dual lefts leading) and through movements first
(dual lefts lagging) rvere added. Average results of
these simulation studies are depicted in Figure 5. For
the conditions evaluated, 'ü/e observed some differences
in saturation flow with lagging and leading left-turn
green phasing slightly better for extremely short bay
lengths; dual lefts leading or lagging performed better
at bay lengths of 5 to 10 automobiles.

It is important to note, however, that all of the phas-
ing arrangements experienced reductions in capacity
for these conditions, a nominal satuation ratio of 1.0.
A left-turn bay length of 5 automobiles experienced a
20 to 30 percent reduction in capacity. General reduc-
tions in capacity were observed in most of the 90 sim-
ulation runs, and greater reductions in capacity oc-
curred at higher volumes. Similar reductions in ca-
pacity were experienced by the adjacent through lane.
Reductions in capacity also varied with the percentage
of traffic turning left and the green split between the two
movements in an apparently complex manner. No over-
all mathematical model that included all the identified
variables was developed.

To aid design and operations engineers in estimating
a reasonable capacity and saturatlon florv for a given
left-turn bay storage length, the combined simulation
results of all 90 runs were pooled, from which the fol-
lowing multipte regression model (statistical R-squared
value 0.80) was developed:
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Figure 5, Reduct¡on in left-turn saturation flow by
phasing.

Delgy

The initial analysis phase of the simulation study focwed
primarily on evaluating the effects of left-turn bay
length and signal phasing on average automobile delay.
Two signal phasing arrangements were studied: the
leading left-turn and the lagging left-tu¡n phase se-
quences. Cycle lengths of 60 and 80 s were studied.
Approximately equal nominal volume -capacity (satura-
tion) ratios were simulated for both left-turn and
through movements. A nominal saturation ratio is de-
fined as the normal demand on the movement divided by
the phase's capacity when the left-turn bay is long
enough to prevent blockages or interactions between the
Ieft turners and the throughs. In other words, the left-
turn saturation flor¡¡ is assumed to be 1?00 automobiles,/h
of green (A PHG), the nominal value for long bay lengths (Ð.

Simulation results of one of the delay studies is pre-
sented in Table 1. In this study green times were pro-
portioned to yield uniform demand-capacity ratios for
a 60-s cycle leading left. Delay increases with in-

EOUIVALENT
LEFÍ IURN
VOLUME, TAV

Note: 1 m=3.31r.

LEFT-TURN 8AY STORAGE, METERS



Z=0.98-0. 14xV-0.l9xX¡ xY+0.24 xXtxV (3)

where

Z = actual left-turn saturation flow divided by the
nominal saturation flow (Z = S/1?00);

Xc = nominal left-turn saturation ratio;
Xr = nominal through movement saturation ratio; and
V = Xr x Xr x K, where K is the average number of

left turners arriving for each cycle divided by
the storage length of the bay.

This equation was used to develop the saturation flow
and storage design curves shown in Figure 6. Inputs
selected for design w€r€ Xr. is 0.8; & is 0.8; nominal
saturation flow is 1?00 APHG; assumed storage require-
ment is ?.6 m,/automobile; and cycle length is ?5 s. The
saturation flow (S) for left turns in Figure 6 was equal
to L7002, Volumes are equivalent automobile volumes
(EAV) in automobiles per hour.

At the top of Figure 6 are the left-turn bay storage
lengths that will result in practically no reduction in
capacity for the intercept left-turn volume level. These
storage lengths can be used as practical design storage
lengths. Interpolated storage lengths can be calculated
for intermediate left-turn volumes, These storage
lengths compared favorably as design values for 12
queue distributions of automobile storage available from
the simulation runs. Computer plotting costs allowed
only 12 plots of queue distributions.

A special set of simulation runs was made to test
and illustrate the capacity results of Figure 6. An in-
tersection was assumed to have a left-turn bay of 7.6 m
and a leading left-turn signal phasing sequence. It was
also assumed that the left-turn volume was 320 EAV
and that the through movement volume was 480 EAV.
Corresponding (effective) green times were 14 and 20 s.
Nominal saturation ratios of about 0.8 existed on both
movements. Accordingto Figure 6, however, the 7.6-m
bay length combined with a 320 left-turn volume should
result in a large reduction in left-turn capacity and
saturation flow from 1?00 APHG to an actual flow of
about 1060 APHG. If this reduction in capacity does
exist, then the given conditions are overloaded and
large delays should result. The actual saturation ratios,
X, would be about 1.30 on both movements.

Table 2 illustrates the consequences of the short bay
and reduced capacity. The first row of Table 2 contains
initially given conditions and results. Low florvs and
excessively long delays occurred. As movement green
times are lengthened, flows climb to the volume levels
being simulated, rvhile delays drop to acceptable levels.
In order to compensate for the 38 percent reduetion in
saturation flow estimated from Figure 6 (640/1100 =
0.38) and to provide actual saturation ratios of about 0.8,
large increases in green are required. Green times of
22 s for the left turners and 32 s for the throughs pro-
vide the needed 57 to 60 percent increase, It would ap-
pear for this one extreme example that the reduction in
capacity is slightly larger than estimated by Figure 6,
although delay variations are very sensitive in the region
being analyzed. However, the general trend and prac-
tical magnitude of expected left-turn saturation flows
given in Figure 6 are supported.

LEFT-TURN BAY LENGTH-MODIFIED
POISSON APPROACH

The previous simulation studies of the capacity and
desirable length of left-turn bays were an outgrowth
from an earlier project analysis that utilized a simpler
approach, which was an extension of the Poisson pro-
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cedure frequently used by traffic engineers. The
Poisson approach forms the basis for storage length
recommendation given by the American Association of
State Highway Officialsr red book (1), whictr states that

At signalized intersections, the required storage length depends on the
cycle length, the signal phasing arrangement, ând rate of arrivals and de.
partures of left-turning vehicles. The storage length should be based on
1.5 to 2 times the average number of vehicles that would store per cycle,
predicated on the design volume.

Tlre modified Poisson approach we shall present
subsequently provides guidance in determining the rela-
tionship between the multiplier (1.5 to 2 times) and the
design left-turn volumes. In addition, these results
will support the previously recommended storage bay
lengths given in Figure 6. Other important interrela-
tionships will be presented betrveen design and opera-
tional variables.

In the following equation, which rve adapted with
some minor changes in notation from Miller ({), we
estimate the average number of automobiles remaining
in the queue at a pretimed signal at the end of the green
phase:

¡ = o¡p-t.r[(l - xix)(qc/x)%l l2(t - x) (4)

where

A = average number of automobiles in the left-turn
bay at end of green;

= left-turn flow rate (automobile,/s);
= cycle length (s);

= left-turn satur.ation ratio (qC/gs);
= left-turn effective green (s); and
= left-turn saturation flow (automobile/s. green).

The number of left-turning automobiles, in addition
to A, arriving during the effective red that must be
stored in the left-turn bay is

g=qxR

rvhere

B = number of left-turning automobiles arriving on
red;

e = teft-turn flow rate (automobile/s); and
R = left-turn effective red time (s).

After the left-turn signal turns gfeen, additional
left-turning automobiles are joining the rear of the
stopped left-turn queue for a time (f ) untit it is time
for the automobile in queue position N, to begin moving
forward (see Equation 1). If Tr is setequal tothe arrival
time of automobile No after the start of green, then

Tr=2+ l x N,, = (No - A - B + 2 x q)/q (6)

and

Nn=(A+B)/(l-q) (7)

The left-turn flow rate (q) should be higher than the
average left-turn flow rate to account for the short-
term peak flows that occur cycle by cycle during random
(Poisson) flow. The flow rate was selected so that the
average number of cycle failures during the peak 15-min
period of the design hour would equal 0.50. That is

q
c
x
d

s

(s)

)Pnx3600/Cx l/4=0.50 (8)
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where EPq is the cumulative Poission probability of
exceeding flow rate { Q), and C is cycle length (s).
Letting the design storage capacity of the bay be Nr,
which in turn is calculated from q, then the above prob-
ability of overflow criterion can be expressed in design
level of performance terms as follows: The odds are
50/50 that the left-turn storage demands will exceed
capacity only once during a peak 15-min period of the
design hour. TabLe 3 summarizes input values used to
develop modi-fied Poisson left-turn bay storage require-
ments from Equation ?.

Results of this approach are presented in Figures ?,
8, and 9. Figure 7 shows that the length of storage re-
quired increases with left-turn volume and with the
signal phase's saturation ratio (X). This latter fact is
important for several reasons. The normal Poisson
approach to left-turn bay storage design Q) does not
account for the signalrs operating saturation ratio. If
the saturation ratio exceeds 0.85, the length of storage
needed to reduce the likelihood of interaction and block-
age increases dramatically. As was shown in the
earlier section on simulation of left turns, blockages
cause a reduction in saturation flow, A maximum
satuation ratio of 0.8 seems practical for use in de-
sign, although 0.85 would be more conservative.

Figure I presents the length of storage required as
a function of cycle length and left-turn volume for the
assumed design saturation ratio of 0.8. Tlre storage
length increases with increasing cycle length, but the
rate of increase is only about 40 percent as large as
suggested by the normal Poisson approach. Tltis is
explained by the fact that while longer cycle lengtlu
require more automobiles to be stored per cycle, there
are ferver cycles that have the opportunity to "fail"
during the peak 15-min period of the design hour. This
reduction is not accounted for in the normal Poisson
approach.

Figule I presents comparative results betrveen the
design guidelines (!) previously noted and results ob-
tained from the modified Poisson approach using a
saturation ratio of 0.8 and a cycle length of 75 s. The
variable m in Figure I is the normal Poisson parameter,
i.e., average number of left turns per cycle. The guide-
lines of 1.5 to 2 m bor¡¡rd the modified Poisson curve up
to left-turn volumes of 350 automobiles/h. The left-
turn bay length required in Figure I is within 10 percent

Table 2. Simulation of reduced saturation flow effects.

of those storage lengths, shown at the top of Figure 6,
that rvere developed from the simulation analyses. In
general, cycle lengths in excess of 80 s in Figure I re-
sult in slightly longer storage requirements than those
given in Figure 6.

SUMMARY AND RECOMMENDATIONS

The results of this study show that traffic delay in-
creases and signal capacity decreases for a left-turn
bay when traffic interactions and flow blockages occur
between left-turning and through automobiles. High
left-turn volumes and short bay storage lengths ex-
perience the most severe reductions in capacity. Delay
begins to occur when the signal saturation ratio reaches
0.6 to 0.8 for bay storage lengths of 5 to 10 automobiles,
respectively.

The operational quality of service provided by a left-
turn bay design was shown to depend to a significant
degree on how well the traffic engineer signalized the
intersection. A design can fail simply because the
signal saturation ratio approaches 1.0. In addition, the
signal phase sequence was found to affect operational
performance. The leading and lagging phase sequences
performed slightly better for short bay lengths, and the
dual lead and dual lag sequences were superior for bay
storage lengths ovet 22,9 m (?5 ft). However, all four
signal phase sequences experienced considerable reduc-
tions in capacity at high saturation ratios and short bay
lengths.

The following left-tuln bay storage design recom-
mendations are offered on the basis of supporting re-
sults from two different study approaches. However,
if a higher saturation ratio, 0.85 for example, is antic-
ipated at an intersection, Figure ? could be used to scale
recommended distances up to this higher levet. On the
basis of the study results using a saturation ratio of
0.8, the length of storage for automobiles in left-turn
bays at signalized intersections should not be less than
the recommended values shown below (1 m = 3.3 ft).

Left-Turn Volume
(equivalent
automobiles/h)

Storage
Length (m)

Automobile storage is assumed to be ?.6 m/automobile
and does not include any distance provided in advance of
the stop line or within the transition section into the bay.
Truck and bus volumes should be converted into equiva-
lent automobile volumes at a rate of two automobiles
per truck or bus. Figures 6 and I or both may also be
used to determine bay storage requirements.

The phase timing of left-turn signals at pretimed
signalized intersections should account for the reduction
in saturation flow that may occur during rush-hour traf-
fic conditions as illustrated in Figure 6.

35.'l
64.0
85.3

102.1

100
200
300
400

Green (s) now (EAv)
Green Inc¡ease Delav
(í) (s/automobile)

Left Through Left' Thloughù Left Through Left Through

14 20
18 26
22 30
22 32
24 32
26 32

L?l t07
87 ',tA

60 51
53 44
34 21
23 18

00
28 30
,',t 50
67 60
7t 60
85 ?0

220 320
265 402
315 459
316 467
319 481
317 480

¡ Left.tu.n s¡mulated volume = 320 automobiles/h (EAVl.
bThrough simulated volume = 480 automob¡les/h (EAV).

Table 3. lnput values of left.turn bay storage
requirements for modified Poisson approach.

Cycle Cunìulative
Length Poisson
(s) Probability

Input Left-TUrn Volume by Peak 15-Min Volumes

50 EAV 100 EAV 150 EAV 200 BAV 300 EAV 400 EAV

234 312 396 5{0 6't2
216 295 365 509 643
207 279 347 486 61?
200 268 336 408 596
190 259 324 454 5?6

60
?0
80
90

100

0.033
0.039
0.o44
0.050
0.055

t32
t29
122
116
108



Figure 7, Left.turn bay storage versus saturat¡on ratio,
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and Publie Transportation in cooperation with the
Federal Highway Administration. The contents of this
paper reflect our views, and we are responslble for
the facts and the âccuracy of the data presented. The
contents do not necessarily reflect the official views or
policies of the Federal Highway Administration. This
paper does not constitute a standard, speciflcation, or
regulation.
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Opti mizing Settings for
Pedestrian-Actuated S ignal
Control Systems
Feng-Bor Lin, Department of Civil and Environmental

Engineering, Clarkson College of Technology, Potsdam,
New York

A pedestrian-actuated traffic signal control system has been implemented
at intersections where most traffic conflicts are between vehicle flows and
pedestrians. When properly implemented, such a system can process traf-
fic flows more efficiently than a pretimed control system. lt is not yet
clear, however, how a pedestrian-actuated system can be best utilized, and
misuse is not uncommon. This study provides a basis for proper use of a
pedestr¡an-actuated system by characterizing the performance of the sys-

tem at ¡solated ¡ntersect¡ons in terms of traffic delay. Three optimiza-
tion problems of signal sett¡ng-the minimization of (a) average vehicle
delay, (b) total delay of pedestrians and vehicle riders, and (c) the d¡ffer-
ence between average pedestrian delay and average vehicle delay-are dis-
cussed.

The operation of a pedestrian-actuated control system
is fairly straightforward (Figure 1). When the first
pedestrian arrives at an intersection at time tr and
pushes a button to change the signal, it takes the con-
trol a response time of T s to srvitch the signal from
red to green for the pedestrian. Response time can be
considered as equal to vehicle amber time. Subsequent
arrivals of pedestrians between time tr and time tz have
no influence on the control.

The pedestrian green, totaling Go s, consists of a
WALK duration of E s and a DON'T WALK duration of S

s. After the end (t¿) of the pedestrian green, the signal
changes to vehicle green for a minimum of M s.

Amber time is treated as green time in this study and
is included in minimum vehicle green duration M. If
there are pedestrian arrivals between the start of
DON'T WALK (t3) and the end of the minimum green (ts),
the next pedestrian green would begin at time t¡' Other-
wise, the first pedestrian arriving after ts, for instance
at to, would induce another pedestrian green at time tr
and cause an overall vehicle green duration of G" s.
Thus, vehicle green duration is a function of pedestrian
arrivals.

A pedestrian-actuated control system can be evaluated
by measures of performance, perhaps the most pertinent
of which is traffic delay. For pedestrians delay is a
function of pedestrian flow patterns and signal settings,
while for vehicles it is a function of vehicle flow pat-
terns, signal settings, and the sequence of pedestrian
green intervals.

Assuming that traffic arrival is random, I derived
the following formulas for estimating traffic delays.
These formulas are then applied to three signal setting
optimization problems: (a) minimizing average ve-
hicle delay, (b) minimizing total delay of pedestrians
and vehicle riders, and (c) minimizing the difference
between average pedestrian and average vehicle delays.

SYSTEM PERFORMANCE

Frequency of Pedestrian Green Interval

The performance of a pedestrian-actuated signal control
system is governed largely by the frequency of pedes-
trian green intervals. For randomly arriving pedes-

trians the frequency measured in terms of the number
of pedestrian green intervals per hour can be deter-
mined analytically as

N=3600i{Gp+M+lìpexp[-(s+M-T)rpl] (l)

where

N = the number of pedestrian green intervals per
hour;

GD = pedestrian green duration (s);
M = minimum vehicle green duration (s);
T = pedestrian signal response time (s);
hD = pedestrian headway (s);
5 = pedestrian DON'T WALK duration (s); and

ÀD = pedestlian flow rate (persons/s).

In Equation 1 I also assumed that pedestrians arriving
in DON'T WALK durations would wait for the next green
interval. This equation indicates that as ÀD increases N
approaches a fixed value of 3600/(GD + M), at which an
actuated signal pattern becomes the same as a pretimed
pattern with a cycle length equal to Go + M.

Average Pedestrian Delay

Average pedestrian delay with random arrivals can be
determined from

Dp = N[T(3600/N - Go - M) + (S + M)21213600 (2)

where Do is the average pedestrian delay in seconds per
pedestrian. Delay suffered by a pedestrian is measured
from the time of arrival at an intersection to the start of
the first pedestrian green.

Results of a recent simulation analysis of pedestrian-
actuated signal control systems (1) reveal that the B0th
percentile pedestrian delay is approximately twice as
long as the average delay for a given combination of flow
and signal settings.

Compared to a pretimed signal system with a pedes-
trian DON'T WALK duration of S s, a pedestrian green
of G, s, and a vehicle green plus amber duration of M s,
average delay has an expected value of (S + M)'/2(G, + M).
Therefore, it can be concluded from Equations 1 and 2
that the average delay incurred by a pedestrian-actuated
signal is always less than that expected from a pretimed
signal.

Average Vehicle Delay

Vehicles are delayed by signal controls because queues
form at red Iights. To relate delays to traJfic flows and
signal settings, let

C = 3600/N, average cycle length (s);
G" = C - G - 3.?, average vehicle effective green

duration (s);



Figure 1. Tim¡ng of pedestrian-actuated signal control.
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= single lane vehicle flow (vehicles/h);
= vehicle saturation florv (vehicles/h), taken as

1800 vehicles,/h for automobiles;
= G./C, proportion of the average cycle length

tlut is effectively green;
= Q"C/G"Q., saturation rate with respect to Q.; and
- average vehicle delay (s).

Based on the same simulation analysis I found that
with the above definitions Webster's formula (2)

D"= tC(l -x)2llI2(t -xy)l +3600y,/t2Q,(t -y)l
- 0.65tc/(Q"/3600)21 r/3 y(2+sx) (3)

can provide reasonable estimates of average vehicle de-
lays whether signal eontrols are pretimed or pedestrian
actuated. It can be concluded from Equation 3, however,
that a pedestrian-actuated control system will always
result in fewer delays than a pretimed system. As in
the case of pedestrian delays, the 80th percentile vehicle
delay is approximately equal to 2D".

Equation 3 should be used rvith discretion, because it
does not reveal the actual performance of a control sys-
tem under all circumstances. This requires further
explanation regarding the interaction between vehicle
florvs and the vehicle-processing capacity of an inter-
section. This capacity, measured in terms of the
maximum number of vehicles that can pass through
the intersection in an hour, is a function of signal
settings and characteristics of vehicle discharging
headways at the intersection. Greenshields' distribu-
tion of discharging headways (X) is shown in the follow-
ing table.

103

signal settings should be chosen in such a way as to
avoid a yÀ value greater than 0,8.

The system performance represented by Equations
l, 2, and 3 is characterized by several features that
dictate the requirements of optimum signal settings.
First, as depicted in Figure 2, average vehicle delay
for a given G, decreases at a decreasing rate with re-
spect to M, while average pedestrian delay increases at
a more or less constant rate with respect to M. Second,
for a given M, average vehicle delay increases while
average pedestrian delay decreases with respect to Gr,
And, finally, when M is smaller than Go, average ve-
hicle delay increases rapidly when M is reduced.

Validity of the Assumption of
Random Arrivals

To test the validity of the assumption that traffic arrives
randomly, data related to pedestrian and vehicle flow
patterns were collected at several locations in potsdam,
New York (see Figures 3 and 4).

Figure 3a depicts a vehicle anival pattern identified
at a distance 42.'l m (140 ft) upstream from an intersec-
tion. The rate of arrival is light and affected only
slightly by an upstream intersection controlled by a
pedestrian-actuated signal. Figure 3b presents a ve-
hicle arrival pattern of moderate flol rate at a location
76,2 m (250 ft) upstream fr.om an intersection. This
arrival pattern rs not noticeably affected by a rernote
intersection upstream. On the other hand, the vehicle
arrival patterns shown in Figures 3c and 3d respectively
rvere observed 213.4 m (?00 ft) downstream from an in-
tersection controlled by a semiactuated vehicle signal.
The flow rates at the time of data collection were mod-
erately heavy, and interactions between vehicles were
substantial because of the build-up of queues downstream.

Regardless of the dissimilarities in flow conditions,
chi-square tests show that aU the four arrival patterns
conform to Poisson distributions at the 5 percent sig-
nificance level, as does the pedestrian arrival pattern
shown in Figure 4. The relatively high chi-square value
of 8.14 compared to the critical value of 9.48 may be
attributable to the grouping of pedestrians when friends
or relatives arrive together.

From the above observations, traffic arrival patterns
at an isolated intersection can be reasonably assumed
to be random. When they are not random, such as when
a hgavy vehicle florv or a forced flow prevails, Equations
l, 2, and 3, because they demand minimum data input
in the form of flow rates, are still good for finding opti-
mum signal settings.

OPTiMUM SETTINGS

Optimum settings for a traffic signal control system rvill
be dictated by the purpose of the control, which may
vary from one locale to another. Nevertheless, the
following are probably the most important purposes:

1. Minimizing average vehicle delay,
2, Minimizing the differences between average delay

of vehicle riders and that of pedestrians, and
3. Minimizing total rider and pedestrian delays.

The signal controls based on these will be referred to as
vehicle priority operation, equity operation, and mini-
mum total delay operation respectively.

Vehicle Priority Operation

The rationale behind minimizing average vehicle delay
hinges on the fact that they waste time, increase vehicle

Tine
E7t65"3

tl

Q"
a

v
D"

Posit¡on of
Vehicle in Discharging
Oueue Headway (sl

First 3.8
Second 3.1
Third 2.7

Position of
Vehicle in Discharging
Oueue Headway (s)

Fourth 2.4
Fifth 2.2
Sixth and up 2.1

Based on those headways, such a capacity (Qn,u*) can be
estimated as

Q.o, = 5N - (3600 - Ncp - 14.2N)/2.1 (+)

where 14.2 represents the total time in sec onds needed for
the first five queuing vehicles to enter the intersection.

The average saturation rate (y") for an average cycle
can be approximated by

Y" = Q"/Q."'

From the simulation analysis mentioned earlier, I found
that when y" has a value greater than abotrt 0.8 average
delay has a tendency to become a function not only of
flow rate but also of the sequence of arriving headways.
The performance of a control system may therefore be
unstable. In other words, for a given flow rate, esti-
mates of average delays based on different field samples
either have a large variation or may become time de-
pendent (increase with respect to time). Then Equation
3 may not provide a good estimate. Whenever possible,

(s)
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operating costs, and pollute the air, Therefore, as long
as a control does not bring about excessive pedestrian
delays, average vehicle delay may be minimized.

Several factors should be taken into account. First,
in setting minimum vehicle green, M should be long
enouglr to allow those vehicles stopped by a pedestrian
green to cross the intersection during their green. For

Figure 2. Average delay as a function of Go and M.

Gp

l8
20

24

a pedestrian green of Go s and a vehicle flow of À" ve-
hicles/s, average number of queuing vehicles per
pedestrian green is approximately Gr),". The green time
required for these vehicles to enter an intersection can
be estimated from Greenshields' data on vehicle dis-
charging headrvays, which on the average decrease from
a high of 3.8 s for only one queuing vehicle to a sta-
bilized value of about 2.1 s for a queue of considerable
length. As a conservative measure, an average of 4 s/
vehicle is allowed in the following analysis. Thus, green
time requiredfor Go)." vehicles to enter an intersection is
conside¡'ed as 4(Gù,"). An amber duiation equal to
pedestrian signal response time should be added to
4(GpÀ") to form a lower bound of minimum M.

It is not clear what the maximum delay most pedes-
trians are willing to tolerate is. To maintain the spirit
of a pedestrian-actuated control system, Irorvever, an
upper bound should be imposed on M. This upper bound
is denoted as M,,,"*and is limited to 60 s.

In addition, there are several concerns in setting a
pedestrian green dulation Go. For WALK duration, the
Manual on Uniform Traffic Control Devices (4) set a
minimum of ? s to allow waiting pedestrians toãnter an
intersection. Abrams and Smith (!) have recently in-
dicated that, except when pedestrian queues are longer
than 15 people (an unlikely event for intersections con-
trolled by a pedestrian-actuated system), ? s is su-f-
ficient. This should be considered a lower bound be-
cause too short a WALK duration tends to create con-
fusion and stress on pedestrians,

On the other hand, DON'T WALK duration should per-
mit pedestrians to clear an intersection before vehicles
are released. Thus, i-f W denotes the maximum width
of an intersection and V, is a design speed for pedes-
trians, then minimum DONrT WALK duration should be
at least equal to W/Vo. In consequence, the minimum
requirement of Go is ? + (W/Vr). When a G, longer than
the minimum is preferred, it would be desirable to set
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Figure 3. Vehicle arrival patterns.
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Figure 4. Pedestrian arrival pattern.

the DONIT WALK duration to its minimum of W/Vp and
to allocate the rest of G, to WALK.

Finally, pedestrian signal response time T, which
may be regarded as vehicle amber time, should allorv
vehicles to clear an intersection before the green is
turned over to pedestrians. According to the Traffic
Engineering Handbook (9), T can be estimated from

T=r+V/(2a)+(W+L)/V

where

= perception-reaction time (1 s);
= approach speed of clearing vehicle;
= deceleration rate of clearing vehicle 14,57 m/s'z

(15 ftls,)l;
= intersection width; and
= length of vehicle [6.r m (20 ft)].

The problem of determining optimum settings for
vehicle priority operation can be formulared as Min
D,,,,, lvhich is.subject to 4(G0tr") + T < M i Mu,n,, Gp =
E +S, S =W/Yr, and E > ?, where D,,,r.epresenté the
average delay of the heaviest single{ane vehicle traffic
flow that pedestrians interfere with. Its value is given
by Equation 3.

The solution to this optimization problem is straight-
forward, because, as shown in Figure 2, average ve-
hicle delay increases and decreases with respect to Go
and M. Therefore, the best settings for any combina-
tion of pedestrian and vehicle flows call for the use of
a minimum acceptable Go and a maximum allo',vable M:
E = ?, Go =7 + W/Yp), ànd M = M,n",.

Table 1 shows an example of veNcle priority opera-
tion based on Vo = 1.1m,/s (3.5 ftls), V = 40 km/h (25
mph), and Mn'", = 60 s. The operations are characterized
by the following features:

1. Average pedestrian delay (Dr) is overtvhelmingly
greater than the average vehicle delay (D");

2. Average pedestrian delay of about 30 s for all
combinations of intersection widths and traffic florvs
impties an B0th percentile delay of about 60 s; and

3. Values of y" for the ranges of intersection widths
and traffic flows considered are well below 0.8. Thus,
the signal settings would result in stable system per-
formances with respect to vehicle delay, meaning that
average delay is unlikely to grow with respect to time.
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If the average pedestrian delay and the corresponding
B0th percentile delays are excessive, then a smaller
value of Mn,u* should be used. For example, with an
Mn,"* of 40 s, the avelage pedestrian delay shorvn in
Table 1 could be reduced by about 10 s, but average
vehicle delay would not be increased by mor.e than 4 s.
The corresponding B0th percentile delay would have a
more acceptable value of about 40 s, Use of a smaller
Mn,o*, however, has the danger of leading to an unstable
system performance with respect to vehicle delays when
both pedestrian and vehicle flows are heavy.

Equity Operation

If a control system is intended to permit fair use of an
intersection by pedestrians and motorists, then signals
can be set to minimize the discrepancy betrveen average
pedestrian delay and average vehicle delay. For. ve-
hicle flows, the needs of the heaviest traffic flow
stream are the most important concern. Lighterstreams
affected by pedestrians may be ignored.

The problem of finding optimum settings for equity
operations can be formulated as Min(Do - D,), which is
subjectto4(GrÀ") +T < M( Mnraxr Go =E +S, S =W,/fo,
and E = ?, rvhere (Dn - D") denotes the absolute value of
the difference betwee¡r Do and D".

In this case, Go has to be set at its minimum re-
quirement to ensure that a unique solution exists and
that combined delay of pedestrians and vehicles be kept
as low as possible. This constraint is essential be-
cause, as can be seen from Figure 2, for any Go it is
always possible to find an M such that D" equals Dr. In
the figure these combinations of Go and M at rvhich D,
equals D" are represented by the intersects of Do and D"
curves. It is clear that larger G, induces longer delays.

The approximate solutions to tlte above optimization
problem with different combinations of intersection widths
and traffic flows are shown in Table 2. The following
observations can be made by comparing the equity
operations with the vehicle priority operations under the
same conditions.

1. Equity operations bring about substantial reduc-
tion in average pedestrian delays. They result in less
total delay at light vehicle flows and greater total delay
at heavy vehicle flows.

2, As indicated by the larger values of yo, the equity
operations are relatively unfavorable to vehicle flows.
Values of y" greater than 0.8 at heavy vehicle flows sug-
gest that an equity operation here is undesirable.

3. For a given combination of intersection width and
vehicle flow, the optimum settings of M are not sensitive
to pedestrian flow rate.

4. For a given combination of Qo and Q,, the opti-
mum settings of M increase by no more than 2.b s for
every additional 3.1 m (10 ft) of intersection width.

5. The 80th percentile delays range about ? to 40 s
for the various combinations of intersection widths and
traffic fLows. Therefore, from the viewpoint of pedes-
trians, equity operations are preferred to vehicle pri-
ority operations.

Minimum Total Delay Oneration

When travel time is the dominant concern in the operation
of a signal control system, it would be desirable to
minimize total pedestrian and vehicle delay. Assume
that vehicle occupancy rate is 1.5 riders,/vehicle; the
best settings can be identified by finding the solution to
the problem

(6)
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where n denotes the total number of vehicle traffic flow
streams in conflict with pedestrians, and Q"¡ ând Dy1

represent the flow rate and the average delay of the ith
vehicle stream respectively. 4 is given in Equation 2,
and D", can be determined from Equation 3.

The objective function given above should be subjected
to the same constraints as those described in the case of
vehicle priority operation.

A complete treatment of this optimization problem is
impossible because optimum settings are partially dic-
tated by the number of vehicle traffic streams that have
to be taken into account. Table 3 provldes an insight

into the nature of this type of operation and shows the
best settings and their implications for only one vehicle
traffic stream. The operations have the following char-
acteristics:

1. Go should be set at its minimum requirement;
2. Optimum settings of M increase with respect to

intersection width and vehicle flow rate for a given
pedestrian flow rate;

3. Values of y" are all under 0.8 for the ranges of
intersection width and traffic flows considered, and
stable performance of the control systems with respect
to vehicle delays can be expected; and

4. Optimum settings are comparable to those of the
vehicle priority operations at heavy vehicle flows. And,
at light vehicle and pedestrian flows, they are similar

(7)

Table 1. Optimum sett¡ngs for
vehicle priority operations.

W-0nt, G,=13s, lv=9Dì, G,=16s,
T=3.3s T=3.6s

w=12nr, G, =19s, w=15n¡, G, -22s,
T=3.9s T=4.1s

NI D.
(s) G) Y,

D.
(s)

D
(s)

D,
(s)

D-
(s)

D,
(s)

D.
(s)

D,
(s)

200
400
000
800
200
400
600
800
200
400
600
800

30.830.42?.5

33.429.4

33.532.330.929.6

2.2 0.14
2.7 0.28
3.5 0.42
4.5 0.56
2.3 0.14
3.0 0.29
3.8 0.43
4.9 0.5?
2.4 0.l4
3.0 0.29
3.8 0.43
4.9 0.5?

2.9 0.15
3.6 0.29
4.5 0.44
5.8 0.59
3.1 0.15
3.8 0.30
4.8 0.45
6.2 0.60
3.1 0.15
3.8 0.30
4.8 0.45
6.2 0.60

3.7 0.15
4.5 0.30
s.6 0.46
7.1 0.61
3.9 0.16
4.8 0-31
6.0 0.47
?.6 0.02
3.9 0.16
4.8 0.31
6.0 0.47
?_6 0_62

30.8

4.5
5.5
6.8
8.6
4.8
5.8
'1.2
9.2
4.8

7.2
9.2

0.16
0.33
0.50
0.06
0.16
0.34
0.50
0.68
0. l0
0.34
0.50
0.08

Nore: ln=3.3ít.

lable 2. Opt¡mum settings f or equity operat¡ons.

W=6n1, Gp=13s, T=3.3s W=9n1, G¡=16s, T=3.6s

MD^D.Y.MD.D.Y.
(s) (s) (s) (s) (s) (s)

w-12nr, Go=19s, T=3.9s W=.15nt, Go-22s,T-4.1s

Y. D.
(s)

D¿
(s)

M
(s)

D,
(s)

M
(s)

200 ?.0
400 10.5
600 14.5
800 18.5
200 11.5
400 14.5
600 1?.s
800 22.5
200 13.0
400 15.5
600 19.0
800 24.0

3.6 3.0
4.4 4.4
5.6 5.5
7.0 ?.0
5.4 5.4
6.6 0.5
?.9 8.0

10.3 10.2
6.6 6.6
7.7 ?.9
9.4 9.4

I 1.8 I 1.9

9.0 4.9
12.0 5.8
16.0 7.2
20 .5 9.0
12.5 ?.0
15.5 8.3
r9.0 10.0
25.0 r3.0
13.5 8.1
16.5 9.5
20.5 11.5
26.5 14.4

4.8 0. l8
5.8 0.36
7 .r 0.54
9.0 0.70
6.9 0.25
8.2 0.47

r0.1 0.06
t2.9 0.80
8.2 0.31
9.6 0.54
11.5 0.?l
t4.4 0.82

6.2 0.1
7.4 7.3
9.0 8.9
ll.l 11.3
8.5 8.6

10.2 10.1
r2.L 12.3
15.6 l 5.?
9.? 9.8
lL.4 1l .4
l3_5 13.6
1?.0 10.?

0.20 1 1.0
0.39 14.5
0.5? 19.0
0.?4 25.0
0.28 14.0
0.51 1?.5
0.70 22.5
0.83 30.0
0.34 14.5
0.5? 18.5
0.74 23.5
0.84 31 .5

?.0 7.5 0.22
9.0 8.9 0.42
10.9 10.? 0.61
13.5 13.8 0.81
10.3 10.1 0.30
12.0 11.9 0.55
14.5 14.3 0.?3
r8.3 18.6 0.85
Lt.z 1r.5 0.36
13.2 13.1 0.60
15.6 15.? 0.76
19.6 19.1 0.85

r0.0
13.5
I ?.5
22.5
13.0
16.5
20.5
27.5
14.0
17.5
22.0
29.0

0.1?
0.34
0.50
0.06
0.23
0.43
0.62
0.?6
0.28
0.51
0.69
0.80

Note: lm=3.3ít.

Table 3. Optimum settings for minimum total delay operat¡ons.

W=6m, Go= 13s, T=3.3s W=9n1, Go=16s, T=3.6s W=12nì, G,=19s, T=3.9s W=15m, Go=22s, T=4.1s

D.
(s)

DD
(s)

M
(s)

Y.D.
(s)

D.
(s)

M
(s)

D"
(s)

M
(s)

D.
(s)

D,
(s)

M
(s)

4.4
5.5
8.8

24.',|
4.8
6.8

14.5
23.2

5.1
9.3

13.?
19.6

200
400
600
800
200
400
600
800
200
400
600
800

b
b

13
36

6
6

22
3?

0
13
22
32

I
I

33
60

8
l7
34
52
I

18

41

3.4 3.6
3.4 4.5
5.1 5.6

14.8 5.8
3.5 5.9
3.5 ?.?

10.r 7.1
17.'t 0.9
3.6 9.1
6.5 8.9

10.8 8.2
r5.7 7.3

0.1? 'l
0.34 r 1
0.50 20
0.61 51
0.25 ',t

0.50 L2

0.58 28
0.65 45
0.43 7
0.56 16
0.63 25
0.?0 37

4.8 0.19
5.9 0.3?
6.8 0.52
6.3 0.60
1.',t 0.29
8.9 0.51
8.0 0.5?
I.',t 0.65

11.5 0.50
9.8 0.55
9.5 0.04
9.3 0.71

5.6 6.2
5.6 7 .',|

r0.2 7.5
30.4 ?.1
6.3 9.5

10.4 9.9
19.0 8.8
28.1 8.5
?.3 12.6

11 .5 1 1.1
16.5 10.6
22.9 10.5

7.7 0.22
9,4 0.44
8.0 0.51
?.6 0.63
tt.A 0.36
10.9 0.50
9.9 0.5?
9.4 0.65
t4.2 0.50
t2.8 0.59
tz.t 0.66
11.? 0.',t2

0.20 I 6.9
0.40 I 6.9
0.52 44 23.4
0.61 60 31.9
0.32 9 8.0
0.50 21 13.8
0.5? 38 22.4
0.65 58 32.5
0.49 16 9.1
0.s6 19 13.4
0.64 30 18.8
0.?1 45 26.2

Note: lm=3.3fr



to those of the equity operations.

In general, minimum total delay operation is more
desirable than vehicle priority operation and equity
operation because it avoids long pedestrian delays that
can result from vehicle priority operation at light ve-
hicle florvs and vehicle delays similar to those of ve-
hicle priority operation. And, finally, M-u* can be
chosen to produce acceptable average pedestrian delays
at heavy vehicle flows and to alleviate the risk of un-
stable system performance.

SUMMARY

This paper characterizes the performance of a
pedestrian-actuated signal control system in terms of
traffic delays, describes the three types of signal opera-
tions, and discusses the validity of the assumption that
traffic arrives randomly. This was verified by data col-
lected for isolated intersections at Potsdam.

Vehicle priority operation may result in excessive
pedestrian delays when long minimum vehicle green
durations are chosen. Shorter vehicle greens, on the
other hand, risk unstable system performances with
respect to vehicle delay. Equity operation is preferable
from the viewpoint of pedestrians, but it may bring
about unstable system performance when heavy vehicle
florvs are present. Minimum total delay operation re-
duces the negative features of the other two operations
and is thus more desirable.

Regardless of the types of operation, pedestrian
green duration should always be set at its minimum re-
quirement, which is ? s plus the time needed for a
pedestrian to cross the intersection. The setting of

10?

minimum vehicle green duration, on the other hand,
depends on intersection width and traffic flow. In gen-
eral, broader intersections and heavier vehicle flows
require longer minimum vehicle green duration.
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rupted florv conditions and street intersections with
signalized control. Level of service is "a qualitative
measure of the effect of a number of factors, which in-
clude speed, travel time, traffic interruptions, freedom
to maneuver, safety, driving comfort, convenience and
operating costs." There are stops at intersections, so speed
cannot be the appropriate measure of level of service;
an operational index called load factor (LF), then, was
used to determine the various levels of service at sig-
nalized intersections. HCM defined this index as a
"ratio of the total number of green signal intervals that
are fully utilized by traffic during the peak hour to the
total number of green intervals, for that approach dur-
ing the same period." The different levels of service
are identified alphabetically from A (free flow) to F
(forced flow or stop-and-go conditions), based on the
value of LF as follows:

Level of Service at Sign alized
Intersection s
T. C. Sutaria, Rady and Associates, Inc., Fort Worth, Texas
J. J. Haynes, Department of Civil Engineering, University of Texas

at Arlington

ln the 1965 Highway Capacity Manual levels of service at signalized ¡n-
tersections are related to load factor, which was intu¡t¡vely judged the
best level of servics indicator available, Load factor has, however, pre-
sented such problems as its ¡nsens¡t¡v¡ty to low service volume, absence
of any rational basis for defining breakpo¡nts, and difficulty in identi.
fying loaded cycle, A rational method for quantifying the different
levels of service at signalized intersections was therefore needed. ln
our research we used a road.user opinion survey that ¡nvolved depicting
and rating different traffic situations at a carefully selected single sig.
nalized intersection, Over 300 drivers rated randomly arranged film se-
quences of two types-a driver's view (microview) and an overall view
(macroview) of an intersection-and evaluated these films, segment by
segment, in terms of appropriate levels of service. Field stud¡es and the
att¡tude survey provided data for the development of two psychophysi.
cal models. Statistical analysis indicated that average individual delay
correlated better w¡th level of service rating than with measured load
factor and encompassed all levels of service. Of all parameters affecting
levels of service, load factor was rated highest by road users.

In the 1965 Highway Capacity Manual (HCM) Q) the con-
cept of level of service was introduced for both uninter-
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Level of
Service Load Factor

Level of
Service Load Factor

D 0.3 to 0.7
E 0.7 to 1.0

A 0.0
B 0.0 to 0.1
C 0.1 to 0.3

LITERATURE REVIEW

Although LF intuitively seemed to be the best measure
of level of service, subsequent problems (2,3,4,5,6,7,
B) did arise. May (g 8) noted the absence õtãnyrat-ioiat
basis for finding breakpoints in LF to define various
levels of service. Furthermore, Pontier, Miller, and
t<raft (1) and Reilly, Miller, and Jagannath (5) ob-
served that the identification of loaded cycleJrequired
considerable judgment on the part of fietd observers.

Instead of an LF, the former authors (4) used a sat-
uration factor, which they defined as "theiumber of
saturated cycles divided by the total number of cycles
during a specified time period." A saturated cycle is
any cycle during which the number of vehicles stopped
on red is greater than the number of vehicles passing
through on the following green.

May and Pratt (l) and May and Gyamf i (Q) used LF to
correlate levels of service to average individual delay
(AD). They took equal delay intervals as a possible
basis for the choice of LF values to define various
levels of service.

Tidwell and Humphreys (1) presented an alternative
procedure that utilized a cycle failure rate to indicate
level of service for pretimed signalized intersections.
These authors defined a cycle failure as "any cycle dur-
ing which approach arrivals exceed the capacity of de-
partures," The cycle failure rate is predicted as a
probability of arrivals exceeding departure capacity by
using a cumulative Poisson distribution. The same
authors investigated the feasibility of using AID as an
index of level of service offered by a signalized inter-
section. They argued that, iÎ speed is the criterion for
uninterrupted flow conditions, a delay index can be used
f or intersection operation.

Sagi and Campbell (?) also observed that vehicle delay
is a more satisfactoryãnd inherently more useful cri-
terion for assessing levels of service at signalized in-
tersections. The recent Intersection Capacity Workshop
(!) too voiced concern regarding the use of LF.

USER-RATING CONCEPT

The above review indicates that future research must

1. Establish, if possible, a rational basis for relat-
ing level of service and LF,

2. Check the validity of a hypothesis that LF is a
better predictor of level of service than AID, and

3. Establish a relationship between AID and LF at a
given level of service.

Our premise is that the quality of florv at any inter-
section should reflect the attitudes of the road users.
There are different levels of satisfaction regarding in-
tersection operation, and it rvas felt that the opinions
of a group of road users could be used to establish a
rational relationship between LF and levels of service.
This would involve a compilation of all the road usersr
inclinations, feelings, and degrees of satisfaction about
the quality of service at an intersection. \tre also con-
tend that the service an intersection has been designed
to provide might reflect both objective and perceived
attributes or dimensions and that there exists a function
by which the one can be related to tlìe other. Thus
drivers' subjective ratings of quality of flow at a sig-

nalized intersection would represent their attitutes or
opinions, and LF, AID, or saturation factor would
represent an objective rating.

We conducted a literature survey to determine the
feasibility of using a user-response or attitude approach,
and decided that, because such an approach had been
successfully utilized G9,11, 12) previously, it could
provide meaningful results g!, 14).

Our research objectives were (a) to develop the neces-
sary procedure for applying this user-rating concept,
(b) to check the validity of the hypothesis that LF is a
better predictor of level of service than AID, and (c) to
establish a relationship between AID and LF at a given
level of service for signalized intersections. These ob-
jectives are discussed in detail in the follorving pages.

APPLICATION OF THE CONCEPT

The steps we took in developing the concepts in this
study are described in the following.

Step 1. Selection of a Typical Signatized
Intersection

Because the 1965 HCM (! pp. 111-159) deals primarily
with fixed-time or pretiñed signal controls, we studied
30 isolated fixed-time intersections for feasibility in the
Dallas-Fort Worth area. It was disappointing, there-
fore, that not one oI the 30 could either satisfy the cri-
teria for a full range of load factors or offer a vantage
point for an unobstructed ovelall view for film cover-
age, As an alternative, a fully actuated signalized in-
tersection located at Lemmolt and Oaklarvn avenues in
Dallas was selected as the best altet'native.

Step 2. Conducting Field Studies

Before filming various traffic situations representing
levels of service, a number of field studies were carried
out during several selected hours and days on the west-
bound Oaklawn Avenue approach to the intersection.
These field studies included:

1. Automatic tra-ffic volume coì,rnts for a full week;
2. Manual traffic volume counts to determine direc-

tional distribution, vehicle composition, and peak-hour
factor (PHF) (1);

3. Delay studies to estimate AID during selected
hours lthe Sagi and Campbell method (?) was employed
because of its sourd theoretical approñh, its suitability
for a fully actuated signal control, and its applicability
to all levels of traffic volume, including oversaturationJ,
and the resulting values shown in Tabte 1 for the selected
westbound approach; and

4. LF measurements determined by the number of
loaded cycles during the selected hours [a green phase
was considered loaded when the following conditions (1)
existed: (a) vehicles in all lanes were ready to enter -
r¡¿hen the signal turned green; and (b) vehicles inall lanes
continued to be available to enter, with no long spaces
betrveen them during the entire greenl.

The measured LF [LF(M)] and AID values are tabulated
in Table 1. The interpolated LF for the various volumes
and the volume to capacity ratios (V/C) were obtained by
referring to Figure 6.8 of the 1965 HCM (! p. 15a). The
intersection of lines projected from the scale of the un-
adjusted service volume in vehicles per hour of green
(VPHG) for standard or average conditions Q), and from
the scale of approach lvidth, identified the irferpolated
LF, from which the prevailing levels of service were
specified. The observed variation between measured
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and interpolated LF may have been caused by uncer-
tainty in the identification of loaded cycles and by the
insensitivity of LF to low service volumes.

Step 3. Preparation of Film for
Rating Survey

For the purpose of this research, a microview \¡,as de-
fined as a filmed scene showing a traffic situation that
an individual driver seated in his automobile would ex-
perience while driving through the intersection. A
macroview was defined as a filmed scene showing the

Table 1. Summary of results.
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overall traffic situation on the given approach of the in-
tersection from high above.

Film scenes or segments representing various
speeific levels of service were contemplated, for a duration
of one (or two) signat cycles. It was thus necessary to
know the within-the-hour variation in LF values and
queue lengths, so that the total collection of filmed
scenes would include a full range of known level.s of
service. Therefore, LF values and maximum queue
lengths (Qn,",) (based on a 15-min time interval) were
plotted. By observing Qn,u, oû the approach, an LF esti-
mate could be made simply by referring to this plot.
Thus the "wait rn watch" strategy during tlte hour helped
us to decide when to film microviews and macroviews
for the various levels of service. The films were taken
with a 16-mm camera at 16 frames/s. The final film
was prepared from one or two representative film seg-
ments for each level of service. The final film in-
cluded both types of view, and the order of the segments
in eaeh type was determined purely on a random basis.
The final film contains the segments listed in Tabte 2.

Qtep 4.. Conducting Rating Sessions for
Group Attitude Survey

A questionnaire was developed for the group attitude
survey. In all, 310 respondents participated in the
survey at several sessions. After they answered flte
first part of the questionnaire, which inquired about
sex, age, and driving experience, they were requested
to indicate their opinions regarding the importance, to
quality ofservice, of five factors: delay, number of
stops, traffic congestion, number of trucks and buses,
and difficulty of lane changing. Then the first part of
tlre microview film was presented to them segment by
segment. Each segment consisted essentially of a
driver's view of approaching, waiting, then finally pass-
ing through the intersection. After each segment the
group were requested to rate traffic operations on two
different opinion scales (Figure 1) with regard to level
of service provided. After rating each of the seven
microviews, they rated the macroviews. These macro-
views presented a birdts-eye view of the approach dur-
ing about one complete cycle of operation,

After the presentation of the film, they were re-
quested to again rate the five factors regarding quality
of flow at the intersection. This was done in order to

Day
AID'
(s) LF(M)

8:00 to 9:00 a.nr.
?:00 to 8:00 a.nr.
10:00 to 11:00 a.nr.
10:00 to ll:00 t.nr.
12:15 to 1:15 Þ.Dì.
12:00 n. to l:00 p.nr
2:00 to 3:00 p.nr.
2:00 to 3:00 p.nr.
4:00 to 5:00 p.m.
4:00 to 5:00 p.rìr.
8:00 to 9:00 a-¡n-

Sutr(lay l2l8/?4
ltrcsday 11./26l?4
Tucsday 11./26./?4
'I\lcs(lây 5,'21l?5
WcdDesday 1l/2'l/74
wc<l¡esd^y 5/21/74
wedncsdry 1L /27 /'14
Friday 5/16/?5
Friday 5/16/?5
Ft'icla.y 12/6/'14
Srturdiìy 5, l0 '75

23.39 0.000
44.36 0.353
35.89 0.143
45.00 0,35?
04.?3 0.885
61.33 0.8?5
52.68 0.536
5?.29 0.500
62.98 0.905
62.31 0.?30
27.05 0_0?0

'Sa$i and Campbell rncrhod {2).

Table 2, Durat¡on of f ¡lm segments.

SegDìeDt
View No.

Duration
of FiIìì at
10 Franles.s
(s)

Assigned Level of
LF Service

Micro

Mâcrô

52
61
?0
42
52

108
193

53
62
95

L2l
109
126

69

1
t
3
4
5
b

I
o

10
11
t2
13
t4

0.0?0 B
0.143 c
0.0 70 B
0.000 /\
0.143 C
0.353 D
0.885 E
0.000 A
0.536 D
0.143 c
0.90 5 E
0.0?0 B
0.143 c
0.0?0 B

Figure 1 . Scale A and scale B of the att¡tude survey
questionna¡re.

@

SEGMENT:

QUALIÌY OF STRVICE RATIIIG FORM

rdl
Pìace a check
in the nost
appropri ¿te
box.

l_:..ì

lt

r:l

rlll

Excol lent

Very Good

Good

Fai r

Poor

Very Poor

(al

(bl

I wouìd describe the traffic situation
presented in this film segment as a
condi tion of:

Free flovr or as "frèe flolrinq"
as can bc expected if thrre is
a traffic siqnal at tho inter-
sectìon under study,

OR

Toìerable deTãy, and near'ly as
good as couìd be exÞected ôt a
si gnal i zed intersecti on,

OR

Consi dcrab'lo--<lc lay, but tyDi cal
of a lot of oxlinâry signaìizcd
'intersections during busy tirrìes,

OR

Unacceptabìo-Talðy, and typicaì
of only the busiest signâìized
intersections durìng the rush
hours,

OR

(dt

rôr fntolorabìe Tãlay and rypical'*' onìy of thc vorst fcy sign¿ììizcd f-¡
intersections I have seen,
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find out if the films influenced their first opinions.

Step 5. Analyzing the Data

From the field studies of the intersection approach, the
four functional relationships established by using linear
and curvilinear regression analysis (J.5, f0) are case l,
V/C tatio versus AID; case 2, AID veTsus LF(M);
case 3, Q."" versus LF(M); and case 4, V/C ratio ver-
sus LF(M). The statistical analysis indicated that only
case 2 was significantly curvilinear, suggesting that a
second degree polynominal had a slightly better fit than
a straight line (1?). For the remaining cases, linear
regression fit r¡,as adequate (1?).

The analysis of the first part of the survey question-
naire is summarized in percentages as follorvs:

1. Sex: male = ?2.9, female =21 ,L;
2, Age group: under2S lears = 46.5, 25to50years =

41.6, 51 to 65 years = 3.9, over 65 years = 8.1;
3. Driving experience: under 4 tears = 35.8, 5 to

10 years = 36.5, over 10 yeats = 27.7;
4. Education: high school only = 33.2, some college =

52.3, college graduate = 10.3, college postgraduate =
4.2; and

5. Driving experience (the three percentages refer
to little, average, and much experience respectively):
downtown = 50.0, 37.4, 12,6; residential ¿¡s¿s = 18.4,

Table 3. Summary of ratings for
importance of factors to quality of
flow.

Table 4. Level of service rat¡ng on
continuous scale A.

Table 5. Level of service rating on
po¡nt est¡mate scale B.

Before Rating Filnl Segnìents After Rating F¡lnì Segnìents

StandaÌd
DeviatioD' RâDk

Standard
Meatr Deviation' Median Ratrk

Delay 1.990
Number of stops 2.323
Corìgestion 2.426
Trucks ând buses 3.õ68
Lar¡e changir¡g 2,703

1.923 0.938
2.432 1.034
2.226 0.921
3.742 1.190
2.88',t l.090

1.?83 1

2.439 3
2.154 2
3.?26 5
2.910 4

1.041
0.9?8
1.106
1.220
t.232

t.792
2.340
2.332
3.524
2.633

1

2
3
5
4

"Verymuch= l;aboveaverage=2j average=3;belowaverage=4;veryl¡tlle=5;andno=6,

Segme¡rt
No.

Stân(lârd
Deviatioì' Kurtosis Skervness

Micro

Macro

1
0

J
4
5
6
7
8
I

10
11
L2
13
L4

3.066 0.883
2,497 0 .17t
2,622 1.0?8
3.588 0.957
2.651 0.959
1.93? 0.9??
0.893 0.841
3.440 0.969
2.425 0.9?9
2.299 0.854
1.259 0.849
2.989 0.898
2,936 0.94?
3.405 0.86?

0.161 -0.080
-0.014 -0.1?8
-0.483 0.021
0.584 -0.5?6

-0.119 -0.100
-0.215 0.159
r.013 0.93?

-0.281 -0.445
-0.069 -0.046
0,106 -0.063
-0.505 0.231

0 .14 5 -0 .246
0.416 -0.915
-0.016 -0.220

3.049
2.591
2.550
3.886
2.89',t
1.971
0.946
3.4?2
2.125
2.t25
1.020
2.999
2.919
3.396

3.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000

¡Very poor = 0;poor = I lair = 2;good = 3;vcrygood = 4;and excellent = 5

Segment
No, Mean

Standard
Deviation Median Mode Kurtosis Skewness

Micro

Mâcro

I

2

3

4

5

6

7

8

I
10

11

t2

13

t4

1.981 0.784
3.774'
2.590 0.?94
3.0 13.
2.639 1.041
3.076.
1.574 0.796
4.283'
2.468 0.919
3.165'
3.229 0.946
2.214',
4.t74 0.814
1.033'
1.545 0.?ô1
4.319.
2.606 1.018
2.993'
2.865 0.8?1
2.669.
3.868 0.847
1.41 5.
2.048 0.904
3.690.
2.168 0.916
3.540.
1.?13 0.?58
4.109.

2.000 0.126

3.000 0.3?6

2.000 -0.48?

1.000 2.826

2.000 -0.35ã

3.000 -0.2sl

4.000 1.518

1.000 3.656

3.000 -0.323

3.000 -0.024

4.000

2.000

2.000

2.000

0.460

0.626

0.083

2.417

t.947

2.594

2.500

0.000

2.403

3.2r9

4.236

0.000

2.582

2.872

3.939

1.9?5

2.084

l.ô50

0.518

0.284

0.284

1.568

0.270

-0.126

-1.050

1.680

0.291

0.11 8

-0.643

0.?49

0.599

1.200

'Transformed meao comparable to wle A {s€le A = 6.25 to 1.25 (sale B} I .
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Good

CE -90 t
õ5 C
d- õpo> c
oo.-c o
ì.: Fair ooÞØQEOço
oo

Fâo5>Ø
J Poor

Yery
Good

0.5

Load Factor (Measured), tF(M)

Physical Continuum

44.2, 31 .4; urban free',¡/ays = 29.?, 43.9, 26.5; rural
highways and freeways = 33.9, 43.2, 22.9.

The second part of the questionnaire had three sub-
divisions. The analysis of subdivisions 1 and 3 is pre-
sented in Table 3. Examining the mean or median rat-
ings, we found that the delay lvas considered the most
important factor both before and after viewing the film
segments. The analysis of subdivision 2 is presented
in Tables 4 and 5.

To determine the inconsistency in the interpretations
of scales A and B, scale B ratings were transformed to
equivalent scale A ratings as shown in the tables. The
average level of service ratings of scale A were plotted
against those of transformed scale B to obtain the
deviation of the fitted line from a slope of 1 representing
an inconsistency factor. In this particular case, the
value wâs 0.1667.

TESTING THE IIYPOTHESIS

For the purpose of testing the hypothesis that LF is a
better predictor of level of service than AID, two
psychophysical models, level of service rating versus
LF(M) and level of service rating versus AID, were
formulatedas shown inFigure 2. The median values
were preferred over the mean values mainlybecause
the former are much less likelytobe displaced thanthe
latter inthe case ofskewed distribution. Both models
were deve loped by a s imple linear and curvilinear re gres -
sion analysis, and a significance test of curvilinearity
revealed that the linear regression was a better fit for both.

A hypothesis about the models fitting the data points
was tested (17). It was concluded from this analysis
that neither model suffered from lack of fit. (Both
models fit reasonably well.) Examining the psycho-
physical model (a) in Figure 2, it is clear that the LF
range of 0 to 1 does not encompass the full range of
level of service rating from excellent to very poor. It
may be that the LF could in some instances have had a
negative value, which in its current definition (1) has

Excel ìent 5

50

Average Individual Delay (ÂlD), Sec.

Sagi and Campbell Modeì

Physical Continuum

little or no meaning. In other words, zero LF as de-
fined in the 1965 HCM is insensitive to low service
volumes, This can be explained by a plot of LF versus
Y/C ratio obtained from Figure 6.8 of the 1965 HCM
for 6.1, 9.1, and 12,2 m (20, 30, and 40 ft) approach
widths. This plot reveals that the zero LF cannot dis-
criminate betrveen V,/C ratios below 0.68 (l?).

After the above discussion of these two models, the
hypothesis that LF is a better predictor of level of ser-
vice than AID cannot be said to hold. This strongly sup-
ports the argument (¿ !, 9-, !.) that the def inition of level
of service as a function of LF (Ð is not adequate. These
results have once again raised the same question May
(9) raised: Can a load factor of less than 0.0 be ob-
tained ?

NEW RELATIONSHIPS AMONG LF,
ATD, V/C RATIO, AND LEVEL
OF SERVICE

The two psychophysical models of Figure 2 provide a
basis for establishing the breakpoints for LF and AID
for defining various levels of service, based on attitudes
of road users. These breaþoint values are obtained as
follows (Figure 2): (a) draw horizontal lines (represent-
ing different levels of service) from the level of service
rating scale to regression curve, and (b) from the point of
intersections obtained in (a), project vertical lines down
to LF or delay scale to obtain breakpoints. A plot (!!)
of the breaþoints of LF versus the breakpoints of AID
would therefore depict the relationship between LF and
AID at a given level of service as

LF(M) =-6.717 33+0.024729 ArD (l)

The breakpoints as shown in Figure 3 and the previously
developed functional relationships of AID versus V,/C
ratio and LF'(M) versus Y/C ratio hetped in the con-
struction of the nomograph illustrated in Figure 3. This
nomograph presents the interrelationships among AID,
LF, V/C ratio, and the perceived or rated level of ser-

Very 4
Good

eB
J
f

6ood E ¡oo

F(r,r) .3 cp
uo

Fair 3 zØ

D

Very 0
Poor

LSR = 3,¡0240 - 2.645401F(M)
0.3s9321F(H)2

R = -0.9195

LSR =3,06528-2,303991
R = -.9191

tsR = 4,94049 - 0.06896 (Ar0) +

R = -0.9239

SEE = 0,319

LSR=4.718-0.057(^10)
R = -0,924

. Stt = 0.3t9
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Figure 3. New relationship among LF, AlD. V/C
ratio, and level of se¡vice.

AtD = ?.o05¡r +60.60S13(x) +9.75oó?(cy f
8'. I ál3lo v

Ato =4.3ô2+7i.o7t(Ë)
R = .e21
SEE=ó5O3

o60ôz
ooü
a,

t
J

äro
¿
foto
=w20(,
É
U

oo
o.
I
t
J

1.o

.8

.o

.1

.2

.o

-.2
ô<-.4
oJ-.6

-.8
-10

vice. The LF scale of 0 to l superimposed on this fig-
ure irs for comparison. Note that the relationship be-
tween levels of service and LF is different from that
given in the 1965 HCM.

One could make practical use of these results to
estimate the level of service at a signalized intersection
approach by first obtaining the AID. The Sagi and Camp-
bell method is recommended for measuring delay in the
field. However, other methods such as the test-car
(!9), the time-lapse photography (!!, !Ð, the Berger-
Ë-obertson (!Q), o" the sampling @T m-aV be used by
applying appropriate corrections for the variation be-
tween these methods and Sagi and Campbell's. The
problem of wide variation in delay results has been
addressed to some degree (1?). AID could also be esti-
mated by utilizing a known or anticipated V/C ratio.
After obtaining AID (or Y/C ratio), the nomograph can
be used to determine the corresponding level of service.

It should be noted that the nomograph of Figure 3 was
developed from the only study of the single, not ideal,
signalized intersection. However, the methodology pre-
sented could be used to develop similar nomographs for
any fixed-time signalized intersections. Applied to a
sufficient number of different types of signalized inter-
sections, it would provide a rational basis for establish-
ing intersection level of service and would overcome
the problems associated with (a) the present troublesome
definition of the LF and its accompanying measurement
difficulties and (b) the arbitrarily or intuitively chosen
breakpoints for tlre various levels of service that do not

ro^D r^clol

¡crprcrry I n¡ro
I

I

I

+ 1.7ô052 (Ë)

now adequately encompass the full range of traffic vol-
umes.

CONCLUSIONS AND
RECOMMENDATIONS

The following conclusions resulted from this research.

1. The hypothesis that LF is a better predictor of
level of service than AID was tested and was rejected.

2. The entire LF range of 0 to 1 failed to encompass
all levels of service A through F (5-1) and indicated that
LF values less than zero were requlred for ratings 5

and 4 (levels of service A and B). In other words, LF
is insensitive to low service volumes.

3. AID, on the other hand, did correlate slightly
better to levels of service rating than LF. It also en-
compassed all categories of levels of service rating.
In additlon, road users rated delay highest of the various
parameters influencing levels of service at signalized
intersections,

4. A new relationship was developed among AID, LF,
Y/C tatio, and level of service based on attitudes or
perception, These relationshlps seemed to overcome
the problems associated with using LF as the criterion
for establishing the level of service. The resulting
nomograph affords flexibility in the sense that one could
predict level of service not only from LF, but also from
AID and Y/C rutio,

c
o
tso
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The following recommendations are made in view of
the results of this study and the experience gained by it:

1. AID not LF should be used for predicting level of
service, because AID provides a rational, meaningful,
and inherently more useful predictor;

2. A fully actuated signalized intersection had to be
used for this study, and similar studies should be car-
ried out on a number of different kinds of signalized in-
tersections; and

3. A simultaneous filming and field traffic studies
procedure should be used because it eliminates the
assignment of approximated LF values to film segments.
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Estimation of Unprotected Left-Turn
Capacity at Sign alized Intersections
Daniel B. Fambro, carroll J. Messer, and Donald A. Andersen, Texas Transportation

Institute, Texas A&M Univer.sity

A mathematical model was developed to calculate the unprotected left-
turn capac¡ty of a pretimed signalized intersection. The capacity de-
pends primarily on the volume of traffic opposing the left-turn move-
ment and the percentaç of the cycle available for this maneuver. param-
eters were determined from field studies conducted in several Texas
cities. The model was used to est¡mate the unprotected left-turn ca-
pacity for approaches both with and without exclusive turn lanes.
Opposing volumes ranged from 200 to 1000 automobiles/h in one,
two, or three lanes. Green splits from 30 to 70 percent of the cycle were
analyzed. Unprotected left-turn capacities as predicted by the model and
by the Highway Capacity Manual werecompared. General agreement
was found at a 50 percent green split; significant differences ãxisted at
other green splits.

The Highway Capacity Manual (l pp. 189-140) states
that the service volume (capacity) of an unprotected
movement with a left-turn bay of adequate length is

equal to the "di.fference between 1,200 vehicles and the
total opposing traffic volume in terms of passenger cars
per hour of green, but not less than two vehicles per
signal cycle." If a left-turn lane is not provided, an
adjustment factor based on the percentage of traffic turn-
ing left is used to determine the capacity of that approach.
This adjustment varies rvith street width and available
parking. However, as demonstrated by a study at North-
western University Q), this factor does not reilect the
effects of different levels of opposing traffic flor¡r.

The Australian method (LA) of estimating capacity
utilizes a left-turn equivalency factor for opposed left
turners based on opposing vehicle volume. The Met-
ropolitan Toronto Roads and TraJfic Department (5) uses
gap acceptance criteria to estimate the left-turn cãpacity
of two- or three-lane streets having an exclusive tuln
lane without an exclusive phase for the turning move-
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Figure 1. Left-turn capacity cond¡t¡ons'

CONDITIONS ON OPPOSING APPROACH
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CONOITIONS ON LEFT TURN MOVEMENT
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ment when opposing flows are greater than 600 vehicles/
h. May (q) reported that from a list of 22 areas oI
needed research on intersection capacity, Ieft-turn
capacity was ranked as having the second highest pri-
ority.

fn tnis paper the left-turn capacity of an âpproach
havlng no protected signal phasing is related to opposing
traffic volumes and intersections of different geometric
design. Approaches with and without left-turn lanes are
considered. A mathematical model rvas developed to
calculate the unprotected left-turn capacity of signalized
intersections. The pa.rameters were determined from
field studies conducted in several Texas cities, and
practical applications have been documented in other
reports (l B).

MODEL DEVELOPMENT

A review of the titerature and the experience of the re-
search team indicated that the left-turn capacity of an

intersection was related to the amount of traffic oppos-
ing the left-turn movement. Unless there is an ex-
clusive turn phase, left-turning vehicles must turn
across the intersection through gaps in the opposing
stream. For higher opposing flow rates, fewer gaps

occur. At an intersection having no exclusive phase

for turning, the left-turn movement is blocked for a
time by the dissipation of the opposing queue that builds
up during the red phase. Therefore, the left-turn
capacity of an intersection having no exclusive turn
pháse is a function not only of the probability of gaps

õccurring in the opposing traffic stream but also of the
length of the gaps. An equation to express the above
concept can be written

Qr = (TnlC)QlH

where

= left -turn capac ity of an approach (automobiles/h);

= available time per cycle during which turning
may occur (s);

= cycle length (s); and
= left-turn capacity of an approach across free-

flow, random traffic (automobiles /h ol avail-
abte green tlme).

Time Available for Turning

At intersections having no exc lus ive turn phase, the events
shown in Figure 1 occur on the approach opposite a left-
turn movement. At a point during the yellow time, left
turns and opposing through traJfic are stopped and a
queue starts to buiì.d on the opposing approach at the
average arr lval rate of Q r per 3600 ve hicles/s. The portion
of the yellow time not used by through traffic can be
thought of as lost time. The queue contlnues to build
on the opposing approach at the same rate during the red
period of the signal. At the beginning of the green a
second lost time occurs because of the time it takes for
vehicles in the queue to start moving. At this time the
queue has reached its maximum size.

After the lost time at the beginning of the green in-
terval, the queue begins to clear at the rate of the
saturation flow (Sr) minus the average arrival rate (Qr)

converted to vehicles per second. After the queue has
cleared, normal flow resumes at the average arrival
rate for the remainder of the green time plus a portion
of the yellow time. During this time interval (T¡), Ieft-
turning vehicles may cross the opposing traffic move-
ment as acceptable gaps occur in the opposing flow,
which is assumed to be random.

If the average number of arrivals on each lane of the
opposing approach were equal on a cycle-by-cycle basis,
the queues in each lane would clear simultaneously.
However, as this is not the case, the time available for
turning should be based on the time required for the lane
with the longest queue to clear the intersection.

Betlis (9) estimated that under capacity conditions the
percentagd-distribution of traffic among lanes was 55 to
45 on a two-lane approach and 40 to 35 to 25 on a three-
lane approach. If only one vehicle arrived during a
cycle, the percentage distribution would be 100 to 0 or
100 to 0 to 0. By using these trvo boundary conditions,
we estimated the percentage distributions of traffic in
the highest volume lane for varior¡s volume conditions
as P = 0.55 + 0.45e'0'rEn for a two-lane approach and P =

0.40 + 0.60e'0'r3nì for a three-lane approach, where P =
proportion of the traffic in highest volume lane (ex-
pressed as a decimal); m = average number of arrivals
per cycle [(Q' x C)/3600]; Qr = total opposing volume
(automobiles /h)t and C = cycle length (s).

As prevlously discussed, the left-turn movement
cannot begin until the longest opposing queue has cleared
the intersection. The time required to clear the longest
opposing queue in a lane is

Tq = [Px Qr(L, + R+ L2)]/(Sr -PxQr) Q)

where

Tq = time for longest opposing traffic queue to clear
(s);

Lr = portion of yellow time not used by through traf-
fic (s);

R = length of red phase of cycle (s);
Lz = initial lost time at the beginning of the green

interval (s); and
Sr = saturation flow of longest opposing queue [1?50

automobiles/lane.h (10)1.

Therefore, the time available for left turning per
cycle (Tr) is

Tn=G+Y-Lr-L2-Ta

where

G = length of green phase of cycle (s) and

0)

Q,.
Tr

c
Qr', (3)



Y = Iength of yellow phase of cycle (s).

Free-Flow Turn Capacity

Once the longest queue of opposing traffic has dis-
sipated, free-flòwing vehicles continue to approach the
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intersection in a random manner and to form gaps of
ïarious sizes. Left turners wait at the signafuntil one
of these gaps of adequate length arrives. An acceptable
gap is one equal to or larger than the critical gap, which
is that gap for which an equal percentage of turning
traffic will accept a smaller gap as will reject a larger
one (11).

More than one vehicle may turn through a gap if it is
long enough, and the time between consecutive vehicles
turning through the same gap is defined as the turn
headway (H). If a stationary arrival rate can be ex-
pected during periods of free flow, the negative ex-
ponential distribution can be used to represent the prob-
ability of gap occurrence. Based on this concept, Drew
(!!) presents the following equation, which can be used
to determine the left-turn capacity of an intersection
during free-flow conditions :

Q¡_H = Qr([cxp(-qrT")1/tl - texpGgrH)ìj) @)

Table 1. lntersections with soparate left-turn lanes.

total opposing through and right traffic (auto-
mobiles/h);
total opposing through and right traffic (auto-
mobiles/s);

To = critlcal gap (s); and
H = turn headway (s).

SAMPLE PROBLEM

A sample problem illustrating the catculation of the left-
turn capacity of an unprotected left-turn movement fol-
lows.

Given a two-lane approach with adequate left-turn bay
length, two-phase signal timing, and two lanes of op-
posing flow,

= 600 vehicles/h,
= 70s,
= 28s,
=Ssrand
= 39s.

Assume that

= 4s,
= 1750 vehicles/h,
= 4.5 s, and
= 2.5 s.

Then determine the left-turn capacity of the approach in
vehicles per hour and solve the lane distribution for a
two-lane approach:

P=0.55+0.45eG0'rExm)

rvhere

¡¡ = (Qr x C)/3600 = (600 x'10)13600 = ll.'l

Therefore,

P = 0.55 + 0.45e('0.r8xr r.7) = 0.605

Calculate the time for queue to clear:

Tq = [P xQ1 x(R + Lr + L2)l/[Sr -(PxQr)l

where

where

Qr=

q=

Intersection
Loca-
tion

No. of No. of
Through Cycles
La[es Recorded

Fifteenth at Congress Austin
Iventy-sixth at Sân Jacinto Austitì
Texas Avenue at Coulter Bryatì
Hammerly at Gessrrer Houston
Montrose at Alâbama Houston
Montrose at Richmond Houston

t0 /10/74
12/4n4
t/sn5
3/26/75
3/27 n5
4/t5/15

2
3
2
2
2
2

22
l3
l9
27
20
44

Table 2. lntersect¡ons w¡thout left-turn lanes.

Intersection
Loca-
tion

No. of No. of
Through Cycles
Lanes Recorded

Qt
c
G
Y
R

L¡+Lz
Sr
To
H

First at Oltorf Austin
College at Sulphur Springs Bryatì
College at Dodge BÌyan
College at Dodge Bryan
SH 2l at Nineteenth Bryan
College at Carson Bryan
Thirty-eighth at Lamar Austin

r2/3n4 2rn/75 2
L/8/75 2
r/15n5 2t/r6n5 I
t/27/75 2
7/28n5 2

20
19
35
28
16
50
31

Figure 3. Pairs of accepted and rejected gaps for three
intersections with left-turn lanss.
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Figure 2. Field data reduction.
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Table 3. Average proportion of vehicles in higher volume lane

cycle by cycle.

O, =82<187

Therefore the left-turn capacity is

QL = 187 vehicles/h

PARAMETER STUDIES

Direction
of
Florv

Proportion in
Hourly Higher Volune
Volume La[e

(22)

(23)
Location

SH6atSH2l
Montrose at Alabama'
SH6atSH2l
Hammerly at Gesstter
Montrose at Alabama'
Hammerly at Gessner
Montrose ât Alabamaò
Montrose at Richtnorld

Montrose at Alabama¡

Southbound
Northbound
Northbound
Westbound
Southboutrd
EastÞound
southbound
Northbound
Southbound
Northbound

312
413
ã06
511
529
600
820
925
9?5

1002

0.?0 5
0.594
0.651
0.608
0.628
0.614
0.562
0.562
0.559
0.543

Data were collected at several intersections to deter-
mine the model parameters by using a portable videotape
recording system. This permitted us to record and
anaLyze more traffic measures than we could have with
our limited number of data collectors. Two members of
the research team were required to operate the system in
the field. The playback unit and monitor shown in Figure
2 were used to replay the videotapes. A stop\¡¡atch was
used to time vehicle movements and signal intervals.

(9) Trvelve intersections lvere filmed during the course of
the study, six with and six without separate left-turn
lanes. Tables 1 and 2 summarize the study locations.

(10) Results of Field Studies

Observations in the field and from the videotapes re-
sulted in the following data and conclusions about ve-

(l l) hicles turning left at intersections with no exclusive
turn phase.

Turning Vehicle Headway

Headways between left-turning vehicles were found by(rJ' 
measuring the time between completion of the turn move-
ment of successive vehicles turning through the same gap.
Onty those cycles during which more than one vehicle

(16) turned through the same gap resulted in usable data.
The fottowing table is a summary of the headways for

hour of vehicles turning from leftturn lanes.

'On3127175. "On 3/15/75.

Ta = t0.605 x 600 x (39 + 4)l/t 1750 - (0.605 x 600)l

Therefore

'l'q=ll.25s

Determine the total time available for left turns:

'fn=Ç+Y-(Lr+Lz)-Tq

where
Critical Gap

T¡=28+3-4- ll'25 (12) 
of the six intersections that had left-turn lanes, usable

Therefore critical gap data were collected for three. The largest
gap rejected and the smallest gap accepted for each left-

.t,r 
= 15.75 s (13) turning vehicle were recorded. From these data, graphs

of the cumulative totals for rejected and accepted gaps

Calculate the left-turn capacity of t¡e approach across intersect at a value approximating the criticat gap (!1).

free-flow, random trafficl The critical gap data for the three intersections were
plotted as shown in Figure 3. Based on these results,

er_rr = er([exp(-q.rT")]/[l - [expGqrg)l]) (14) a value for the critical gap of 4.5 s was selected as a
reasonable value for use in the left-turn capacity equation.

where

Q¡-n = 600[exp [-(600/3600)ì (4.s) J

; (l - {exP[-(6o0/3600)](2.s)J)

Therefore

Q¡.rr = 832 vchicles/h

Determine the left-turn capacity of approach per
signal operation:

Qr=(Qr.HxT,r)/C

where

Qr = (832 x t5.75)170 (18)

Therefore

Qr = 187 vehioles/h (19)

Compare this with the minimum left-turn capacity (1.6

left turns per cycle):

Qr-.¡,,=(1.6x 3600)C (2O)

where

Qr-n,¡n =(1.6 x 3600)/70 (21)

and where

For intersections without left-turn lanes, the average
turn headways were slightly higher as shown below.

(17) 
Locât¡on

Number Average
of Headway
Headways (s)

2.71
2.79
2.60
2.44
2.31

2.48

Fifteenth at Congress l5
Texas Avenue at Coulter 29
Hammerly at Gessner 1 11

Montrose at Alabama 10
Montrose at Richmond 146

Total 31 1

Location

First at Oltorf
College at Dodge
College at Carson

Total

Number Average
of Headway
Headways (s)

2.56
2.72
2.32

2.62

10
20

5

35



The results of this analysis indicate that values of 2.5 s
for headways at intersections with left-turn lanes and
2.6 s for headways at intersections without left-turn
lanes would be appropriate for use in the teft-turn ca-
pacity equation.

Lane Distribution

As the data collection progressed, we observed a varia-
tion in the number of vehicles using each through lane
on a cycle-by-cycle basis, which occurred even when
the volumes in each lane were approximately equal over

Figure 4. Average proportion of traffic in higher
volume lane on one approach.

SfUOY OESERVATIONS
( TWO-LANE S }

P:O.55 + O,45e-'l8m

TWO - LAN€S

p,o.40+0,60e-l3d \¡ttnee-ulxes

o 200 400 600 800 tooo

AVERAGE APPROACH VOLUME, VEH./HR.

Table 4. Vehicles on approaches w¡th left.turn lanes turn¡ng left
before opposing queue starts.

11?

a period of time. Lane distribution is significant in the
queue clearance portion of the model because left turners
cannot begin to turn until the longest queue has cleared
the intersection.

To measure this characteristic, vehicle volumes per
lane were recorded cycle-by-cycle from the videotape.
For each cycle the higher volume was divided by the
total volume on the approach to get the proportion of the
vehicles in the longest queue, expressed as a decimal.
These values lvere averaged over the number of cycles
recorded and are shown in Table 3 veith corresponding
expanded hourly volumes. This summary contains data
from an extra hand count made at the intersection of
Tex-6 and Tex-21 in Bryan for lower volume levels. As
expected, the percentage of volume in the longest queued
lane decreased as approach volume increased. The ob-
served and modeled lane distributions are illustrated in
Figure 4, For a no left-turn lane and trvo lanes of oppos-
ing florv, the equations presented in this paper slighily
underestimated the length of the longest lane queue at
high volumes. A complex mathematical equation was
used to determine the lane distribution in three in-
stances.

Observations From Field Studies

Before data collection, two questions were raised: How
frequently do vehicles turn left before the opposing
queue begins to move ? and How many vehicles turn left
on the yellorv and start of red intervals each cycle ?

Turning Before the Opposing
Queue Starts

In 1966 Dart (12) observed 220 signal cycles containing
a left turner at-the head of the quéue. based on these
observations, he concluded that r¡¡hen the lead vehicle

Table 6. Turns on yellow and red at intersect¡ons w¡th left.turn lanss.

No. of Cycles

t.o

o.9
j

3 o..I
zo
tsq o.zoo
cc
3o
É
U

o

o.4

No. of
Vehicles
TUrrìing
Before
Opposing
Queue Rate of
Erìters Occu¡'rence

LocatioD

Lefts
o¡ì
Yellow

Total
Vehicles
Cleared

DiÌection
of Opposing
Flow volume

Lefts Lefts
on on
Red Both

Location

No. of
Cycles with
Left T\rrr¡ers
ât Head
of Queue

9?5 3
925 3
475 0
448 3
511 6
600 I
942

198 0

655 6

2?
11
30
52
20
84

Mo¡ltrose at
Richnlond

MontÌose at
Alabânìa

Hanìnrerly at
Gess¡rer

Texas at
Coulter

Fifteenth at
Congress

TVenty-sixth
ât Satr
JaciÛto

No¡'thbound
SouthbouDd
Northboutrd
Southbouncl
Northbound
Southl¡ound
Northbound
SouthbouDd

Eastbouncl

Eastbound

29
26

1

13
2L

2
3

23

11 3
124
10
00
13
14
90
ll

Fifteenth at Congress
Twenty-sixth at San Jacinto
Texas Avenue at Coulter
lfamme¡ly at Gessner
Mont¡'ose at Alabama
Montt'ose at Richmond

0
0
0
1

0
4

0
0
0
0.019
U

0.048

13

Table 5. Vehicles on approaches without left-turn lanes turning left
before opposing queue starts.

No. of
Cycles With
Left Turnet's
at Head
of Queue

No. of
Vehicles
Turning
Before
Opposing
Queue nate of
Enters Occurrence

DiÌection
of qpposing
Flow Volume

Lefts Total
orì Vehicles
Both Clearêd

Table 7, Turns on yellow and red at intersections without left-turn lanes.

No. of Cycles

Locâtion

Lefts
otì
Yellorv

Lefts
o¡ì
Red

Location

First at Oltorf
Couege at Sult)hur SÞrings
Col¡ege at Dodge'
College at Dodgeù
College at Carson
Thirty-eighth at Larnar

l5
20
26
38
44
35

I
0
4
4
J
0

0.06?
0.000
0.1 64
0.105
0.0 68
0.000

College at Northbound
Carson Southbound

College at Northbound
Dodge Southbound

First at
Oltolf Southbound

Thirty-eighth Eastbound
at Lanrar Westbound

528
437
451
432

225
569
463

000
005
003
117
102

11011
808

lon l/8/75. Þon l/ls/7s
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Table 8. Estimated left-turn capacity
of an unprotected left-turn lane of
adequate length.

Table 9. Estimated left-turn capacity
of a lane with no protected s¡gnal
phase or left-turn lane,

No. of
Proportion Opposing
of Green Through
to Cycle' Lanes

200
Automobiles/h

Combined Opposing Through and night-Turn Volu¡nes

400 600
Autonlobiles/h Automobiles,/h

800 1000
Autornobiles/h Automobiles/h

82
82

105
82

187
207
181
292
309
307
39?
410
434
502
5t2

82
159
168
204
276
285

394
401
403
512
518
593
630
634

232
260
261
368
392
393
503
524
525
639
655
656
't75
't87
?88

0.3

0.4

0.õ

0.6

0.7

50
53
66
50

119
131
114
185
195
194
251
259
274
3l?
323

82
82
82
82

114
147

82
208
236
164
302
324
291
396
413

82
82
82
82
82

100
82

t38
177

82
223
254
153
30?
331

¡Cycle lenlth is 70 s.

No. of
Opposing
Through
Latres

Total Opposing Volumesò
Proportion
of Green
to Cycle'

200 400
Automobites/h Automol¡iles/h

lcycle leogth is 70 s.
blncludes right turns a¡d throughs lor one opposing lane and iocludes r¡ght and left turns aod throughs lor two and three opÞosing lañes.

600 800 1000
Automobiles/h Automobiles/h Âutonrobiles/r
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Figure 5, Comparison of Highway Capac¡ty Manual and
model left-turn capac¡t¡os.
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was a left turner the probability of its "jumping the gun"
(turning in front of the opposing queue) was about 0.145.
A much lower rate was found to occur during the course
of our data collection, as shown in Tables 4 and 5. The
relatively few vehicles jumping the gun do not appear to
significantly increase the left-turn capacity of an inter-
se¿tion. Therefore, no adjustment is made for this

phenomenon in the final capacity analysis.

Left Turns on Yellow and Red

For relatively light opposing traffic there is usually
enough time for left turns during the green interval. As
opposing traffic increases, green time diminishes for
left turners until the queue fails to clear the intersection
during the green. However, our observations indicated
that at this point the lead left turner in the queue will
usually be waiting in the intersection and 

"vill 
choose to

turn either on the yellow or on the beginning of the red.
In fact, for high opposing volumes, this appears to be
the major source of left-turn capacity. The Highway
Capacity Manual reflects this concept in giving left-turn
capacity as 'rno less than trvo vehicles per cycle.rt The
Australians (3,4) indicate that at least 1.5 vehicles/cycle
can turn left ãuFing this time period. The Texas State
Department of Highways and Public Transportation (!q)
has been using a value of 1.6 left turners,/cycle as a
minimum in some capacity analyses.

To be certain that these turns '¡¡ere indeed occurring,
we gathered the data summarized in Tables 6 and 7 from
the videotapes. These data indicate that iI the queue
lead driver is not given an opportunity to turn left during
the green interval, he or she will turn on the yellow or
the red. As the opposing volumes rise to near capacity,
the onty left-turn capacity possibilities are those on
yellow or red. Results of this study indicate that the
left-turn capacity of an intersection averaged 1.41
vehicles/cycle turning on yellow and red rvhen a left-turn
lane was present and 1.03 vehicles/cycle turning on

,u lrw õPosr'ls r"Rouo,'la,¡dl/'



yellow and red when no turn lane was provided. As
this study was rather limited, no change from the cur-
rently used value of 1.6 vehicles,/cycte was made where
a left-turn lane was provided. Holever, a minimum
turn volume per cycle of 1.0 was selected where no left-
turn lane was provided. It should be noted that these
values are based on the characteristics of Texas drivers.

MODEL RESULTS

The capacity of a turning movement from a left-turn
Iane without protected signal phasing as estimated by
the model is given in Table 8. The capacity values are
the maximum possible sustained flow rates that could
occur during the peak 15-min period of the design hour,
by automobiles only. Trucks in the opposing volume
and effective left-turn demand must be converted into
equivalent automobiles. Any left-turn bay must be suf-
ficiently long to prevent blockages between the left-turn
queue and through vehicles.

An attempt was made to estimate the capacity of a
left-turn movement u,ithout a protected signal phasing
or a left-turn lane. The field studies had indicated that
the previous model could be applied with some modifica-
tions and simplifying assumptions. Changes in the
critical gap (T" = 4.5 s) were neither observed nor as-
sumed. The minimum headways between consecutive
left turns from unprotected lanes were observed to be
slightly longer (H = 2.6 s) than those from left-turn
lanes. To simplify the capacity and equivalence calcula-
tions, it was assumed that 50 percent of the traffic in a
median lane from which left turns can be made were
left turners. This assumption is more representative
of heavy volume conditions than light flow operations.

The minimum effective left-turn headway across long
gaps becomeS H"r¡ = 2.06 + 2.60 s, because r¡¡e assumed
that every other vehicle was going through at a minimum
headway of 2.06 s (!Q). Using To = 4.5 s and Hcff = 4.66
s in the model, we calculated the left-turn capacities of
an approach having no left-turn lane, no protected left-
turn signal phasing, and 50 percent of median lane traf-
fic turning left, as presented in Table L

A comparison of the unprotected left-turn capacity
of a sufficently long separate turn lane was calculated
by the model and the expression from the Highway
Capacity Manual as shown in Figure 5. At a green time
to cycle leneth (G/C) ratio of 0.5, the model and the
Highway Capacity Manual express.ion yield approxi-
mately the same results. For G,zC ratios less than
0.5, the model estimates left-turn capacity to be less
than that predicted by the Highway Capacity Manual. At
G,/C ratios greater than 0.5, the model predicts a greater
capacity than the Manual does. This indicates that the
model is comparable to Highway Capacity Manual esti-
mates under average intersection conditions; however,
the model is more sensitive than the Manual to changes
in these average conditions.

CONCLUSIONS

The left-turn capacity of an intersection approach that
has no exclusive turn phase should not be expected to
exceed those values given in Tables B and 9 unless field
studies at the intersection so indicate. The left-turn
capacities given are based on the model developed pre-
viously and on the characteristics of Texas drivers.

If a left-turn lane is not provided and the left-turn
volume exceeds 80 percent of the given practical capacity
in Table 9, a channelized or otherwise designated left-
turn lane may be considered. If the left-turn demand is
heavy when opposing approach volumes are also heavy,
then a separate protected left-turn signal may also be
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required to reduce the delays suffered by the left turners.
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Effect of Dotted Extended Lane
Lines on Single Deceleration Lanes
W. D. Keck, Division of Economic and Environmental Analysis, and
A, W. .Roberts, Bureau of Operations Research, New Jersey Department of
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In the Manual on Uniform Traffic Control Devices
(MUTCD) there is a provision for an optional dotted ex-
tension of the right edge line for parallel and tapered
deceleration lanes. According to MUTCD, the dotted
extension is usually made up of short segments 0.6 m
(2 ft) long and longer gaps 1.2 m (4 ft) or more.

The purpose of this study was to determine the ef-
fectiveness of the optional dotted extension of the right
edge line for deceleration lanes.

Tapered and parallel deceleration lanes are cur-
rently used with various interchange geometries in
New Jersey. Different exit ramp and approaclì geom-
etries and extended dotted lane lines may interact to
cause variations in driver performance. In the summer
of 19?5, a study was made of the effect of dotted lines
at both tapered and parallel right, single deceleration
lane exits with varying approach and exit ramp geom-
etries on New Jersey's Interstate system.

The data collection procedures included the following
tasks: performing before studies, installing extended
dotted lane lines, and performing after studies.

SITE LOCATIONS

Traffic was observed at two different locations in the
state: Rt-440 and I-287 in the northeast, and in the south
I-295 in Camden County, which served as the location
of many sites. Sixteen sites were selected in all, and
12 were used for actual study, The remaining 4 were
upstream sites where extended dotted lane lines were
installed to help eliminate any possible uniqueness effect
at the other 12 sites. Of these 12, ? were categorized
as tapered deceleration types and 5 as parallel decelera-
tion types. Because other characteristics were similar,
tapered and parallel lanes were differentiated by length,
taþred lanes being those shorter than 122 m (400 ft).
Two sites were selected as controls, where no dotted
lane lines were applied.

PREPARATION OF SITES

The deceleration lanes were standardized according to
MUTCD guidelines prior to the before study. Extended
dotted lane lines were installed from the gore point on
tapered lanes and from the ends of skip-lines onparallel
lanes, and upstream to the point rvhere the edge line
begins to taper at the beginning of the exit lane (see

Figure 1). The dotted lane lines were made up of 0'6-
m (2-ft) strips ptaced every 8 m (2? ft) on center. The
best spacing rvas determined subjectively by observing
several gap lengths on deceleration lanes.

At each stucly site, a reference point was painted to
help define the zones for observers, who classified each
vehicle entering the deceleration lane according to zone'
The reference point sepa.rated zones 1 and 2 where there
was an even chance of exiting maneuvers from each, as
determined by prior observation of tÌaffic. It was felt
that an equal distribution of zone 1 and zone 2 exiting
maneuvers would provide the most sensitive measure
of a change in exiting behavior. We counted another type

of maneuver, labeled 4, which entailed crossing back
from the deceleration lane into the through lanes.

DATA COLLECTION

Data were collected at the 12 sites by trvo teams of
three hidden observers. One observer counted two-
axle exiting traffic and alt through traffic. The other
two observers independently counted two-axle exiting
vehicles by maneuver type.

Observations we¡'e conducted between 10:00 a.m. and
12:10 p.m. and between 1:00 and 3:10 p.m., with a 10-min
break at 11:00 a.m. and 2:00 p.m. A total of 4 h of traf-
fic data were recorded Monday through Friday, and for
each day these before data were matched rvith data col-
lected three weeks later for the same time and day of rveek.

The two control sites, ? and 12, are both tapered,
and each is located at one of the two locations near the
experimental sites. Traffic was observed at each con-
tlol site for the first 3 d of before studies, for 3 d be-
tween the before and the after studies, and for the last
3 d of a.fter studies.

We divided each study week into high-volume sites on
Monday and Tuesday and low-volume sites on Wednesday,
Thursday, and Friday. This gave the lower volume sites
more matched data periods than the higher volume sites,
but the latter had larger samples in each data period.

METHOD OF ANALYSIS

Before and after rates of exit maneuvers in 10-min
periods were matched by time of day and day of the
week in order to see if the rates changed with statistical
significance at the 95 percent confidence level. A stan-
dard deviation 1.64 or more is a significant di-fference
at the 95 percent level, using a one-tailed test.

Changes between rates before and after were tested
by using the conservative, nonparametric, Wilcoxon
matched-pairs, signed-ranks test.

RESULTS AND CONCLUSIONS

The comparison of total exit maneuver rates by lane
type for each study site in Table 1 shows a significant
increase in zone 1 exit maneuvers (except for site 1)

after dotted lane lines were installed; zone 2 exits de-
creased proportionately. This is a beneficial effect for
orienting exiting traffic into the deceleration lane. No
significant change was noted in before and after rates
for zone 3 exit maneuvers on parallel deceleration lanes.
Type 4 maneuvers, less than 1 percent of the total
volume, are not shown.

Site I experienced a high increase in through volume
(40 percent), but exit volume decreased by 22 percent
for the period between the before and the aJter studies.
This large change may be indicative of a bias effect on
exit maneuver rates. The rest of the sites experienced
less than a 15 percent change of volume.

Table 1 also presents a summary of exit maneuver
rates for the two control sites. Significant changes in
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Figure 1. Deceleration
lanes and zones.

Table 1. Comparison of exit rates in zone 1 before, between, and
after dotted line marking.

Figure 2. Percentages of exit maneuvers at l-295 sites,
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Figure 3. Percentages of exit maneuvers at l-287 and Rt.440 s¡tes.
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2.34, n = 39
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these rates in zone 1 occurred for each combination of
data collection periods.

The graphic comparison of experimental and con-
trol site results in Figures 2 and 3 of zone I shows the
negligible effect that control site percentages have. The
control sites were not identical to the experimental
sltes they represent, so rve do not know what the preclse
corrections should be. Correction accuracy is also
limited by our assuming linear relationslìips between
the percentage of exit maneuvers in zone 1 and the
passage of time as determined by only three points
representing control site variation.

The following major conclusions lvere drawn from
the results of the Wilcoxon test of matched pairs and
the subsequent analysis :

1. The dotted extension of a right edge line was more
effective in orienting exiting traffic sooner into the de-
celeration lane, single tapered and parallel deceleration
lanes and

2. No significant change was noted in zone 3 exits
(crossing the patnted gore regions) at parallel decelera-
tion lanes.

It was also observed that exiting vehicles use the
shorter deceleration lanes with less variation, because

---Jí2

AUGUSf
AFTER

there is less room to maneuver. As a result, the use
of dotted lane lines did not have as marked an effect on
orienting vehicles into these shorter lanes.
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Evaluating Lo cation Effectiveness
of Freeway Directional
and Diversion Signs
Moshe Levin, Chicago Area Expressway Surveillance Project, IUinois

Department of T ransPortation

The location of freeway di¡ectional signs or signs dis-
playing real-time messages informing drivers of down-
stream exit or diversion points is important to provid-
ing safe and efficient traffic operation at these points.

The costs and the operating and maintenance prob-
lems of real-time information signs usually allow only
a single sign before a diversion point. Altltough tlte vis-
ibility of this kind of sign is hardly a problem, its loca-
tion is critical and should be determined analytically.

For directional exit signs, the spacing and number
specified by current practice generally provide adequate
maneuvering distance. However, in certain situations
a different sign arrangement should be quantified to
determine its better potential effectiveness. This can
be done by calculating the theoretical probability of
completing a lane change, undet various traJfic flow
conditions, within a certain distance determined by the
size and location of a sign.

The following model uses gap acceptance concepts
and considerations for safe manuvering to calculate the
above probability and to evaluate the effectiveness of
various sign locations.

MODEL DESCRIPTION

The Lane-Change Process

A vehicle is traveling on lane i + 1 at time mean speed
U¡+r rìêxt to a traffic substream on lane i that is also
traveling at U¡nr (in this case Uinr > Ur). The probability
density function of headways on the ith lane may be
denoted by g,(t), where t is a certain time needed for a
lane change (to the right adjacent lane) established by
the driver. Here the lane-change process begins.

The driver changing looks at adjacent lane i and con-
siders some or all of the following:

1. The speed of the approaching (lagging) vehicle on
lane i,

2. The relative position of the lead vehicle on lane i,
3. His or her own speed and operational characteris-

tics, and
4, His or her own gap acceptance characteristics.

At time t + T, where T is the driverrs decision time,
the driver either accepts the gap and changes lanes or
rejects it. Rejection means that the driver's critical
gap (the point at which anything shorter is unacceptable)
has been exceeded. When the gap is accepted, the lane-
change maneuver begins the moment a safe maneuver
can be accomplished. If the gap is rejected, the driver
increases speed, begins evaluating the next gap, and
reaches a decision concerning that gap.

The lane-change process may be full or partial. The
full process occurs in either of the following situations:
(a) the gap encountered immediately after the need for
a lane change has been established is rejected because
it is smaller than the driver's critical gap; (b) the gap

is larger than the critical gap, but the driver's position
relative to the lead vehicle i¡ it makes a lane change
seem hazardous, and the gap is rejected.

The full process consists of the following three phases:
phase 1 is waiting for an acceptable gap or lag; phase 2

is bringing the vehicle to such a position relative to the
accepted gap that the maneuver can begin; and phase 3 is
the actual lane-change maneuver.

A partial process will occur if the first encountered
gap is accepted. This takes place in one of the following
two forms. Thedriver needsto adjustpositionrelativeto
the accepted gap before a saje maneuvet can be initiated,
or the dirver's relative position allows immediate ini-
tiation of the lane-change maneuver. Each of the forms
consists of phases 2 and 3.

Each phase in the various forms of the lane-change
process has its own distribution function with respect to
distance. These functions are themselves functions of
the actual traJfic conditions. The expression f ,(x¡, V, Ú)
denotes the distribution functions ofthe distance x re-
quired to complete phase 1 under volume condition V and
speed condition U_for a particular type or form of the
process. V and U are vectors that represent traffic flow
rate and time mean speed, respectively, on the lanes of
a one-way freeway section during the time of the process.

Any function representing any phase of the process is
considered independent of those characterizing other
phases for a given set of speed and volume conditions.
The distribution functions (f) of the distance required to
complete the various lane-change processes were con-
sidered as the convolutions of the individual distribution
functions (F, A, and B) describing each phase (1, 2, and
3) in the appropriate form of the process and can be
presented as follows,

The full process is

f,,(*,iÚ = l,¡.(x,,V,Ú x fr1.1xr,V,Ú)x r, (x,,iu) (l)

The partial process, form A, is

ro (x,iÚ) = fzr (xr,iÚ) x r, 1xr,-v,u¡ (2)

and the partial process, form B, is

fu (x,V,U = fz¡(x:,V,Ú)x r.1xr,V,u¡ (3)

The composite distribution representing the combina-
tion of the various lane-change processes from one lane
to the adjacent lane for a given set of volume and speed
conditions is as follows:

ftx,V,Úl = a,.f,, (x,VU) + an fn 1x,V,Ú) + ao fo (x,V,U) Ø)

where aa, &¡, ârrd aB are the probabilities of occurrence
of the three types of the process. A full development of
the model is given elsewhere (1). A more complicated
expression could be developed for lane change in a three-
lane section.
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Figure 1. Lane-change distance-cumulative
probability relationship for four-lane, two-way
freeway.

Table 1. Distance in advance of s¡gnsatwh¡ch lane-change decisions
are made.
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the angular velocity, and the characteristics of the head-
way distribution function 0,(t) on the freeway lanes were
assumed to be of an Erlang nature. The value of the
parameters varied according to flow rates given by
Drew, Buhr, and Whitson (2).

How well the collected dãta fit the developed model
was determined by using the Kolmogorov-Smirnov test
(l) anA rvas fou¡rd to lie at the 1 percent level of signif-
icance.

DEVELOPMENT OF LANE-CHANGE
DISTANCE-PROBABILITY
RELATIONSHIP

As discussed above, the characteristics of the lane-
change distance-probability relationship are partly a
function of traffic flow rates and speeds on the origln
and destination lanes and driverrs gap acceptance char-
acteristics.

The relationship between traffic speeds and flow
rates on a four-Iane freeway was investigated by Webb
and Moskovitz (Ð. Lane values for speed and florv rate
for levels of service B, C, and D were derived from
this relationship. And the relationship between the
driver's critlcal gap and his or her threshotd angular
velocity in the gap acceptance process, developed by
Michaels and Weingarten (5), is shown in the following
equation:

T = t(w/'ru¡)(U¡.r - Ui)l% (5)

where W is car width and g is the driver's threshold
angular velocity. It was Rock Q), in his studies of
driverrs threshold angular velocit,y, who established
the cumulative distribution of this parameter,

The inverse relationship between threshold an-
gular velocity and critical gap suggests that the P
percentile angular velocity corresponds to the (i - P)
percentile critical gap. The lane-change distance-
probability curves were developed for the B0th
percentile critical gap of 27 x Lln radians/s, mean-
ing that 80 percent of drivers changing lanes are
expected to complete their maneuvers rvithin a cer-
tain distance with a certain probability determined
by the appropriate curve.

Raal-Tinìe
Sign

1.6 and 3.2-km
Signs'

Exit AÌea
Sign

180
189
192

B 91 340
c 82 345
D ?5 349

106
111
115

Note: I m=3.3ft; I km=0.62mile;1 km/h=0.62mÞh.
o 1 and 2.m¡lc s¡gns.

Table 2. Effectiveness of location of directional and
diversion signs.

Level of Service'

Sign TyÞe Distance (k¡r)

Directional

Diversion

From exit
1.6 before
3.2 before

From diversioll
point

0.4 before
0-g befôre

0.26 0.25
0.80 0.80
0.80 0.80

0.48 0.40
0.?8 0.75
0.80 0.80

0.2 5
0.80
0.80

0.35
0. ?0
0.80

Note: I km = 0,62 m¡la.

'8ased on the 80th percentile cr¡t¡cal gap.

Data Collection and Analysis

A three-lane section of the Gul-f Freeway in Houston,
Texas, was selected for this study. Data on traffic
stream speeds and lane flow rates were collected by
the Freeway Control Center during a dry 2-week period.
An instrumented vehicle driven by a test driver was used
to obtain data on the following: delay in making a lane
change to the next lane once an instruction for a change
rvas given and the distance traversed during the lane-
change process.

Nearly 500 lane changes were performed, of which
approximately 450 occurred at freeway levels of service
B, C, and D. The critical gap characteristics of the
test driver rvere determined by field measurements of
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Figure 1 shows the developed lane-change distance-
cumulative probability curves for a four-lane freeway
for levels of service B, C, and D for the 80th per-
centile critical gap.

EFFECTTVENESS OF LOCATION OF
DTVERSION AND DIRECTIONAL SIGNS

A sign's legibility distance rvill determine when a
driver will decide to change lanes. According to cur-
rent practice, the desired legibility distance of such
signJis 19.5 m (65 ft) per 2.5 cm (1 in) of tetter height
for daylight conditions, assuming that drivers have
20/20 vision,

For real-time information signs with 50-cm (20-in)
letter height and a pereeption-reaction time of 2 s, a
need for a lane change could arise 390 - (1.4 x U m)
h300 - (2.94 x U ft)1, where U is the driverrs speed in
kilometers per hour in advance of the sign.

The Manual on Uniform Traffic Control Devices says
that theletterheiglrtforthe exitareasignis 30cm (12 in)
and is 20 cm (8 in) for both the 1.6-km (l-mile) and
3.2-km (2-mile) signs. With such a sign arrangement
and a perception-reaction time of 2 s, a need for a lane
change couldarise 234 - (1,4 x U m) [?S0 - (2.94 x Uft)]
in advance of the exit sign and 156 - (1.4 x U m) [520 -
(2,94 x U ft)l in advanceofeachone ofthe othertwosigns.

Data from the volume-speed relationships developed
by Webb and Moskovitz (1) give the speeds on the origitr
lane shorvn in Table 1, For real-time information and
directional signs these speeds correspond to the dis-
tances in advance of the sign in the table.

Tlæ plobability or effectiveness values for the speci-
fied locations of the directional and real-time informa-
tion signs with respect to diversion points were derived
from Figure 1. These values apply to only B0 ¡ærcent
of the driver population, but they were adjusted to
represent the effectiveness of the location of signs for
the total driver population. The adjusted values are
presented in Table 2.

The above analysis considers each sign as iJ it were
the only one there and ignores the effects of similar
upstream signs. From Table 2 it can be seen tllat there
is not much difference in the effectiveness of the direc-
tional sign at the exit area for the various levels of ser-
vice, and both the 1.6-km and 3.2-km directional signs
are equally effective,

As to the real-time information sign of 50-cm letter
size, the variations in the effectiveness of a sign located
at the diversion point are quite considerable for the three
levels ofservice,as illustrated in the curves in Figure I,

The effectiveness values shown in Table 2 indicate
the percentages of drivers who wiII accomplish the lane-
change maneuver with reasonable safety and comfort.

CONCLUSIONS

It seems that the probability curves for the distance in-
volved in a lane-change maneuver on a four-lane freeway
provide a reasonable measure of effectiveness of a loca-
tion of a sign. This measure relates to the probability
of accomplishing the maneuver under reasonably safe
and comfortable conditions.

An evaluation of the current practice of locating
directional signs reveals that both the 1.6-km and 3.2-
km signs are approximately the same in effectiveness.
Except for improving the visibility of the message, the
contribution of the 3.2-km sign to the success of the
lane-change maneuver can be considered rather small.
Improving these signs or changing their locations with
respect to exit points could reduce the number of signs
needed.

As to real-time diversion signs of 50-cm letter height
on a four-lane freeway, the gain in effectiveness from
locating a sign more than 0.4 km (0.25 mile) in advance
of the dÍversion point is relatively small.
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Influence of Control Measures on
Traffic Equilibrium in an Urban
Highway Network
Nathan H. Gartner, Federal Highway Administration, U.S. Department of

Transportation

Traff ic control measures play a critical role in determ¡ning equilibrium
between demand and supply in an urban highway network. Present
lechniques attempt to optimize network performance assuming a f ixed
demand pattern. Experience ¡nd¡cates that control measures can be
used to influence demand patterns in such a way that total network
performance is significantly improved. On the basis of the interde-
pendence of control measures and resulting traffic flow patterns, this
paper develops an analytical framework for a systematic optimizat¡on
of the operation of a highway system. Two practical examples demon-
strate such an opl¡m¡zation on a lim¡ted scale, and a model and a mathe-
matical program for achieving ¡t are presented.

Across the nation close to 150 cities and municipalities
have turned to computerized traffic control systems to
relieve congestion, to save time and energy, and to re-
duce pollution (1). We expect that rvithin the next decade
every urban area of 100 000 or more rvill have a com-
puter system of one kind or another controlling traffic
flow on its streets and freeways (f 3). These systems
are bound to have a profound impact on the performance
of transportation networks. However, the electronic
hardware seems to be far more advanced than practicing
traffic engineers are yet capable of utilizing. It is the
purpose of this paper to describe a framervork for sys-
tematically optimizing the operation of such systems
within the broader context of traffic equilibrium in a
network.

The effects of various traffic engineering measures
on traffic flow in urban areas has been the subject of
many investigations, several of them sponsored by the
National Cooperative Highway Research Program, Area
3: Traffic-Operations and Control ß).

One particular project on optimizing flow on existing
st¡'eet networks þ) stated its objective as developing "a
practical method of measuring the degree of change in
network traffic flow resulting from various system modi-
fications." This objective was based on the recognized
need to better understand the effects that many com-
monly used transportation system modifications have
on traJfic flow. The measures studied included direc-
tional control and lane use, curb lane controls, chan-
nelization, signal controls, and bus operation. The
conclusions of this study suggested that, in improving a
downtown area, those elements that involve the functional
use of streets, such as one-way patterns, reversible
lane operations, and major parking prohibitions, should
be developed first. Then all the minor influences that
create friction in the traffic stream, such as turning
movements, truck loading, pedestrian interference,
proper allocation of signal time to the various approaches
of an intersection, and other traffic problems of the
area, should be analyzed and corrected. Only when local
friction has been adequately reduced can traffic be properly
platooned to implement sipal progressions. After this
has been successfully accomplished, the best locations
for bus stops may be considered, and bus movement in
the progressive system may be developed.

There is no doubt tlrat traffic flow can significantly
benefit from such operational improvements in an urban

street network. In most cases, the benefits to the travel-
ing public will considerably outweigh the costs of anal-
ysis, engineering, and construction of the improvement.
However, most of these improvements tend to reinforce
tlre existing traffic patterns rather than to explore al-
ternatives to them (Ð. This is most evident in calculat-
ing and updating signal control settings, rvhich is based
upon the existing or projected pattern of traffic. The
result is that signal controls are regularly set to favor
existing heavy flows of traffic over light florvs. This is
particularly evident when arterial progression schemes
rather than areawide optimization schemes are being
implemented. Consequently, the routes that drivers
already use and the destinations they most frequently
select are made more attractive, and the ones they
usually reject are made even less attractive. Thus,
tlre choices that created existing tra.ffic flow patterns
receive constant reinforcement.

Many traffic mânagement sclremes indieate that it
may be desirable, for one reason or another, to reduce
the amount of traffic using parts of the road network (?).
It is quite conceivable that, in concert with other con--
trol measures, this could be achieved by means of traJfic
signals. Signals would be installed at the points of entry
to the area concerned, and the settings would be used
to regulate flow into the area. But even v¡ithout re-
straining vehicle movements or forcing changes of des-
tination, a change in the tra.ffic patterns may be benefi-
cial simply because drivers select a better route.

It is well known that individual route choices do not
generally lead to the least total travel costs for all users
of the system (9). ttris is so because drivers do not
choose routes to enhance the common good but to mini-
mize their travel costs. The resulting flow pattern
(termed "user-optimal") is not necessarily the best for
the community (termed "system-optimal"). Therefore
we must decide whether traffic controls can be used to
influence individual route choice in order to achieve a
traffic flow pattern that benefits all. Two examples
described in this paper indicate that this is indeed pos-
sible.

TRAFFIC EQUILIBRIUM

The core of any transportation analysis problem is pre-
dicting flows that will use all the segments of the sys-
tem. The pattern of traffic flows in a road network is
the result of choices subject to various constraints made
by a large number of individuals. Such constraints may
be of an economic natute, such as the income level of the
individual, or technological, such as the performance
characteristics of the available modes of transportation.
Each individual, given the particular constraints that
apply, chooses whether to travel at all or if so to which
destination, at rvhich time, by which mode, and by which
route. The collective choices made by all individuals
in a transportation system will determine a set of flows
and levels of service that can be viewed as an equilibrium
condition betrveen the demand for and the supply of trans-
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portation services. The basic hypothesis undertying this
statement is that there is a market for transportation
that can be separated from other markets Q).

The basic paradigm of equiLibrium in a transporta-
tion network is illustrated in Figure 14. Let us define

L = level of service (such as trip time) on a par-
ticular facility;

= volume of flow on this facility;
= supply;
= demand;
= specification of the transportation system in

terms of its technological characteristics (in-
cluding operating policies); and

= spec¡Jication of the socioeconomic activity sys-
tem.

Then the supply function L = S(T,V) shows an increase
in the level of service as volume increases, and the de-
mand function V = D(4, L) a decrease in volume as the
level of service increases (in the negative sense). The
resulting equilibrium point Eo(Lo, Vo) occurs at the in-
tersection of the two curves.

In computing traffic equilibrium for an urban street
network with signalized intersections, one usually as-
sumes that the origin-destination demand pattern is an
inelastic function of the level of service. This is a
reas onable assumption when est imat ing s hort -run
equilibrium, that is, rvhen no trip distribution changes
are expected during the anlysis period. The interde-
pendence between signal settings and flow patterns can
also be explained with reference to the equilibrium
paradigm shown in Figure 18. A change in signal
settings causes the entire supply curve to shift. On the
other hand, a change in flow corresponds to a move-
ment along the curve. For example, a change from
curve Sr to Sz rvould result in a decrease in the level of
service measure from Lr to L¿ for the same flow Vr,
whereas an increase in flow from Vr to Vs, perhaps
from increased supply, would cause an increase in the
level of service measure f¡6¡¡ 12 to Ls. The following
sections examine the interaction of control measures
and traffic volumes in determining equilibrium condi-
tions in an urban road network.

TRAFFIC CONTROL

Intersections are an important source of delay in urban
areas, and many are controlled by traffic signals.
Therefore, analysis of signalized intersections is of
primary importance in determining traffic equilibrium
in an urban network. The average delay (d) per ve-
hicle on a signalized approach can be represented, ac-
cording to rüebster ÉÐ, as the sum of two components

d = cl. + ¡lu = o.o({fc<r -s),1/t2(l -q/s)l}

* {{rooo*,)/tz,r{r - x)l)

where

= G/C, proportion of green time (G) to cycle
time (C);

= arrival flow (vehicles/h);
= saturation flow (vehicles/h);
= gs, capacity of the approach (vehicles/h);
= q/K, degree of saturation;
= delay if flow is deterministically uniform; and
= additional delay caused by stochastic nature of

traffic flow.

The lvay delay varies with traJfic flow (or, equiva-
lently, with the degree of saturation) is illustrated in
Figure 2. The characteristics closely resemble the
transportation supply functions shown in Figure 1. Both
green time and cycle time must be determined, and all
flows must be considered before we can derive the level
of service (delay) at which traffic through the intersec-
tion will be served. Analyses of single intersection
controls can be found in the literature (!Q, 11).

When two or more intersections are in close proxim-
ity, some form of linking is necessary to reduce de-
lays and to prevent frequent stopping. Because signalized
intersections have a platooning effect on leaving traffic,
it is advantageous to synchronize signals to operate rvithin
a common cycle. It also becomes necessary to co-
ordinate the signals, that is, to establish an offset be-
tween the signals so that loss to traffic is minimized.
Networks, like single intersections, also require that
all demands be considered simultaneously when control
variables are being determined.

Several computer methods have been developed for
optimizing signal settings in networks Q!, 13). One
method particularly suitable for the appliòation dis-
cussed in this paper is the mixed-integer traffic optimi-
zation method (MI[ROP) (14). In this, for each link
(i, j) in the network a link þrformance function com-
prising a deterministic and a stochastic component is
constructed. The deterministic component represents
the average delay incurred per vehicle in a periodic
flow through signal j. The stochastic component arises
from variations in driving speeds, marginal friction,
and turns and is expressed by the occurrence of over-
flow queues at intersection stop lines. Thus, rve can
also consider the total delay in the network to be com-
posed of trvo components, Da and D". The netlork
signal setting problem can then be stated in a general
form as

1. Determining offsets Ø¡ir splits G¡¡, cycle time C;
2. Minimizing total delay D = D¿ + D.; and

3. Subjecting them to loop offset constraints ,X ø,, =

noÇ(no - integer), to tink split contraints G,, + R,, = Q,
and to signal capacity constraints qi,C < s¡jqj.

This is a nonlinear mathematical program with integer
decision variables and can be solved by appropriate
computer optimization packages.

TRAFFIC CONTROL AND
ROUTE CHOICE

Traditionally traffic engineers have chosen signal settings
that minimize travel costs by using any of the methods
mentioned above, given a fixed traffic flow pattern. It is
assumed that all route choices are predetermined and
result i¡r constant flows on each link, irrespective of the
controls imposed on that link and, hence, irrespective of
the level of service offered by the link. This assumption
is, in most cases, incorrect. As shown in Figure 3,
there exists an interdependence between traffic controls
and link volumes; one determines the other and vice
versa. rüe must therefore develop a model that incor-
porates both traffic controls and route choice (traffic
assignment) and thus provides a tool for establishing
mutally consistent signal settings and traffic flow pat-
terns. The following two examples are given to illustrate
quantitatively the object of such a model.

Example 1

Figure 4A shows the intersection of Commonwealth
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Figure 1. Basic equilibrium paradigms in a transportat¡on network.
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culated iteratively by the following procedure:

1. Optimizing signal settings for the current flow
patterns;

2, Reassigning origin-destination demands corre-
sponding to the prevailing signal settings by using a
capacity restraint technique; and

3. Iterating among steps 1 and 2 until no significant
changes occur in successive link flow patterns and signal
settings.

Tlre particular netrvork studied is described in Figure 5

and this origin-destination matrix:

From To X

A 600
BO
c0

V VOLUME

Figure 2. Average delay
to traff¡c on a s¡gnal
controlled intersection
approach,

0.25 0.50 0.75

DEGREE OF SAfURATION

Avenue at Boston University Bridge when it has an ad-
vanced green phase allowing west-to-north left turns.
The average delay for the left turners is 63.0 s, and
the rate of total delay for all traffic passing through
the intersection is 41.6 vehicles/s' (Table 1).

Turning to Figure 4E}, it is seen that \,vest-to-north
movements can also be accomplislted by traveling an
extra ?5 s through route A¡-p-l'-þr. The signalcannow
be operated on a shorter cycle time, because the left-
turn movement is prohibited. Total expected travel
time on the extended route is 22.0 +'15.0 + 16.? = 103.?s,
an increase of 64 percent (Table 2). However, the total
rate of delay for all users of the intersection is now only
32.3 vehicles/s', a reduction of 22.3 percent with re-
spect to the previous figure,

It should be noted that despite the fact that a left-turn
arror¡¡ is no longer shown, it is physically possible but
illegat to make the turn against the opposing traffic.
Occasionally vehicles do indeed make the turn. But,
taking into account the good chance of getting a costly
ticket, rvhich can be regarded as a very long delay,
most drivers will choose the longer route, thus achieving
system optimization at this location.

Example 2

This example is based on results reported by Maher and
Akcelik (15). Signal settings and traffic flows were cal-

T\¡¡o ftow patterns are calculated, following the two
principtes enunciated by Wardrop. One is the following
user-optimized florv pattern, representing the way traf-
fic rvill distribute itself among alternative routes.

ToY

600
600

2000o
ø

5
ô

Flow Route 1 to 3

AtoY 0
BloY 180

Route 2 to 3

Total network travel time in this user-optimizing pattern
is 60.8 vehicles/h2. The second is this system-optimized
flow pattern, representing the way traffic should distrib-
ute itself in order to minimize travel time for all users
of the system.

Flow Route 1 to 3

AtoY 0
BtoY 600

Route 2 to 3

Total network travel time in this system-optimizing pat-
tern is 53.? vehicles/h'. It is seen that the second flow
pattern produced a reduction of 12 percent in travel time
and could be achieved simply by banning left-turns for
flow B to Y at intersection 1.

Discussion

These examples clearly show the advantages of combining
traffic control and route choice. The problem is how to
incorporate route cholce as part of the traffic control
optimizing program. One approach is based on the gen-
eral formulation given by D = Du + D, and q,p . s,¡G,¡.

Only origln-destination trip demands are given, and all
li¡k flows qü are decision variables. The objective func-
tion is modified to also include the travel time on the
Iinks T, in addition to the delay at the signals,

T=)c;itii Q)
i,¡

where t,, is the traveltime on link i, j. A new set of con-
straint equations is added to represent the orgin-
destination demands and continuity of flow by nodes. In
matrix notation it takes the following form

A*g=g (3)

where A is the node-Iink incidence matrix of the network;
g is thtlink flow vector; and p is the origin-destination
demand vector.

The solution to this program represents a system-
optimized florv pattern and control program. By modify-

600
420

600
0

Figure 3. lnterdependence of link volumes and traffic controls.
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Figure 4. S¡gnal¡zation schemes for example 1. (o)
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Table 1. Delays for traff¡c at three-phase
approach ¡ntersection,

Table 2. Delays for traffic at two-phase
approach intersection.

Anival Saturation Green Time/
Flow FIow Cvc.le'Iime'
(vehicles/h) (vehicles,/h) (cyctes)

Total
Average Rate of

Degree of Delay Delayr
Saturation (s) (vehicles/s'¿)Approach

A¡
Az
B¡
Bz

240 1500
1500 3000
1200 4500
1050 3000
500 3000

0.18
0.54
0.36
0.38
0.38

0.880
0.925
0. ?50
0.920
0.440

63.0 4.2
30.? t2.8
28.8 9.6
42.0 12.2
20.4 2.8

¡Cycle = I 00 s. b Level of service = I s,

Approach

A¡rival SatuÌatiotì Creen Titne/
Flow Florv Cycle Time'
(vehicles,/h) (vehicles/h) (cycles)

Totâl
Average Rate of

Degree of Delay Delayb
Saturation (s) (vehicles/s'z)

Ar
Az
Br
Bz

1740 4500
1200 4500
1050 3000
740 3000

0.46
0.46
0.43
0.43

0.85
0.59
0.815
0.58

22.0
16.0
22.6
r 6.?

r0.6
6.8
6.5
3.4

'Cycle=100s. ùLevelolsedice=9s.

Figure 5. Test network for
example 2.
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ing the objective function, the same program can be
used to determine a user-optimized flow pattern. As
shown in example 2, comparisons of the two patterns
should prove instructive to the traffic engineer in
deciding which control procedures and management
techniques are helpful in improving traffic flow. Methods
of solving such a program can be developed by using
modern traffic assignment techniques, such as those
based on Frank-Wolfe decomposition (16).

CONCLUSIONS

Traffic equilibrium in an urban road network is the re-
sult both of control measures taken by the traffic engi-
neer and of choices made by the individual driver. The
examples described in this paper demonstrate that de-
termining control measures consistent with the traffic

flow patterns is preferable to calculating control pro-
grams and flow patterns independently of each other.
The nonlinear optimization program, based on the
MITROP optimization model, was presented to achieve
this objective on a networkwide basis.
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Optimum Control of Traffic Signals
at Congested Intersections
Panos G. Michalopoulos, Rensselaer Polytechnic Institute, Troy, New york

Optimum control of congested intersections continues
to be one of the major concerns of traffic engineers.
Several theories have been proposed for and success-
fully applied to optimum control of uncongested inter-
sections, but relatively little theoretical work has been
applied to congested or oversaturated conditions. Thus,
at present we must rely on practical evidence to time
signals at oversaturated intersections.

To be sure, the applicability of existing theories is
severely limited because they require complex instru-
mentation and extensive computations ol because the
assumptions made in deriving the policy are over-
simplified. Further, none of the proposed policies in-
corporates both of the two necessary criteria for
optimum control of oversaturated intersections: (a)
minimizing total intersection delay and (b) subjecting
(a) to queue length constraints. I therefore conclude
that the dependence of current practice on empirlcal
considerations is not entirely unjustified. It can also
be shown (1) ttrat some of the practicat control policies
are in fact best applied under specific conditions.

In order to promote a better understanding of opti-
mum control strategy, I shall first present an isolated
congested intersection. Then, I shatt extend the theory
to a system of two or more intersections.

ISOLATED INTERSECTIONS

Before developtng the stragegy, I need to further clarify
the first criterion for optimum operation. When mini-
mizing intersection delay at congested intersections,
one should consider total delay for the entire oversat-
uration period rather than delay per cycle. This is so
because a per cycle optimum does not, in general, cor-
respond to the optimum policy for the entire peak
period. rvVrong conclusions, therefore, might be drawn.

The optimum control policy for minimizing total in-

tersection delay tvas first developed by Gazis and potts
and D'Ans (LLlrZ), However, the second and in some
instances most important objective of the control was
not incorporated in the process. Thus, an analytical
solution to the problem when queue length constraints
are present is still lacking. However, I have adopted
Gazisr approach here because it provides a reasonable
basis for complete formulation of and solution to the
problem.

The oversaturated intersection can be formulated and
treated as a control problem in which: (a) the system is
the intersection, (b) minimization of the aggregate delay
subject to queue length constraints is the objective of
the control, (c) the queues on each approach to the inter-
section describe the state of the system, and (d) cycle
length and splits are bounded control variables.

Derivatlon of the optimum control policy is obtained
by first considering the simplest case: an intersection
of two one-way streets. It should be noted here that
extending this method to more complex situations is
straightforward and should not present any problems.
The demands on each approach vary with time as in
reality and are lnown for the entire control period. If
we assume that demand becomes higher than capacity at
roughly the same time on both approaches, that the cycle
is constant, and that variable green times are bounded,
we can formulate the problem by inspecting the cumula-
tive input-output curves on each approach. The area
between these trvo curves represents the total delay that
must be minimized, and the problem is formally stated
as follows: Minimize the delay function

and subject it to
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fs=dxr/dt=XraXz

f, =clx,/dt=er(t)-u

l, = dxrldt = qz(t) - sz(l - L/c) + (s2/s,)u

0"i<a¡

with the boundary conditions

x(0)=x,(f)=g

xo(o) = 0

and the admissible control domain

sr gÍ|À/c = r.r6¡n ( r..r = s r 
gr/c < s¡ gÍll*/c = un,"*

where D represents total delay, T ls the end of the
oversaturation period, and c is the cycle length. The
remaining parameters are detailed as follows:

xt(t) = the queue length onapproachi (andi = 1,2);
qr(t) = the input flow rate on approach i;
u(t) = ¡¡" contr.ol variable = [s'g¡(t)]/c;

ar = the upper bound placed on queue i;
sr = the saturation flow on approach i, which is

assumed constant;
g, (t) = the effective green time on approach i as

defined by Webster (6);

eÍi]-(eÍll,) = the maximum (minimum) green time al-
lowed on approach i; and

L = the total lost time per phase.

Space limitations preclude presentation of the details
here, but the major results are summarized below (1),

1. When no queue length constraints are imposed,
the optimum control policy is essentially the bang-bang
control suggested by Gazis (!, p. 213), which, in more
concrete traffic terms, implies that the best policy
comprises trvo stages, During the first stage maximum
green time should be given to the approach with the
highest saturation flo\re. During the second stage, the
operation should be switched so that minimum green
time is given to the approach with the maximum satura-
tion flow, maximum green time to the other approach,

2. lVhen queue length constraints are imposed,
several switch points may exist. Then the control is
not necessarily bang-bang, because it can be shown (1)
that the control variable u (and therefore the green
times) may receive intermediate values. More specif -
ically, the optlmum control is bang-bang as long as
none of the queues reaches its upper or lower bound.
If this does happen, the optimum control is to switch
the signals (to change u) as follows:

a. When the queue on the first approach reaches its
upper or lower bound, the optimum control urt is

ux(t) = qr (t) (l)

b. When the second queue reaches either of its
bounds, the control is given by

ux(t) = [sr(l - L/c) - qz ]s,/s, (2\

3. Examination of the above relationships leads to
the conclusion that, when both queues reach their upper
or lower bounds during overlapping time intervals, cycle
length must then be free to vary according to the rela-
tionship

c= Lll - [(qr /sr ) + (q2ls2)l (3)

4. This implies that tvhen two constraints are im-
posed, the optimum solution requires a variable cycle in
addition to variable splits. If, however, only one con-
straint is imposed, the cycle can remain constant. Thus
an upper and a lower bound should be placed on the cycle
for optimum control with queue length constraints.

5. We can now see that when the intersection is not
saturated the optimum control policy is to switch the
signals as soon as the queue receiving green is ex-
hausted. This policy has, in fact, been proposed by
Dunne and Potts (9) and is known as the saturation flo',v
algorithm. To be sure, the operation of traffic-actuated
signals is based on this principle. It has been well
established from experience that traff ic -actuated control
results in minimum delays at isolated intersections,

The major problem associated with the optimum con-
trol strategy is determining the switch points (if they
exist), the final time, and the resulting minimum total
delay. Because of the complexity of the problem, one
must be content with a numerical solution generated by
a digital computer when nonlinearities are introduced
(nonlinear time-varying demands). It should be noted
that a closed form solution requires analytical expres-
sions describing the history of arrivals that vary from
intersection to intersection; this makes the numerical
approach even more attractive. I developed an eight-
step algorithm allowing the determination of the optimum
control policy for a given situation and present examples
demonstrating the applicability and the effectiveness of
the theory (1).

SYSTEMS OF INTERSECTIONS

In extending the theory to a system of trvo or more over-
saturated intersections, we must take travel times and
queuing storage between intersections as well as turn-
ing movements into account. In order to simplify the
demonstration of this theory, consider a system of two
oversaturated intersections of three one-way streets,
Making assumptions similar to those for the single in-
tersection and taking into consideration the average
travel time dr between the two intersections, one can
formulate the problem following the guidelines as before.
However, the resulting optimum control problem is not
trivial because there are two control variables, and the
one associated with the upstream intersection appears
in the process both without delay and with delay dr. Space
Iimitations preclude presentation of the details here,
but a summary of the optimum control policy to mini-
mize total system delay subject to queue length con-
straints shows:

1. The entire control period (O, T) should be divided
into two intervals (O, T - dJ and (T - d', T), where T
represents the end of the control period (or the final
time) defined as the time at which the last queue is gone.

2. During both intervals, the resulting optimum con-
trol is bang-bang with at most three switchover points
per intersection, assuming that none of the queues
reaches its upper or lower bound.

3. As soon as the queue between the two intersec-
tions reaches its upper or lower bound, the control
action taken at the downstream intersection becomes an
explicit function of the control action taken at the up-
stream intersection dr time units earlier. This simply
means that for optimum control the two intersections
must be coordinated. Coordination is more clearly
demonstrated for the special case in which turns at the
upstream intersection are prohibited. Thus, if ur(t) and



uz(t) represent the control action taken at the upstream
and the downstream intersections respectively, it can
be shown (Ð ttrat for optimum control u2(f ) = ur)(t - dr),
which indicates that in this special case the control
action at the downstream intersection should be identical
to the control action taken at the upstream intersection
dr time units earlier.

4. For the remaining queues results similar to
those presented for the single intersection can be ob-
tained, because the former are not affected by the time
delay.

5. The eycle at each intersection can remain con-
stant as long as no more than one queue per intersection
exceeds its bounds at a time. Otherwise, as expected,
optimum control becomes more complex, involving
varlable cycles and splits as the single intersection
does.

Extension of the theory to more than trvo intersections
does not present any problem because it is a straight-
forward application of the pair of intersections, It
should be noted, however, that, as the number of in-
tersections increases or when a large number of queue
length constraints are imposed, the optimum control
policy becomes more complex. In the final analysis,
then, it would be too difficult to apply it to a pretimed
system. I therefore suggest that, as system and per-
formance requirements increase, closed loop control
(computer control) should be considered.

CONCLUDING REMARKS

The theory developed here clearly provides an analytical
solution to the probtem of optimum control of traffic
signals at congested intersections with queue length
constraints. The theory can also be employed for com-
puterized control, because initial and final conditions
(queues) can be other than zero. It should be pointed
out, however, that in this case adaptive prediction
algorithms are needed in order to change the control
policy as new information concerning the state of the
system and the predicted demands arrives. Such algo-
rithms have been developed and used by computer con-
trol schemes, but it is generally agreed (9) tnat further
research in this area is needed.

Examples demonstrating the applicability and effec-
tiveness of the theory to real-life situations can be found
in another of my works G), where it is clearly shown
that the optimum control, compared with conventional
control techniques, can result in substantial delay
savings. In these examples, as expected, queue length
constraints resulted in a more complex optimum con-
trol policy. Further, the fixed time policy was still
more effective than conventional control even for de-
mands substantially different from the predicted levels.
It is perhaps of interest to note that determining the
optimum control strategy requires only knowledge of
conventional traffic parameters such as saturation
flow; 5-, 10-, or 15-min counts; and maximum al-
lowable green intervals,
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To repeat, extending the theory not only should not
present any problem, it can also include a large-scale
traffic signal network with both critical and uncongested
intersections. By using principles of graph and con-
trol theory along with eigenvalue analysis, determina-
tion of "dominant" intersections (not necessarily over-
saturated), defined as those requiring immediate control
action at a given instant, can be made. Subsequently,
optimum control action rvill be taken at these intersec-
tions alone, eliminating extensive data manipulation
and computer computations. This approach should re-
sult in instantaneous and efficient decisio¡rs made by
the computer and time-varyi:ng rather than fixed critical
intersections. Dominant intersections can be identified
by eigenvalue analysis because they are functions of the
demand and the control decisions made in tlìe past.

Other problems associated with oversaturated in-
tersections, such as optimum cycle length determination
and bus prioritles at such intersections, have been
studied, and results will be presented in the neal future.
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Simulation and Control of Traffic on
a Diamond Interchange
C. H. Inrapp and D. Ghosh, Department of Electrical Engineering, University of

Connecticut
R. Jain, Springfield Department of Tra-ffic Engineering, Massachusetts

Signaling strateg¡es that control left-turning traffic on a diamond inter.
change are evaluated by simulation. Although the s¡mulation and con.
trol strategies were designed for a particular interchange, each may be
adapted to the ¡ntersection of other one.way pairs of arterials. The simu.
lat¡on method is briefly discussed. and four related control strategieg are
presented. Evaluation of these strateg¡es based on average and maximurn
transit times through the interchange indicates that choosing signal fea-
tures can significantly profit from the use of short-term average volume
information. A flexible strategy based only on queue lengths gives good
but not entirely satisfacto¡y performance.

One of the more chaltenging problems in designing con-
trolled access highways is providing for the interchange
of traffic on two or mole intersecting facilities. The
diamond interchange is ltow being used for this purpose
because it requires less area than the traditionalclover-
Ieaf . A major disadvantage of the diamond intercltange,
however, is that vehicles desiring to make a left turn
will, in general, be required to stop. It is therefore
important that suitable signaling methods be developed
to optimize interchange performance when traffic vol-
umes vary (1).

The object of our research was to simulate the I-291
and Rt-15 diamond interchange in Newington, Con-
necticut, and to use this simulation to evaluate several
methods of controlling left-turning traffic. This inter-
change, shorvn to scale in Figure 1, has three levels,
one for each throughrvay and a third for traffic inter-
change. Simulation has been timited to the interchange
Ievel and then only to that portion of traffic turning left.
Although the discussion and results presented here
apply primarily to this pa.rticular interchange, it rvill
be clear that the simulation and signaling strategies can
be adapted to the intersections of other pairs of one-
way arterials.

Figure 2 shows, schematically, the simulated portion
of the interchange and the lane designations used. Each
lane is approximately 134 m (440 ft) in length including
the input lanes denoted North 01, North 02, 'ffest 0!-,
ïVest 02, and so forth. The progress of each vehicle is
simulated from "birth" time until it exits at the final
intersection. Thus, a vehicle arriving from the south,
for example, is assigned to the shorter of queues South
01 and South 02. If South 01 has the shorter queue, the
vehicle proceeds successively through lanes South 01,
South 2, East 1, and exits at the north intersection.

SIMULATION METHODS

Definition of Terms

For convenience in discussing the material, several
definitions of our terms are given as follows,

Interior or circulating lanes-those lanes denoted 1,
2, and 3 in Figure 2 and used by vehicles to accomplish
a left turn,

Input lanes-all lanes denoted 01 and 02 used by ve-
hicles to enter the interior lanes,

Occupancy lanes-lanes denoted 11 and 12 (not shown
in Figure 2) lthese lanes are a portion of input lanes 01
and 02 extending about 92 m (300 ft) from the intersec-

tion; occupancy lane queues are used in certain signating
schemes to detelmilte the starting time and duration of
the next green intervalJ,

Phases A and B-light sequences experienced by ve-
hicles on the circulating lanes and on the input lanes,
respectively,

Intersections north, south, east, or west-intersections
in Figure 2 at rvhich vehicles enter Ìespectively on input
lanes designated north, south, east, and west,

Transit time for a designated lane-total time spent
in the lane, including travel time, waiting time at a red
light, if any, and time required to cross the subsequent
intersection,

Total transit time for vehicles entering north, south,
east, or west-total tinre spent in the intercltange, start-
ing 134 n¡ from the first intersection, terminating when
vehicle discharges at the last i¡rtersection Ithus the
transit time for a vehicle entering north is time spent
in North 01 (North 02) plus time spent in North 2 (Norilr
3) plus time spent in West 1 (West 2)1,

Differe¡rtial-time interval by which phase B green at
one intersection precedes phase B green at the diagonally
opposite intersection,

Maximum contents of a designated lane-maximurn
number of vehicles encountered in the given lane during
the course of the simulation, and

Maximum time to leave system-longest total transit
time encountered by any vehicle entering from a partic-
ular direction.

Traffic Flow Simulation

Two simulations of traffic flow within the interchange
have been developed using the general putpose system
simulation (GPSS) package (2). Program A maintains
the position and velocity of every vehicle within the in-
terchange area of Figure 2. This information is up-
dated every second on the basis of a simple car-
following model in the form of a nonlinear equation (3,
4,5). Vehicles in program B, on the other hand, móîe
between intersections in a given or computed travel time.
This avoids the necessity of storing and updating posi-
tion and velocity and saves substantial computer time.
It is more difficult in this case, however, to realisti-
cally simulate large variations in traffic volume. Atl
Ianes, except occupancy lanes, are 134 m long, In
program B, the travel time over each 134-m lane is a
random number for each vehicle, uniformly distribtrted
over 12.5 to 15.5 s.

Vehicles moving through an intersection in program
A do so according to the car-following model. If a ve-
hicle is required to stop, it will start up again at a
maximum specified acceleration. The delay in achieving
a steady flow is automatically provided by the model.
Start-up delays must be built into program B, however.
This has been accomplished by assigning the time in
seconds required for each vehicle to pass through an
intersection according to the following table.



Figure 1. Scale plan of
Rt-l5 and l-291 interchange.

Figure 2. lnterchange schematic with lane designations.
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arrives at the intersectlon 3 to 6 s after the light turns
green, it will require only 3 s to cross the intersection,
and so on.

Each program maintains records and calculates, at
the conclusion of the simulation, the average of the total
transit times through the interchange, average transit
time through each lane, distribution of transit,times,
maximum and average contents of each lane, and other
aspects. This information is useful for evaluating the
perf or mance of different s ignating strate gies.

Vehicles are generated in both programs by using
random numbers to establish the birth time of each
subsequent vehicle, The interval between generations
can be given any probability distribution desired. A
truncated exponential distribution corresponding to a
Poisson process with a l-s mean has been used in all
simulation studies thus far. An adjustabte multiplier
that provides the average time between arrivals neces-
sary to produce any desired tra"ffic volume is then used
for each direction.

The car-following model in program A has been ad-
justed so that statistics for the program correspond well
with those of actual traffic on a short span of two-lane
highway that includes one intersection. Because program
A is less efficient, holever, it has been used primarily
to check the validity of progr.am B. In general, the two
programs are in good agreement except when traffic
volumes are urusually heavy, which makes program A
give somervhat longer transit times. Because of this
agreement, results will be provided for program B only.

Signal Control

In the GPSS simulation, signals at intersections des-
ignated north, south, east, and west are controlled by
two transactions that circulate in a loop of instructions.
Variations in the signaling strategy are introduced by
changing these instructions.

In general, all signal control strategies are designed
to allow each vehicle, once it has entered the circulating
lanes of Figure 2, to proceed without stopping. Assum-
ing a nominal 15-s travel time between each intersection,
this means, for example, that the east phase A green
must commence within 15 s after the start of south phase
B green. Similarly, north phase A green must begin
within 30 s of the start of south phase B green (and vice
versa). These requirements place strict constraints on
the signal sequence.

Figure 3 is a simplified flow diagram indicating the
manner in which traffic signals are controlled in the
simulation. At the start of the program, signals are
all set at phase A green. Fifteen seconds later, lights
at north and south are set at phase B green for g s.
Following the start of phase A green, north and south,
there is a 15-s pause, during which platoons entering
from north and south move past the u¡est and east inter-
sections, respectively. Then a decision is made con-
cerning the starting times and durations of the phase B
g?een at east and west. Fifteen seconds after the end of
phase B green east or west, whichever occurs first,
the starting times and durations of the north and south
phase B green are calculated. The process then con-
tinues in this manner.

Signaling strategies ranging from a fixed cycle to a
flexible tra"ffic responsive strategy can be incorporated
by changing the procedure by which starting times and
durations of the phase B green lntervals are calculated.
Although Figure 3 is a simulation flow diagram, it also
shows how a special digital controller might function
when supplied with information about queue lengths and
short-term average traffic volumes measured at the
input to each intersection.
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If, for example, three or more vehicles are stopped,
the first vehicle will cross the intersectlon 4 s after the
start of the green phase; the second vehlcle will follow
3 s later; and subsequent vehicles waiting will follow at
2-s intervals. If, however, the first vehicle in the lane



Figure 3. Basic signal
control simulation. Generaüe 1 üransaction
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SCS - Tlme to start of Phase B green, South

SOE . Time Lo start, of Phase B green, East

GS . Duration of Phase B green, Sou¿h

CE. Duatlon of Phase B green, East

Omitted from Figure 3, for simplicity, is the task of
setting the intersection crossing times according to the
previous table, as required in program B. (This is re-
qulred in the simulation but not in actual implementation
of the signaling strategy.)

SIGNALING STRATEGIES

Four signaling strategies have been evaluated, and each
is designed to virtually eliminate stopptng within the in-
terior lanes. Method A is equivalent to a procedure
suggested by the Traffic Engineering Divirsion of the

Connecticut Department of Transportation (DOT). The
reader will. find it helpful to refer to Figure 2 in foll.ow-
ing the description of these signaling methods.

Method C

This is a simple strategy in which signals at north and
south are synchronous, and signals at east and v/est are
synchronous. Phase B green starts simultaneously at
north and south and terminates when occupancy lanes
North 11and Sor¡th 11 are both empty, or after 26 s,
whichever occurs first. Allowing for a 4-s amber
period, this means that phase A green will commence a
minimum of 30 s after the start of phase B green.
Fifteen seconde after the start of north and south phase
A green, phase B green starts at east and west. A
typical phase B sequence is shown in Figure 4 where
the 15-s nominal transit time over interior lanes is
assumed.

Method B

Method B adds flexibility to method C above by permitting
northand south (and east andwest) to use different interval
lengths for phase B green. Fifteen seconds after phase
A is green at both east and west, the number of vehicles
in occupa.ncy lanes North 11 and South 11 are observed.
If both occupancy lanes are ft¡ll (13 vehicles or more) or
neither is full, phase B north and south act synchro-
nously as in method C. If one lane is full and the other
is not, then a differential (A) is calculated according to
the formula diseussed below. Phase B green then starts
A s early for the longer input queue. In Figure 5, for
example, South 11 is full; North 11 is not; and A is
calculated as ? s. Phase B green south starts A = 7 s
before phase B green north and has a duration of 25 + A s.
Phase B green north lasts for 25 - A s. This ensues
that phase A green north will begin 29 s (that is, 25 s
plus a 4-s amber) after the start of phase B green south,
and vice versa.

Fifteen secondg after both north and south have
switched to phase A green, a slmilar calculation is made
for the east and west intersections to determine a dif-
ferential A. If L / 0, then east or west phase B green
is delayed A s, and so on.

The differential A has been calculated in several ways.
A formula suggested by the Connecticut DOT is

n=l to - (l5N/10), when N < l0
- (l,whenN>I0 (l)

where N is the number of vehicles in the smaller queue.
Another expression is obtained by noting that if N = 2
or more in the smaller queue and the time required to
dissipate an N-vehicle queue is 2N + 3 s, then it is de-
sirable that

green time, full queue/green time, shorter queue

= (25 + A)IQS - tr) = t2(13) + 3ll(2N + 3) or

L= 1Q6-2N)l(32 + 2N)l x 25, when N >2 (2)

Simulation has been carried out using Equations 1 and 2
and similar relations. There seems to be no great
sensitivity in the choice of A, and results presented are
for Equation 1.

Method A

An early start feature may be added to method B to pro-
vide improvement in some situations. Suppose, for ex-
ample, that the queue in lane West 11 is depleted E s
before East 11, and that as a consequence phase B green
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Figure 4. Typical phase B signal sequence where diffsrential (A) is not
required.

Figure 5. Typical phase B signal sequence where differential of
7 s is required for south.
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proportionately the volumes of 500, 900, 400, and 300
vehicles,/h for north, south, east, and west, respec-
tively.

Observe that the total phase B green is about the same
in both figures, but Figure 6 achieves this in 80 s, whiLe
Figure 5 requires 89 s. Thus the scheme in Figure 6 is
about 10 percent more efficient for uniform traffic flow.
Traffic does not arrive uniformly, even in the simula-
tion, so it is questionable whether the fixed sequence of
Figure 6 will, in fact, outperform the more flexible
strategy of method C even when traffic volumes average
those for which the signal sequence of Figure 6 was
designed.

SIMULATION RESULTS

Tables l through 3 summarize performance for three
different volume conditions. All simulations are con-
tinued until 1000 vehicles exit from the system. This
requires about 30 min (reaL time) for the volumes of
Table 1 and 25 min for Tabtes 2 and 3. Input volumes
in Table 1 correspond to the estimated evening peak
volumes for the year 1990 at the I-291 and Rt-1b
interchange. Volumes of Tableb 2 and 3 are increased
over those of Table 1 in directions east and west or
both.

Tables 2 and 3, particularly, shorv the benefits of
differential (method B) over purely synchronous signaling
(method C). Dramatic reductions in average transit time
and maximum time to leave the system result for the high
volume directions at small expense in performance to the
Iow volume directions. Some improvement in the longer
transit times also results from the early statt feature
(method A). The improvement afforded by the early
start feature is somewhat marginal, horvever.

Methods A and D of Table 1 provide an interesting
comparison. The fixed cycle of method D (based on
traffic volume entering in each direction) is clearly
superior to that of method A, which uses differential
and early start. In fact, the average transit time for
all vehicles is about 84 s with method A and 76 s with
method D, a reduction of almost 10 percent. Maximum
time to leave the system is also superior for the fixed
cycle. The implication of this comparison is not that a
fixed cycle is best, since the cycle features must be
modified in some \rray as the input volumes vary. Rather,
these results suggest that

1. An early start feature can be helpful (as in Figure
6) even rvhen volumes are too low to require differential and

2. There appears to be a significant benefit in terms
of average transit times in using (short-term) average
volumes for calculating the features of phase B green.
IJ these features are changed in response to existing
queue lengths only, control is less effective.

There are at least two ways of employing short-term
average volume information. One is to use an algorithm
to design a fixed cycle strategy for any given set of
volumes; every 5 to 10 min the cycle parameters may
be recomputed on the basis of a new set of average vol-
umes. An easier technique to implement is to modify
method A so that it incorporates a more elaborate early
start procedure that uses average volume information.
For example, suppose phase B green west terminates
before phase B green east as in Figure 6. Fi.fteen
seconds after the termination of phase B green west the
following calculations and decisions can be made:

1. Determine whether the queue South 01 can be
depleted within 30 s after the earliest start of phase B
green north (this will require knowledge of queue length

west is terminated E seconds before east is. Fifteen
seconds after the termination of phase B green west,
the north-south differential is calculated. If A > E and
favors south, then phase B green south is started im-
mediately. If A < E and favors south, then phase B
greensouth starts E - A s later. If A = 0 or favors
north, then no early start can be used in this case,
Thus, when differential A / 0, the direction favored may
be able to start earlier than in method B and thereby to
make more efficient use of the interchange. If A = 0,
no,early start is employed.

Method D

Method D is a simple fixed sequence designed to accom-
modate the given volumes in a more or less optimum
fashion. If one examines Figure 5, where A = ? s is
used, it will be noted that west phase B green can start
at 44 s, rather tha¡r wait until 54 s to coincide with
phase B green east. Vehicles entering the interior
lanes from west at 44 s or after will encounter phase A
green 30 s later at east and may therefore exit without
stopping. This observation has been used in Figure 6,
which illustrates a sequence similar to that of Figure 5

with phase B green west advanced for volumes as in
Table 1. The phase B green durations approximate

t4 22 44 54 74 A4 tO4



136

and volume of traffic arriving from the south); if not
proceed to step 2; if so start south phase B green im-
mediately and continue for the calculated time required
to deplete the queue; start phase B green north 15 s
after start of phase A green east; and

2. Use current queue lengths and volumes to deter-
mine if phase B green south should be longer than north;
if so use the early start feature as in method A; if not
use the differential feature of method B without early
start.

This set of calculations can be expanded. For ex-
ample, it may be advantageous to start phase B green
south immediately, even if the input queue will not be
depleted within 30 s after the earliest start of phase B
north. That is, it may be better in the long run, de-
pending on average volumes, to terminate phase B
green south with vehicles still in the input lanes rather

Figure 6. Phase B signal sequence for fixed 80-s cycle
designed for volumes of Table 1.

Table 1. Summary of simulation results for projected evening peak
input volumes for the year 1990.

Di rectioD

than to delay the start of phase B green south as may be
required in step 2.

I.r order to implement an algorithm of this type, fairly
complex decisions and calculations must be made. Also,
short-term average volumes must be estimated and
stored. Implementation of the algorithm will, therefore,
be most readily accomplished by using a special digital
or hybrid computer.

The behavior of vehicles in the circr¡lating and input
lanes was about as expected. The average transit times
in all circulating lanes is about 16 to 17 s (including
delay in crossing the intersection at the end of the lane).
The distributions of transit times, with volumes as in
Table 1, in lanes South 1, South 2, and South 3 are shorvn
in the following table,

Table 2, Summary of simulation results for input volume set two.

Di rection

Signal
Sirnulation l(crìr Mcthod

South East west
(avg 900 (avg 400 (avg ?20
veh/h) vch/h veh/ h)

North
(avg 500
vch/h )

Avcrage total trâùsit
tinìe, s

Mâxirììum tiÌne to
leave systcnì, s

MaximuDì cotrtents
of in¡)ut lilìcs,
vchicles

Percetrtagc vehicles
leâvi¡rg in 110 s

PerceDtage vehicles
leaving in 120 s

Percetrtage vehicles
lcaving in 130 s

Percerìtagc vchicles
leaving in 140 s

81.6 93.3
't9.2 99.8
?3.0 105.8

81.9 88.5
80.9 96.0
?6.3 15?. I

86.0 ?3.8
8!.0 62.7
93.0 r2.9

98.8 90.2
94.3 ?8.s
100.0 18.6

100.0 95.5
99.3 90.?
100.0 22.2

100.0 98.8
100.0 94.8
100.0 2't.2

A
B
c

B
c

a
c

B
c

B
c

B
c
A
B
c

130
140
120

11

1l
1l

88.9
8?.5
I5.5

160
l?0
180

130 150
l{0 160
120 260

814
I l?
8 25

9?.6
I5.6
1 00.0

1 00.0
98.5
1 00.0

t9
19

't l.'l
58.2
55.2

?9.?
't2.3
63.5

87.4
82.8
?6.5

100.0 93.1
100.0 92.8
100.0 89.?

Table 3. Summary of simulation results for input volume set three.

Direction

Simulatiorì Itern

North South
Signal (avg 500 (avg 900
Method vehr'h) veh/h)

East west
(avg 400 (avg 300
v€h/h) veh/h)

Averâge total transit
time, s

Maxinìum time to
lea.ve system, s

Maximum contents
of input lancs,
vehicles

Percentage vehicles
leaving in 110 s

PerceÌtâge vchiclcs
leaving in 120 s

Percentage vehicles
leavi¡ìg irì 130 s

?9.9 90.2
79.2 93.8
?6.1 100.8
80.4 ?3.3

81.8 77.0
81.? ?6.9
't6.2 '.t4
'16.4 ?5.3

Simulation Item

Noúh
Signal (avg 500
Method veh/r)

South East
(avg 900 (avg ?20
veh/h) veh/hA

B
c
D

B

t)

A

c
D

(avg 400
veh/h)

130
140
120
130

t40
r50
l?0
110

140 140
130 130
130 120
120 130

126
10 8
86
?6

Averâge total transit
time, s

Maximum time to
leave system, s

Maximum contents
of input lanes,
vehicles

Percentage vehicles
leaving in 110 s

Percentage vehicles
leaving in 120 s

Percentage vehicles
leaving in 130 s

Percentâge vehicles
leaving in 140 s

83.8 94.4
82.1 96.2
?8.9 130.6

94.5 8r,2
9?.4 88.4
132.6 81.0

A
B
c
A
B
c

B
c
A
B
c
A
B
c
A
B
c
A
B

160
140
120

15
10
11

83,9
85.3
96. I

160
100
220

160 150
160 140
220 130

t8 l0
tI I
238

10 22
10 19
10 19
1l 14

89.4 't'.t.8
91.8 72.9
9?.0 59.9
92.0 100.0

98.4 92.0
96.1 83.?
100.0 't2.7
99.0 100.0

100.0 96.7
99.5 93.4
100.0 83.4
100.0 100.0

82.A B?.9
8',t.4 88.8
86.4 93. l
95.0 93.0

9?.1 95.4
9?.9 98.6
98.5 100.0
100.0 99.0

99.5 99.0
100.0 99.2
100.0 100.0
100.0 100.0

18
18
24

66.8
66.9
21.7

64.2 80.6
69. I 69.2
20,2 90.6

A
B
c
D

A
B
c
D

B
c
D

91.9 82.6
94.6 ?8.0
100.0 30.8

96.6
99.5
100.0

9?.6
100.0
100.0

81.6
't9,'l
31.?

88.?
88.6
39.3

94.2
94.8
46.3

91. 1

88.8
42,9

I5.4
9'.1,4
55.0

92.'l
88, l
99.2

98.?
91.2
100.0

99.3
100.0
I 00.0



Time
(s)

10 0.0 0.0
20 98.5 95.1
30 100.0 97.2
40 100.0 97.2
50 100.0 100.0

Average Trans¡t Time (s)

Method A Method D

46.6
43.7
42.8
39.7
39.4
37.2
42.5
38.6

Cumulative Percentage

Signal Signal
Method A Method D

The first table shows the average transit time for signal
methods A and D. Comparison with Table 1 indicates
that the improvement in method D over method A in
south and east transit times is caused primarily by the
reduction in transit times in the input lanes. This, of
course, is expected, because circulating lane behavior
was essentially the same for all methods.

13?

input lane South 01 was B0 s for method D, while about
16 percent of the vehicles required longer than B0 s with
method A.

SUMMARY

Simulation of left-turning traffic in the I-291 and Rt-lb
diamond interchange indicates that the interchange will
efficiently service the peak evening traffic voluûres
projected for the year 1990. Average transit times
through the interchange are typicalty 80 s, rvith about
50 s required for travel time and 30 s for waiting at the
initial intersection. In most cases, vehicles do not need
to stop once the circulating lanes are entered. Even the
higher volumes of Tables 2 and 3 do not produce serious
delays.

The superior performance of method D, which re-
quires average volume data, has suggested further re-
finements in signaling scheme A, which uses queue
length information only. Although implementation of
signal control algorithms based on such refinements will
likely require a digital or hybrid computer, this is con-
sistent with the trend in signal control at major inter-
sections.
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Cumulative Percentage
(probability distribution x 100)

South 1 South 2 South 3

0.0
98.1

100.0
100.0
100.0

Thus 95 percent or more of the vehicles did not stop on
these lanes (time was less than 20 s). A small number-
1 in ?0 in South 1, 15 in 290 in South 2, and 4 in 219 in
South 3-were required to stop. In all other circulating
lanes, the transit time was 30 s or less, Thus, only
the slow driver who just manages to enter a circulating
lane on an amber light is likely to be caught at the next
intersection,

The two tables below indicate behavior in the input
lanes for the volumes in Figure 3 or Table 1.

Lane

North 01 48.3
North 02 46.2
West 01 48.4
West 02 42.4
South 01 58.4
South 02 56.8
East 01 51.7
East 02 47.2

Time
(s)

30
40
50
60
70
BO

90
100
110

8.7
21.3
35.3
48.0
68.9
83.8
92.5
96.5

100.0

33.4
48.2
66.9
86.0
99.1

100.0

The second table indicates that the maximum time in the




