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Comparative Analysis of 
Determinants of Modal Choices by 
Central Business District Workers 
Ricardo Dobson* and Mary Lynn Tischer, Federal Highway Administration, 

U.S. Department of Transportation 

The role of individuals' perceptions and preferences in traveler decision 
making is a growing and active area of theoretical and empirical research. 
This study was designed (a) to quantify the relation between perceived 
system attributes and modal choice, (b) to compare the magnitude of 
this relation to that of the alternative relations of sociodemographic and 
network time and cost data and modal choice, and (c) to determine 
whether the linkage between perceived system attributes and modal 
choice is dependent on the relations of sociodemographic and network 
data to modal choice. The sample was composed of Los Angeles central 
business district workers who live within approximately 3.2 km (2 miles) 
of a freeway that feeds radially downtown. Models were calibrated for 
three dependent-variable criteria; these were monthly differences in use 
for (a) automobile versus bus, (b) automobile versus car pool, and (c) 
bus versus car pool. The multiple coefficients of determination for 
modal choice as a function of perceived system attributes were statisti­
cally significant at the 0.001 level for all dependent-variable criteria. The 
coefficients ranged from 0.265 to 0.125, but the analogous coefficients 
for sociodemographic or planning data ranged from a low of 0.004 to a 
high of only 0.054. The effects of perceived system attributes on the 
dependent variables were not diminished by the other types of indepen­
dent variables. Tests of significance for the individual components of 
combined models with these types of data showed the perceived-system­
attribute data to be significant at beyond the 0 .001 level in all cases. 
However, sociodemographic and network data appear to be influenced 
by the addition of perceived-system-attribute data to the degree of be­
coming nonsignificant in some cases. The overall conclusion is that per­
ceived system attributes can be a statistically significant correlate of 
modal choice over and above any influence by network or sociodemo­
graphic variables or both . 

The potential relevance of individuals' perceptions of 

and preferences for transportation modes and their ser­
vice attributes to traveler decision making makes these 
topics active areas of theoretical and empirical r es earch. 
Golob (1) and s ubsequently Golob and Dobs on (2) have re­
viewed consumer-behavior models derived from market 
research and psychology and discussed their applicability 
to urban travel issues. An organizational structure has 
emerged from a conference on behavioral travel-demand 
that specifies the relation of perceived system attributes 
to traveler behavior (3). The perceptual models de­
veloped here are consistent with this organizational 
structure. 

From an empirical perspective, the role of percep­
tions and preferences in traveler decision making is 
mixed. Hartgen (4) found that attitudes accounted for 
only 10 to 20 percent of the explained variation in trav­
eler modal choices while situational variables, e.g ., in­
come and automobile ownership, accounted for 80 to 90 
p er cent of the explained var iance. A s imilar find ing was 
r ep orted by Dobson and Ke hoe (5), who did not find a 
s tatis tically s ignificant correspondence between view of 
system attributes and actual modal choices, although they 
did find substantial correlations between perceptual mea­
surements of transportation system attributes and an­
ticipated satisfactions with innovative urban transporta­
tion modes. Thus, neither of these investigations offers 
strong support for perceptions or preferences as deter­
minants of modal choice. 



8 

On the other hand, at least three other analyses sup­
port the concept that perceptions and preferences are 
determinants of modal choice. Dobson and Tischer (6) 
found 63 percent correct assignments to mode for a 
model based solely on perceived system attributes for 
which the chance probability of correcl assigmnents was 
only 33 percent. Nicolaiclis (7) repo1'ted higher conela­
tions between comfort and modal choice than between 
either perceived time or cost differences and modal 
choice. Spear (8) found that the correlation ratio for a 
logit function fit-was appreciably enhanced by the addi­
tion of a generalized convenience variable to a modal­
choice model already specified in terms of perceived 
time and cost differences. 

This study was designed to advance the level of under­
standing with respect to the potential relevance of indi­
viduals' perceptions and preferences to traveler decision 
making. Three questions are specifically addressed 
with respect to a sample of Los Angeles central business 
disfrict (CBD) workers . These are as follows: 

1. Is there a correspondence between perceived sys­
tem attributes and modal choice? 

2. What is the magnitude of the relationship between 
perceived system attributes and modal choice relative 
to those of network time and cost or of sociodemographic 
data and modal choice ? 

3. What is the nature of the interaction between per­
ceived system attributes, network time and cost, and 
sociodemographic variables with respect to modal choice? 

STUDY DESIGN 

Sample 

The sample was comprised of 889 individuals who work 
in the Los Angeles CBD and live within 3.2 km (2 miles) 
of a freeway that feeds radially to the CBD. It was se­
lected from census tracts surrounding freeways and hav­
ing a high incidence of downtow11 workers. The house­
holds were chosen from a telephone directory according 
to a random sampling procedure. However, only com­
muters who worked in the CBD were interviewed. If a 
household contained more than one CBD worker, the 
person taking the lesser used mode was interviewed. 

Data Sets 

The full,:rw·ing tjj;jes of data we1-e collc:cted fro111 Ll1t:: huine­
interview survey: (a) frequency of modal use, (b) per­
ceived system attributes, and (c) sociodemographic data 
regarding the individual and the household. An additional 
data set composed of network time, distance, and cost 
was derived at the aggregate level for the sample and is 
presented. These aggregate data were assigned to indi­
vidual travelers depending on their origin and destina­
tion (O-D) zones . 

Individuals were asked how frequently (per month) 
they used each of three modes-the single-occupant auto­
mobile, the bus, and the car pool-to travel to work. The 
frequency of use of each mode was subtracted from that 
of the other modes to obtain comparisons of modal use. 
These constructed variables-frequency of automobile 
use minus that of bus use, frequency of automobile use 
minus that of car-pool use, and frequency of bus use 
minus that of car-pool use-are used throughout the 
analysis as the dependent variables. 

Beliefs about attributes of the three modes-the 
single-occupant automobile, the bus, and the car pool­
were collected by using a semantic differential format 
in which each attribute was rated on a one to seven scale. 
The respondent was asked to describe the following 19 

attributes for each of the modes. 

1. Worry about being harmed by others versus do 
not worry about being harmed by others, 

2. Easy to get where I am going after I leave the 
vehicle versus not easy to get where I am going after I 
leave the vehicle, 

3. Is not crowded versus is crowded, 
4. Usually do not have to wait a long time for ve­

hicle versus usually have to wait a long time for vehicle, 
5. Do not feel relaxed in this vehicle versus feel re­

laxed in this vehicle, 
6. Am not exposed to weather versus am exposed to 

weather, 
7. Can avoid waiting in lines in traffic versus cannot 

avoid waiting in lines in traffic, 
· 8. Can come and go on my own schedule versus can­

not come and go on my own schedule, 
9. Very little extra time spent waiting for others or 

walking to or from vehicle versus much extra time spent 
waiting for others or walking to or from vehicle, 

10. Would not cost much for parking versus would 
cost a lot for parking, 

11. Comfortable versus not. comfortable, 
12. Not convenient versus co1wenient, 
13. Not expensive versus e,ipensive 
14. Not enough space for packages versus enough 

space for packages, 
15. Easy to use versus not easy to use, 
16. Cannot rely on it versus can rely on it, 
17. Usually arrive at work on time versus usually 

do not arrive at work on time, 
18. A slow way to travel during rush hour versus 

not a slow way to travel during rush hour, and 
19. Can feel safe from vehicle accidents versus can­

not feel safe from vehicle accidents. 

(Hereafter, the terms belief and perceived system attri­
butes will be used interchangeably.) 

The following sociodemographic information was col­
lected from each individual: marital status, number of 
people in the household, type of dwelling, income, age, 
race, sex, presence of children under 18, and number 
of automobiles in the household. Each of the variables 
was effect coded (9) and divided into category variables. 

The automobile-=network-time and distance data were 
derived from studies made available by the California 
Department of Transportation. The creation of the data 
was based on the following: 

1. The 1967 Los Angeles Regional Transportation 
Study of the 0-D in the five-county area, 

2. A 1975 network update, and 
3. Minimum time path assignments of the 1967 0-D 

patterns to the 1975 network. 

The zones selected for analysis were those represented 
by one or more respondents. The automobile-network­
time data were used to calculate an automobile imped­
ance according to a formula that weighted out-of-vehicle 
time 2.5 times as heavily as in-vehicle time. 

Automobile costs represent a combination of parking 
cost and a distance-based rate for gasoline, maintenance 
tires, and oil costs, as well as travel-related depreci­
ation. Transit time data were developed in a fashion 
analogous to that for the automobile. Transit costs re­
fer specifically to the bus fare. 

Car-pool impedance was calculated by adjusting the 
automobile access time to account for the picking up of 
passengers, taking the line haul and egress to be the 
same as for the automobile. Car-pool cost was obtained 
by dividing automobile cost by mean car-pool occupancy. 



Both the perceived system attributes and the sociodemo­
graphic data were subjected to data-reducing techniques 
that are described more fully below. 

Hypothesis Testing of General Linear 
Forms 

The primary focus of this paper is the analysis of the 
relative explanatory abilities of each of the data sets, 
separately and in conjunction with one another. By using 
a regression framework, it is possible to partition the 
regression sum of squares (R2) into various components 
so that the effect of each independent variable (X1) can 
be tested. One can thus obtain the independent explana­
tory power of a particular variable, or as in this case, 
set of variables, in terms of the percentage of variance 
accounted for in the dependent variable (y) and its rela­
tive statistical significance (10, 11). The additional con­
tribulion of each independentvariable in explaining the 
dependent variable can be determined by calculating R2 

with and without the particular variable. 
This general analysis of the variance of the compo­

nents requires three steps. First, a regression is per­
formed for all independent variables, as in the following 
equation: 

Y = a0 + a1 X1 + a2 X2 (I) 

where a 0 is the intercept term and a1 and a2 are the slope 
coefficients. Then, a second regression is performed 
that omits the variable of interest, for example, X2. 

Y = b0 + b, X1 (2) 

where bo is the intercept term and b1 is the slope coef­
ficient. The R2 of Equation 2 is then subtracted from the 
R2 of Equation 1, leaving the amount of variance in Y that 
is explained by X2, above and beyond that explained by X1, 

It is possible, however, that the explanatory variables 
are not completely independent from one another such 
that the effect of X1 on the dependent variable depends 
on its combination with X2. Significant interaction sug­
gests that a given change in X1 will produce different 
changes in Y for different values of X2. 

Testing for interaction follows the procedure de­
scribed above. Two regression equations are necessary, 
but a new component-the interaction term-is added, as 
shown in Equation 3. 

Y=c0 +c,X 1 +c2 X2 +c3 X1 X2 (3) 

where c0 is the intercept term and c1, c2, and C3 are 
the slope coefficients. The second regression omits the 
variable of interest, which in this case is the interaction 
term. 

Y = d0 + d 1 x, + d 2 x, (4) 

where do is the intercept term and d1 and d2 are the slope 
coefficients. When the R2 of Equation 4 is subtracted 
from the R2 of Equation 3, the effect of the interaction 
between X1 and X2 is obtained. 

The significance of each of the effects can be deter­
mined by using the following formula (~_}: 

F = [(R},12 .. . k, - R}.12 ... k2)/(k1 - k2)l 
.;. [(l -R}.12 ... k 1)/(N-k1 -1)] 

where 

(5) 

R~.12 .. . k, = squared multiple correlation coefficient for 
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the regression of Y on k1 variables (the full 
model), 

R~.12 ... k, = squa1·ed multiple correlation coefficient for 
the reg1,ession of Y on k2 variables (the 
model with deleted terms), 

k1 = number of variables in the full model, 
k2 = number of variables in the model with de­

leted terms, and 
N = sample size. 

Regression analysis assumes a linear relation, but 
the functional form of the relation between planning data 
and modal choice has been most often specified in logit 
or probit form. One of the major problems of both logit 
and probit formulations, however, is the lack of standard 
measures for assessing the goodness of fit of the models 
or theil' statistical significance (12). There are no 
widely accepted statistics associated with the logit or 
probit forms available that allow a precise analysis of 
the effects of different data sets. Regression analysis 
and the related analysis of the variance of the components 
are the best such techniques, even though they require 
the assumption of linearity. 

Because the concern of this analysis is not with model 
building, but rather with the comparison of independent 
effects of sets of explanatory variables, the form of the 
model is not central to the study design. Furthermore, 
it was assumed that any underrepresentation of the re­
lation resulting from the imposition of the linear form 
would occur across data sets. And because the concern 
is with the comparability of data, the underrepresentation 
would not have any effect on the results. 

These assumptions, however, were tested. The re­
sults of the linearity tests of the models and the analyses 
for bias showed only occasional deviations from linearity 
that were not biased. 

RESULTS 

This section of the paper describes the processing of the 
three types of data examined in the study and the model 
specifications of their relations to modal choices. The 
premodeling analysis included factor analysis and clus­
tering of the sociodemographic data and factor analysis 
of the perceived-system-attribute data. The model 
specification activities involved calibrations of regres­
sion models, tests of hypotheses based on a general pro­
cedure for analysis of the variance of the components, 
and tests for data nonlinearity and bias in the model es­
timates. 

Premodeling Analysis of Perceived 
System Attributes 

For each transportation mode-single-occupant automo­
bile, bus, and car pool-19 belief ratings were obtained. 
To reduce the number of variables quantifying the per­
ceived system attributes and to take advantage of natural 
correlations among the variables, a principal-component 
factor analysis with a varimax rotation was computed for 
the beliefs about each mode. The factor scores were 
then estimated for the calibration of modal-choice models 
that include the perceived system attributes. These pre­
modeling computations were implemented through use of 
the Statistical Package for the Social Sciences computer 
program (13). 

Table lgives the labels and definitions of the factors 
that are based on the perceived-system-attribute struc­
ture with respect to single-occupant automobiles, buses, 
and car pools. The criterion for the selection of the 
factors to be retained for analysis was a principal­
component eigenvalue greater than 1. The rotated 
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factor-loading matrices were examined for an obvious 
gap between high and low factor loadings. The boundary 
criterion was set at 44 and gave readily interpretable di­
mensions. Attributes with factor loadings at or above 
the lower bound were used to define a factor. 

factors differ slightly across modes, there is a general 
pattern. Furthermore, the number of factors is rela­
tively constant across modes. There are five factors 
each for the bus and single-occupant-automobile modes, 
and there are four factors for the car-pool mode. 

Table 1 shows that the factor structures for the dif­
ferent modes a re relatively simila1· . For example, all 
modes have factors thal include traffic wait, cost com­
fort, and convenience. -Although the definitions or the 

Premodeling Analysis of Sociodemographic 
Data 

Table 1. Factor definitions of beliefs about modes. 

Mode Factor Label 

Single-occupant F 1 (comfort and 
automobile convenience) 

F, (cost) 

F, (safety) 

Belief Variable 
----

Comfort 
Convenience 
Ease of use 
Arrive on time 
Ease to destinati on 
Relaxing-
Fl exible schedule 
Cost 
Parking cost 
Vehicular safety 
Perso.?2al safety 
Travel time 

Factor 
Loading 

0. 70 
0.68 
0.63 
0.59 
0.56 
0.53 
0.54 
0. 76 
0. 72 
0.54 
0. 71 
o. 75 

The category-coded sociodemographic data were analyzed 
by a principal-component factor analysis with a varimax 
rotation. The common-factor criterion used for the 
perceived-system-attribute data suggested a six-factor 
solution. However, after a review of solutions with three 
through six factors, a four-factor solution was selected 
on grounds of interpretability. The sets of high factor 
loadings used to define factors were chosen on the same 
basis as those used for the perceived-system-attribute 
data. The factor scores were then computed and clus­
tered to find homogenous travel markets via an average 
linkage clustering algorithm by using the Biomedical 
Computer Program P2M (14). Blashfield (15) notes that 
this clustering approach has been shown to be effective 

F, (traffic wait) 

F!I (extra time, 
Waiting time in traffic 0.69 

in at least four empirical studies of alternative cluster­
ing methods. 

Bus 

Car pool 

c rowding , and 
weather) 

F, ( comfort) 

F :!' (convenience) 

F, ( cost and safety ) 

F 1 (traffic wait) 

Fc. (extra ti1ne and 
weather) 

F, (comfort) 

F:! (conveni ence) 

F, (cost) 

F, (traffic wait and 
flexible schedule) 

Table 2. Summary of 
sociodemographic cluster 
analysis. 

Crowding 
Waiting for vehicle 
Weather 
Extra time 
Corn fort 
Space for packages 
Crowding 
Relaxing 
Convenience 
Ease of use 
Reliability 
Arrive on time 
Ease to destinati on 
Wait for vehicle 
Cost 
Vehicular safety 
Personal safety 
Parking cost 
Travel time 
Waiting in traffic 
Weather 
F1exible schedule 
Extra time 
Comfort 
Space for packages 
Reliability 
Vehicular safety 
Personal safety 
Relaxing 
Convenience 
Ease of use 
Arrive on time 
Ease to destination 
Crowding 
U<'tHllll::, LJJllt: 

Wea ther 
Extra time 
Cost 
Parking cost 
Travel time 
Waiting i11 traffic 
Flexible schedul e 

Sample 
Cluster Size 

125 
108 
138 

254 

6 264 

0.73 
0. 74 
0.59 
0.60 
0. 71 
0.65 
0.50 
0.66 
0.74 
0.80 
0.60 
0 . 71 
0.64 
0.61 
0.45 
0.59 
0. 51 
0.66 
0. 78 
0.55 
0. 73 
0.54 
0.52 
0.56 
0.53 
0.56 
0.46 
0.53 
0.66 
0.48 
0.56 
0.53 
0.62 
0.61 
U.i5 
0.50 
0.57 
0. 73 
0.74 
0.47 
0,81 
0.45 

The cluster analysis resulted in a total of 11 groups 
that formed at an amalgamation distance of 1.644 or less. 
Further amalgamations of these 11 groups produced in­
creases in the amalgamation distance that were substan­
tially and consistently larger than the earlier increases. 
Five of the groups have cluster sizes of at least 71 work­
ers, but the remaining 6 groups have cluster sizes of 
30 or fewer. Therefore, the centroids of the 
sociodemographic-factor-score space for the 5 largest 
groups were used as the nuclei of a 5-group solution by 
assigning respondents from the other 6 groups to their 
nearest neighbor in the 5-group solution. With one ex· 
ception, no large centroid coordinate was modified by 
more than 5 percent. Even for the exception, the new 
centroid coordinate did not result in a different interpre­
tation of characteristics of the respondents. This cen­
troid position, cluster three on the first factor score, 
changed from 0.83 to 0.61. 

Table 2 summarizes the results of the cluster analy­
sis for the five-group solution after the addition of the 
six smaller groups. Assigning all of the sample to the 
five clusters changes the bases for the interpretation of 
only one cluster solution. The first factor of cluster 
t.hrP.P. w~~ tiP.rorA~ .t::P.rl ~ignifi,..~nt-ly ~nn !l lf-t:1rt:1r1 th~ h,to"r-

pretation of that segment. The large factor-score cen­
troid coordinates are used as indicators of the descrip­
tive characteristics of a group. 

Table 2 shows that the groups occupy disparate posi­
tions in the factor-score space. Cluster four is charac­
terized by three-or-more-person households that reside 

Sociodemographic-Factor-Score Centroids 

Automobile 
Descriptive Characteristics 

Household 
Size and 
T;1,e of 
Residence Income A~e Ownership 

Households having three or more automobiles -0.40 - 0.16 -0 . I 7 -2 .25• 
Households having income >S30 000 -0.50 -2 .0 1' -0.37 0.52 
Households having one or more workers 0.61 0,27 -1. 79• 0.43 

that are al least 55 vea1·s old 
Households having tlu:ee or more persons, -1.06~ 0.44 0.24 0.47 

including a child under 18 years old. 
res iding in a single-family house 

Household s having one or two persons 0,92 0.34 0.63 0. 18 
residing in an apartment 01· householcls 
having one or more workers that are 
less than 55 years olci 

' Used as indicators of the descriptive characterisL1cs of a group 



Table 3. Multiple coefficients 
of determination of models 
calibrated with a single type 
of data. 

Type of Data 

NT (time and cost) 
SD (sociodemographic) 
B (modal beliefs) 

Frequency of Use 

Automobile - Bus 

Coefficient 

0.033 
0.054 
oj65 

p 

<0.001 
<0.001 
<0.001 

Automobile - Car Pool Bus - Car Pool 

Coefficient 

0.004 
0.030 
0.124 

p 

>0.10 
<0.00 1 
<0.001 

Coefficient 

0.016 
0.0 12 
0.178 

p 

0 .001 to 0.01 
0.01 to 0.05 
<0.001 
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Table 4. Multiple coefficients of determination of 
models calibrated with two or three types of data . 

Frequency of Use 

Automobile - Bus Automobile - Car Pool Bus - Car Pool 

Types of Data Coefficient p Coefficient p Coefficient p 

NT + SD 
NT+ B 
SD + B 
NT+ SD + B 

Table 5. Multiple coefficients of determination of models 
calibrated with two or three types of data and interaction terms. 

Frequency of Use 

Automobile - Automobile -
Types of Data Bus Car Pool Bus - Car Pool 

NT • SD + (NT ' SD) 0.094 0.033 0,042 
NT , B , (NT ' Bl 0.274 0.127 0.189 
SD , B + (SD * Bl 0,284 0.150 0, 196 
NT • SD + B + (SD ' Bl 0,288 0.153 0.200 
NT • SD + B + (NT • SD) 0.293 0.143 0.194 
NT SD + B + (NT ' B) 0.286 0.143 0.192 
NT , SD + B + (SD • B) 

+(NT ·• SD) 0.299 0.154 0.209 
NT + SD + B + (SD • B) 

+(NT' B) 0.293 0.154 0.208 
NT + SD + B + (NT + SD) 

+(NT' B) 0.296 0.143 0.201 
NT + SD + B + (SD ' Bl 

+ (NT • SD) + (NT ' Bl 0.303 0.154 0.216 
NT , SD + B + (SD ' B) 

+ (NT ' SD) + (NT ' Bl 
+(NT' SD' Bl 0.332 0.166 0.249 

Note: All multiple coefficients of determination are statistically significant beyond the O 001 level 

0.077 
0.269 
0 ,279 
0.282 

in single-family homes, and cluster five is characterized 
by one and two-person households that live in apart­
ments. Clusters three and five differ in that cluster 
three represents households with at least one worker 
who is at least 55 years old, but cluster five represents 
households with a worker who is less than 55 years of 
age. Clusters one and two are relatively extreme groups 
that are characterized by households with three or more 
automobiles or an income of at least $ 30 000 respec­
tively. 

A similar clustering attempt was made for the 
perceived-system-attribute data, but initial efforts did 
not result in interesting cluster patterns. 

Model-Specification Statistics 

The three different dependent-variable criteria were (a) 
the frequency of automobile use minus that of bus use, 
(b) the frequency of automobile use minus that of car­
pool use, and (c) the frequency of bus use minus that of 
car-pool use. Time and cost data were treated as the 
difference between the modes for these variables. The 
five sociodemographic clusters given in Table 2 were 
effect coded. These were four categories of socio­
demographic variables. These variables were coded 
with values of 1, O, and -1 depending on the cluster 
to which a respondent was assigned. These same 
sociodemographic-category variables were used for all 
three dependent-variable criteria. 

To prevent the development of models with an exces-

<0.001 0.032 <0 .001 0,027 <0.001 
<0.001 0.126 <0 .001 0.181 <0.001 
<0 .001 0. 140 <0,001 0.181 <0.001 
<0 .001 0.142 <0.001 0 . 184 <0.001 

sive number of terms, only the scores for two perceived­
system-attribute factors were used for each mode. These 
were Fl and F2 for the bus mode, Fl and F2 for the car­
pool mode, and Fl and F5 for the single-occupant­
automobile mode, These factors were chosen for in­
clusion because they accounted for the largest percentage 
of variance in the common-factor solution for beliefs 
about each mode. Only those factor scores that pertained 
to the dependent variable were included in a model. 
Therefore, the perceived-system-attribute terms for 
an automobile-minus-bus model consisted of the Fl and 
F5 scores for the automobile and the Fl and F2 scores 
for the bus. 

Models Calibrated With a Single Type of 
Data 

Table 3 gives the multiple coefficients of determination 
and the associated statistical significance levels for 
models calibrated with a single type of data for each of 
the three dependent-variable criteria. The results for 
models calibrated exclusively with beliefs about modes 
have consistently and substantially larger multiple coef­
ficients of determination than do the results for models 
calibrated with time and cost and sociodemographic data. 
The multiple coefficient of determination for the per­
ceived system attributes is statistically significant be­
yond the 0.001 level for all three dependent-variable 
criteria. Furthermore, the signs of the regression co­
efficients in the belief models are always in the correct 
direction. For example, in the automobile-minus-car­
pool model, car-pool factors Fl and F2 have negative 
signs, but single-occupant-automobile factors Fl and F5 
have positive signs. This shows that the higher use of 
the single-occupant automobile relative to that of the car 
pool is associated with a more positive perception of 
driving alone than of riding or driving in an automobile 
with others. 

When models calibrated with time and cost data are 
compared with models calibrated with sociodemographic 
data, it appears that sociodemographic data are mar­
ginally more highly correlated with modal use. The 
multiple coefficients of determination for the sociodemo­
graphic data are always statistically significant by at 
least the 0.05 level. The time and cost data are not sta­
tistically significant for the automobile-minus-car-pool 
model, liecau!;e lhe automobile and CM-pool impedances 
are the same except for a constant added for the picking 
up of passengers. However, the signs of the regression 
coefficients for the time and cost data were not always 
correct. For example, in the automobile-minus-bus 
model, the cost term had a statistically significant posi-
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thre sign. (Automobile cost is composed of several ele­
ments, some of which the individual may not consider to 
be work-trip related. It is possible that the individual 
considers only the daily out-of-pocket costs, such as 
parking fees, when evaluating the use of the automobile 
for the work trip. In any case, several attempts made 
to lower the objective measure of automobile cost had 
the effect of changing the sign or making the cost­
coefficient statistically insignificant. However, the 
multiple coefficient of determination for the plannin~ 
data remained unchanged.) The signs of the regression 
coefficients for the sociodemographic data do not appear 
to be counter intuitive. 

Models Based on Two or Three Types of 
Data With No Interaction Terms 

Table 4 gives the multiple coefficients of determination 
and the associated statistical significance levels for 
models based on two or three types of data with no ex­
plicit interaction terms. The four specific sets of types 
of data that are considered include two-way models of 
network time and cost, sociodemographic, and belief 
data and a three-way model that includes all three types 
of data. 

A number of important details can be observed in 
Table 4. All the models are statistically significant 
beyond the 0.001 level. This result implies that any two­
way or three-way model in the table can reliably esti­
mate a trend of modal use with respect to its 
independent-variable set. However, the models 
based solely on time, cost, and sociodemographic 
data have multiple coefficients of determination that 
are approximately three to six times smaller than those 
of the models based on beliefs and either network time 
and cost or sociodemographic data. Therefore, per­
ceived system attributes again show a strong correspon­
dence with modal choice. Finally, the three-way model 
represents only a very minor improvement in the per­
centage of variance accounted for in the dependent vari­
able in comparison to either of the two-way models that 
include beliefs. 

Models Based on Two or Three Types of 
Data With Interaction Terms 

Table 5 gives the multiple coefficients of determination 
for models calibrated with two or three types of data that 
h~,rp P,q)lirit tPrm~ f,-n .. inh:::ar~r,tinn ~rnr1ng thi:i rlata typoo. 

These interaction terms are formed by the product of the 
corresponding single type-of-data terms. There are a 
total of 11 models with explicit interaction termso Those 
models that systemically incorporate two-way interac­
tions before the final inclusion of a three-way interaction 
set of terms were designed to facilitate hypothesis test-

Table 6. Tests of significance for network, sociodemographic, and belief data . 

Frequency of Use 

Autom obile - Bus Automobile - Car Pool 

ing based on analysis of the variance of the components 
as discussed by Appelbaum and Cramer (16), Cohen (17), 
Dobson (18), Kerlinger and Pedhazur (9),and Ovel'all-
ancl Klett (11) . -

There isonly one model described in Table 5 that does 
not include any belief data. This model, which is given 
in the first row, has multiple coefficients of determina­
tion that are substantially lower than those of the models 
that are based partly on belief data. This relation high­
lights the potency of belief data in accounting for the 
variation of modal use. In general, the addition of more 
or higher level interaction terms increases the percent­
age of variation accounted for by a model. For example, 
the last model described, which includes all possible 
two-way interaction terms and the set of three-way in­
teraction terms, has larger multiple coefficients of de­
termination than any other across the three dependent­
variable criteria. Interaction terms enhance the size of 
the multiple coefficient of determination, but they vastly 
complicate the models. A model specified by NT+ SD 
has 6 terms plus a constant, but one specified by NT + 
SD + (NT * SD) has 14 terms plus a constant, and the 
last model in Table 5 contains 75 terms, including the 
constant! 

Hypothesis Testing Based on a General 
Procedure for Analysis of the 
Variance of the Components 

While the summary statistics given in Tables 3, 4, and 
5 are informative, they do not show the relative statis­
tical significance of the different types of data. The gen­
eral procedure for the analysis variance of the compo­
nents described in the discussion of Equations 1 through 
5 permits testing for the relative statistical significance 
of alternative classes of data based on their multiple co­
efficients of determination. 

The procedure for assessing the statistical signifi­
cance of the interaction terms proceeded in a hierarchi­
cal fashion. R 2 [NT+ SD+ B +(SD* B) +(NT* SD)+ 
(NT * B) + (NT * SD * B)] was compared with R2 [NT+ 
SD + B + (SD * B) + (NT * SD) + (NT * B)]. The three­
way interaction set of terms (NT * SD * Bl was not found 
to be statistically significant. The statistical signifi­
cance of the two-way interaction denoted by (NT * SD) 
was tested through the comparison of R 2 [NT +SD+ B + 
(SD * B) + (NT * B) + (NT * SD)] with R 2 [NT +SD+ B + 
(SD * B) + (NT * B)]. It was not statistically significant 
arul neiUu::I· wt:rt a.uy ul Un:: utht:r twu-way :::;et~ uf inter­
action terms. These findings of nonsignificance were 
invariant across the dependent-variable criteria. As a 
consequence of the lack of statistical significance for the 
interaction terms, the statistical significance of NT, SD, 
and B was tested through the set of models without inter­
action terms that are summarized in Tables 3 and 4. 

Bus - Car Pool 

VarfalJles Variables Variables 
Held Held Held 

Type of Data Significance Cons tant Moctel SiQ,·nificance Constant Model Si~nificance Constant Moctel 

B p < 0.001 NT B • NT p < 0.001 NT B - NT p < 0.00 1 NT B + NT 
p < 0 ,001 SD B + SD p < 0.00 l so B , SD p < 0 .001 SD B + SD 
p < 0.00 1 NT + SD B • NT + SD p < 0.001 NT - SD B • NT+ SD p < 0.00 l NT. SD B + NT + SD 

SD p < 0. 001 NT SD + NT p < 0.001 NT SD , NT p < 0.05 NT SD + NT 
p < 0. 01 B SD . 8 p < 0.01 B SD + B NS B SD + B 
p < 0.001 NT+ B SD + NT+ 13 p < 0.01 NT• B SD•NT,B NS NT 1 B SD, NT+ B 

NT p < 0.001 SD NT + SD NS SD NT • SD p < 0.01 SD NT+ SD 
NS B NT, B NS B NT + B NS B NT+ B 
NS SD+ B NT +SD+B NS SD• B NT + SD+ B NS SD+ B NT+ SD+ B 



Table 6 summarizes the results for the tests of sig­
nificance for the network, sociodemographic and belief 
data sets when one or both of the other types of data are 
held constant. The belief data are shown to be uniformly 
statistically significant at beyond the O .001 level, no 
matter which combination of variables they are compared 
to or what dependent variable is being considered. This 
is the only type of variable to demonstrate such a strong 
and unequivocal relation with modal use. 

The sociodemographic data demonstrate a consistently 
strong relation to modal use beyond the 0.01 level of sig­
nificance across the automobile-minus-bus use and 
automobile-minus-car-pool-use dependent-variable cri­
teria. However, it is nonsignificant for two of three 
tests with respect to the bus-minus-car-pool-use 
dependent-variable criterion. The network data show 
the weakest pattern of relation to modal use, being non­
significant in seven of nine tests. 

SUMMARY AND CONCLUSIONS 

The principal goals of this paper were (a) to establish 
whether there is a relation between perceived s ystem 
attributes and modal choice, (b) to compare the magni­
tude of any linkage between perceived system attributes 
and modal choice with those of the linkages between 
sociodemographic and network data and modal choice, 
and (c) to establish the degree to which a linkage between 
perceived system attributes and modal choice is depen­
dent on the linkages of sociodemographic and network 
data to modal choice. It was clearly shown that per­
ceived system attributes or beliefs about modes are 
strongly associated with modal choices. Furthermore, 
the correlation between beliefs and modal choice is sub­
stantially larger than the correlations between either 
sociodemographic or network data and modal choice. 
Finally, the linkage between perceived system attributes 
and modal choice cannot be accounted for by relations 
of sociodemographic or network data or both and modal 
choice. 

There is unquestionably a strong association between 
perceived system attributes and modal choice. The mul­
tiple coefficients of determination for modal choice as a 
function of beliefs about modes ranged from 0.265 to 
0 .124, and these coefficients were always statistically 
significant beyond the 0.001 level. The relation between 
perceived system attributes and modal choice is not in­
fluenced by either sociodemographic or network data. 
Two-way and three-way interaction terms were found 
not to be statistically significant, and the statistical sig­
nificance of the perceived-system-attribute terms is not 
diminished beyond the 0.001 level when they are com­
bined with sociodemographic or network data in two-way 
and three-way models. Network data do not indepen­
dently contribute to the estimation of modal choice when 
combined with belief data. In other words, belief vari­
ables account for variance in modal choice above and be­
yond time and cost data, but the reverse is not true. The 
sociodemographic data overlap somewhat less with the 
belief data, but there is still a tendency for diminution 
of the sociodemographic effect when it is combined with 
the belief set. 

The models and hypothesis-testing features of the 
empirical analyses reported here are based on the as­
sumption of linear relations between modal choice and 
various sets of predictor variables. For the majority 
of linearity tests that were computed (but are not re­
ported here), the nonlinearity assumption can be re­
jected. However, a pattern of significant nonlinear 
deviations emerges for the automobiles versus bus com­
parisons. Even these significant deviations, neverthe­
less, do not result in substantial differences behveen R2 
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and eta square, a nonlinear analog to R 2
• Therefore, the 

nonlinear characteristics were not substantively impor­
tant for the data sets studied here. 

The sample used in this research-CED workers-is 
potentially atypical and sets a basis for restricting the 
generality of conclusions. The modal split is 56.2 per­
cent single-occupant automobile, 25 percent bus, and 
18,8 percent car pool. The CBD restriction introduces 
an enhanced level of availability of non-single-occupant­
automobile modes with respect to a more random area­
wide sample. Therefore, beliefs that favor buses or car 
pools can be more easily translated into actual modal 
use patterns. For corridor planning analyses and plan­
ning studies of short-term low-cost improvements, this 
situation may be more general than is commonly be­
lieved. 

No single model is recommended by the research re­
ported here. If the effect of travel time and cost needs 
to be measured, it is generally possible to calibrate 
statistically significant models. Models based on net­
work data combined with sociodemographic data were 
always found to be statistically significant. However, 
the sign for the travel-cost variable was incorrect. The 
addition of belief data to a model with network or socio­
demographic data or both substantially increases the 
percentage of variance accounted for relative to that of 
the old model. While curvilinear models, such as those 
based on a logit formulation, are preferable on logical 
grounds for modal-choice analysis, a generalized curvi­
linear model was only slightly superior to linear repre­
sentations on empirical, statistical grounds. 

The results reported here are apparently at variance 
with those previously found by Hartgen (4) and Dobson 
and Kehoe (5), neither of whom found a strong linkage 
bet\veen perceived system attributes and modal choices. 
However, there are substantial differences between this 
study design and theirs. Among the most important is 
that the earlier analyses used data from an areawide 
random survey while this study design is restricted to 
CBD workers, for whom it is appreciably easier, rela­
tive to areawide workers, to translate favorable beliefs 
about buses and car pools into actual modal choices. 

On the other hand, these results support and extend 
the findings of Dobson and Tischer (6), Nicolaidis (7), 
and Spear (8), whose s tudies found attitudes to be sl:g­
nificantly correlated with modal choices. Spear re­
stricted his sample to CBD workers who were not auto­
mobile or transit captives. Nicolaidis conducted his 
study in a college town. Dobson and Tischer used a 
sample that was closely related to the one studied here. 
The earlier Dobson and Tischer study is extended by the 
consideration of more than just belief data to permit the 
evaluation of perceived system attributes with respect 
to other possible causal factors for modal choice. 
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Development of Market Segments of 

Peter R. stopher, Transportation Center, Northwestern University 

This paper discusses the development of individual-choice models of the 
destination choice of nongrocery shopping locations. Two key features 
of the approach are the use of perceptual data for characterizing alterna­
tive destinations and an attempt to segment the population before the 
model building on the basis of homogeneity of perceptions of destina­
tions. Data were obtained about the perceptions of shoppers of several 
shopping locations and on their preferences for various attributes of the 
shopping locations. The attributes were selected as those that make up 
the image of a shopping location independent of the transportation sys­
tem. Several techniques are discussed for segmenting the population by 
perception, all of which are based on analysis of the psychological dis­
tance between shopping locations. Given the special properties of psy­
chological distances, two forms of analysis were undertaken. First, cor­
relations were computed for the set of interpoint distances for each 
socioeconomic group identified in the data. High correlations indicate 
similarity of perceptual space, while low correlations indicate lack of 
similarity. Second, the group interpoint distances were used as inputs to 
an individual scaling process that attempts to fit the perceptions into a 
common perceptual space by stretching or compressing the axes of the 
space by obtaining weights on each axis for each observation. In this 
case, market segmentation was sought through a hierarchic, fusion clus­
tering process on the axis weights for each socioeconomic group. The 

results of these analyses converge well. Length of residence and age were 
found to be important segmentation variables. Sex and income were not 
found to be very powerful segmentation variables, but occupation may 
be worth study as a basis for segmentation. 

In the last decade, there have been numerous develop­
ments in the formulation, refinement, and operation of 
travel-demand models at the level of the individual trip 
maker (1), by using behavioral constructs from psychol­
ogy and microeconomics. For various reasons, most 
of this work has taken place in the subchoice of travel 
mode, primarily that for the work trip. From time to 
time, extensions of the behavioral approach beyond the 
modal-choice process have been proposed, but little 
progress had been made in such extensions until recently. 

A major problem in achieving such extensions is the 
characterization of the elements of utility of other sub­
choices. In modal-choice models, utility was charac­
terized initially in terms of the physical attributes of 




