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Measurement of Psychological 
Factors and Their Role in Travel 
Behavior 
Irwin P. Levin, Molaan K. Mosell, Connie M. Lamka, Barbara E. Savage, 

and Morris J. Gray, Department of Psychology and Institute of Urban and 
Regional Research, University of Iowa 

Psychological factors are conceptualized as intervening variables linking 
system and user characteristics to transportation judgments and deci­
sions. The information-integration approach of experimental psychology 
was used to measure and assess psychological factors by using simple 
rating scales and algebraic models of individual decision processes. Two 
simulation experiments were conducted to illustrate this approach. In 
the first, perceived safety of highway driving was measured on a bipolar 
rating scale and shown to vary as a simple algebraic function of factors, 
such as driving speed, time of day, weather conditions, and number of 
hours of continued driving. Other judgments involving continued-driving 
time and reducing driving speed were obtained and shown to be highly 
related to safety ratings. This supports the idea that psychological fac­
tors such as safety can be measured objectively and used to understand 
and predict traveler behavior. In the second experiment, the desirability 
of forming car pools was assessed as a function of the number of riders 
in the pool, the sex of each rider, and the acquaintanceship of the rider 
and the respondent. The acceptability of a given potential rider was a 
multiplicative function of sex and acquaintanceship; sex played an impor­
tant role when the rider was a nonacquaintance. The desirability of a 
given car pool was an average of the desirability of individual riders, so 
that a desirable rider would compensate for undesirable riders. The 
implication of such results to policy makers is discussed, but the need 
for expanded research is stressed . 

As has been pointed out (5, 8, 9, 11, 12, 13, 15, 16, 18), 
there is need to study indTvTuualdecision-makingpro­
cesses and the role of psychological factors in traveler 
behavior. Ultimately , it is the individual who must judge 
the convenience of mass transit, the desirability of car 
pooling, and the safety of highway driving. However , 
measuring qualitative factors, such as safety and con­
venience, has been a central problem in research on 
this. This paper will illustrate how such factors can be 
measured and related to traveler behavior. 

ROLE OF PSYCHOLOGICAL FACTORS 

Our conceptualization of the role of psychological factors 
is illustrated in Figure 1, which uses one of the studies 
discussed in this paper as an example. System, user , 
and environmental characteristics are considered as in­
dependent (or input) variables that can be manipulated 
or categorized in simulated (laboratory) studies. Judg­
ments and decisions related to traveler behavior are 
dependent ( or output) variables to be measured and re -
corded. (Predicting actual, rather than simulated, 
judgments and decisions is, of course, the ultimate 
goal.) Psychological factors are considered as inter­
vening variables linking the system, user, and environ­
mental characteristics to the observable behavior . 
Their ultimate usefulness will depend on the extent to 
which a small number of psychological factors can be 
used to explain and predict a wide variety of behaviors . 
Thus , it is important to investigate both sets of link­
ages illustrated in Figure 1: the links between the char­
acteristics on the left and the perceived values of the 
psychological factors and those between the perceived 
psychological values and the behavior on the right. 

Two experimental studies are described. One con-

siders perceived safety and safety-related behavior in 
highway-driving situations and investigates the factors 
illustrated in Figure 1. The other considers the relative 
desirability of car pools of varying personal composi­
tion. These studies use the methodology of the 
information-integration approach of experimental psy­
chology. This approach is first described; then the two 
experimental studies are described and discussed. 

INFORMATION-INTEGRATION 
APPROACH 

The primary goal of the information-integration approach 
is the analysis of how a variety of factors are combined 
or integrated to determine human judgments and deci­
sions. The approach was developed by Anderson (2, 3) 
and has had a history of success in describing complex 
cognitive processes, including transportation modal 
choice (4, 11, 15, 16). 

It is assumed that when a number of different factors 
have to be taken into account when making a judgment 
or decision, each piece of information can be charac­
terized by two parameters: a scale value corresponding 
to the subjective evaluation of the information along the 
dimension of judgment [e.g., the perceived safety level 
of a highway driving speed of 88 km/ h (65 mph)] and a 
weight representing the importance of the information 
for the judgment or decision to be made. The net effect 
of a given piece of information within a set of informa­
tion is the product of its weight and scale value. The 
integrated judgment or decision is assumed to be repre­
sented by an algebraic function of the weights and scale 
values of the various pieces of information. For ex­
ample, Levin has shown that the degree of preference 
for bus versus automobile can be described as a weighted 
average of time and cost factors (11). 

Factorial experimental designsTcomplete or frac­
tional) are typically used; each subject receives system­
atically programmed combinations of levels of stimulus 
factors and is asked to respond to each of the hypotheti­
cal situations thus formed. The responses are then 
analyzed to determine the relations between the infor -
mational variables and the subj'ective judgments or de­
cisions. These relations are causal rather than cir­
cumstantial in the sense that they directly reflect the 
manipulation of factors in specified combinations, with 
extraneous factors controlled or balanced. 

Goodness-of-fit tests are available through analysis 
of variance techniques to compare alternative models 
that describe the way in which the factors are integrated 
or combined (3). For example, lack of interaction be­
tween factors suggests an additive process of combining 
factors , and linear times linear interactions suggest a 
multiplicative relation between factors in which one fac­
tor acts as a modifier of the influence of other factors. 
Each of these processes will be seen in the experiments 
described below and should serve to illustrate the flex­
ibility of the approach. Different models or parameters 
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Figure 1. Conceptualization of psychological factors as mediators of traveler behavior (safety example) . 
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may apply to different homogeneous subgroups of deci­
sion makers. Levin has shown that automobile-biased 
and bus-biased individuals differ systematically in the 
weights they assign to varying levels of cost and time 
factors (11). In contrast, other modeling approaches 
that do not focus on individual decision-making pro­
cesses make the a priori assumption that groups that 
are homogeneous with respect to socioeconomic charac -
teristics will have similar decision-making processes. 

Another feature of the information-integration ap­
proach that distinguishes it from other approaches is the 
use of simple rating scales to obtain numerical measures 
of subjective judgments. The recent technique in trans­
portation research known as trade-off analysis has some 
of the features of the information-integration approach, 
but generates only rank-order data and transforms them 
to interval or ratio scales through conjoint measurement 
(~ .!2), When someone ranks one particular set of mass 
transit characteristics higher than others, his or her 
absolute evaluation of that system may still be below 
his or her threshold for patronage. Furthermore, for­
mal validity tests are generally lacking in such applica­
tions. In contrast, the data obtained in information­
integration studies can offer information about the ab­
solute as well as the relative rating of alternative sys­
tems, and the validity of the rating data is tested di­
rectly by the goodness -of-fit test of a given model. For 
example, an additive model will fit the data only if an 
additive rule describes the rating process, and the data 
form an interval scale. 

Another distinctive feature of the information­
integration approach is that known as functional measure­
ment (2). Rather than rating factors in isolation, as is 
sometimes done in attitude assessment in transportation 
research (7), ratings of stimulus combinations are ob­
tained to directly determine the trade-off between com­
peting factors. The relative influence of each of several 
factors estimated in a multifactor information­
integration task is the weight that is functional in the 
decision-making process. This takes into account the 
range of values of each factor, as well as the number 
of factors to be considered. In a similar manner, the 
psychophysical function relating subjective to actual 
values of each factor is also obtained directly from the 
multifactor judgments. This function is obtained em­
pirically, rather than a priori by assuming linear func -
tions, as is sometimes done. 

The major features of the information-integration 
approach and their consequences for transportation re­
search are summarized below. 

Change in Driving Speed 

Feature 

Experimental manipulation 
of stimulus factors 

Simulated judgments and 
decisions 

Factorial designs 

Within-subject designs 

Simple rating scales 

Functional measurement of 
weights and scale values 

Consequence 

Causal relations between system charac­
teristics and judgments or decisions 

Predict effects of changes in system 
characteristics 

Goodness-of-fit tests for alternative in­
tegration models 

Identification of homogeneous sub­
groups of decision makers 

Absolute as well as relative measures of 
preference 

Determination of relative importance 
of factors and determination of the re­
lation between subjective and actual 
system values 

EXPERIMENT 1: PERCEIVED SAFETY 
AND SAFETY-RELATED BEHAVIOR IN 
HIGHWAY DRIVING 

This study uses the information-integration approach 
to examine the role of the psychological factor safety 
(more correctly, perceived safety) in highway driving. 
The independent variables shown on the left side of Fig­
ure 1 were manipulated factorially to form 48 unique 
combinations. In one experimental condition, each re­
spondent was asked to rate how safe or unsafe he or she 
perceived each combination to be. This is our way of 
measuring safety, i.e., determining the relation between 
the manipulated factors and the safety ratings. In other 
experimental conditions, the respondents were asked 
how they might behave under situations described by the 
various combinations of factors. The relations between 
these behavior measures and the safety ratings tell us 
about the potential usefulness of the psychological factor 
safety as an explanatory mechanism for highway driving 
behavior. 

Method 

The respondents were told to consider that they were 
taking a vacation trip from Iowa City to San Francisco 
driving on I-80. They were presented a number of 
hypothetical situations of varying driving conditions. 
In all of the experimental conditions, each respondent 
received all combinations of the following factors de­
scribing the driving conditions: weather [clear skies, 
winds gusting to 56 km/h (35 mph), moderate to heavy 
rain, or no information about weather] , automobile 
speed [ 80, 88, or 105 km/h (50, 55, or 65 mph)], time 
(daytime or after dark), and hours of continued driving 



(3 or 8 h of previous driving). Each of the resulting 
combinations was described on a different page of a re­
sponse booklet (the actual booklets expressed speeds in 
U.S. customary units only). In addition to the 48 com­
binations described above, each respondent received 12 
practice and filler trials that included other stimulus 
levels, some of which were more extreme than those 
used in the main 4 x 3 >< 2 >< 2 experimental design (e.g., 
wind and rain). 

The respondents were divided into three groups, each 
of which was required to respond differently to the infor­
mation presented. All respondents were undergraduate 
students at the University of Iowa. The respondents in 
the safety-rating group (n = 17) were asked to rate each 
hypothetical situation by placing a mark somewhere along 
a 15-cm (6-in) line labeled very unsafe at the left end 
and very safe at the right end. The position of their 
mark indicated their safety rating for each situation. 
The responses were recorded to the nearest 0.5 cm 
(0.2 in), with O being the lowest level of safety and 15 
being the highest level of safety. 

The respondents in the continued-driving-time group 
(n = 20) were asked to indicate how much longer they 
would continue to drive under each of the given condi­
tions. 

The respondents in the changed-driving-behavior 
group (n = 22) were asked to indicate the following for 
each condition: (a) Would you alter your driving speed? 
(b) If your answer to the previous question is yes, in 
what way would your speed be altered-increased, de­
creased, or would you stop for the day ? ( c) If you would 
increase or decrease your speed, give the amount of 
change in miles per hour. All respondents in all groups 
worked through their response booklets at their own 
pace. 

Results and Discussion 

Safety Ratings 

The mean responses for the safety-rating group are 
shown in Figure 2. The safety ratings were higher for 
3-h consecutive driving than for 8; they were higher for 
day than for night, for clear weather than for wind and 
for wind than for rain; they were very nearly equal for 
clear weather and unknown weather, indicating a 
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Pollyanna effect when weather conditions were not spec­
ified, and decreased as the speed increased, In the 
4 x 3 >< 2 x 2 analysis of variance, each of these factors 
represented a significant source of variance, with the 
following rank-ordering of importance (in terms of the 
proportion of the variance contributed by each factor): 
hours of continued driving, weather, time (day versus 
night), speed. 

The near parallelism of the lines in each panel of 
Figure 2 suggests that the factors weather and speed 
are additive. The analysis of variance confirmed that 
these two factors did not interact. Furthermore, none 
of the factors weather, speed, and time interacted with 
each other, indicating that all of them combine additively 
in affecting safety ratings. However, the factor hours 
of continued driving tended to interact with the other 
factors; the hours times weather and hours times speed 
interactions were statistically significant, but the hours 
times time interaction did not reach statistical signifi­
cance at the 0.05 level. All of these interactions with 
hours of continued driving were similar; the effects of 
weather, speed, and time were all less after 8-h con­
tinued driving than after 3. For example, it can be seen 
by comparing the left and right panels of Figure 2 that 
the lines for different weather conditions are closer to­
gether (i.e., represent smaller changes in safety rat­
ings) at 8 h than at 3 h. 

In other words, the factor hours of continued driving 
modified or multiplied the effects of the other factors, 
whereas the effects of the other factors were independent 
of each other. The pattern of results for safety ratings 
(R) can be described by a model of the following form: 

R = H(W+ S +T) (I) 

where H, W, S, and T represent subjective scale values 
for levels of hours of continued driving, weather, speed, 
and time respectively. 

Continued-Driving Time 

The mean responses for the continued-driving-time 
group are shown in Figure 3. The pattern of results is 
very similar to that of the safety-rating group (Figure 
2). The relative importance of the four factors was 
about the same in each group. The main difference is 
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.,; Weather Figure 3. Mean continued-driving 
time for each condition of 
experiment 1. 
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that the effect of speed did not reach statistical signifi­
cance in the analysis of continued-driving time. 

The interaction effects were also similar in each 
group. Hours of continued driving interacted with 
weather and with time in the analysis of continued­
driving time. As with the safety ratings, these inter­
actions were due to smaller effects of weather and time 
after 8-h continued driving than after 3-h continued 
driving. With the exception of a small and nonsystem­
atic interaction between weather and time, the other 
factors were additive. 

A model of the same basic form would thus describe 
both the safety ratings and the .estimates of continued­
driving time. The correlation between the two measures 
is 0.94. Safety ratings are thus excellent predictors 
of how driving time will vary as a function of the factors 
manipulated in this experiment. Furthermore, the ex­
tremely high correlation with hours of continued driving 
time suggests that the safety ratings have interval scale 
properties. 

The responses of the group who indicated changes in 
driving behavior were more complicated. The speed 
factor had a significant influence on the number of re­
spondents who indicated that they would stop driving 
for the day. The greater the speed, the larger the num­
ber of respondents who indicated that they would stop. 
The mean change in speed for those respondents who 
did not indicate that they would stop was also affected 
by the designated driving speed. These effects can be 
interpreted as follows: Respondents adopt an optimal 
driving speed for each combination of weather, time, 
and hours of continued driving. For example, with 
clear weather, daytime, and 3-h continued-driving time, 
virtually all respondents indicated that they would con­
tinue driving, and the mean optimal driving speed was 
about 97 km/h (61 mph) [i.e., 9. 5 km/h (6 mph) over 
the speed limit]. This means an upward adjustment for 
speeds of 80 and 88 km/h (50 and 55 mph) and a down­
ward adjustment for speeds of 105 km/h (65 mph). 
Another example is rain, nighttime, and 8-h continued­
driving time, where over half of the respondents indi­
cated that they would stop, but the mean driving speed 
for those continuing was about 85 km/h (53 mph), which 

105 

- ----- - ---· unknown 

==================~ ~~ 
80 88 105 

SPEED (Km/h) 

means an upward adjustment for a speed of 80 km/h 
(50 mph) and a downward adjustment for speeds of 88 
and 105 km/h (55 and 65 mph). 

Hours of continued driving had a smaller effect on 
mean speed change than on any other dependent mea­
sure; however, this factor had a large effect on the num­
ber of respondents who indicated that they would stop 
driving. Otherwise, the effects of the manipulated fac -
tors on mean speed changes were similar to those ob­
served with the other dependent measures. 

Taken together, the indicated changes in driving be­
havior suggest the effects of perceived safety plus 
another intervening factor that we might designate as 
desire to reach destination. As perceived safety de­
creases, respondents are more apt to indicate that they 
would stop; however, if they indicate continuing driving, 
it is apt to be at the same speed as before. 

Summary of Results 

The safety ratings varied systematically as a function 
r.f tha 't"Y'tl'.l1-•dV\11lf:lt.o.rl -f..-.ro+r\,...C'I l'.lnrl tho '"lnnl n~;c, ,.,.f ,:rt"/,,....;,:inn.o. 
.._,..._ ._.,_,..._, .1..1..1. ..... ,.,..._J:-'..._.L...._._.._,.._... ..._,......._,._.._,.., ~, .....,,.,....,, ,..,..,.._, ...... ._ ... ...._.._JU.a.U '-'.&. • ...._.., ..._..._,...,._,.._, 

supported a simple model for describing how the factors 
combine. Establishing the integration rule relating the 
manipulated factors to the safety ratings is our way of 
measuring the psychological factor perceived safety. 

Continued-driving time was shown to be related to 
the manipulated variables in much the same fashion as 
safety ratings. This establishes the link between per­
ceived safety and other behavioral indicants and sup­
ports the conceptualization illustrated in Figure 1 that 
psychological factors can be used as intervening con­
structs to explain and predict traveler behavior. 

The relation between safety ratings and changes in 
driving behavior was more complex, but perceived 
safety-in conjunction with another psychological factor­
was a useful explanatory mechanism for the observed 
data. 

EXPERIMENT 2: DESIRABILITY OF CAR 
POOLS OF VARYING PERSONAL 
COMPOSITION 

This experiment used the information-integration ap­
proach to further study how psychological factors may 
influence traveler behavior by examining how the de-



sirability of car pools varies as a function of personal­
as opposed to the usual time, cost, and distance-fac­
tors. The factors include the sex of each rider and 
whether or not the rider is a prior acquaintance of the 
respondent. 

Method 

Nineteen female and 16 male undergraduate students at 
the University of Iowa participated in this experiment. 
They were instructed to assume that they lived 16 km 
(10 miles) from school in an area having many other 
students with whom car pools could be formed and were 
asked to rate the relative desirability of a series of 
hypothetical car pools varying in the number of riders, 
the sex of each rider, and whether each rider is an 
acquaintance or a student whom they do not know. 

Each page of the response booklet contained a de -
scription of a different car pool. Below each description 
was a 15-cm (6-in) line labeled very undesirable at the 
left end and very desirable at the right end. The re -
spondents were instructed to mark this line at a place 
that indicated their personal rating of the desirability 
of each hypothetical car pool. As in the first experi­
ment, the responses were measured and recorded; 0 
represented the low end of the scale and 15 represented 
the high end of the scale. 

Car pools with one rider (in addition to the respon­
dent) were described by the sex of the rider and whether 
or not the rider was an acquaintance of the respondent. 
There are thus four combinations with one rider: male 
acquaintance (MA), female acquaintance (FA), male 
nonacquaintance (MNA ), and female nonacquaintance 
(FNA). Car pools with two and three riders were de­
scribed by the sex of each rider and whether or not each 
rider was an acquaintance of the respondent. Ordinarily 
this would be represented by 16 combinations for two 
riders and 64 combinations for three riders. However, 
not all of these combinations are unique-e.g., if rider 
1 is a male acquaintance and rider 2 is a female non­
acquaintance, this is the same as if rider 1 is a female 
nonacquaintance and rider 2 is a male acquaintance. 
There are 10 unique combinations with two riders and 
20 unique combinations with three riders. There are 
thus 34 different car-pool descriptions; each respondent 
received them in a different order of presentation. Six 
practice trials using some of the same descriptions used 
later were given at the beginning. The rating task was 
self-paced. 

Results and Discussion 

The results are summarized below. 

Car-Pool Combination 

One rider 
MA 
FA 
MNA 
FNA 

Three riders 
3 Acquaintances 
2 Acquaintances and 

1 nonacquaintance 
1 Acquaintance and 
2 nonacquaintances 

3 Nonacquaintances 

Mean Desirability Rating 

Male Female 
Respondent Respondent 

10.06 12.50 
10.47 12.32 
7.00 3.29 
9.50 6.53 

10.76 12.15 

9.70 10.84 

9.03 7.69 
8.16 3.49 

The data for one rider show that both male and female 
respondents gave the lowest ratings to MNAs. For both 
sexes, car pools with a female rider were rated higher 
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than those with a male rider, and car pools were rated 
higher when the rider was an acquaintance than when he 
or she was a nonacquaintance. Furthermore, the dif­
ference in ratings between female and male riders was 
much greater for nonacquaintances than for acquaint­
ances. Statistically, this corresponds to an interaction 
between sex and acquaintance versus nonacquaintance. 
This interaction was statistically significant for female 
respondents and approached significance for male re­
spondents. In simple terms, this relation means that 
if the rider is an acquaintance, the sex of the rider is 
of little consequence, but if the rider is not an acquain­
tance, males prefer a rider of the opposite sex and fe­
males prefer a rider of the same sex. 

Although not shown above, the same general trends 
were seen for two riders and three riders. In each 
case, the lowest rating occurred when all riders were 
MNAs. These ratings for car pools with all MNAs be­
come more extreme (i.e., lower) as the number of 
riders increases. This corresponds to the common set­
size effect in information integration (1, 10), which is 
explained by assuming that information values are av­
eraged with each other and with a neutral initial impres­
sion. However, when one rider was designated as an 
acquaintance, the ratings increased considerably, even 
if the other riders were MNAs. For example, female 
respondents gave a mean rating of 2 .3 7 (which is very 
low on an absolute as well as a relative basis) for a car 
pool of three MNAs, but a mean rating of 7. 95 (which 
is slightly above the neutral point on the desirability 
scale) for the combination of two MNAs and one MA. 
Even when a moderately negative -stimulus person (e.g., 
a FNA for female respondents) is combined with a 
MNA, the ratings are slightly higher than for all MNAs. 
This argues for a compensatory or averaging process 
in combining the desirability levels of different riders. 

Several observations can be made about the data pre­
sented above. The first is that the ratings decrease as 
the relative number of acquaintances to nonacquaintances 
decreases. Another is that while male and female re­
spondents show a similar pattern of rating responses, 
females give much lower ratings to car pools with all 
nonacquaintances. 

Taken as a whole, the pattern of results for this ex­
periment suggests a two-stage integration process in 
evaluating the desirability of a potential car pool. The 
characteristics of a given person (sex and whether or 
not the person is an acquaintance of the respondent) are 
combined multiplicatively to determine the desirability 
of that person as a potential car -pool rider, where the 
importance of sex depends on whether the person is an 
acquaintance or a nonacquaintance. The overall desir­
ability of a given car pool is then the average of the de­
sirability levels of the individual riders. 

An integration model such as described above, when 
considered in light of the finding that male nonacquain­
tances are rated as undesirable car-pool riders, suggests 
the following policy for forming car pools of at least 
moderate desirability: Use a chaining approach in which 
rider 1 supplies the name of a rider 2, rider 2 supplies 
the name of a rider 3, and so on. In that way, every 
rider has at least one acquaintance to offset the undesir­
ability of forming car pools with male nonacquaintances. 
The use of a continuous response scale enabled us to 
show that the overall desirability of a car pool may be 
slightly positive even when two out of three riders are 
seen as undesirable. 

CONCLUSIONS 

The experiments reported in this paper were designed 
to illustrate how the effect of psychological factors on 
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traveler behavior could be studied by using the 
information-integration approach of experimental psy­
chology. The first experiment showed that the psycho­
logical factor, safety, could be measured by asking sub­
jects to rate the safety of a series of highway driving 
situations described by varying levels of weather, 
driving speed, time, and hours of continued driving. 
These ratings could be described by a relatively simple 
integration model. Continued-driving time was shown 
to follow an analogous model and was highly correlated 
to the safety measure, thus showing the linkage between 
the psychological factor and a relevant dependent mea­
sure of driving behavior. Another dependent measure 
showing intended changes in driving speed was also re­
lated to perceived safety. It would appear fruitful to 
continue the search for a relatively small number of 
psychological factors that underlie a variety of traveler 
behaviors. The present methods could be of value in 
such a search. 

The second experiment studied interpersonal factors 
in car pooling that are of considerable interest and im­
portance, but have largely been neglected because of 
their qualitative nature. The present methods led to an 
operationalization and quantification of the effects of 
these factors on the desirability of car pooling. An ex­
tension of these methods might show that interpersonal 
factors have similar effects on the desirability of other 
multiple-occupant transportation modes. 

A number of features of the information-integration 
approach were illustrated in these studies; these are 
summarized below. 

1. Experimental manipulation of factors in simulated 
judgmental tasks: We obtained judgments for situations 
that may not have actually occurred in a given respon­
dent's history, but could conceivably be of future impor­
tance -for example, driving at night in the rain after 8 
h of continued driving, and considering joining a car 
pool with one prior acquaintance and the others 
strangers. 

2. Definition of additive and nonadditive processes: 
We determined that weather conditions, driving speed, 
and time of day all had independent (additive) effects on 
perceived safety, but in judging the desirability of a 
given car-pool rider, whether or not the person was a 
prior acquaintance modified the effect of the rider's sex. 
(Procedures such as additive conjoint measurement 

3. Use of simple rating scales: We showed that sub­
jective ratings of safety were highly related to hours 
of continued driving and thus that the rating scale has 
interval properties; a continuous measure of car-pool 
desirability allowed us to identify situations where 
changes produced shifts from the negative to the positive 
side of the neutral point. 

4. Functional measurement: We developed a method 
for measuring the psychological factor, safety, and de­
termined that the relative influence of factors was very 
nearly the same for continued driving time as for safety 
ratings; we developed a method for measuring the ef­
fects of interpersonal factors in car pooling. A recent 
extension of this study has shown that interpersonal fac­
tors had an effect comparable to the more traditional 
cost and time factors (15) . 

All of these findings were achieved at the cost of sub­
stituting simulated behavior for actual driving behavior 
or car-pooling decisions. We recognize the need to ex­
tend our studies to larger and more representative sam­
ples of real-world behavior. However, there is reason 
to be optimistic about the ability to generalize laboratory 
studies such as described here. For example, recent 

studies using the information-integration approach de­
fined a behavioral measure of individual decision pro­
cesses in modal choice that accurately predicted travel 
mode to work, especially when individual situational 
constraints were included in the prediction model ( 11, 
15). The results of the present car-pooling study are 
consistent with field research findings concerning car­
pooling behavior of various population segments in the 
Washington, D.C., metropolitan area (14). The present 
study showed that female respondents, in particular, 
assigned low desirability to nonacquaintances as poten­
tial riders. It was observed in the field research study 
that women in particular are resistant to telephoning 
a stranger to discuss a possible car pool. The present 
methods can extend the field results by developing a 
simple model that has direct policy implications (e.g., 
the chaining procedure described above). One way of 
testing the validity of this modeling approach would be 
to recalibrate the model with a specified target popula­
tion, implement the policy strategy suggested by the 
model, and evaluate the effectiveness of the policy. This 
is the object of current work in our laboratory. 

While extensions to real-world behavior are impor­
tant to an integrated research program, laboratory 
studies such as those described in this paper can con­
tinue to be useful in opening the investigation of traveler 
behavior to include psychological factors and descrip­
tions of individual decision-making processes that may 
underlie traveler behavior in a wide variety of real­
world situations. The work reported here is part of a 
continuing series of studies applying the information­
integration approach to problems in transportation re­
search. 
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Comparative Analysis of 
Determinants of Modal Choices by 
Central Business District Workers 
Ricardo Dobson* and Mary Lynn Tischer, Federal Highway Administration, 

U.S. Department of Transportation 

The role of individuals' perceptions and preferences in traveler decision 
making is a growing and active area of theoretical and empirical research. 
This study was designed (a) to quantify the relation between perceived 
system attributes and modal choice, (b) to compare the magnitude of 
this relation to that of the alternative relations of sociodemographic and 
network time and cost data and modal choice, and (c) to determine 
whether the linkage between perceived system attributes and modal 
choice is dependent on the relations of sociodemographic and network 
data to modal choice. The sample was composed of Los Angeles central 
business district workers who live within approximately 3.2 km (2 miles) 
of a freeway that feeds radially downtown. Models were calibrated for 
three dependent-variable criteria; these were monthly differences in use 
for (a) automobile versus bus, (b) automobile versus car pool, and (c) 
bus versus car pool. The multiple coefficients of determination for 
modal choice as a function of perceived system attributes were statisti­
cally significant at the 0.001 level for all dependent-variable criteria. The 
coefficients ranged from 0.265 to 0.125, but the analogous coefficients 
for sociodemographic or planning data ranged from a low of 0.004 to a 
high of only 0.054. The effects of perceived system attributes on the 
dependent variables were not diminished by the other types of indepen­
dent variables. Tests of significance for the individual components of 
combined models with these types of data showed the perceived-system­
attribute data to be significant at beyond the 0 .001 level in all cases. 
However, sociodemographic and network data appear to be influenced 
by the addition of perceived-system-attribute data to the degree of be­
coming nonsignificant in some cases. The overall conclusion is that per­
ceived system attributes can be a statistically significant correlate of 
modal choice over and above any influence by network or sociodemo­
graphic variables or both . 

The potential relevance of individuals' perceptions of 

and preferences for transportation modes and their ser­
vice attributes to traveler decision making makes these 
topics active areas of theoretical and empirical r es earch. 
Golob (1) and s ubsequently Golob and Dobs on (2) have re­
viewed consumer-behavior models derived from market 
research and psychology and discussed their applicability 
to urban travel issues. An organizational structure has 
emerged from a conference on behavioral travel-demand 
that specifies the relation of perceived system attributes 
to traveler behavior (3). The perceptual models de­
veloped here are consistent with this organizational 
structure. 

From an empirical perspective, the role of percep­
tions and preferences in traveler decision making is 
mixed. Hartgen (4) found that attitudes accounted for 
only 10 to 20 percent of the explained variation in trav­
eler modal choices while situational variables, e.g ., in­
come and automobile ownership, accounted for 80 to 90 
p er cent of the explained var iance. A s imilar find ing was 
r ep orted by Dobson and Ke hoe (5), who did not find a 
s tatis tically s ignificant correspondence between view of 
system attributes and actual modal choices, although they 
did find substantial correlations between perceptual mea­
surements of transportation system attributes and an­
ticipated satisfactions with innovative urban transporta­
tion modes. Thus, neither of these investigations offers 
strong support for perceptions or preferences as deter­
minants of modal choice. 
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On the other hand, at least three other analyses sup­
port the concept that perceptions and preferences are 
determinants of modal choice. Dobson and Tischer (6) 
found 63 percent correct assignments to mode for a 
model based solely on perceived system attributes for 
which the chance probability of correcl assigmnents was 
only 33 percent. Nicolaiclis (7) repo1'ted higher conela­
tions between comfort and modal choice than between 
either perceived time or cost differences and modal 
choice. Spear (8) found that the correlation ratio for a 
logit function fit-was appreciably enhanced by the addi­
tion of a generalized convenience variable to a modal­
choice model already specified in terms of perceived 
time and cost differences. 

This study was designed to advance the level of under­
standing with respect to the potential relevance of indi­
viduals' perceptions and preferences to traveler decision 
making. Three questions are specifically addressed 
with respect to a sample of Los Angeles central business 
disfrict (CBD) workers . These are as follows: 

1. Is there a correspondence between perceived sys­
tem attributes and modal choice? 

2. What is the magnitude of the relationship between 
perceived system attributes and modal choice relative 
to those of network time and cost or of sociodemographic 
data and modal choice ? 

3. What is the nature of the interaction between per­
ceived system attributes, network time and cost, and 
sociodemographic variables with respect to modal choice? 

STUDY DESIGN 

Sample 

The sample was comprised of 889 individuals who work 
in the Los Angeles CBD and live within 3.2 km (2 miles) 
of a freeway that feeds radially to the CBD. It was se­
lected from census tracts surrounding freeways and hav­
ing a high incidence of downtow11 workers. The house­
holds were chosen from a telephone directory according 
to a random sampling procedure. However, only com­
muters who worked in the CBD were interviewed. If a 
household contained more than one CBD worker, the 
person taking the lesser used mode was interviewed. 

Data Sets 

The full,:rw·ing tjj;jes of data we1-e collc:cted fro111 Ll1t:: huine­
interview survey: (a) frequency of modal use, (b) per­
ceived system attributes, and (c) sociodemographic data 
regarding the individual and the household. An additional 
data set composed of network time, distance, and cost 
was derived at the aggregate level for the sample and is 
presented. These aggregate data were assigned to indi­
vidual travelers depending on their origin and destina­
tion (O-D) zones . 

Individuals were asked how frequently (per month) 
they used each of three modes-the single-occupant auto­
mobile, the bus, and the car pool-to travel to work. The 
frequency of use of each mode was subtracted from that 
of the other modes to obtain comparisons of modal use. 
These constructed variables-frequency of automobile 
use minus that of bus use, frequency of automobile use 
minus that of car-pool use, and frequency of bus use 
minus that of car-pool use-are used throughout the 
analysis as the dependent variables. 

Beliefs about attributes of the three modes-the 
single-occupant automobile, the bus, and the car pool­
were collected by using a semantic differential format 
in which each attribute was rated on a one to seven scale. 
The respondent was asked to describe the following 19 

attributes for each of the modes. 

1. Worry about being harmed by others versus do 
not worry about being harmed by others, 

2. Easy to get where I am going after I leave the 
vehicle versus not easy to get where I am going after I 
leave the vehicle, 

3. Is not crowded versus is crowded, 
4. Usually do not have to wait a long time for ve­

hicle versus usually have to wait a long time for vehicle, 
5. Do not feel relaxed in this vehicle versus feel re­

laxed in this vehicle, 
6. Am not exposed to weather versus am exposed to 

weather, 
7. Can avoid waiting in lines in traffic versus cannot 

avoid waiting in lines in traffic, 
· 8. Can come and go on my own schedule versus can­

not come and go on my own schedule, 
9. Very little extra time spent waiting for others or 

walking to or from vehicle versus much extra time spent 
waiting for others or walking to or from vehicle, 

10. Would not cost much for parking versus would 
cost a lot for parking, 

11. Comfortable versus not. comfortable, 
12. Not convenient versus co1wenient, 
13. Not expensive versus e,ipensive 
14. Not enough space for packages versus enough 

space for packages, 
15. Easy to use versus not easy to use, 
16. Cannot rely on it versus can rely on it, 
17. Usually arrive at work on time versus usually 

do not arrive at work on time, 
18. A slow way to travel during rush hour versus 

not a slow way to travel during rush hour, and 
19. Can feel safe from vehicle accidents versus can­

not feel safe from vehicle accidents. 

(Hereafter, the terms belief and perceived system attri­
butes will be used interchangeably.) 

The following sociodemographic information was col­
lected from each individual: marital status, number of 
people in the household, type of dwelling, income, age, 
race, sex, presence of children under 18, and number 
of automobiles in the household. Each of the variables 
was effect coded (9) and divided into category variables. 

The automobile-=network-time and distance data were 
derived from studies made available by the California 
Department of Transportation. The creation of the data 
was based on the following: 

1. The 1967 Los Angeles Regional Transportation 
Study of the 0-D in the five-county area, 

2. A 1975 network update, and 
3. Minimum time path assignments of the 1967 0-D 

patterns to the 1975 network. 

The zones selected for analysis were those represented 
by one or more respondents. The automobile-network­
time data were used to calculate an automobile imped­
ance according to a formula that weighted out-of-vehicle 
time 2.5 times as heavily as in-vehicle time. 

Automobile costs represent a combination of parking 
cost and a distance-based rate for gasoline, maintenance 
tires, and oil costs, as well as travel-related depreci­
ation. Transit time data were developed in a fashion 
analogous to that for the automobile. Transit costs re­
fer specifically to the bus fare. 

Car-pool impedance was calculated by adjusting the 
automobile access time to account for the picking up of 
passengers, taking the line haul and egress to be the 
same as for the automobile. Car-pool cost was obtained 
by dividing automobile cost by mean car-pool occupancy. 



Both the perceived system attributes and the sociodemo­
graphic data were subjected to data-reducing techniques 
that are described more fully below. 

Hypothesis Testing of General Linear 
Forms 

The primary focus of this paper is the analysis of the 
relative explanatory abilities of each of the data sets, 
separately and in conjunction with one another. By using 
a regression framework, it is possible to partition the 
regression sum of squares (R2) into various components 
so that the effect of each independent variable (X1) can 
be tested. One can thus obtain the independent explana­
tory power of a particular variable, or as in this case, 
set of variables, in terms of the percentage of variance 
accounted for in the dependent variable (y) and its rela­
tive statistical significance (10, 11). The additional con­
tribulion of each independentvariable in explaining the 
dependent variable can be determined by calculating R2 

with and without the particular variable. 
This general analysis of the variance of the compo­

nents requires three steps. First, a regression is per­
formed for all independent variables, as in the following 
equation: 

Y = a0 + a1 X1 + a2 X2 (I) 

where a 0 is the intercept term and a1 and a2 are the slope 
coefficients. Then, a second regression is performed 
that omits the variable of interest, for example, X2. 

Y = b0 + b, X1 (2) 

where bo is the intercept term and b1 is the slope coef­
ficient. The R2 of Equation 2 is then subtracted from the 
R2 of Equation 1, leaving the amount of variance in Y that 
is explained by X2, above and beyond that explained by X1, 

It is possible, however, that the explanatory variables 
are not completely independent from one another such 
that the effect of X1 on the dependent variable depends 
on its combination with X2. Significant interaction sug­
gests that a given change in X1 will produce different 
changes in Y for different values of X2. 

Testing for interaction follows the procedure de­
scribed above. Two regression equations are necessary, 
but a new component-the interaction term-is added, as 
shown in Equation 3. 

Y=c0 +c,X 1 +c2 X2 +c3 X1 X2 (3) 

where c0 is the intercept term and c1, c2, and C3 are 
the slope coefficients. The second regression omits the 
variable of interest, which in this case is the interaction 
term. 

Y = d0 + d 1 x, + d 2 x, (4) 

where do is the intercept term and d1 and d2 are the slope 
coefficients. When the R2 of Equation 4 is subtracted 
from the R2 of Equation 3, the effect of the interaction 
between X1 and X2 is obtained. 

The significance of each of the effects can be deter­
mined by using the following formula (~_}: 

F = [(R},12 .. . k, - R}.12 ... k2)/(k1 - k2)l 
.;. [(l -R}.12 ... k 1)/(N-k1 -1)] 

where 

(5) 

R~.12 .. . k, = squared multiple correlation coefficient for 
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the regression of Y on k1 variables (the full 
model), 

R~.12 ... k, = squa1·ed multiple correlation coefficient for 
the reg1,ession of Y on k2 variables (the 
model with deleted terms), 

k1 = number of variables in the full model, 
k2 = number of variables in the model with de­

leted terms, and 
N = sample size. 

Regression analysis assumes a linear relation, but 
the functional form of the relation between planning data 
and modal choice has been most often specified in logit 
or probit form. One of the major problems of both logit 
and probit formulations, however, is the lack of standard 
measures for assessing the goodness of fit of the models 
or theil' statistical significance (12). There are no 
widely accepted statistics associated with the logit or 
probit forms available that allow a precise analysis of 
the effects of different data sets. Regression analysis 
and the related analysis of the variance of the components 
are the best such techniques, even though they require 
the assumption of linearity. 

Because the concern of this analysis is not with model 
building, but rather with the comparison of independent 
effects of sets of explanatory variables, the form of the 
model is not central to the study design. Furthermore, 
it was assumed that any underrepresentation of the re­
lation resulting from the imposition of the linear form 
would occur across data sets. And because the concern 
is with the comparability of data, the underrepresentation 
would not have any effect on the results. 

These assumptions, however, were tested. The re­
sults of the linearity tests of the models and the analyses 
for bias showed only occasional deviations from linearity 
that were not biased. 

RESULTS 

This section of the paper describes the processing of the 
three types of data examined in the study and the model 
specifications of their relations to modal choices. The 
premodeling analysis included factor analysis and clus­
tering of the sociodemographic data and factor analysis 
of the perceived-system-attribute data. The model 
specification activities involved calibrations of regres­
sion models, tests of hypotheses based on a general pro­
cedure for analysis of the variance of the components, 
and tests for data nonlinearity and bias in the model es­
timates. 

Premodeling Analysis of Perceived 
System Attributes 

For each transportation mode-single-occupant automo­
bile, bus, and car pool-19 belief ratings were obtained. 
To reduce the number of variables quantifying the per­
ceived system attributes and to take advantage of natural 
correlations among the variables, a principal-component 
factor analysis with a varimax rotation was computed for 
the beliefs about each mode. The factor scores were 
then estimated for the calibration of modal-choice models 
that include the perceived system attributes. These pre­
modeling computations were implemented through use of 
the Statistical Package for the Social Sciences computer 
program (13). 

Table lgives the labels and definitions of the factors 
that are based on the perceived-system-attribute struc­
ture with respect to single-occupant automobiles, buses, 
and car pools. The criterion for the selection of the 
factors to be retained for analysis was a principal­
component eigenvalue greater than 1. The rotated 
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factor-loading matrices were examined for an obvious 
gap between high and low factor loadings. The boundary 
criterion was set at 44 and gave readily interpretable di­
mensions. Attributes with factor loadings at or above 
the lower bound were used to define a factor. 

factors differ slightly across modes, there is a general 
pattern. Furthermore, the number of factors is rela­
tively constant across modes. There are five factors 
each for the bus and single-occupant-automobile modes, 
and there are four factors for the car-pool mode. 

Table 1 shows that the factor structures for the dif­
ferent modes a re relatively simila1· . For example, all 
modes have factors thal include traffic wait, cost com­
fort, and convenience. -Although the definitions or the 

Premodeling Analysis of Sociodemographic 
Data 

Table 1. Factor definitions of beliefs about modes. 

Mode Factor Label 

Single-occupant F 1 (comfort and 
automobile convenience) 

F, (cost) 

F, (safety) 

Belief Variable 
----

Comfort 
Convenience 
Ease of use 
Arrive on time 
Ease to destinati on 
Relaxing-
Fl exible schedule 
Cost 
Parking cost 
Vehicular safety 
Perso.?2al safety 
Travel time 

Factor 
Loading 

0. 70 
0.68 
0.63 
0.59 
0.56 
0.53 
0.54 
0. 76 
0. 72 
0.54 
0. 71 
o. 75 

The category-coded sociodemographic data were analyzed 
by a principal-component factor analysis with a varimax 
rotation. The common-factor criterion used for the 
perceived-system-attribute data suggested a six-factor 
solution. However, after a review of solutions with three 
through six factors, a four-factor solution was selected 
on grounds of interpretability. The sets of high factor 
loadings used to define factors were chosen on the same 
basis as those used for the perceived-system-attribute 
data. The factor scores were then computed and clus­
tered to find homogenous travel markets via an average 
linkage clustering algorithm by using the Biomedical 
Computer Program P2M (14). Blashfield (15) notes that 
this clustering approach has been shown to be effective 

F, (traffic wait) 

F!I (extra time, 
Waiting time in traffic 0.69 

in at least four empirical studies of alternative cluster­
ing methods. 

Bus 

Car pool 

c rowding , and 
weather) 

F, ( comfort) 

F :!' (convenience) 

F, ( cost and safety ) 

F 1 (traffic wait) 

Fc. (extra ti1ne and 
weather) 

F, (comfort) 

F:! (conveni ence) 

F, (cost) 

F, (traffic wait and 
flexible schedule) 

Table 2. Summary of 
sociodemographic cluster 
analysis. 

Crowding 
Waiting for vehicle 
Weather 
Extra time 
Corn fort 
Space for packages 
Crowding 
Relaxing 
Convenience 
Ease of use 
Reliability 
Arrive on time 
Ease to destinati on 
Wait for vehicle 
Cost 
Vehicular safety 
Personal safety 
Parking cost 
Travel time 
Waiting in traffic 
Weather 
F1exible schedule 
Extra time 
Comfort 
Space for packages 
Reliability 
Vehicular safety 
Personal safety 
Relaxing 
Convenience 
Ease of use 
Arrive on time 
Ease to destination 
Crowding 
U<'tHllll::, LJJllt: 

Wea ther 
Extra time 
Cost 
Parking cost 
Travel time 
Waiting i11 traffic 
Flexible schedul e 

Sample 
Cluster Size 

125 
108 
138 

254 

6 264 

0.73 
0. 74 
0.59 
0.60 
0. 71 
0.65 
0.50 
0.66 
0.74 
0.80 
0.60 
0 . 71 
0.64 
0.61 
0.45 
0.59 
0. 51 
0.66 
0. 78 
0.55 
0. 73 
0.54 
0.52 
0.56 
0.53 
0.56 
0.46 
0.53 
0.66 
0.48 
0.56 
0.53 
0.62 
0.61 
U.i5 
0.50 
0.57 
0. 73 
0.74 
0.47 
0,81 
0.45 

The cluster analysis resulted in a total of 11 groups 
that formed at an amalgamation distance of 1.644 or less. 
Further amalgamations of these 11 groups produced in­
creases in the amalgamation distance that were substan­
tially and consistently larger than the earlier increases. 
Five of the groups have cluster sizes of at least 71 work­
ers, but the remaining 6 groups have cluster sizes of 
30 or fewer. Therefore, the centroids of the 
sociodemographic-factor-score space for the 5 largest 
groups were used as the nuclei of a 5-group solution by 
assigning respondents from the other 6 groups to their 
nearest neighbor in the 5-group solution. With one ex· 
ception, no large centroid coordinate was modified by 
more than 5 percent. Even for the exception, the new 
centroid coordinate did not result in a different interpre­
tation of characteristics of the respondents. This cen­
troid position, cluster three on the first factor score, 
changed from 0.83 to 0.61. 

Table 2 summarizes the results of the cluster analy­
sis for the five-group solution after the addition of the 
six smaller groups. Assigning all of the sample to the 
five clusters changes the bases for the interpretation of 
only one cluster solution. The first factor of cluster 
t.hrP.P. w~~ tiP.rorA~ .t::P.rl ~ignifi,..~nt-ly ~nn !l lf-t:1rt:1r1 th~ h,to"r-

pretation of that segment. The large factor-score cen­
troid coordinates are used as indicators of the descrip­
tive characteristics of a group. 

Table 2 shows that the groups occupy disparate posi­
tions in the factor-score space. Cluster four is charac­
terized by three-or-more-person households that reside 

Sociodemographic-Factor-Score Centroids 

Automobile 
Descriptive Characteristics 

Household 
Size and 
T;1,e of 
Residence Income A~e Ownership 

Households having three or more automobiles -0.40 - 0.16 -0 . I 7 -2 .25• 
Households having income >S30 000 -0.50 -2 .0 1' -0.37 0.52 
Households having one or more workers 0.61 0,27 -1. 79• 0.43 

that are al least 55 vea1·s old 
Households having tlu:ee or more persons, -1.06~ 0.44 0.24 0.47 

including a child under 18 years old. 
res iding in a single-family house 

Household s having one or two persons 0,92 0.34 0.63 0. 18 
residing in an apartment 01· householcls 
having one or more workers that are 
less than 55 years olci 

' Used as indicators of the descriptive characterisL1cs of a group 



Table 3. Multiple coefficients 
of determination of models 
calibrated with a single type 
of data. 

Type of Data 

NT (time and cost) 
SD (sociodemographic) 
B (modal beliefs) 

Frequency of Use 

Automobile - Bus 

Coefficient 

0.033 
0.054 
oj65 

p 

<0.001 
<0.001 
<0.001 

Automobile - Car Pool Bus - Car Pool 

Coefficient 

0.004 
0.030 
0.124 

p 

>0.10 
<0.00 1 
<0.001 

Coefficient 

0.016 
0.0 12 
0.178 

p 

0 .001 to 0.01 
0.01 to 0.05 
<0.001 
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Table 4. Multiple coefficients of determination of 
models calibrated with two or three types of data . 

Frequency of Use 

Automobile - Bus Automobile - Car Pool Bus - Car Pool 

Types of Data Coefficient p Coefficient p Coefficient p 

NT + SD 
NT+ B 
SD + B 
NT+ SD + B 

Table 5. Multiple coefficients of determination of models 
calibrated with two or three types of data and interaction terms. 

Frequency of Use 

Automobile - Automobile -
Types of Data Bus Car Pool Bus - Car Pool 

NT • SD + (NT ' SD) 0.094 0.033 0,042 
NT , B , (NT ' Bl 0.274 0.127 0.189 
SD , B + (SD * Bl 0,284 0.150 0, 196 
NT • SD + B + (SD ' Bl 0,288 0.153 0.200 
NT • SD + B + (NT • SD) 0.293 0.143 0.194 
NT SD + B + (NT ' B) 0.286 0.143 0.192 
NT , SD + B + (SD • B) 

+(NT ·• SD) 0.299 0.154 0.209 
NT + SD + B + (SD • B) 

+(NT' B) 0.293 0.154 0.208 
NT + SD + B + (NT + SD) 

+(NT' B) 0.296 0.143 0.201 
NT + SD + B + (SD ' Bl 

+ (NT • SD) + (NT ' Bl 0.303 0.154 0.216 
NT , SD + B + (SD ' B) 

+ (NT ' SD) + (NT ' Bl 
+(NT' SD' Bl 0.332 0.166 0.249 

Note: All multiple coefficients of determination are statistically significant beyond the O 001 level 

0.077 
0.269 
0 ,279 
0.282 

in single-family homes, and cluster five is characterized 
by one and two-person households that live in apart­
ments. Clusters three and five differ in that cluster 
three represents households with at least one worker 
who is at least 55 years old, but cluster five represents 
households with a worker who is less than 55 years of 
age. Clusters one and two are relatively extreme groups 
that are characterized by households with three or more 
automobiles or an income of at least $ 30 000 respec­
tively. 

A similar clustering attempt was made for the 
perceived-system-attribute data, but initial efforts did 
not result in interesting cluster patterns. 

Model-Specification Statistics 

The three different dependent-variable criteria were (a) 
the frequency of automobile use minus that of bus use, 
(b) the frequency of automobile use minus that of car­
pool use, and (c) the frequency of bus use minus that of 
car-pool use. Time and cost data were treated as the 
difference between the modes for these variables. The 
five sociodemographic clusters given in Table 2 were 
effect coded. These were four categories of socio­
demographic variables. These variables were coded 
with values of 1, O, and -1 depending on the cluster 
to which a respondent was assigned. These same 
sociodemographic-category variables were used for all 
three dependent-variable criteria. 

To prevent the development of models with an exces-

<0.001 0.032 <0 .001 0,027 <0.001 
<0.001 0.126 <0 .001 0.181 <0.001 
<0 .001 0. 140 <0,001 0.181 <0.001 
<0 .001 0.142 <0.001 0 . 184 <0.001 

sive number of terms, only the scores for two perceived­
system-attribute factors were used for each mode. These 
were Fl and F2 for the bus mode, Fl and F2 for the car­
pool mode, and Fl and F5 for the single-occupant­
automobile mode, These factors were chosen for in­
clusion because they accounted for the largest percentage 
of variance in the common-factor solution for beliefs 
about each mode. Only those factor scores that pertained 
to the dependent variable were included in a model. 
Therefore, the perceived-system-attribute terms for 
an automobile-minus-bus model consisted of the Fl and 
F5 scores for the automobile and the Fl and F2 scores 
for the bus. 

Models Calibrated With a Single Type of 
Data 

Table 3 gives the multiple coefficients of determination 
and the associated statistical significance levels for 
models calibrated with a single type of data for each of 
the three dependent-variable criteria. The results for 
models calibrated exclusively with beliefs about modes 
have consistently and substantially larger multiple coef­
ficients of determination than do the results for models 
calibrated with time and cost and sociodemographic data. 
The multiple coefficient of determination for the per­
ceived system attributes is statistically significant be­
yond the 0.001 level for all three dependent-variable 
criteria. Furthermore, the signs of the regression co­
efficients in the belief models are always in the correct 
direction. For example, in the automobile-minus-car­
pool model, car-pool factors Fl and F2 have negative 
signs, but single-occupant-automobile factors Fl and F5 
have positive signs. This shows that the higher use of 
the single-occupant automobile relative to that of the car 
pool is associated with a more positive perception of 
driving alone than of riding or driving in an automobile 
with others. 

When models calibrated with time and cost data are 
compared with models calibrated with sociodemographic 
data, it appears that sociodemographic data are mar­
ginally more highly correlated with modal use. The 
multiple coefficients of determination for the sociodemo­
graphic data are always statistically significant by at 
least the 0.05 level. The time and cost data are not sta­
tistically significant for the automobile-minus-car-pool 
model, liecau!;e lhe automobile and CM-pool impedances 
are the same except for a constant added for the picking 
up of passengers. However, the signs of the regression 
coefficients for the time and cost data were not always 
correct. For example, in the automobile-minus-bus 
model, the cost term had a statistically significant posi-
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thre sign. (Automobile cost is composed of several ele­
ments, some of which the individual may not consider to 
be work-trip related. It is possible that the individual 
considers only the daily out-of-pocket costs, such as 
parking fees, when evaluating the use of the automobile 
for the work trip. In any case, several attempts made 
to lower the objective measure of automobile cost had 
the effect of changing the sign or making the cost­
coefficient statistically insignificant. However, the 
multiple coefficient of determination for the plannin~ 
data remained unchanged.) The signs of the regression 
coefficients for the sociodemographic data do not appear 
to be counter intuitive. 

Models Based on Two or Three Types of 
Data With No Interaction Terms 

Table 4 gives the multiple coefficients of determination 
and the associated statistical significance levels for 
models based on two or three types of data with no ex­
plicit interaction terms. The four specific sets of types 
of data that are considered include two-way models of 
network time and cost, sociodemographic, and belief 
data and a three-way model that includes all three types 
of data. 

A number of important details can be observed in 
Table 4. All the models are statistically significant 
beyond the 0.001 level. This result implies that any two­
way or three-way model in the table can reliably esti­
mate a trend of modal use with respect to its 
independent-variable set. However, the models 
based solely on time, cost, and sociodemographic 
data have multiple coefficients of determination that 
are approximately three to six times smaller than those 
of the models based on beliefs and either network time 
and cost or sociodemographic data. Therefore, per­
ceived system attributes again show a strong correspon­
dence with modal choice. Finally, the three-way model 
represents only a very minor improvement in the per­
centage of variance accounted for in the dependent vari­
able in comparison to either of the two-way models that 
include beliefs. 

Models Based on Two or Three Types of 
Data With Interaction Terms 

Table 5 gives the multiple coefficients of determination 
for models calibrated with two or three types of data that 
h~,rp P,q)lirit tPrm~ f,-n .. inh:::ar~r,tinn ~rnr1ng thi:i rlata typoo. 

These interaction terms are formed by the product of the 
corresponding single type-of-data terms. There are a 
total of 11 models with explicit interaction termso Those 
models that systemically incorporate two-way interac­
tions before the final inclusion of a three-way interaction 
set of terms were designed to facilitate hypothesis test-

Table 6. Tests of significance for network, sociodemographic, and belief data . 

Frequency of Use 

Autom obile - Bus Automobile - Car Pool 

ing based on analysis of the variance of the components 
as discussed by Appelbaum and Cramer (16), Cohen (17), 
Dobson (18), Kerlinger and Pedhazur (9),and Ovel'all-
ancl Klett (11) . -

There isonly one model described in Table 5 that does 
not include any belief data. This model, which is given 
in the first row, has multiple coefficients of determina­
tion that are substantially lower than those of the models 
that are based partly on belief data. This relation high­
lights the potency of belief data in accounting for the 
variation of modal use. In general, the addition of more 
or higher level interaction terms increases the percent­
age of variation accounted for by a model. For example, 
the last model described, which includes all possible 
two-way interaction terms and the set of three-way in­
teraction terms, has larger multiple coefficients of de­
termination than any other across the three dependent­
variable criteria. Interaction terms enhance the size of 
the multiple coefficient of determination, but they vastly 
complicate the models. A model specified by NT+ SD 
has 6 terms plus a constant, but one specified by NT + 
SD + (NT * SD) has 14 terms plus a constant, and the 
last model in Table 5 contains 75 terms, including the 
constant! 

Hypothesis Testing Based on a General 
Procedure for Analysis of the 
Variance of the Components 

While the summary statistics given in Tables 3, 4, and 
5 are informative, they do not show the relative statis­
tical significance of the different types of data. The gen­
eral procedure for the analysis variance of the compo­
nents described in the discussion of Equations 1 through 
5 permits testing for the relative statistical significance 
of alternative classes of data based on their multiple co­
efficients of determination. 

The procedure for assessing the statistical signifi­
cance of the interaction terms proceeded in a hierarchi­
cal fashion. R 2 [NT+ SD+ B +(SD* B) +(NT* SD)+ 
(NT * B) + (NT * SD * B)] was compared with R2 [NT+ 
SD + B + (SD * B) + (NT * SD) + (NT * B)]. The three­
way interaction set of terms (NT * SD * Bl was not found 
to be statistically significant. The statistical signifi­
cance of the two-way interaction denoted by (NT * SD) 
was tested through the comparison of R 2 [NT +SD+ B + 
(SD * B) + (NT * B) + (NT * SD)] with R 2 [NT +SD+ B + 
(SD * B) + (NT * B)]. It was not statistically significant 
arul neiUu::I· wt:rt a.uy ul Un:: utht:r twu-way :::;et~ uf inter­
action terms. These findings of nonsignificance were 
invariant across the dependent-variable criteria. As a 
consequence of the lack of statistical significance for the 
interaction terms, the statistical significance of NT, SD, 
and B was tested through the set of models without inter­
action terms that are summarized in Tables 3 and 4. 

Bus - Car Pool 

VarfalJles Variables Variables 
Held Held Held 

Type of Data Significance Cons tant Moctel SiQ,·nificance Constant Model Si~nificance Constant Moctel 

B p < 0.001 NT B • NT p < 0.001 NT B - NT p < 0.00 1 NT B + NT 
p < 0 ,001 SD B + SD p < 0.00 l so B , SD p < 0 .001 SD B + SD 
p < 0.00 1 NT + SD B • NT + SD p < 0.001 NT - SD B • NT+ SD p < 0.00 l NT. SD B + NT + SD 

SD p < 0. 001 NT SD + NT p < 0.001 NT SD , NT p < 0.05 NT SD + NT 
p < 0. 01 B SD . 8 p < 0.01 B SD + B NS B SD + B 
p < 0.001 NT+ B SD + NT+ 13 p < 0.01 NT• B SD•NT,B NS NT 1 B SD, NT+ B 

NT p < 0.001 SD NT + SD NS SD NT • SD p < 0.01 SD NT+ SD 
NS B NT, B NS B NT + B NS B NT+ B 
NS SD+ B NT +SD+B NS SD• B NT + SD+ B NS SD+ B NT+ SD+ B 



Table 6 summarizes the results for the tests of sig­
nificance for the network, sociodemographic and belief 
data sets when one or both of the other types of data are 
held constant. The belief data are shown to be uniformly 
statistically significant at beyond the O .001 level, no 
matter which combination of variables they are compared 
to or what dependent variable is being considered. This 
is the only type of variable to demonstrate such a strong 
and unequivocal relation with modal use. 

The sociodemographic data demonstrate a consistently 
strong relation to modal use beyond the 0.01 level of sig­
nificance across the automobile-minus-bus use and 
automobile-minus-car-pool-use dependent-variable cri­
teria. However, it is nonsignificant for two of three 
tests with respect to the bus-minus-car-pool-use 
dependent-variable criterion. The network data show 
the weakest pattern of relation to modal use, being non­
significant in seven of nine tests. 

SUMMARY AND CONCLUSIONS 

The principal goals of this paper were (a) to establish 
whether there is a relation between perceived s ystem 
attributes and modal choice, (b) to compare the magni­
tude of any linkage between perceived system attributes 
and modal choice with those of the linkages between 
sociodemographic and network data and modal choice, 
and (c) to establish the degree to which a linkage between 
perceived system attributes and modal choice is depen­
dent on the linkages of sociodemographic and network 
data to modal choice. It was clearly shown that per­
ceived system attributes or beliefs about modes are 
strongly associated with modal choices. Furthermore, 
the correlation between beliefs and modal choice is sub­
stantially larger than the correlations between either 
sociodemographic or network data and modal choice. 
Finally, the linkage between perceived system attributes 
and modal choice cannot be accounted for by relations 
of sociodemographic or network data or both and modal 
choice. 

There is unquestionably a strong association between 
perceived system attributes and modal choice. The mul­
tiple coefficients of determination for modal choice as a 
function of beliefs about modes ranged from 0.265 to 
0 .124, and these coefficients were always statistically 
significant beyond the 0.001 level. The relation between 
perceived system attributes and modal choice is not in­
fluenced by either sociodemographic or network data. 
Two-way and three-way interaction terms were found 
not to be statistically significant, and the statistical sig­
nificance of the perceived-system-attribute terms is not 
diminished beyond the 0.001 level when they are com­
bined with sociodemographic or network data in two-way 
and three-way models. Network data do not indepen­
dently contribute to the estimation of modal choice when 
combined with belief data. In other words, belief vari­
ables account for variance in modal choice above and be­
yond time and cost data, but the reverse is not true. The 
sociodemographic data overlap somewhat less with the 
belief data, but there is still a tendency for diminution 
of the sociodemographic effect when it is combined with 
the belief set. 

The models and hypothesis-testing features of the 
empirical analyses reported here are based on the as­
sumption of linear relations between modal choice and 
various sets of predictor variables. For the majority 
of linearity tests that were computed (but are not re­
ported here), the nonlinearity assumption can be re­
jected. However, a pattern of significant nonlinear 
deviations emerges for the automobiles versus bus com­
parisons. Even these significant deviations, neverthe­
less, do not result in substantial differences behveen R2 
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and eta square, a nonlinear analog to R 2
• Therefore, the 

nonlinear characteristics were not substantively impor­
tant for the data sets studied here. 

The sample used in this research-CED workers-is 
potentially atypical and sets a basis for restricting the 
generality of conclusions. The modal split is 56.2 per­
cent single-occupant automobile, 25 percent bus, and 
18,8 percent car pool. The CBD restriction introduces 
an enhanced level of availability of non-single-occupant­
automobile modes with respect to a more random area­
wide sample. Therefore, beliefs that favor buses or car 
pools can be more easily translated into actual modal 
use patterns. For corridor planning analyses and plan­
ning studies of short-term low-cost improvements, this 
situation may be more general than is commonly be­
lieved. 

No single model is recommended by the research re­
ported here. If the effect of travel time and cost needs 
to be measured, it is generally possible to calibrate 
statistically significant models. Models based on net­
work data combined with sociodemographic data were 
always found to be statistically significant. However, 
the sign for the travel-cost variable was incorrect. The 
addition of belief data to a model with network or socio­
demographic data or both substantially increases the 
percentage of variance accounted for relative to that of 
the old model. While curvilinear models, such as those 
based on a logit formulation, are preferable on logical 
grounds for modal-choice analysis, a generalized curvi­
linear model was only slightly superior to linear repre­
sentations on empirical, statistical grounds. 

The results reported here are apparently at variance 
with those previously found by Hartgen (4) and Dobson 
and Kehoe (5), neither of whom found a strong linkage 
bet\veen perceived system attributes and modal choices. 
However, there are substantial differences between this 
study design and theirs. Among the most important is 
that the earlier analyses used data from an areawide 
random survey while this study design is restricted to 
CBD workers, for whom it is appreciably easier, rela­
tive to areawide workers, to translate favorable beliefs 
about buses and car pools into actual modal choices. 

On the other hand, these results support and extend 
the findings of Dobson and Tischer (6), Nicolaidis (7), 
and Spear (8), whose s tudies found attitudes to be sl:g­
nificantly correlated with modal choices. Spear re­
stricted his sample to CBD workers who were not auto­
mobile or transit captives. Nicolaidis conducted his 
study in a college town. Dobson and Tischer used a 
sample that was closely related to the one studied here. 
The earlier Dobson and Tischer study is extended by the 
consideration of more than just belief data to permit the 
evaluation of perceived system attributes with respect 
to other possible causal factors for modal choice. 
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Development of Market Segments of 

Peter R. stopher, Transportation Center, Northwestern University 

This paper discusses the development of individual-choice models of the 
destination choice of nongrocery shopping locations. Two key features 
of the approach are the use of perceptual data for characterizing alterna­
tive destinations and an attempt to segment the population before the 
model building on the basis of homogeneity of perceptions of destina­
tions. Data were obtained about the perceptions of shoppers of several 
shopping locations and on their preferences for various attributes of the 
shopping locations. The attributes were selected as those that make up 
the image of a shopping location independent of the transportation sys­
tem. Several techniques are discussed for segmenting the population by 
perception, all of which are based on analysis of the psychological dis­
tance between shopping locations. Given the special properties of psy­
chological distances, two forms of analysis were undertaken. First, cor­
relations were computed for the set of interpoint distances for each 
socioeconomic group identified in the data. High correlations indicate 
similarity of perceptual space, while low correlations indicate lack of 
similarity. Second, the group interpoint distances were used as inputs to 
an individual scaling process that attempts to fit the perceptions into a 
common perceptual space by stretching or compressing the axes of the 
space by obtaining weights on each axis for each observation. In this 
case, market segmentation was sought through a hierarchic, fusion clus­
tering process on the axis weights for each socioeconomic group. The 

results of these analyses converge well. Length of residence and age were 
found to be important segmentation variables. Sex and income were not 
found to be very powerful segmentation variables, but occupation may 
be worth study as a basis for segmentation. 

In the last decade, there have been numerous develop­
ments in the formulation, refinement, and operation of 
travel-demand models at the level of the individual trip 
maker (1), by using behavioral constructs from psychol­
ogy and microeconomics. For various reasons, most 
of this work has taken place in the subchoice of travel 
mode, primarily that for the work trip. From time to 
time, extensions of the behavioral approach beyond the 
modal-choice process have been proposed, but little 
progress had been made in such extensions until recently. 

A major problem in achieving such extensions is the 
characterization of the elements of utility of other sub­
choices. In modal-choice models, utility was charac­
terized initially in terms of the physical attributes of 



alternative modes of travel, such as travel times and 
costs and frequency. Although these physical attributes 
provide only an incomplete specification of alternative 
travel modes, they have proved sufficient to allow much 
progress in the development of modal-choice models. 
Even here, however, recent research (2, 3, 4, 5) has used 
psychometric techniques to add nonphysTcal measures 
to the modal-utility specification, The use of simple 
physical measures, such as those in modal choice, has 
not generally appeared to be appropriate for extensions 
to other travel choices. Standard transportation planning 
procedures have characterized the attractiveness of des­
tinations (aggregated into geographic zones) by the num­
ber of trips they attract or by variables such as floor 
area and employment, i.e., size measures only, Simi­
larly, the decision to make a trip has been modeled as 
an aggregate phenomenon based on a very restricted set 
of variables, such as automobile ownership or popula­
tion (6). Other pertinent choices, such as time of day 
and frequency, have not been a part of the traditional 
transportation planning process. Attempts to develop 
realistic models of these choices have been hampered 
by a lack of variables suitable for the characterization 
of the determinants of these choices (7) and have largely 
had to await some alternative method of investigation 
and the measurement of pertinent variables. 

The use, in the early 1970s, of psychometric tech­
niques to aid in the further development of modal-choice 
models (2, 3, 4, 5) suggested a way in which other model­
ing areas could also be developed. Specifically ' this paper 
reports a preparatory step toward the development of 
destination-choice models that are based on individual 
and group perceptions of alternative destinations (8, 9). 
The major concern here is the idea of segmenting the 
population before building the model, to improve the 
accuracy and responsiveness of the model and to in­
crease our understanding of the choice process, The 
principles of market segmentation have been expounded 
and used extensively in marketing studies (.!.Q), but only 
recently has the potential of the technique been recog­
nized in connection with travel-demand estimation (11). 

The subject here is the choice of destination for non­
grocery shopping trips . A choice-based survey de­
scribed elsewhere (12) was carried out at several shop­
ping locations in thenorth and northwest suburbs of 
Chicago. There were several important reasons for 
using a choice-based sample. The most important was 
the necessity that a recent nongrocery shopping trip be 
in the respondent's mind when responding to the survey. 
Given the relative infrequency of such trips, it would 
be necessary to approach a very large number of house­
holds to achieve a sufficient sample. Second, the avail­
able budget made interview surveys inappropriate, while 
a mail-out-mail-back survey seemed unlikely to bring 
a high enough response rate. Finally, the objects of the 
research did not require a generalizable model at this 
stage, which removed the necessity to control the biases 
in the choice -based procedure selected. The survey 
obtained data about a recent shopping trip of each re­
spondent, the preferences of the respondent for a num­
ber of different shopping locations and for attributes of 
shopping locations, the perceptions of the respondents 
of the attributes of a number of shopping locations, and 
some socioeconomic details of the respondent. The 
analysis was conducted on approximately 7000 responses. 
Some slight variations in sample size occurred due to 
varying nonresponse rates among the different socio­
economic variables. 

METHODS FOR IDENTIFYING MARKET 
SEGMENTS 
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The principal hypothesis used in this research is that 
socioeconomic characteristics are a reasonable basis 
for grouping the population according to common per -
ceptual spaces of attractiveness of shopping locations. 
In other words, it is assumed (a) that persons within a 
given socioeconomic group are more likely to have a 
homogeneous perception of such an attractiveness space 
than are those in diverse groups and (b) that segmenta­
tion based on cognition will be useful in travel-demand 
research. Socioeconomic characteristics were used 
because of their availability from such sources as cen­
suses, which would increase considerably the usefulness 
of segmentation based on them. Segmentation was based 
on cognition rather than on behavior for several rea­
sons. First, behavior segmentation requires time­
series data from which dynamic behavior can be mapped 
or, alternatively, data determined before and after a 
major change in a shopping opportunity, and both are 
extremely expensive and difficult to obtain and beyond 
the scope of this project. Second, segmentation based 
on cognition is useful and relevant if behavior is also 
shown to be a function of cognition. (Another phase of 
this project is seeking such relationships, in which 
cognitive segmentation can provide incremental improve­
ments in model structure.) 

The hypotheses embedded in the use of the socio­
economic variables as market segmenters are as fol­
lows: 

1. Length of residence acts as a proxy variable for 
learning about shopping opportunities and may indicate 
different levels of knowledge. 

2. Income may be expected to determine sensitivity 
to price-related variables. Low-income persons may 
react more strongly to price variables than do higher 
income persons. 

3. Age may be a partial proxy for the types of prod­
ucts sought when shopping and also for comparative 
sensitivity to service variables and variety measures. 

4, Sex may be a segmenter variable on the experi­
ence sought in shopping and on comparative sensitivity 
to most of the range of attributes except priceo 

5. Occupation would be expected principally to dis­
criminate behavior and cognition between those who are 
employed and those who are not (including students, the 
retired, and housewives). Beyond this, it may be a 
proxy for various life-style variables. 

Given these basic assumptions, the research is aimed 
at determining whether the finest level of groupings ob­
tained in the survey is necessary to characterize homo­
geneity. The procedure adopted was, therefore, a hi -
erarchical combination of the smallest groupings into 
larger groupings that yet represent homogeneity in per­
ception. Socioeconomic variables are not the only basis 
for market segmentation, personality variables may be 
more appropriate, although less useful to the practicing 
transportation planner. 

The appropriate subgroupings of the population are 
shown in Table 1. The basis of the grouping process is 
to obtain a perceptual space for each subgroup and then 
determine the similarity of the spaces among groups, 
The initial analysis was carried out on the basis of one 
socioeconomic variable at a time, without examination 
of two or three-way classifications of the population. 
These are a part of another analysis that is not yet 
completed, but proving extremely expensive. 

The segmentation technique is bas ed on the use of 
aggregate measures for each socioeconomic group. The 
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Table 1. Socioeconomic groups for first-cut analysis . 

Char acteris tic 

Sex 

Age, years 

Inco me, $ 

Occupation 

Length of 
residence, 
years 

Su bgroup 

Female 
Male 

<16 
16 to 21 
22 to 29 
30 to 39 
40 to 49 
50 to 59 
259 

qo ooo 
10 001 to 15 000 
15 001 to 20 000 
20 001 to 25 ODO 
25 001 to 50 ODO 
250 000 

Military 
Salespe rson 
Teacher 
Professional person 
Craftsperson 
Clerical worker 
Student 
Housewife 
Gove rnment worker 
Retired person 
Other 

s 4 
4 to 6 
7 to 10 
>10 

Dimens ionali ty 

3 
4, 3 

4, 3 
4, 3 
4 
3 
3 
4, 3 
4, 3 

2, 3 
3 
4 
4 
3, 2 

4 
3 
4, 3 
3 
3, 2 
4 
4, 0 2 "· 
4, 3 
4, 3 
3 

4 , 3 
4, 3 
4, 3 
4, 3 

a Too few responses in this category to develop multidimensional solution informa­
tion. 

ideal procedure would be to obtain individual perceptual 
spaces and group the sample on the basis of similarity 
of these spaces. However, individual spaces can be 
determined only by the Individual Differences in Orien­
tation Scaling (IDIOSCAL) program (14), which has an 
upper limit of 25 individuals, Individual weights for a 
common space can be determined for a maximum of 100 
individuals through the Individual Scaling (INDSCAL) 
program (15). Clearly , with 30 initial subgroups , the 
IDIOSCAL program would be quite infeasible , and the 
use of the INDSCAL program would require repeated 
solutions using several unrelated random samples of 
100 individuals to ensure removal of small-sample 
biases and idiosyncracies. Convergence of solutions 
also could not be ensured among the separate samples. 
The alternative used here was the multidimensional 
scaling (MDSCAL) procedure, which generates average 
interpoint distances in the most efficient space possible 
(the procedure for this is des cribed below). These 
average distances were then input into the INDSCAL 
program to provide one of the grouping procedures ex­
amined. Thus, MDSCAL is not being used as a scaling 
procedure, but rather as a mechanism to determine a 
set of interval-scaled average interpoint distances. On 
this basis, the scales that are represented by the axes 
of the solution space become irrelevant. Also, be­
cause the usual input data to the INDSCAL program are 
interval data, differences among the scales are irrele­
vant. 

To understand the problems of seeking homogeneity 
of perceptual spaces , some understanding is necessary 
of the MDSCAL procedures and the results generated 
by these procedures. The perceptual spaces are , in 
this case, to be generated as aggregate spaces for a pre­
selected group or subgroup of the population; i.e., for 
each socioeconomic group identified in Table 1, one 
aggregate perceptual space is to be developed. The 
aggregate, i.e., MDSCAL, procedure involves the selec­
tion of a dimensionality that is most efficient for repre­
senting the aggregate information obtained on perceived 

distances between the set of stimuli (shopping centers 
in this case). These distances can be obtained by di­
rect questions that request information directly about 
the similarity that persons perceive between alternative 
shopping centers vis-a-vis some prespecified metric 
or quality. For example, in this study, the respondents 
were asked to rate all possible combinations of seven 
regional shopping centers (Woodfield , Chicago Loop , 
Edens Plaza, Plaza del Lago, Golf Mill, Old Orchard, 
and Korvette City) on a scale of one equals completely 
similar to seven equals completely different in response 
to the question , ' 'If all the shopping centers were equally 
easy to get to, how similar do you think they are to each 
other ? '' Alternatively, these distances can be derived 
by asking the respondents to rate each of a set of shop­
ping centers on a number of different attributes that are 
postulated as making up the quality or metric to be used 
for judging similarity. Thus, in this study, the respon­
dents were asked to rate the seven shopping centers on 
a scale of good to poor for a series of attributes such 
as eating facilities, layout of store, prestige of store, 
quality of merchandise, reasonable price, ease of re­
turning or servicing merchandise, variety or range of 
merchandise, availability of credit, and availability of 
sale items. If a set of n stimuli are used in either of 
these two types of questions, then the distances between 
the stimuli may be represented uniquely in (n - 1)­
dimensional space. For example, the survey used seven 
shopping-center locations for the two types of questions. 
Thus, the interpoint distances can be represented 
uniquely in six-dimensional space. Significant reduction 
of multidimensional spaces can be achieved only for 
n/ 3 dimensions or fewer ; i.e., reductions to [ (n/ 3) + 1] 
dimensions can always be achieved with satisfactory re­
sults even from random data on interpoint distances. 
However, it is extremely difficult to find a sufficiently 
large number of persons with a common set of shopping 
centers (in the sense of all being known about) having 
as many as seven locations. Extensions to larger num­
bers of shopping locations appear infeasible. 

In the method used, average distances were computed 
for each of the identified subgroups in the population. 
These distances are distances between each of the seven 
shopping centers in the perceived space of attractiveness 
to shop. The first task of the analysis is to find the 
most efficient dimensionality in which to express the 
perceptual space for the attractiveness concept without 
distorting the perceived distances between the shopping 
centers. This is the procedure that the MDSCAL pro­
gram performs. In collapsing the dimensionality of the 
space, the procedure requires that a monotonic rela­
tion be preserved between the original interpoint dis­
tances and those in each successive reduced­
dimensionality space. The requirement of monotonicity 
is placed on the procedure, rather than a requirement 
of strict linearity, because the data from which the in­
formation is derived is ordinal in nature. Thus, it 
would not be appropriate or correct to invest ratio prop­
erties in the base data, nor to require preservation of 
the sizes of the intervals between stimulus points in the 
space in the collapsing process. In the process of de­
veloping a perceptual space through the MDSCAL pro­
gram, the orthogonal axes describing the space are 
located arbitrarily. Thus, there is no ready mechanism 
for comparing the final resulting multidimensional 
spaces from different socioeconomic subgroups of the 
population with each other, since no two spaces are nec­
essarily located in any common way. Both rotation and 
translation of the axes are possible from one space to 
another . Figures 1, 2, and 3 show three solutions from 
the MDSCAL process for different subgroups of the pop­
ulation. It is clear from these that conclusions about 



homogeneity or heterogeneity of subgroups cannot be 
drawn, given that the axes can be rotated or translated 
at will from one group to the next. 

To be able to segment the sample, it is necessary to 
find a means by which alternative spaces can be com­
pared. Two processes appeared possible from the 
multidimensional-scaling work. First, the multidimen­
sional scaling results in the production of a new set of 
interpoint distances for the most efficient space deter­
mined. These interpoint distances, which represent 
average distances for members of each subgroup in the 
most efficient dimensionality space, can be considered 
as a set of candidate values that describe each subgroup 
in terms of the perceptual space. Thus, one may com-

Figure 1. Two-dimensional O". 2 
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pute either a rank or a metric correlation between the 
sets of distances of one group and another. Since there 
are seven stimuli in the space, there are 2 1 interpoint 
distances that are necessary to describe each multi­
dimensional solution, which may be used to compute 
either a rank (Spearman) correlation or a linear {Pear­
son) correlation between them. Such a measure is com -
puted irrespective of the rotation and translation of the 
representation of the multidimensional space. All that 
one is looking for here is a correlation of the distances 
between each pair of points. Because the original data 
from which the spaces were derived is ordinal, rather 
than cardinal, and the procedure for developing the mul­
tidimensional space requires only the preservation of 
the ordinal information, it may be more appropriate to 
consider a rank correlation, rather than a linear cor­
relation. However, both types of correlations were run 
for these data, and comparisons were made between 
the results obtained. In general, rank correlations 
might be expected to be somewhat higher than linear 
correlations, and this proved to be the case. One may 
conclude that the ~earman correlations are generally 
a less sensitive test of interrelation. Indeed, the 
results of the parallel tests were that whenever the 
Pearson correlations were significant, the Spearman 
correlations were also significant. However, there 
were several cases in which the Spearman correlations 
were significant, but the Pearson correlations were not. 
On the basis of the greater sensitivity of the Pearson 
correlations, these are the ones used below. 

The second procedure for determining the compari­
sons between alternative attractiveness spaces involved 
the use of the average interpoint distances for each sub­
group as an input to the INDSCAL method of analysis. 
The INDSCAL model is a method for developing percep­
tual spaces on an individual-by-individual basis. The 
procedure requires, however, that all individuals be 
fitted to a space that has common dimensionality . Thus, 
for example, a target space can be preselected and a 
determination made of how each individual can be fitted 
into that space by differential scaling of the relevant 
axes. Alternatively, the method can be used to generate 
its own target space as being that one that can be most 
readily fitted to the entire set of observations used as 
input. When used on individual data, the interpoint dis -

Figure 3. Two-dimensional o, . 2 
space for incomes of $10 000 X DLD ORCHARD 
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tances are computed from the original responses to the 
questions on either direct or derived similarities, as 
for MDSCAL, and a space is determined in the lowest 
dimensionality possible for representing all individuals. 
The INDSCAL procedure generates a set of weights for 
each individual, where these weights represent the nec­
essary scaling of the axes for the lowest dimensionality 
space used, that permit each individual to be fitted into 
a common space with the least possible distortion of his 
or her own interpoint distances. The INDSCAL proce­
dure is carried out in a metric process in which the 
actual distances are preserved. This description of the 
INDSCAL procedure is one that is relevant for its con­
ventional use. 

As ot1tlined above, it was hypothesized that average 
interpoinl distances derived from the MDSCAL procedure 
might be substituted for the i ndividual data that would 
normally be the input to the INDSCAL procedure. In 
this manner, each of the multidimensional spaces found 
for the socioeconomic subgroups could be fitted to a 
common space, and the output weights on the various 
dimensions of the common space would provide a metric 
that could be used in some type of correlation or cluster 
analysis. Naturally, such a process loses the informa­
tion of variance within each group, but it is not clear 
how serious such a loss would be here. However, there 
is no way in which the information can be incorporated 
in the process. 

After each of the socioeconomic subgroups has been 
fitted into a common space and the weights for each of 
the axes of that common space have been obtained, a 
cluster analysis can be perfori 1ed on the weights from 
which a hierarchy of groupings of the original subgroups 
can be determined. It is important however, that 
neither of the methods proposed here have associated 
with them any statistical measures of goodness of fit. 

The selection of a parsimonious space has been dis -
cussed above, but there has been no discussion of the 
question of how parsimony and efficiency are determined. 
As an aid to such selection, a statistic (stress) has been 
developed by Kruskal (13) that measures the deg-ree of 
distortion introduced byeach solution produ ed. T hus , 
as the dimensionality is reduced from the original con­
figuration of, for example, six dimensions, a value of 
stress can be computed that can then be used to determine 
whether or not the lower dimensionality solution is ac -
cepta.ble. ~fl._ set of empirical ".'2.h!eS h~s been dcto:rwirred 
for stress, in terms of specifying the degree of goodness 
of fit to the original data. These values are provided 
with descriptions in the following form: perfect fit, ex­
cellent fit, good fit, fair fit, or poor fit. Ideally, a plot 

Figure 4. Dimensionality versus stress for two, three, and four­
dimensional solutions. 
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of the value of stress versus dimensionality will show a 
characteristic elbow (Figure 4). Conceptually, this fig­
ure indicates that initially reduction in dimensionality 
causes no distortion in the interpoint distances, but that 
a point is reached at which a further reduction of one 
dimension causes significant distortion. It may there­
fore be assumed that the dimensionality immediately 
preceding the substantial increase in stress indicates 
the most efficient and parsimonious MDSCAL solution. 
Lower dimensionalities clearly introduce serious distor­
tions into the data, while higher dimensionalities are not 
necessary, since no distortion occurs when they are 
reduced. The stress will not always behave in this pre­
cise fashion. It will, however, either remain approxi­
mately constant, exhibit a well-defined elbow, or have 
a generally upward-sloping curve as the dimensionality 
is reduced. In general, no other forms are possible. 

In this study, all the socioeconomic groups were run 
for four, three, and two-dimensional solutions. In each 
case, a plot was obtained of the stress versus the dimen­
sionality, and this was used to select the appropriate 
dimensionality for that particular socioeconomic group. 
In most cases, the change of stress with dimensionality 
followed the ideal plot shown in Figure 4, and, the selec­
tion of the most efficient dimensionality was obvious. 
In some cases, however, the stress followed a more­
or-less straight line that increased with decreasing di­
mensionality. In these cases, a solution was chosen 
that was based on the interpretations of fit developed by 
Kruskal. Where possible, the lowest dimensionality 
was chosen that was consistent with the empirical range 
for good to excellent fit. In some cases, the change in 
stress was such that two or more dimensionality solu­
tions fell within the same region of fit, and in these 
cases, more than one dimensionality was selected as a 
solution. The solutions selected are shown in Table 1. 

The interpoint distances from the selected multi­
dimensional representations were then used as inputs 
to an INDSCAL procedure from which weights were de­
termined for each of the subgroups. These weights were 
subjected to cluster analysis. 

CORRELATION ANALYSIS 

The first form of analysis used was the determination 
of the Pearson and Spearman correlations among the 
inte:rpoir.t dista.11ces f1•0:n1 the iviDSCAL 8ulutiun~. One 
set of correlations was determined for four-dimensional 
solutions, a second set for three-dimensional solutions, 
and a third set for two-dimensional solutions. It was 
not felt to be valid to compute correlations between 
groups whose representations were in different dimen­
sionalities. The distinction between the two types of 
correlations is that the Spearman correlations are cor­
relations only on the rank ordering of the interpoint dis­
tances, while the Pearson correlations are of a linear­
regression type that are determined by assuming the 
distances to be metric distances. The only correlations 
of interest are those within a particular socioeconomic 
group. These are shown in Figures 5, 6, and 7. (Only 
the Pearson correlations are shown, because these were 
consistently lower than the Spearman correlations.) 

In these figures, an empirical rule that may be used 
is that correlations below O. 5 indicate relatively little 
association between the variables and correlations above 
0. 5 indicate a fairly substantial degree of association. 
Thus, one may conclude that there are relatively high 
correlations between the sexes for the three-dimensional 
solutions. On the basis of the four-dimensional solu­
tions, one could potentially place the under 16-year-old 
group with the 16 to 21-year-old-group, and the 16 to 
21-year-old group with the 22 to 29-year-old group. 
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Figure 5. Pearson correlations: four-dimensional solutions. 
Occupation Sal es Prof . Stud . Housewife r,ov' t Ret 'd 

Salesman ~ . 627 . 431 . 394 . 308 . 572 

Professional "'-...... . 155 .... , 457 . 143 . 619 

Income $20-25 ,000 $25-50 ,000 
Student "'-........_ • 325 , 432 • 218 

Housewife ~ . 5.,8 .860 

~20-25 ,000 
Government ............... • 288 

$26-50 ,000 Retired I'---... 

Aoe 
Group <16 16-21 22-29 50-59 60 and over 

Leno th 
of <4 yrs . 4-6 yrs . 7-10 yrs. overlOyrs . 

Residence 
<16 ~ ,,_. 679 • 500 • 528 . 574 

<4 yrs . 
----...._ 

. 870 . 566 , 532 

4-6 yrs . 
........_ 

t-....... • 449 . 383 

7-10 yrs . 

-----
. 876 

over 10 yrs . ----........... 

16-21 ............... .....: 555 . 312 . 451 

22-29 "' . 546 . 671 

50-59 ~ • 726 

60 and 

~ over 

Figure 6. Pearson correlations: three-dimensional solutions. 

Sex Male Female Cl er/ 

Occupation Teach Prof. Crafts Sec Hswfe Govt. Ret 'd Other 

Male 

Female Teacher 

Professional 

Crafts . 

Income <$1 OK l0-15K l 5-2DK >5DK 
Cler./Sec . 

<$1DK ·~ • fi37 . 901 , 598 Housewife 

l0-l 5K ~ . 586 . 794 Government 

l 5-20K ~ . 599 Retired 

>50K ~ Other 

Age <16 16-21 30-39 40-49 50-59 fiO+ 

<16 ~ . 234 . 209 • 187 , 306 • 149 

16-21 ~ . 455 . 368 . 422 . 613 

30-39 ~ . 443 . 342 . 644 

40-49 ~ . 577 . 6.84 

50-59 
~~ . 793 

60+ 
... ~ 

Figure 7. Pearson correlations: two-dimensional 
solutions. 

Subaroup Cl er. Hswfe $1 O- l 5K >$5DK 

Cl er . 

Hswfe 

$1D-15K 

>$50K 

~ 

However, the correlation between the under 16-year-old 
group and the 22 to 29-year-old group is relatively low, 
and an optimal combination would be under 22, rather 
than breaking at 16. A high degree of correlation is 
shown between the 50 to 59-year-old group and the over 
60-year-old group. Relatively high correlations seem 
to be demonstrated between the over 60-year-old group 

, 522 . 608 .870 . 852 . 409 . 755 . 465 

~ .... . 310 . 422 ,499 .122 . 578 .433 

~ . 636 . 537 . 318 . 670 . 483 

~ . 922 . 496 • 799 • 577 

~ . 559 . 816 , 390 

~ • 358 . 174 

I'-,..... . 487 

............__ 

Lenqth 
of 

Residence <4 yrs. 4-6 7-10 Over 10 

<4 yrs • ~ • 723 . 490 . 490 

4-6 yrs . ~ . 447 • 445 

7-10 yrs . ~ 1.00 

Over 10 yrs . ~ 

and all of the other age groups except the 16 to 21-year­
old group. It is not completely clear why this might be 
so, but may indicate that this particular age category is 
not a useful one for discriminating perceptions of shop­
ping opportunities. In contrast, there is a very low cor­
relation between the under 16-year-old group and the 16 
to 21-year-old group in a three -dimensional solution, 
and the only high correlations are those between the 40 
to 49, 50 to 59, and over 60-year-old groups. In fact, 
the conclusion from this figure would probably be that 
one age group of over 40 would be sufficient to describe 
age groups with respect to perception of shopping-center 
destinations. 

It does not appear to be very meaningful to consider 
major combinations of occupational categories. There 
are some quite strong correlations between certain occu­
pational categories and very weak ones among others. 
For example, there are high correlations between cler­
ical workers and teachers, between housewives and cler-
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ical workers, and between housewives and retired per­
sons, but the conclusions that can be drawn from this 
are not clear. Nevertheless, the correlations are re­
ported for completeness. The correlations based on in­
come indicate that income is not a good discriminator 
of perceptions of shopping-center destinations. Indeed 
there are no correlations in any of these figures below 
0.5, and some of the highest correlations are found in 
these tables. There is a very clear polarization on 
length of residence with a high correlation between those 
persons who have lived in the area less than 4 years and 
those who have lived in the area 4 to 6 years and a sim­
ilarly high correlation between those who have lived in 
the area 7 to 10 years and those who have lived there 
more than 10 years. Both figures, which are for differ-

Table 2 . Clustering of four-dimensional solutions within 
socioeconomic variables. 

Original Characteristic Cluster 

Length of residence, years 
>10 >6 
7 to 10 >6 
4 to 6 ~6 
<4 °6 

Occupation 
Salesperson 
Professional person 
Student 
Housewife 
Retired person 
Government worker 

Age, years 
>16 
16 to 21 
22 to 29 
50 to 59 
>59 

Income, $ 
20 001 to 25 000 
25 001 to 50 000 

Salespersons 
Pro[essional persons 
Students 
Housewives and retired persons 
Hpusewives and retired persons 
Government workers 

0 22 
>22 
22 to 29 
50 to 59 
>59 

20 001 to 25 000 
25 001 to 50 000 

Table 3 . Clustering of three-dimensional solutions within socioeconomic 
var iables. 

Original Characteristic 

Sex 
Female 
Mai~ 

Age, years 
>16 
16 to 21 
30 to 39 
40 to 49 
50 to 59 
>59 

Occupation 
Teacher 
Pro[essional person 

Craftsperson 

Clerical worker 

Housewife 

Government worker 

Retired person 

Other 
Income, $ 

<JO 000 
10 001 to 15 000 
15 001 to 20 000 
>50 000 

Length of residence, years 

Cluster 

Combine sexes 
CumUi.ut: l:it::X.t:.:> 

~22 and >59 
~22 and >59 
30 to 39 
40 to 49 
50 to 59 
~22 and >59 

Teachers 
Professional persons, craftspersons, and 

government workers 
Professional persons, craftspersons, and 

government workers 
Clerical workers, housewives, and re­

tired pe rsons 
Clerical workers, housewives, and re­

ti r ed pe rsons 
Professional personsi craftspersons, and 

gove rnment workers 
Clerical workers, housewives, and re-

tired pe rsons 
Other 

<JO 000 
10 001 to 15 000 
15 001 to 20 000 
>50 000 

~4 ~6 
4 to 6 ·6 
7tol0 •6 
>10 >6 

ent dimensionalities, exhibit the same pattern. Correla­
tions between the other pairs of groups are substantially 
lower, all less than 0.5. One can conclude from this 
that a grouping of length of residence with a break point 
at 6 years would appear to be appropriate. This is by 
far the strongest result obtained in this analysis. 

CLUSTER ANALYSIS 

A cluster analysis was performed on the weights for 
each subgroup obtained from the INDSCAL procedure by 
using the hierarchic fusion process (16). This analysis 
provided various hierarchical levels of clustering of 
the subgroups. Generally, only the lowest level of 
clustering was considered worth examining. The results 
of the clustering of four -dimensional solutions are 
shown in Table 2, and those of the three-dimensional 
solutions are shown in Table 3. The two-dimensional 
solutions were not subjected to a separate cluster analy­
sis. On the basis of these two tables, it is again evi­
dent that length of residence may be divided at 6 to 7 
years, based on the original categorization in the ques -
tionnaire. This result occurs for both the three and the 
four-dimensional solutions and is consistent with the 
results of the correlation analysis. Again, some group­
ings of occupations appear within the two tables, and 
these are generally similar to those found in the correla­
tion analysis_ For example, the correlation analysis 
found a high correlation between housewives and retired 
persons for the four-dimensional solutions, and this 
appears again in Table 2. Similarly, one could group 
clerical workers with housewives and retired persons, 
and the same grouping appears in Table 3. However, 
there is one inconsistency in the occupational groupings, 
in that the cluster analysis groups professional persons, 
craftspersons, and government workers, but these 
groups have very low correlations with one another. 

Both the correlation analysis and the cluster analysis 
on INDSCAL weights showed a possible grouping, at 
four dimensions, of the under 16 and the 16 to 21-year­
old groups. The cluster analysis did not show a group­
ing of those in the 50 to 59 and over 59-year-old 
groups. The results of the three-dimensional solutions 
remain consistent in grouping the under 16 and the 16 
to 21-year-old groups, but this was not found so in the 
correlation analysis. The cluster analysis also grouped 
thf' ovf'r !>!l-vf':ir-olrl P"rrnms with th<> s<imP P"rrnm " ., ·- u - --... - ---- -- - ------- o- ---r, --

Correlation that was not shown in the correlation anal­
yses. Again, in the separate analyses, the cluster 
analysis shows no clustering of income groups, while 
the conclusion drawn from a correlation analysis was 
that income was a very weak determinant of perceptual 
differences within the population. Finally, both the 
correlation analysis and the cluster analysis indicate 
that sex is a poor discriminator of perceptual differences. 

In the correlation analysis, it was not appropriate to 
run correlations across different dimensionality solu­
tions. As a result, the correlation analysis has a num­
ber of gaps, where solutions are not always obtained in 
the same dimensionality for all subgroups. In contrast, 
it was reasonable to attempt a cluster analysis of the 
INDSCAL results combined across all dimensionalities. 
To do this, the INDSCAL program was run in a four­
dimensional and in a three-dimensional mode, and all 
the MDSCAL results were input. Because the MDSCAL 
results used for the INDSCAL program comprise only 
the interpoint distances, the dimensionality of the solu­
tion does not affect the number of interpoint distances 
that are determined in any space. The results of the 
combined runs are shown in Table 4. In general, there 
are many consistencies across the three-dimensional 
and four-dimensional solutions for the combined re-



Table 4. Clustering of all solutions in three and four dimensions. 

Original Characteristic 

Sex 
Female 
Male 

Age, years 
<16 

16 to 21 

22 to 29 
30 to 39 
40 to 49 
50 to 59 
>59 

Income, $ 
<10 000 
lU 001 to 15 000 
15 001 to 20 000 
20 001 to 25 000 
25 001 to 50 000 
>50 001 

Dimensionality 

3 
3 
4 

3 
4 
3 
4 
4 
3 
3 
3, 4 
3, 4 

2, 3 
3 
4 
4 
2, 

4 

Three-Dimensional Cluster 

Combine sexes 
Combine sexes 
Male 

<1 6 
<22 
16 to 21 
0 22 
22 to 29 
30 to 39 
40 to 49 
50 to 59 
>59 

SJO 000 
10 001 to 15 000 
15 001 to 20 000 
20 001 to 50 000 
20 001 to 50 000 
>50 001 

Salespersons 

Four-Dimensional Cluster 

Combine sexes 
Com bine sexes 
Male 

; 16 
"a22 
16 to 21 
16 to 21 
22 to 29 
30 to 39 
40 to 49 
50 to 59 
>59 

<10 000 
10 001 to 15 000 
15 001 to 20 000 
20 001 to 50 000 
20 001 to 50 000 
>5 0 001 

Salespersons and pro£essional persons 

21 

Occupation 
Salesperson 
Teacher 3 Teachers, housewives, clerical workers, and re- Teachers, housewives, clerical workers, and re-

tired persons tired persons 
Professional person 

Cra[tsperson 

Clerical workers 

3, 4 Professional persons, craftspersons, and govern- Salespersons and professional persons 
ment workers 

Professional persons, craftspersons, and govern- Craftspersons and professional persons 
ment workers 

2, 3 Teachers, housewives, clerical workers, and re- Teachers, housewives} clerical workers, and re­
tired persons tired persons 

Student 4 Student Student 
Housewife 2, 3, 4 Teachers, housewives, clerical workers, and re- Teachers, housewives, clerical workers, and re­

tired persons ti red persons 
Government worker 

Retired person 

3, 4 Professional persons, craftspersons, and govern- Cra£tspersons and government wo rke r s 
ment workers 

3, 4 Teachers, housewives, clerical workers, and re- Teachers, housewi ve s, clerical workers, and re-

Other 
Length of residence, years 

, 4 
4 to 6 
7 to 10 

>10 

3, 
3, 
3 
4 
3, 

tired persons 
Other 

4 •;5 

4 ,5 
>6 
>6 

4 >6 

sults , and similarly, consistency between these results 
and those for the separate dimensionality solutions in 
Tables 2 and 3. The differences between Table 4 and 
the results given in Tables 2 and 3 are more consistent 
with the results of the correlation analysis. This may 
be because the level of clustering is set arbitrarily in 
each instance, and the level at which clusters are formed 
and reported in Table 4 may be a higher one than that 
at which they are formed and reported in Tables 2 and 
3. Unfortunately, there are no statistical measures 
that can be used to define or assess levels of clustering. 
One of the notable results is the clustering of incomes 
from $20 000 to $50 000 that is more consistent with 
the results of the correlation analysis. Similarly, the 
occupational grouping of teachers, housewives, clerical 
and secretarial workers, and the retired is also con­
sistent with the results of the correlation analysis. The 
identification of student and other occupational categories 
as having no strong grouping with any other group is 
also borne out in both Table 4 and the earlier results of 
the correlation analysis. The groupings of sex, ages, 
and length of residence are fairly consistent between 
Table 4 and Tables 2 and 3 and again with the correla­
tion analysis. 

A further point of interest in Table 4 concerns the 
groupings of the solutions for different dimensionalities 
of the same attribute. In general, when the two­
dimensionality solutions for the same subgroup are 
clustered, the selection of the lower dimensionality 
solution would not introduce any biases into the process; 
i.e., in these cases, the lower dimensionality can be 

tired persons 
Other 

<6 
<6 
>6 
7 to 10 
>10 

considered as appropriate. This would be the case, for 
example, for the age groups of under 16 and 16 to 21, 
50 to 59, and over 59 years. Similarly, it would be ap­
propriate for the income group of $10 000 to $15 000 
and for the occupational groups of teacher, professional 
person, clerical worker, housewife, government 
worker, and retired person. Likewise, it would be ap­
propriate for the length-of-residence variable to be 
considered only at a three-dimensional solution, rather 
than at a four. There does not appear to be a close 
similarity between the three-<iimensional and four -
dimensional solutions for males. This suggests that a 
significant bias is introduced by dropping from four 
dimensions to three dimensions and may therefore re­
quire further analysis of whether or not sex is a good 
discriminating variable of perception. 

CONCLUSIONS 

The results of this analysis of market segmentation 
lead to a number of conclusions. First, both the cor­
relation analysis and the cluster analysis of the INDSCAL 
weights appear to have generated convergent validities 
of the primary findings for grouping or not grouping 
among the socioeconomic characteristics. Thus, it may 
be concluded that the length of residence in the area and 
age are reasonably powerful market-segmentation 
variables. By and large, few new groupings of age were 
determined from the analysis, the only significant one 
being the grouping of the two lowest age groups into the 
single one of those individuals under 22 years old. It 
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is possible that some of the higher age groups might 
potentially benefit from combination, but the two sets 
of analyses are not consistent on this point. It can also 
be concluded that sex and income do not exhibit great 
potential as bases for market segmentation of prefer­
ences for shopping destinations, Finally, it can be con­
cluded that occupation may be a potential variable of 
segmentation, but the precise logic of its effect in de­
fining market segments is not clear from this analysis. 
Subsequent work has suggested that occupation may be 
acting as a surrogate for other variables, such as a 
combined level of education and income variable, and 
possibly as a proxy for a stage-in-the-family-life-cycle 
variable, where dealing with housewives and the retired. 
It is also possible that some of the correlations and 
clustering found in the occupation variable may be spu­
rious, due to high correlations with underlying struc­
tural variables. Thus, the original hypotheses on the 
socioeconomic variables have only been partially vali­
dated by this research. 

Beyond this, it is clearly necessary to subject these 
rnnrlusainn« tn mnrP satringPnt tPsts rlP«ignPrl tn rlPtPr­

mine whether or not the subgroups themselves are ap­
propriate for market segmentation. This analysis has 
not addressed the question of whether these subgroups 
are themselves appropriate for segmenting the market, 
since no investigation has been undertaken of the com­
parative within and between-group variances, and it is 
not apparent how the approaches described here could 
be extended to covering this point. 

It is also evident that testing must be undertaken on 
more than one-way clustering of the population. Thus, 
it would be appropriate to examine the possibility that 
two or more socioeconomic variables are needed si­
multaneously to define market segments in the population. 

Finally, it is possible that perceptions of the attrac -
tiveness of a destination may vary with the type of goods 
being purchased and with an individual's knowledge of 
the shopping centers. Neither of these two variables 
were entered into the market-segmentation process re -
ported here. It would appear appropriate to include 
such variables in subsequent analyses, to determine 
whether such variations might exist. 
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Evaluation of Alternative Market 
Segmentations for Transportation 
Planning 
Gregory C. Nicolaidis, Martin Wachs,* and Thomas F. Golob, Transportation 

and Urban Analysis Department, General Motors Research Laboratories, 
Warren, Michigan 

In transportation planning, market segmentation is the division of a total 
population of travelers into groups (segments) that are relatively homo­
geneous with respect to certain personal characteristics ( the segmentation 
base). It is desirable that the segments be distinct in terms of travel be· 
havior and their reactions to changes in the trave.1 environment, such as 
the introduction of new transportation services. This paper describes a 
comparison of market segmentation using si>< different bases-two based 
on demographic variables, two on travel choice constraints, and two on 
attl1udinal variables. The si>< segmentations were compared with respect 
to five criteria judged to be important considerations in transportation 
planning: measurability (data availability),, statistical robustness, sub­
stantiality (size and importance of the resulting segments). relation to 
travel behavior, and relation to planning of service options. The com· 
parisons showed that no sinyle segmentation base was superior, accord­
ing to all criteria, but that the segmentation based on multivariate choice 
constraints satisfied more of the criteria than did the other segmentations. 
Segmentations of the traveling popu lation based on attitudes were found 
to have certain specific uses, but to be inferior to choice-constraints seg­
mentation for most planning purposes. 

In an effort to better m~tch transit service to the wide 
range of needs and expectations that may exist in a given 
community, planne,rs have recently been giving increased 
attention to U1e conce.pt of market segmentation. Market 
segmentation is a procedure for dividing the (travel) 
mai:ket into homogeneous subsets of customers (seg­
ments), where any subset may be selected as a target 
market for a. distinct combination of service character­
istics, price levels, or promotional strategies. The 
pl'imary object of mru:ket segmentation is to increase 
consumer appeal by meeting consumer desires (4). Thus 
far, it has been applied to only a limited extent Iii the 
public sector, where the objectives of such agencies as 
transit operators at·e not as clearly defined as are those 
of private firms (11, 13). 

One of the criticalaspects of segmentation is the se­
lection of an appropriate base. Although the al)plication 
of market segmentation of public transit is still a new 
concept, a number or alternative approaches to segmen ­
tation that propose or advocate different segmentation 
bases have already been suggested. Lovelock (11) dis­
cusses the relative merits of a number of such bases. 

This study compares the results of several segmenta­
tions· of the same set of travelers using alternative seg­
mentation bases. The bases are compared with respect 
to five criteria. The first three criteria have been dis­
cussed in the marketing literature (4, 10); the other two 
are relevant to issues of transportaBonplanning. 

1. Measurability: The information gained from a 
segmentation should be cost-effective in terms of the 
time and money required to collect and p1·ocess the nec­
essary data. 

2. Statistical robustness: The segments should be 
significantly cliffe1·eut from one another in a statistical 
sense. The between - segment variations should be rel­
atively larger than the within-segment variations. This 
helps to ensure that the segments are not the result of 
random variations in the data and improves the assign-

ment of new travelers to the segments. 
3. Substantiality: The segments should be large 

enough to account for a significant proportion of the 
population under study or should be sufficiently important 
with respect to planning policy to merit the time and cost 
of sepa1·ate attention. 

4. Relation to travel behavior: A segmentation that 
accounts for a large proportion of the variance in mani­
fest travel patterns would be more useful than one that 
does not. Segments that differ in terms of modal choice, 
route choice, or trip timing and frequency ,u·e similarly 
desirable. 

5. Relation to planning of service options: If partic -
ular transportation service packages serve consumers 
having very different social or economic characteris­
tics a segmentation base that defines consumer groups 
compatible with service options would be more useflll 
than a base that does not. Similarly, if promotional 
activities are best targeted to consumers having certain 
preferences, perceptions, and desires, a segmentation 
procedu1·e that identifies those groups would be more 
useful than one that does not. 

By using data from the Ottawa-Hull metropolitan 
area in Ontario and Quebec, six alternative bases for 
market segmentation were chosen. Some of the bases 
divided the population of work-trip commuters into 
groups based on demographic or socioeconomic charac­
teristics, some on the basis of such travel constraints 
as automobile ownership and bus availability, and some 
on the basis of their stated attitudes. Segmentations 
using each of these types of variables have been ad­
vocated in the transportation planning literature and are 
related to approaches proposed in the marketing litera­
ture (4, 6, 11). For example, Nicolaidis and Dobson (12) 
segmer1tecffravelers on the basis of perceived impor -­
tance of attributes of transportation modes, and Nico­
laidis and Sheth (13) did so on the basis of attitudes to­
ward general environmental conditions. Recker and 
Golob (15) grouped individuals on the basis of what they 
termedchoice constraints of transportation alternatives, 
and Costantino and others (3.) used demographic and so­
cioeconomic measures. 

SEGMENTATION BASES 

The six segmentation bases compared in this study were 
developed from data collected in two home-interview 
SUl'Veys administered in the Ottawa-Hull metropolitan 
area by the Ottawa-Carleton Regional Municipality. 
The first sw·vey was a conventional home-interview, 
household h·ip-inventory survey. The characteristics 
of all trips made during a 24-h period and the detailed 
socioeconomic and demographic characteristics of the 
respondents were recorded. The second sui·vey covered 
attitudes toward alternative modes of transportation 
and toward transportation-related issues in general. 
This attitudinal survey was administered as a home in-
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terview to a subsample of the respondents who had com­
pleted the trip-inventory survey. In each of the segmen­
tations, only those respondents who indicated that they 
made a regularly scheduled work trip were segmented. 
Thus, the analyses reported in this paper are relevant 
mainly to travel in the Ottawa metropolitan area for 
work-trip purposes. 

The first two segmentations divided the population 
into groups that are homogeneous with respect to demo­
graphic characteristics. The underlying assumption is 
that travel demands and consumer responses to market­
ing are strongly associated with socioeconomic status 
or cultural variables. The first demographics segmen­
tation was based on a multidimensional matrix of the 
following desc1·iplors: language (English versus 
French), number of vehicles in the household, length of 
time li,ved at the current residence number of residents 
in the household, type of residence (single family ver­
sus attached versus apartment), sex, age, education, 
possession of driver's license, employment (home­
maker and student versus working), occupation (mana­
gerial and professional versus clerical and sales versus 
service and craftsperson), and income. The second de­
mographics segmentation used only a single variable: 
Language was chosen because the residents of the study 
area were clearly distinguishable into those of English­
speaking and those of French-speaking- cultures. 

This comparison of single versus multidimensional 
demographics segmentations was intended to determine 
whether the increased complexity of the multidimen­
sional approach adds any significant value above that of a 
more simplistic measure. Also, because many cities 
include unique cultural or ethnic groups, the inclusion 
of a single cultural variable was intended to test the ef­
fectiveness of such a simple categorization as a market­
segmentation base . 

The second pair of segmentations dealt with travel­
choice constraints. Many authors (8, 15) believe that 
such variables as automobile ownership and the avail­
ability of bus service influence travel behavior and re­
sponses to marketing more significantly than do demo­
graphics differences. The choice-constraints segmen­
tations were intended to test such hypotheses. The 
multidimensional choice-constraints segmentation in­
cludes data-bus access time (waiting plus walking 
times), bus transfers needed, and automobile avail­
ability-related to automobile availability, accessi­
bility to bus service, and the appr0priMe11':'8S of the 
routing of buses that were available to the respondents. 
Because these data are sometimes unavailable and be­
cause of the general goal of determining whether sim­
ple measures are as effective as complex ones, a seg­
mentation based solely on automobile ownership was also 
included. 

The last two segmentations were based on the respon­
dents' answers to the attitudinal questions included in 
the Ottawa survey. Attitudes have been proposed as 
useful bases £or market segmentation by a number of 
authors (12 13). Two types of attitudinal data were ex­
amined. Forthe first, the segmentations were per­
formed on the basis of general attitudes toward trans­
portation. Six-point Likert scales were used to measure 
the degree to which the survey respondents agreed with 
each of the following 16 statements concerning general 
transportation-related conditions: 

1. Traffic congestion in this city is a major problem 
that must be solved. 

2. It is necessary to reduce the use of automobiles 
in the city by supplying an effective network of rapid 
public transit. 

3. By and large, automobiles have outlived their 

usefulness except for trips between cities or into the 
country. 

4. Driving in the city is frustrating and can cause 
anxiety and tension. 

5. Riding in public transportation makes people feel 
awkward or lonely or just part of a crowd. 

6. I could feel embarassed taking someone to a 
social function by public transit. 

7. Drastic action must be taken to improve the 
public transit service in this city. 

8. An automobile is more than just transportation; 
having a nice automobile to drive is appealing in itself. 

9. Although automobiles are sometimes necessary, 
they are a lso a nuisance. I wonld just as soon do without 
one if other transportation met my needs. 

10. I enjoy (would enjoy) driving an automobile. 
11. Not having an automobile available is like being 

trapped. 
12. The lack of adequate transportation facilities for 

all leads to family squabbles. 
13. The government should actively discourage 

people from using automohiles in h11sy gections of the 
city by making it more difficult to drive and park there. 

14. Children need good public transportation or they 
make too many demands on their parents to drive them 
around. 

15. Your social life definitely suffers if there is no 
automobile available. 

16. To be honest, there is no public transportation 
system I can picture that would make me give up using 
my automobile in the city. 

Specific attitudes toward transportation alternatives 
were the final segmentation base. Six-point semantic 
differential scales (very important to not important) 
were used to measure the importances travelers placed 
on the following 25 attributes characterizing bus and 
automobile modes when making modal choices: 

1. Comfortable seating, 
2. Dependability of on-time arrival, 
3. Availability more or less when you want it, 
4. Attractiveness of vehicle, 
5. Low noise level in vehicle, 
6. Vehicle safety, 
7 . Smoothness of ride, 
8. Privacy from other people, 
9. .A .. vcidi!ib cxpoe;!!rc tc tr~fic congestiun, 

10. Minimum exposure to bodily crowding, 
11. Low out-of-pocket cost, 
12. Low riding time, 
13. Low walking time, 
14. Low waiting time, 
15. Opportunity to meet and talk with other people, 
16. Opportunity to relax, 
1 7. Opportunity to read, 
18. Continuous ride with few stops, 
19. Protection from weather on entire trip, 
20. Flexible destination, can go anywhere, 
21. Not having to change vehicles, 
22. Year-round temperature comfort in vehicle, 
2 3. Assurance of having a seat, 
24. Security from undesirable acts of others, and 
25. Low level of pollution. 

SEGMENTATION PROCEDURE 

The six segmentations were performed by using similar 
procedures with slight variations among the situations 
where the segmentation base had only one variable, a 
few variables, or a large number of variables contain­
ing possible multicolinearities. For the two unidimen-



sional segmentation bases, language and automobile 
ownership, the segments were formed by the natural 
categorization of respondents according to their values 
of the variables. The version of the procedure applied 
to the only base having a few variables-multidimen­
sional choice constraints-involved standardizing the 
base variables to zero mean and unit standard deviation 
to eliminate scale biases and then clustering the individ­
uals in the space of the standardized variables. The last 
version of the procedure was applied to the multidimen­
sional demographics, general attitudes and attribute­
importance bases, which all had a larg~r number of 
variables containing possible intercorrelations. This 
procedure involved factor analyzing the variables and 
then clustering the individuals in the space of the re -
suiting latent factors . 

The specific factor-analysis technique used was 
principal-components analysis applied to the variable 
cor1·elation matrix, followed by varimax rotation to fa­
cilitate factor interpretation (7). An iterative technique 
described by Recker and Golob (16) was used to deter­
mine, and consequently eliminatefrom factoring, those 
few variables that might have contained primarily noise 
and would not add any information to the factor results. 
The selection of the latent factors that best expressed 
the variable interrelations was made on the bases of 
criteria also described by Recker and Golob. 

The specific cluster-analysis technique used in both 
of the latter two versions of the procedure involved a 
customized algorithm closely related to the ISODATA 
algorithm and to the class of cluster-analysis techniques 
referred to as K-means clustering (1). For a given num­
ber of segments, the algorithm assigned each respon­
dent to the segment with the property that the distance 
between that respondent and the centroid of the segment 
was smaller than the distance between the respondent and 
the centroid of any other segment; new centroids were 
then computed and the process repeated. A procedure 
was used for determining the final number of segments 
from successive analyses with different numbers of seg­
ments based on matrices of generalized distances be­
tween segments in the factor spaces (5) and on the sum­
mary compactness indexes for each clustering [A­
statistic due to Wilks (18 )]. 

SEGMENTATION RESULTS 

Factor analysis of the 12 demographic and socioeconomic 
variables in this segmentation base gave four latent fac­
tors. These factors accounted for approximately 62 per­
cent of the variance in the original variables and were 
labeled as social rank, life cycle, occupation, · and house­
hold size through interpretation of the correlations 
among the factors and the original variables. Cluster 
analysis of the 324 survey respondents for which full data 
were available gave three segments. These three seg­
ments were given subjective labels based on interpreta­
tion of the positions of their centroids in the space of the 
four factors. This information and the proportions of 
tl')e samples that were assigned to each segment are 
given in Table 1, which also includes the results of the 
othe1· five segmentations . The sample sizes (Ns) of the 
segments are given below. 

Base 

Multidimensional 
demographics 

Language 

Segment 

French speaking 
Younger and more renters 
Older and more males 
English speaking 
French speaking 

N 

107 
96 

121 
180 
98 

25 

Base Segment N 

Multidimensional Mobile 21 1 
choice constraints Inappropriate bus routing 99 

Poor bus accessibility 94 
Automobileless 91 
Busless 48 

Automobile ownership None 17 
One 191 
Two or more 86 

General attitudes Not automobile dependent 124 
Driving conditions acceptable 143 
Public transit acceptable 151 
Transportation improvements needed 121 

Attribute importances Ambivalent 82 
Service versus personal environment 186 
Total environment versus travel 

convenience 122 
Travel convenience versus service 114 

The work-trip travelers surveyed in the Ottawa met­
ropolitan area were divided into English-speaking and 
French-speaking segments. There was complete data 
on these variables for 278 survey respondents. 

Cluster analyses of the 543 respondents for whom 
perceived constraints on choice of mode wei·e available 
gave five segments. Ii\terpretations of the positions of 
the segments in the three-dimensional choice -constraint 
space gave the segment labels shown in Table 1. Seg­
ments four and five were labeled automobileless and bus­
less respectively to reflect that the majority of respon­
dents did not own an automobile or did not have bus ser­
vice available to them. 

The 294 survey respondents for whom complete data 
on automobile ownership were available were divided 
into no-automobile, one-automobile, and two-or-more­
automobiles segments. 

Factor analysis of the levels of agreement with the 
16 statements measuring general attitudes gave four fac­
tors that accounted for 63 percent of the variance in the 
factored variables. These factors were subjectively 
labeled as anticongestion, automobile dependence, new 
intraurban transport is needed, and public transit is 
depersonalizing. 

Cluster analysis of the 539 respondents for whom full 
data on the base variables were available gave four seg­
ments. 

Factor analysis of the importance ratings of the 25 
modal attributes gave five factors that accounted for 56 
percent of the variance in the factored variables. These 
factors were labeled as service, vehicle comfort, sys­
tem environment, travel convenience, and personal en­
vironment. Cluster analysis of the 505 respondents for 
whom full information was available gave four segments. 

TESTS OF SEGMENTATION 
REDUNDANCIES 

The question arises as to whether or not the six segmen­
tations merely represent six ways of dividing the total 
population into the same basic groups. This question 
can be rephrased in a statistical sense for each pair­
wise comparison of segmentations: If it is known into 
whic.h segment a particular respondent is classified in 
one segmentation , can it be predicted with significantly 
better than random probability into which segment this 
sa1;1e respondent will be classified in another segmen ­
tat10n? It can be expected that the two segmentations 
using demographic bases (the multidimensional demo­
graphics and language segmentations) will be highly re­
lated, that the two choice-constraint segmentations (the 
multidimensional choice-constraints and automobile­
ownership segmentations) will be related, and that 
possibly the two attitudinal segmentations will be re -
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Table 1. Segmentation results. 
Segmentation 

Type o( Variables Base 

Demographic Multidimensional 

Language 

Choice constraint Mullidimensional 

Automobil e ownership 

Attitudinal General attitudes 

Attribute importances 

lated. However if there are strong relations among 
segmentations using different types of bases, these re­
lations must be conside red when interpreting the results 
of the comparative analyses given in this paper. 

The Pearson 'J( test of association through contin­
gency tables of segment membel'ship (9) was used to 
identify possible redundancy in the segmentations. As 
expected, the two demographics and the two-choice con­
straints segmentatio!ls are associated at the 95 percent 
confidence level, but the two attitudinal segmentations 
are not significantly associated (even allowing much 
lower confidence bounds on acceptance of random oc­
currences) . Of the 12 comparisons of pairs of segmen­
tations from different types of segmentation bases, only 
the multidimensional demographics versus automobile­
ownership pair was found to be significantly associated. 
This resuit is consistent with the models calibrated in 
many transportation planning studies to distribute and 
forecast automobile ownership (3). 

Thus, the conclusion of the redundancy test is that 
comparisons among segmentations using different types 
of bases need be qualified only when the demographics 
versus automobile-ownership pair of segmentation is 
involved. Furthermore, comparisons between the two 
attitudinal segmentations are valid also without quali­
fication. 

EVALUATION OF SEGMENTATIONS 

The results of the evaluations of the six segmentation 
bases on the five criteria are summarized in Table 2. 

Measurability 

The three types of segmentatio11 bases are clearly dis­
tinguishable with respect to measurability. The demo­
graphic data are the most readily available; these data 
are collected in almost every origin-destination home­
interview survey, on-board transit-user su1·vey, or 
other traveler survey designed to gather information 
about individual respondents and their households. 

Segment 

French speaking 
Younger and more renters 
Older and more males 

Total 

English speaking 
French speaking 

Total 

Mobile 
Inappropriate bus routing 
Poor bus accessibility 
Automobile less 
Busless 

Total 

None 
One 
Two or more 

Total 

Nol automobile dependent 
Driving conditions acceptable 
Public transit acceptable 
Transportation improvements needed 

Total 

Ambivalent 
Service versus personal environment 
Total environment versus travel convenience 
Travel convenience versus service 

Total 

Percentage of 
Segmentation 
Total 

33 
30 

-11 
100 

65 

~ 
100 

39 
18 
17 
17 
9 

100 

6 
65 

~ 
100 

23 
27 
28 
22 

100 

16 
37 
24 
23 

100 

Consequently, if an acceptable sample of such survey 
responses is available for the population to be seg­
mented, demographics segmentation bases are cheapest 
in terms of- the time and cost of data collection and pro­
cessing. 

Choice-constraints data are of the type needed for 
estimating disaggregate travel-demand models. It can 
thus be expected that these data will be collected in fu­
ture origin-destination surveys. However at pl'esent, 
data on travelers' perceptions of constraints on choices 
of modes, routes, and trip times are limited. On the 
other hand, collection of choice-constraint data requires 
that only a few questions be asked of respondents. [ For 
the specific data used in the analyses repo1·ted he1·e, 
these questions have been given by Recker and Golob 
(16). ] This relative simplicity make. pos~ihli:> th':' use 
oTcost-effective data-collection techniques such as 
telephone surveys. 

Attitudinal data usually require a separat.e sm·vey. 
Moreover, because of the complexity of the explana­
tions of the questio1IB and the monitorin rr of responses, 
these su1·veys usually must be administered as home 
interviews . Their higher data-collection costs can be 
oITset by the use of the data obtained in providing non­
segmentation planning information, but discussion of 
such uses is beyond the scope of this paper. Thus, in 
the present evaluation, the two attitudinal segmentations 
sha.i.·e a common burden or costs that must be offset by 
gains in planning information over and above the level 
of information provided by the competing demographics 
and choice-constraints segmentations. 

Statistical Robustness 

Two tests of the degree to which the different segrnenta­
tions succeeded in idenlifying distinct structure in the 
segmentation-base data were conducted for those four 
segmentations that involved multiple base variables 
(i.e., the multivariate segmentations). The first test 
focused on an overall statistic measuring the effective­
ness of a cluster analysis in determining segments that 
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Table 2. Evaluation results. Evaluation Criterion 

Relation Relation to 
Type of statistical to Travel Planning of 
Variables Segmentation Measurability Robustness Substantiallty Behavior Service Options 

Demographic Multidimensional + + 0 0 0 
Language + 0 0 

Choice Multidimensional 0 + 0 + 0 
constraint Automobile ownership + 0 + 0 

Attitudinal General attitudes 0 + 
Attribute importances 0 + 

Note: + indicates that a segmentation was judged to be signific::intlv superior on Ai c:r1 terion; 0 indicates that a segmentation was judged to be neither 
superior nor inferior on a criterion;~ indicates that a segm ntation was Judged to be significantly inferior on a criterion. 

are both compact and significantly different from one 
another. For reasons discussed by Friedman and Rubin 
(6), the overall test statistic chosen was the Wilks A.­
criterion. This statistic, which is invariant under linear 
changes of scales on which variables are measured, is 
defined as the ratio of the determinant of the pooled 
within-segment variance (a measure of the compactness 
of the clusters) to the determinant of the between­
segment variance (a measure of the dispersion of cluster 
centroids in the variable space). By using a variance ­
ratio transformation proposed by Rao (13), the possibil­
ity that the clusters could occur in randomly structured 
data was evaluated for each of the segmentations. 

For each of the four multivariate segmentations, the 
hypothesis that a segmentation structure was due to ran­
dom va1•iation in the data was rejected at a very high 
confidence level. Thus, no one segmentation performed 
better than the others, and the segmentations were 
judged to be indistinguishable in terms of the Wilks A­
criterion. 

The second test of statistical robustness involved how 
successfully the observations could be assigned to their 
correct segments. Such assignments are commonly 
done by using linear functions of the base variables de­
termined through multigroup discriminant analysis (17). 
These functions were calculated for each of the multi­
variate segmentations, and the discriminant classifica­
tions £or each of the travelers in the original sample 
were compared with their cluster-analysis segment 
assignments. The percentage of correct classifications 
for each group in each segmentation and for each seg­
mentation are shown in Table 3. 

The four multivariate segmentations are distinguish­
able in terms of their percentages of correct discrimi­
nant classifications. The multidimensional choice­
constraints and multidimensional demographics segmen­
tations showed the most successful classifications. 
Moreover, with the sole exception of the relatively 
small busless segment in the choice-constraints seg­
mentation, the individual segments in these two segmen­
tations were uniformly high in correct classifications. 
Such balanced classification success is deemed to be 
desirable in the absence of independent information 
about the differential planning importances of various 
segments. The gl:meral-attitudes segmentation showed 
a modest classification performance that was balanced 
among its four segments. Fi11ally, the attribute­
importances segmentation showed the poorest classifi­
cation performance, both in terms of overall success 
and of balance among the four segments. 

Substantiality 

Market segmentation can contribute to the efficiency of 
planning and marketing when the segments are substan­
tial in size and when the distribution of segment sizes 
contains few extremes. For example, a segmentation 

that included more than 90 percent of the travelers in 
one cluster and only 1 or 2 percent of the travelers in 
another would be difficult to use in the planning or mar­
ketin g of services .. The distribution of cluster sizes 
cannot be considered in the abstract, however, but must 
also be analyzed in terms of the significance of particu­
lar segments to transportation programs. Thus, if the 
current policy emphasizes transit planning for the el­
derly, it might be useful to isolate the elderly in a seg­
mentation procedure even though they might constitute a 
very small proportion of the total J)OOl of travelers. 

Tat;, le 1 showed the proportions of the samples that 
were assigned to each cluster in each of the six segmen­
tations. The multidimensional demographics and 
general-attitudes segmentations divided the sample into 
segments of approximately equal size and containing 
few exu·emes. However, both of these segmentations 
gave rise to segments that could not be identified with 
transportation policy questions. All of the other seg­
mentations gave rise to cluster-size distributions that 
were quite acceptable. The smallest proportion assigned 
to any segment was the 9 pe1·cent of the travelers 
who were assigned to the busless segment in the multi­
dimensional choice-constraints segmentation. The bus­
less, however, constitute a group of high salience with 
respect to current transportation plrurning policy and 
in a segmentation that gave rise to five clusters this 
proportion seems quite acceptable . On balance, then, 
the segmentatio11s a1·e relatively indistinguishable with 
respect to the substantiality criterion. 

Relation to Travel Behavior 

One of the important criteria by which the usefulness 
of a market-segmentation base can be judged is the ex­
tent to which the 1·esultant segments are distinguishable 
in terms of travel behavior. If the clusters of travelers 
resulting from a segmentation have significantly dif­
ferent trave} demands and tl·ip patterns, this segmenta­
tion is more useful for planning and marketing than one 
that gives clusters that are undifferentiated in terms of 
travel. Three steps were involved in comparing the 
six segmentation bases with respect to this criterion. 
Fil·st, the segmentation bases were compared to de­
termine which of them resulted in segments having dif­
ferent frequencies of modal choice for the journey to 
work. Second, the groups in each segmentation were 
compared to determi11e whether they differed in terms 
of such trip characteristics as trip length, access and 
egress times, number of transfers and other re1mrted 
work-trip characteristics. Finally, a multidimensional 
logit model of modal choice was applied to each segment 
in each segmentation to determine whether certain ones 
resulted in better goodness of fit of the demand model. 
The independent variables in these choice models con­
sisted of the satisfaction ratings of the survey re spon­
dents on attributes of automobile and bus. 
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The data used to determine differences in terms of 
the frequency of modal choice were the reported fre­
quencies with which respondents traveled to work as 
automobile drivers, automobile passengers, or bus 
passengers during the 4-week period preceding the 
survey day. Multiple-group discriminant analysis was 
used, and discriminant functions were determined 
for each of the six segme ntation bases by using the three 
modal-choice frequencies as independent variables. If 
no statistically significant discriminant function could be 
found for a particular segmentation, it was concluded 
that the segmentation did not distinguish on the basis of 
modal-choice frequencies. If a satisfactory discrimi­
nant function could be computed, it wa s concluded that 
those independent variable s that had significant coef­
ficients (using an F-test and a 0.99 significance level) 
varied significantly among the segments produced by 
that base. Table 4 shows the results of these discrimi­
nant analyses. For each segmentation, mean modal­
frequency values are shown only for those cases in which 
the means are significantly different from one another. 

No significant discri mi nant function could be found for 
either the general-attitudes or the attribute -importance s 
segmentations. Thus, it was concluded that these atti­
tudinal segmentations have little statistical association 
with modal-choice frequencies. On the other hand, the 
segmentation based on multidimensional choice con­
straints resulted in se gments having significantly dif­
ferent frequencies with which the work trip was made as 

Table 3. Results of segmentation discriminant analyses. 

Percentage of 
Overall Correct 

Type of Variables Segmentation Classification Segment 

an automobile driver and as a bus passenger. Segmen­
tation on the basis of automobile ownership , rather than 
the more complex choice-constraints base, also pro­
duced segments that differed significantly with respect 
to two of the three modal-choice frequencies. Segmen­
tations based on demographics and on the single dimen­
sion of language produced clusters that differed from 
each other in terms of only one modal-choice variable­
the frequency of bus use . In summary, then, the seg ­
mentations based on choice constraints best described 
travelers' modal-choice frequencies, while the segmen­
tations based on attitudes were the poorest discrimina­
tors of modal choice. 

The analysis to determine which of the segmentations 
produced groups that differed in terms of trip character­
istics was based on eight reported, or perceived, trip 
characteristics. By following a procedure similar to 
that used in the analysis of modal-choice frequencies, 
discriminant functions were estimated by using a s in­
depende nt variables any of the eight trip characteristics 
that could explain the various segmentations in a statis­
tically significant manner. 

Table 5 shows the results of these discriminant analy­
ses. Once again, it was not possible to construct a sta­
tistically significant discriminant functio'1 for segmenta­
tion based on general attitudes or attribute importances. 
Similarly, the multidimensional choice-constraints seg­
mentation gave a discriminant function that included three 
of the eight variables. The choice-constraints segmen-

Percentage 
of Correct 
Classification 

Demographic Multidimensional 95 French speakjng 95 
95 
96 

Language 

Choice constraint Multidimensional 

Automobile ownership 

Attitudinal General attitudes 

Attribute importances 

Table 4. Results of 
discriminant analyses based 
on modal -choice frequencies. 

98 

87 

77 

Type o[ Variables 

Demographic 

Choice constraint 

Attitudinal 

Younger and more renters 
Older and more males 

Mobile 
Inappropriate bus routing 
Poor bus accessibility 
Automobileless 
Busless 

Not automobile dependent 
Driving conditions acceptable 
Public transit acceptable 
Ti·ansportation improvements needed 
Ambivalent 
Service versus personal environment 
Total environment versus travel convenience 
Travel convenience versus service 

99 
98 

100 
100 

85 

87 
84 
87 
89 
65 
81 
72 
85 

Mean No. o[ Work Trips Made During 

Segmentation 

Base 

Multidimensional 

Language 

Multidimensional 

Automobile ownership 

General attitudes 
Attribute importances 

Segment 

French speaking 
Younger and more 1·enters 
OldeJ' and more males 
English speaking 
French speaking 

Mobile 
Inappropriate bus routing 
Poor bus accessibility 
Automobile less 
Busless 
None 
One 
Two or more 

All 
All 

Last 4 Weeks 

Automobile Automobile 
Driver Passenger Bus User 

NS NS 1.9 
NS NS 6.9 
NS NS 5. 7 
NS NS 6.0 
NS NS 2.3 

13.3 NS 4.8 
16.4 NS 3.3 
15.0 NS 2.1 

0.5 NS 12.9 
17.5 NS 0.0 
NS 5.1 13.1 
NS 3.3 4.7 
NS 2.6 3.1 

NS NS NS 
NS NS NS 
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Table 5. Results of discriminant analyses based on work-trip characteristics . 

Trip Characteristics 

Trip Egress 
Time Trip Access Time Avg 
by Mode Time Time for Mode Egress Number T ype of Wait 

Segmentation Actually by to Bus, Actually Time of Bus fo r 
Type of Used Bus Walking Used [or Bus Transfers, Service Bus 
Variables Base Segment (min) (min) (min) (min) (min) Bus Available" (min) 

Demographic Multidim ensional F rench speaking 31. 3 NS 2 .1 NS NS NS NS NS 
Younger and more renters 24 .8 NS 3.0 NS NS NS NS NS 
Older and more males 24.4 NS 2.7 NS NS NS NS NS 

Language English speaking 24.6 40.6 NS NS NS NS 2.0 NS 
French speaking 31. 0 49.0 NS NS NS NS 1.8 NS 

Choice Multidimensional Mobile NS 22.0 1.7 NS NS NS NS 2.4 
constraint Inappropriate bus routing NS 64.3 4.5 NS NS NS NS 7.8 

Poor bus accessibility NS 47.8 6.4 NS NS NS NS 10.9 
Automobile le ss NS 44.5 4.3 NS NS NS NS 5.9 
Busless NS 90.4 6.2 NS NS NS NS 12.3 

Automobile ownership None NS NS NS NS NS 0.4 NS NS 
One NS NS NS NS NS 0.3 NS NS 
Two or more NS NS NS NS NS 0.7 NS NS 

Attitudinal General attitudes All NS NS NS NS NS NS NS NS 
Attribute in\portances All NS NS NS NS NS NS NS NS 

3 Types of bus service were coded as follows: 1 = no bus availab le, 2 = local bus service, 3 = express bus service on ly, 4 = local and express bus service ava ilable The scale was assumed to be interval in 
this analysis. 

tation gave clusters that had significantly different values 
of bus trip time, varying from a mean of 22 min for the 
mobile cluster to 90 min for the busless cluster. Access 
time varied significantly among the groups produced by 
the choice -constraints segmentation, from 1. 7 min among 
the mobile segment to 6 .4 min among the segment having 
poor bus access. Average waiting times for buses also 
varied significantly among the choice-constraints clus­
ters, from only 2.4 min for the mobile cluster to 12 .3 
min for the busless. Also, the simplified choice­
constraints segmentation, based solely on automobile 
ownership, distinguished travelers more poorly than did 
the multidimensional choice-constraints segmentation, 
since only the number of transfers entered the discrimi­
nant function for the automobile-ownership classification . 
The segmentation based on language distinguished among 
clusters on the basis of three of the eight trip character­
istics, while that based on multidimensional choice­
constraints discriminated on the basis of only two of the 
eight variables. Overall, the segmentations based on 
attitudinal variables distinguished as poorly among trip 
characteristics as they did among modal-choice fre­
quencies. The segmentations based on multidimensional 
choice constraints and on language were the rr1ost effec­
tive at discriminating on the basis of trip characteristics . 

The final test of association between the various seg­
mentation bases and travel behavior involved the fitting 
of a separate travel-demand model for each segment 
produced in each segmentation. If models applied to 
segments drawn from one base yield goodness-of-fit 
measures that are consistently superior to those pro­
duced by a different segmentation, the first segmentation 
base is deemed superior to the second for purposes of 
demand modeling. 

The methodology underlying the estimation of modal­
choice models for each of the segments in the four seg­
mentations has been described in detail by Recker and 
Golob (16). Briefly, it involved factor analyzing the 
attribute-satisfaction ratings for the two alternative 
modes to remove multicolinearity and calibrating a prob­
abilistic choice model using attributes representing the 
latent perception factors as explanatory variables. The 
choice model used was the logit model with maximum 
likelihood estimation of parameters, and the dependent 
variable was the respondent's modal choice on the survey 
day. Only those explanatory variables were used in the 
final estimation that had coefficients significantly dif-

ferent from zero at the 95 percent confidence level. 
T able 6 lists two goodness-of -fit indexes for the 

choice mode ls . The first-pseudo R2-is analogoi1 s to 
the coefficient of determination in linear models and is 
expressed as the r atio of explained log likelihood to to­
tal log likelihood. Unfortunately, this measure has no 
known distributional properties and can be shown to have 
a maximum value significantly less than 1.0. The sec­
ond is calculated from posterior probability estimates. 
The primary disadvantage of this statistic is that cases 
in which only slight en or s in probability are m ade (e.g ., 
51 percent posterior probability in favor of choosing the 
mode not actually chosen) are treated the same as cases 
in which gross errors are made. 

There is little differentiation among the results for 
the six segmentations. The overall weighted averages 
of the indexes for the multidimensional choice-constraint 
segmentation were slightly higher than the others, but 
the difference was not sufficient to permit conclusions 
to be drawn. Moreover, the results for the choice­
constraints segmentation were mediated by the fact that 
the sample size for one segment was insufficient to per­
mit estimation of the choice model, and another segment 
exhibited very poor results. 

Fourteen of the 19 segments for which choice models 
were estimated exhibited goodness-of-fit indexes that 
were substantially better than the indexes of the aggre­
gate model. Thus, choice-model descriptive power can 
be increased through the use of segmentation, although 
there is little evidence to favor the use of one segmenta­
tion basis over the others for modeling travel choices. 

Considering the three measures of the association 
between segmentation bases and travel behavior that 
were used here, it must be concluded that the choice­
constraints segmentation is superior to the others in 
distinguishing travel behavior. However, the differ­
ences among the segmentations are not always large, 
and the objectives of a particular segmentation study 
might justify the use of other segmentation bases. The 
attitudinal bases are clearly the weakest for distinguish­
ing travelers on the basis of travel behavior. 

Relation to Planning of Service Options 

Demand models we re estimated for each segment pro­
duced by all six segmentation bases. These models 
were evaluated to assess their potential contribution to 
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Table 6. Results of goodness 
of fit of choice model. 

Type of 
Variables 

Demographic 

Choice 
constraint 

Attitudinal 

Segmentation 

Base 

Multidimensional 

Language 

Multidimensional 

Automobile owne rs hip 

General attitudes 

Attribute importances 

the design and evaluation of transportation plans. On 
the basis of arguments advanced by Recker and Golob 
(16), it was assumed that modal-choice models using 
satisfaction ratings on automobile and bus attributes 
were appropriate demand models to use. Because a 
system attribute, such as bus waiting time, would be 
affected by the implementation of plans that change head­
ways on bus routes, it is desirable that satisfactions 
with bus waiting time be a significant explanator of 
modal choice for some of the segments used in the study. 
It is, in other words, desirable that the segmentations 
used in a particular planning study divide the total pop­
ulation such that some of the groups are sensitive to 
changes in key attributes. If market segmentation is to 
be effective, it is desirable that models estimated on 
segments of the population be more sensitive to service 
variables than are models estimated on the total population. 

This comparison is dependent on the particular plan­
ning study under consideration. Three types of planning 
studies were chosen: those involving primarily changes 
in bus service characteristics, those involving changes 
in automobile costs and traffic congestion, and those in-

factors. 
An attribute describing the bus or automobile mode 

was judged to be a significant explanator of modal choices 
for a particular segment if statistical tests showed a 
significant coefficient for that attribute in a modal-choice 
model. These tests were performed by using the attitu­
dinal choice models described above; the dependent vari­
able in the model estimated for each segment was the 
binary modal-choice variable, and the potential indepen­
dent variables were the satisfaction ratings of the at­
tributes of the bus and the automobile. The attributes 
are the same 25 for which the importance ratings were 
obtained . Care was taken not to allow independent­
variable multicolinearity to affect the tests of signifi­
cance. 

For planning studies -involving bus service character­
istics, the segmentations were indistinguishable. An 
example is the planning of new bus routes for areas not 
being served. Four attributes of travel included in the 
attitudinal survey of workers in Ottawa were proposed 
as attributes that could conceivably be affected directly 
by such plans: bus availability, bus walking time, bus 
waiting time, and number of bus transfers. The seg­
mentations were indistinguishable with respect to dif-

Segment 

French speaking 
Younger and more renters 
Older and more males 
English spe aking 
French spe aking 

Mobile 
Inappropri a te bus routing 
Poor bus accessibility 
Automobilele ss 
Bus less 
None 
One 
Two or more 

Not automobile dependent 
Driving conditions accept able 
Public transit acceptable 
Transportation improvements needed 
Ambivalent 
Service versus personal envi ronment 
Total envi ronm ent versus trave l convenience 
Travel c onvenienc e versus se rvice 

Goodness of Fit of Choice 
Model 

Pseudo R2 

0. 61 
0.30 
0.34 
0.35 
0. 55 

0.47 
0.66 
0. 74 
0.29 

0.39 
0 .60 

0.19 
0.48 
0.52 
0.50 
0.35 
0.37 
0.49 
0.44 

Percentage 
of Co rrect 
Classification 

92 
79 
77 
75 
91 

83 
91 
94 
80 

81 
89 

77 
83 
85 
86 
81 
78 
R4 
83 

ferential sensitivities to these four attributes. 
For planning studies involving automobile costs and 

traffic congestion, the two demographics segmentations 
were deficient. The multidimensional choice-constraints 
segmentation and the two attitudinal segmentations pro­
duced groups that were homogeneous with respect to 
their differential sensitivities to the three proposed 
direct-effect attributes. 

Finally, for planning studies involving bus comfort 
and amenity factors, the multidimensional demographics 
and general attitudes segmentations were the most ap­
propriate. The evaluation of the possible introduction 
of a new transit vehicle, such as one based on new stan­
dards for bus design issued by the U. S. Department of 
Transportation, is an example of such a study. The re -
sults indicate that the multidimensional demographics 
and general attitudes segmentations are the most ap­
propriate for use in such a study. 

CONCLUSIONS 

The evaluation results are summarized in Table 2. Dif­
ft:1•t:1it 8e~1ueutati0u Uat>e8 will Ue u~eiul lur UiiiereuL 
purposes; the findings of this study do not recommend 
a single segmentation base as superior. Most of the 
criteria that were used in this study failed to differen­
tiate among the four nonattitudinal segmentations (i.e., 
multidimensional demographics, language, multidimen­
sional choice constraints, and automobile ownership) . 

The choice-constraints segmentations performed as 
well as or better than all others on most criteria. Hav­
ing clear advantages in measurability and statistical 
robustness over the attitudinal segmentations, the 
choice-constraints segmentations displayed the strong­
est and most easily interpreted associations with travel 
behavior. These results argue for the use of these 
segmentation bases in many planning programs. 

Segmentations based on attitudinal variables per­
formed poorly when compared with segmentations based 
on choice-constraints variables on several criteria. The 
availability of attitudinal data is usually lower because 
cost of its collection is higher . However , attitudinal 
segmentations did perform more satisfactorily than the 
other bases in assessing demand sensitivity to potential 
comfort or amenities improvements in transit service 
(e.g., bus shelters or bus interiors). It may well be 
that attitudinal segmentations are useful primarily for 



certain sophisticated marketing purposes, including 
product design refinements and the development of pro­
motional strategies. 

The demographics segmentations gave results that 
were somewhere between the choice-constraints and the 
attitudinal segmentations with respect to most criteria. 
The demographics segmentations gave rise to satisfac­
tory, although not outstanding, associations with poten­
tial service improvements. The major advantage of the 
demographics segmentations is, of course, a high level 
of measurability. One surprising result was that de­
mand models calibrated for the demographics segmen­
tations were not found to be sensitive to changes in 
automobile -travel costs or traffic congestion; demand 
models estimated for the demographics segments could 
not be used to estimate responses to possible changes 
in such automobile-travel attributes. 

DIRECTIONS FOR FUTURE 
RESEARCH 

First, the data set used in this study was limited to 
work trips, and a broadening of the analysis to trips for 
other purposes would be extremely useful. Second, this 
was a case study in one metropolitan area, and the ex­
tent to which the unique characteristics of the Ottawa 
area may have influenced the findings is unknown. Fur­
ther study using data from other cities would be desir­
able. Finally, the criteria that were used in the evalua­
tion of the segmentation bases are still considered pre­
liminary. It was difficult to formulate operational mea­
sures to match each criterion, and the list of criteria 
may be too short. The criteria generally emphasized 
relations between segmentations and travel-behavior 
variables or demand modeling. Modal choice, however, 
was the primary measure of traveler behavior used, 
and other measures including automobile ownership and 
household-location decisions might also be included. 
The list of criteria used could also be strengthened by 
including additional measures tailored more precisely 
to the evaluation of segmentations in terms of their con­
tributions to promotional efforts in transit marketing. 
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Individual travel-choice behavior may be characterized by individual per­
ceptions of travel alternatives, individual preferences for the attributes 
of these alternatives, and the availability of these alternatives. The re­
search reported in this paper was part of a general study of how individ­
uals choose locations for nongrocery shopping trips. It identifies a per­
ceptual space that represents the way individuals perceive shopping 
locations and evaluates the stability of generality of the perceptual rep­
resentation across independent samples. The perceptual space developed 
consists of three dimensions that represent (ai size and variety, (bj price 
~nd quality, and (c) environment and parking and is similar for two in­
dependent samples of individuals. These results characterize the under­
lying aspects that individuals use to summarize their perceptions of shop­
ping locations, demonstrate the feasibility of developing perceptual 
spaces for destination choices, and support the use of perceptual spaces 
developed for small samples as representative of the population from 
which they are drawn. The results of the cumulative research of which 
this is a part indicate that it is feasible to develop choice models based 
on perceived, rather than on engineering, characterizations of transpor­
tation alternatives. Relating travel choices to perceptions provides the 
ability to evaluate the importance of attributes that are not measurable 
by direct (engineering) methods. 

The primary object of a research project at the Trans­
portation Center of Northwestern University is the de­
velopment of improved models of travel-destination 
choice behavior, particularly with respect to selection 
of shopping locations. The improvements proposed are 
based on an analysis of the processes by which individ­
uals perceive, evaluate, and choose among the alterna­
tives that are available to them. Extensive development 
of travel models based on the analysis of individual 
choice behavior has been made in recent years. These 
models predict expected individual choice probabilities 
for a set of alternatives on the bases of the characteris­
tics or attributes ot the avallab!e alternatives and the 
characteristics of the individual making the choice. The 
attributes of alternatives are normally measured or 
evaluated by objective or engineering means. 

Confining the modeling process to objective perfor­
mance measures only excludes consideration of charac­
teristics for which there are no objective measures. 
Tims, attributes such as comfort, privacy, and security 
are excluded from the characterization of alternatives 
despite recent findings that it is appropriate to include 
them on behavioral grounds (3, 6, 8). The exclusion of 
these variables may lead to misspecification of the 
choice models being developed. Furthermore, this ex­
clusion makes it impossible for planners to evaluate the 
potential impacts of strategies designed to change the 
excluded characteristics of transportation alternatives. 

The present approach represents measurable charac­
teristics at values determined by direct or engineering 
means. This fails to account for individual variations 
in perceptions that may have important effects on choice 
behavior and prevents policy makers from evaluating 
strategies designed to modify individual perceptions of 
travel alternatives. 

The research of which this paper is a part is designed 

to correct these limitations by developing methods that 
describe individual perceptions of shopping locations and 
using these perceptions as input to a choice function. 
This paper describes that portion of the research de­
signed to develop and characterize individual perceptions 
of shopping locations by using multidimensional scaling 
techniques. The results of research in the development 
of perception-based choice models and comparisons of 
alternative methods for the analysis of individual per­
ceptions will be reported in other papers. 

The approach taken here is to develop and describe a 
common perceptual space for groups of individuals and 
to locate shopping locations in this perceptual space. The 
perceptual space represents the underlying character­
istics that individuals use in differentiating alternative 
shopping locations. The development and identification 
of the perceptual spaces for independent samples paral­
lels methods described previously for the identification 
of aspects of comfort of transportation modes (6). 

The primary object of this study is the identlfication 
of the perceptual space that describes the way individuals 
perceive shopping-location alternatives. This identifi­
cation includes the number of dimensions necessary to 
represent individual perceptions of shopping locations 
and the underlying characteristics of each of these di­
mensions. The identification of the perception space is 
based on individual reported similarities between pairs 
of shopping centers. 

The second object of this study is the determination 
of whether the perceptual space developed for a random 
sample of individuals is representative of the perceptual 
space for the population from which they are drawn. The 
method of analysis used is limited to the development of 
a perceptual space basect on data coliected for iOO indi­
viduals. It is hypothesized that this space is representa­
tive of the perceptual space for the entire group of indi­
viduals. This hypothesis is tested by comparison of the 
perceptual space developed for two randomly selected 
samples of individuals. 

METHODOLOGY 

The methodology used in developing and comparing the 
perceptual maps of shopping-center attractiveness had 
four phases. The first phase was the construction of 
measures of similarity between pairs of shopping centers 
for each member of a representative set of individuals. 
These similarity measures were used in the second phase 
to develop a multidimensional perceptual space. The 
third phase was the identification of the dimensions of 
the perceptual space. The fourth phase compared the 
perceptual spaces developed for two different samples of 
individuals: The analysis was based on individual data 
related to perception preference and use of the seven 
shopping locations described below. 



Shopping 
Location 

Chicago Loop 
Edens Plaza 
Golf Mill 
Korvette City 
Old Orchard 
Plaza del Lago 

Woodfield 

Description 

Downtown Chicago central shopping district 
Moderate-sized shopping center on major highways 
Moderate-sized shopping center on major highways 
Small discount shopping area 
Relatively large suburban shopping center 
Exclusive shopping center characterized by Spanish 
architecture and specialty shops 

One of largest shopping centers in Midwest 

Phase One: Constructing the Similarities 
Measures 

The measure of similarity between two stimuli can be 
considered to be the perceived psychological proximity 
between the stimuli. Thus, the lower the rating of 
similarity, the closer two stimuli should appear on a 
perceptual map. When n stimuli exist, there are 
n(n - 1) /2 distinct pairs for which similarity measures 
can be computed. The1·e are s.everal techniques for ob­
taining data on direct-pa ir comparison similarities (i_). 
The method used in this study required individuals to 
rate the similarity between pairs of shopping locations 
on a scale of one to seven as described by Stopher in a 
paper in this Record. These ratings were transformed 
to a scale that ranked the dissimilarity between pairs of 
shopping locations (tied dissimilarities received the av­
erage rank of all tied pairs). The result of this trans­
formation was the normalization of the similarity ratings 
across individuals so that each individual's transformed 
ratings sum to the same number (1 + 2 + ... + 21 = 231). 

Phase Two: Generating the Perceptual 
Configurations of Shopping Locations 
in Multidi mens ional Space 

Multidimensional scaling methods were used to define 
the number of dimensions needed to represent the indi­
vidual's perception space and place the shopping center 
locations in the perception space. The multidimensional 
scaling program used in this study, INDSCAL (1), iden­
tifies a common perception space for a group of indi­
viduals. Differences in perceptions among individuals 
are represented by the relative influence of each spatial 
dimension in the individual's overall determination of 
dissimilarities between pairs of stimuli. There are two 
basic assumptions in the INDS CAL program, First, all 
individuals are assumed to perceive the shopping loca­
tions in terms of the same underlying dimensions. This 
assumption is necessary for the development of a com­
mon perceptual space. Second, the similarity judgments 
of each individual are assumed to be related to the group 
similarity space by differential weighting of the under­
lying dimensions. In this manner, individual similarity 
measures for pairs of stimuli, shopping locations, are 
given by 

(I) 

where 

djk = estimated similarity distance between stimuli 
j, k for individual i; 

r = number of dimensions in the perception space; 
w 1 t = weight that individual i places on dimension 

t, and 
xJt = coordinate of stimulus j along dimension t. 

This expression differs from the usual Euclidean dis-
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tance formula by the inclusion of the weights that rep­
resent the importance that an individual associates with 
a dimension in forming his or her similarity judgment. 
These weights represent idiosyncratic differences in 
perception along each axis of the stimulus space. The 
coordinates of stimuli in the perceptual space and the 
individual weights are estimated by an iterative least­
squares procedure (1). This estimation procedure is 
designed to maximize the portion of the total variance 
in representation of dissimilarities that is explained by 
the stimuli coordinates and individual weights. 

The determination of the correct dimensionality of 
the perception space is based on both the relative fit of 
the different dimensional solutions and the usefulness or 
reasonableness of the resultant space in interpreting 
perceptions. 

Phase Three: Identification of Coordinate 
Axes for INDSCAL Solutions 

The INDS CAL procedure provides a spatial configuration 
of group and individual perceptions for a set of stimuli, 
but to characterize this perceptual space, its dimensions 
must be identified. Although technical tools are available 
to assist in this task, the identification of the underlying 
dimensions is based, at least partially, on judgment. 

One approach to the identification of the dimensions 
is based on an examination of the configuration of the 
stimuli in the perceptual space (3). This examination 
identifies the important characteristics that differentiate 
the stimuli along each of the dimensions. This approach 
must be used when there is no other basis for determin­
ing the characteristics of the dimensions in the percep­
tual space, but its effective use depends on the available 
information on the characteristics of the stimuli included. 

In this study, the identification of the dimensions in 
the group perceptual space was aided by the use of addi­
tional information that consisted of ratings of the shop­
ping centers for each of 16 attributes as discussed by 
Stopher in a paper in this Record. The ratings informa­
tion was represented by a vector of average ratings of 
each shopping center for each attribute. A property­
fitting program, PROFIT (2), was used to place each of 
these 16 attribute vectors in the group perceptual space 
provided by the INDSCAL solution by using linear regres­
sion procedures such that the projections of the stimuli 
in the perceptual space on these vectors most closely 
match the stimulus values on the attribute vectors. The 
orientation of the attribute vectors in the perceptual 
space helps to identify the underlying characteristics of 
each perceptual dimension. 

Phase Four: Comparison Among 
Perceptual Spaces 

Perceptual spaces for the shopping-center stimuli were 
developed for two independent samples of 100 observa­
tions each. The generality of the perceptual space de­
veloped was tested by comparison of the perceptual 
spaces for the different samples. When perceptual 
spaces to be compared appear to have a common con­
figuration and orientation, a direct comparison may be 
made by (a) the coordinates of the stimuli in the percep­
tual space, (b) the rank ordering of the stimuli along 
each of the dimensions in t he perceptual space, and (c) 
the orientation of the attribute vectors in the perceptual 
space. 

When perceptual spaces to be compared do not have 
a common orientation, it is first necessary to rotate one 
of the perceptual spaces. This is accomplished by use 
of the C-MA TCB program (7), which determines the ro­
tation necessary to best match the two different percep-
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tual spaces. After rotation, the perceptual spaces can 
be compared as described above. 

ANALYSIS 

The data were collected from approximately 7500 indi­
viduals who mailed back questionnaires that were dis­
tributed at four s hopping centers in the North Shore area 
of metropolitan Chicago (9). These data were screened 
to eliminate individuals who indicated that they were not 
familiar with one or more of the seven shopping locations 
or who did not respond to all the questions required for 
this analysis. This left approximately 1600 question­
naires from individuals who had answered all the ques­
tions and indicated that they had at least some familiarity 
with each of the shopping-center stimuli. A further re­
duction was necessary because the INDS CAL program 
can analyze simultaneously only up to 100 individuals. 
Two random and mutually exclusive samples of 100 ob­
servations each were selected to develop the required 
perceptual spaces and to conduct the analysis. 

The following procedure was used: 

1. Develop and interpret the perceptual spaces for 
one sample at different levels of dimensionality and 
select the best on bases of judgment and fit statistics. 

2. Identify the perceptual spaces of varying dimen-
sions for the other sample. 

3. Compare the perceptual spaces from the two 

Figure 1. Variance in R2 
similarities-data explained. 
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Figure 2. Attribute groupings and perception dimensions. 
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samples and determine the consistency between the 
samples. 

Perceptual Spaces for Sample One 

Perceptual spaces were developed for sample one for 
two to six dimensions, The portion of the overall vari­
ance explained by each perceptual space is described in 
Figure 1. As expected, the increase in the variance ex­
plained by each added dimension decreases. There are 
elbows (changes in slope) for the three and five­
dimensional solutions. 

The individual dimensions in the various perceptual 
spaces were interpreted by fitting the 16 attribute­
rating vectors for the seven shopping locations in each 
of the perception spaces. These vectors of attributes 
were grouped together for each dimensional space by as­
signing each attribute to that dimension with which it has 
the largest vector cosine. Figure 2 summarizes these 
groupings for the two through five-dimensional spaces 
and categorizes those attributes that tend to group to­
gether. The effect of increasing dimensionality of the 
perceptual space can be examined by follu\ving the 
changes in groupings. 

The two-dimensional solution combines size and va­
riety (group 1) and parking quality (group 2) on one di­
mension and environment (gl'OUll 3) and price and quality 
(group 4) on the second dimension. The three­
dimensional solution restructures the clustering of 
groups to produce a more distinctive pattern of dimen­
sions: One dimension consjsts of size and variety (group 
1) alone; the second dimension combines parking quality 
(from group 2) with environment (from group 3) and may 
be interpreted as an overall measure of environment in­
cluding ease of parking; and the third dimension includes 
price and quality only. The four-dimensional solution is 
similar to the three-dimensional solution except that 
store layout is separated from group three to identify 
the fourth dimension. This attribute also loads heavily 
on the same dimension as the other attributes in the con­
venience group, which suggests that little improvement 
in perceptual understanding is obtained by use of the 
fourth dimension. 

The five-dimensional solution is similar to the four­
dimensional solution except that the fifth dimension was 
loaded only with number of stores, which was previously 
included in the size-and-variety group, and price was 
shifted from the price-and-quality group to the dimen­
sion that p1~eviously iucluded only store layout. The :ro­
sulting dimensions do not lend themselves to useful in­
terpretations. The six-dimensional solution was not 
analyzed as none of the 16 attributes were associated 
with the sixth dimension. 

The ease of interpretation of the three-dimensional 
perceptual space and the small change indicated by the 
four-dimensional solution suggest that this space is ap­
propriate to represent shoppers' perceptions of shopping 
places. The characterization of the dimensions is based 
on the length of the attribute-vector projections on each 
dimension. 

The selection of the three-dimensional solutions is 
supported by the elbow in the variance-explained curve 
at this point (Figure 1). The selection of the three­
dimensional solution also is supported by the ability to 
represent the attribute vectors in this space. The 
PROFIT model produces Pearson correlations for the 
goodness of fit of each attribute vector in the perception 
spaces, which increased markedly between the two and 
three- dimensional spaces, but little between the three 
and !our-dimensional spaces (Table 1). The locations 
of the attribute vectors in the three-dimensional spaces 



are illustrated in the two-dimensional projections shown 
in Figures 3, 4, and 5. 

Perceptual Spaces for Sample Two 

Perceptual spaces were developed for sample two for 
two to four dimensions. The portion of the overall vari­
ance explained for the different spaces is almost identical 
to that for the corresponding spaces for sample one. As 
with sample one, there is an elbow for the three­
dimensional space. 

The two and three-dimensional perception spaces are 
very similar to the corresponding spaces for sample one. 
The same attribute groups load on the same dimensions. 
Thus, the interpretations of the two and three­
dimensional spaces for sample two are identical to 
those for sample one. The four-dimensional solution 
is similar to the three-dimensional solution except that 
credit availability is separated out to identify the fourth 
dimension. This attribute also loads heavily on dimen­
sion three (price and quality), which suggests again that 
the fourth dimension does not provide useful additional 

Table 1. Correlation of attribute vectors with perceptual spaces. 

Dimension of Perceptual 
Space 

No. Attribute 2 

1 Layout of store 0.87 
2 Ease of returning merchandise 0.73 
3 Prestige of store 0.99 
4 Variety of merchandjse 0.98 
5 Quality of merchandise 0.98 
6 Credit availability 0.80 
7 Reasonable prices 0.80 
8 Availability of sales items 0.81 
9 Free parking 0.49 

10 Stores in compact area 0.78 
11 Store atmosphere 0.91 
12 Ability to park 0.64 
13 Shopping-center atmosphere 0.90 
14 Sales assistance 0.89 
15 Availability of special stores 0.96 
16 Number of stores 0.97 

Figure 3. Projection on dimensions 1-2 plane. 
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information. As with sample one, the Pearson correla­
tions for the goodness of fit of the attribute vectors in 
the stimuli spaces increased markedly between the two 
and three-dimensional solutions, but little between the 
three and four-dimensional solutions. 

Thus, the analysis of sample two is similar to that of 
sample one. The two and three-dimensional solutions 
provide similar interpretations of the perceptual spaces 
for both samples. The four-dimensional solutions do not 
produce significant additional information on perceptual 
structure in either sample and have different structure 
between samples. 

Figure 4 . Projection on dimensions 1-3 plane. 
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Comparison Between Sample One and 
Sample Two 

One of the objects of this research was the determination 
of the existence of a common perceptual space for shop­
ping centers among residents of the North Shore area in 
which the sample was collected. One method of testing 
this hypothesis is to construct perceptual spaces by using 
independent samples and compare the spaces for con­
sistency. Comparisons were made between perceptual 
spaces with two, three, and four dimensions for two in­
dependent samples. The comparisons are based on 

1. Correspondence between the coordinates of the 
stimuli (shopping centers) in the perceptual space and 

2. Correspondence between the directions of the at­
tribute vectors in the perceptual spaces. 

These comparisons assume a common orientation of the 
perceptual spaces developed for the two samples. This 
parallels the INDSCAL assumption that the perceptual 
space that is developed has a unique orientation, so that 
no rotation of the axes is needed to recover the under­
lying perceptual dimensions. 

The common orientation of the perceptual spaces for 
the two samples was tested by determining the rotation 
necessary to obtain maximum correspondence between 
spaces of common dimensionality. The two, three, and 
four-dimensional perceptual spaces were compared by 
using the C-MATCH p1•ogram (7). This p1·oceclure takes 
two configurations of a common set of stimuli, orthog­
onally rotates either or both of them to obtain the max­
imum congruence between them, and computes the rota­
tion matrix required to obtain this congruence. The 
rotations required to obtain the maximum correspon­
dence between each pair of spaces are shown in Table 2. 
Little rotation is necessary to match the two and three­
dimensional spaces between samples (as indicated by the 
closeness of these rotation matrices to the identity ma-

Table 2. Rotation matrices to obtain maximum correspondence 
between samples. 

Sample 1 

Sample 2 

Two-dimensional space 

' v.vv 

2 -0.11 
Three-dimensional space 

1 0.99 
2 -0.03 
3 0.06 

Four-dimensional space 
1 0.94 
2 -0.03 
3 -0.31 
4 0.11 

2 

v . 11 

0.99 

0.04 
0, 99 

- 0. 05 

0. 21 
0. 82 
0. 52 

- 0. 13 

3 4 

• 0.05 
0. 05 
0 .99 

0.25 -0.02 
- 0.57 -0.04 

0. 74 0.29 
- 0.25 0.96 

trices). However, the four-dimensional spaces require 
substantial rotation to achieve maximum congruence. 
As was indicated above, the INDSCAL solution is in­
tended to produce a perceptual configuration that rep­
resents a unique orientation in the perceptual space. 
The fact that rotation is required to achieve maximum 
congruence suggests .that there are underlying differ­
ences between the perceptual spaces for the two four­
dimensional solutions. The lack of correspondence be­
tween these spaces is a probable result of increasing the 
degrees of freedom of the perceptual spaces to the point 
where the program is fitting the random elements of the 
particular data set rather than the underlying perceptual 
structure. That is, the higher dimensionality exhausts 
the structural information in the data set. Green and 
Wind (5) have suggested that for metric solutions, the 
determlnancy of the space will be high when the number 
of stimuli is three or more times the number of dimen­
sions in the perceptual space, and on this basis, the 
discrepancy between the four-dimensional solutions for 
spaces based on only seven stimuli is not surprising. 

The very small amount of rotation required to obtain 
maximum congruence between the pairs of two and three­
dimensional spaces confirms the common orientation be­
tween these pairs of perceptual spaces. The C-MATCH 
program also produces a measure of the correlation of 
interpoint distances (which is independent of rotation) be­
tween spaces of like dimension. These correlation mea­
sures were 0.87, 0.94, and 0.86 for the two, three, and 
four-dimensional spaces respectively. 

Further comparisons of the INDSCAL solutions for 
the two samples are given for the two-dimensional spaces 
in Tables 3 and 4 and for the three-dimensional spaces 
in Tables 5 and 6. Tables 3 and 5 compare the coordi­
nates and rank order of each of the stimuli on each axis 
in the perceptual spaces. Tables 4 and 6 compare the 
dominant loadings of the attribute vectors along each axis 
in the perceptual space, Tables 3 and 4 indicate a high 
degree of correspondence between the two-dimensional 
spaces generated by the two samples. The locations of 
the various shopping centers in the perceptual spaces 
are similar, although there is some disparity in rank 
ordering. The dominant loadings of the attribute vectors 
are similar with the exception of the stores-in-a­
compact-area attribute, which loads almost equally in 
the two dimensions. Tables 5 and 6 indicate a high de­
gree of correspondence between the three-dimensional 
spaces. The locations of shopping centers is similar, 
the number of rank differences is less than that for the 
two-dimensional spaces, and the dominant attribute 
loadings are very similar. 

This analysis indicates an extremely strong corre­
spondence between the three-dimensional spaces de­
veloped for the two independent samples. This strong 
correspondence has two important implications: First, 
it is possible to develop a perceptual space for a popu­
lation group based on analysis of data for a small repre-

Table 3. Sample comparison: stimuli coordinates and rank order (two dimensions). 

Dimension 1 

Sample 1 Sample 2 
Shopping 
Location Coordinate Rank Order Coordinate 

Chicago Loop 0.50 0.46 
Edens Plaza -0.35 5 -0. 13 
Golf Mill 0.08 4 0.13 
Korvette City -0.46 7 -0.45 
Old Orchard 0.16 3 0.12 
Plaza del Lago -0.40 G -0.58 
Woodfield 0.46 ?. 0.44 

Dimension 2 

Sample 1 

Rank Order Coordinate 

1 -0.17 
5 0.10 
3 -0 ,11 
6 -0. 76 
4 0.34 
7 0.48 
2 0.12 

Rank Order 

6 
4 
5 
7 
2 
1 
3 

Sample 2 

Coordinate 

0.11 
0.01 

-0 . 30 
-0. 73 

0.30 
0.51 
0.10 

Rank Order 

3 
5 
6 
7 
2 
1 
4 
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Table 4 . Sample comparison : 
Dimension 1 Dimension 2 

attribute vector loading along 
axes (two dimensions). Attribute Sample 1 Sample 2 Sample l Sample 2 

Layout or store 0.98 0.93 
Ease of returning merchandise 0.97 0.84 
Prestige of store 0.94 0. 90 
Variety of m e rchandise 0.98 0. 98 
Quality o[ merchandise 0.94 0. 92 
Credit availability 0 .95 0.98 
Reasonable price s -0.92 0. 75 
Availability of sales items 0. 76 0.92 
Free parking -0.96 -0 .93 
Stores in compact area -0.80 0.75 
Store atmosphe re 0.97 0.91 
Ability to park -0.96 -0.93 
Shopping-cente r atmosphere 0.99 0.99 
Sales assistance 0.99 0.99 
Availability of special stores 0.89 0.89 
Number of stor es 0.96 0.93 

Table 5. Sample comparison : stimuli coordinates and rank order (three dimensions). 

Dimension 1 Dimension 2 Dimension 3 

Sample 1 Sample 2 Sample 1 Sample 2 Sample 1 Sample 2 

Shopping Coordi- Rark Coordi- Rank Coordi- Rank Coordi- Rank Coordi- Rank Coordi- Rark 
Location nate Orde r nate Order nate Order nate Order nate Order nate Order 

Chicago Loop 0.41 2 0.45 1 0.35 2 0. 31 2 -0. 69 7 -0.67 7 
Edens Plaza -0,34 fi -0, 13 5 -0.03 5 -0.09 5 0.14 5 0.25 3 
Golf Mill 0.18 3 0.14 3 -0.41 6 - 0. 37 6 0.27 2 0.24 4 
Korvette City -0.45 6 -0.44 6 -0.64 7 -0. 65 7 -0.47 6 -0.49 6 
Old Orchard 0.18 4 0.12 4 0.21 3 0.23 3 0.33 1 0.35 1 
Plaza de! Lago -0.46 7 - 0.59 7 0.49 1 0.53 I 0.18 4 0.06 5 
Wood[ield 0.49 1 0.45 2 0.01 4 0.04 4 0.25 3 0.26 2 

Table 6. Sample comparison : 
attribute vector loading along 
axes (three dimensions) . 

Dimension 1 Dimension 2 Dimension 3 

Attribute Sample I Sample 2 Sample I Sample 2 Sample I Sample 2 

Layout of store 
Ease of returning merchandise 
Prestige of store 
Variety of merchandise 
Quality or merc handise 
Credit availability 
Reasonable prices 
Availability of sales items 
Free parking 
Stores in compact area 
Store atmosphe re 
Ability to park 
Shopping-center atmosphere 
Sales assistance 
Availability o( special stores 
Number of st o r es 

0. 93 

0.88 

0.79 

0. 87 
0.92 

sentative sample drawn from that group, This means 
that perceptual representations can be extended beyond 
the sample of estimation to the population it represents 
in the same way that choice models are presently ex­
tended and implied. Second, in contrast to earlier ex­
pectations, it is possible to develop a representative per­
ceptual space with a high degree of determinacy even 
when the number of stimuli is less than three times the 
number of dimensions. This is important because the 
number of relevant stimuli (alternatives) in 
transportation-choice situations is often small. 
However, the lack of correspondence between the 
four-dimensional spaces confirms that there is a close 
limit to the exploitation of small data sets. 

CONCLUSIONS 

There were two primary objects of this research. The 
first was an investigation of the feasibility of constructing 
a representative perceptual space of shopping locations 

a.so o. 73 
0.97 

0.81 0. 77 
0. 75 

-0 . 85 - 0 .76 
0. 90 

0.87 
0.93 

0.84 
0. 94 

0. 78 
0 .89 
0. 87 
0.75 
0. 87 
0.91 

0.80 
0.95 

o. 81 
0.91 
0. 79 
0.71 
0.88 
0.90 

based on a small sample of individuals by analyzing re­
ported measures of similarity. The second was the 
identification of underlying perceptions of shopping lo­
cations and an understanding of the policy implications 
indicated by these perceptual aspects. 

With respect to the first object, the analysis demon­
strated the ability to develop perceptual spaces in two 
and three dimensions that are subject to reasonable in­
terpretation and similar for two independent sets of ob­
servations. These results indicate both that the develop­
ment of perceptual spaces for destination attractiveness 
characteristics is feasible, and that the perceptual space 
developed is representative. 

With respect to the second object, the perceptual 
space that has the bes t i.nterpret ability has the following 
three underlyi11g characteris tics: (a) size and va.riety, 
(b) price and quality, and (c) envi ronment and parking . 
These three characteristics, therefore, suggest them­
selves as appropriate attractiveness measures to be 
used in destination-choice modeling. The common prac-
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tice of rep1·esenting alternative shopping locations in 
te1·ms of measures of size and variety (such as retail 
employment or floor space) alone will define underspeci­
fied choice models. The results of this research sug­
gest directions for objective quantification of shopping­
location attributes that represent other characteristics 
that are important in formulating perceptions of shopping 
locations and provides decision makers with information 
about present perceptions. Discrepancies between these 
public perceptions and management perceptions suggest 
directions for changes in policies that may improve pub­
lic perceptions. This is particularly critical when lack 
of information or misinformation causes incorrectly 
poor perceptions and consequently low utilization. 
Finally, this research confirmed the potential for mea­
suring characteristics of consumer alternatives that are 
not measurable by direct or engineering means. Such 
consumer measurements could provide a basis for ex­
tending the scope of transportation policy analysis to in­
clude consideration of improvements in subjective char­
acteristics of transportation alternatives. 
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Instrumental and Life-Style Aspects 
of Urban Travel Behavior 
Shalom Reichman, Department of Geography, Hebrew University 

The travel behavior of social groups has been discussed 
in the literature on the basis of several conceptual ap­
proaches. The first, the logistic-operational approach, 
emphasizes the prediction of flows in constrained trans­
portation networks. Thus, trip-generation models have 
been developed that account for the trip-making rates 
of various population groups, which is sometimes re­
ferred to as a category analysis of travel demand (9). 
The second, the spatial-activity approach, relates travel 
purposes to urban forms and functions. Given the 
various preferences of social groups in terms of their 
activity space within a citywide opportunity field, dif­
ferent population groups are presumed to have distinc­
tive residential choices and trip patterns, so as to over­
come the friction of distance caused by the spatial dif­
ferentiation of urban areas (3). The third, the market­
segment approach, focuses on the varying needs of spe­
cial groups in society. In this approach, the travel be­
havior of the disadvantaged, such as the poor, the aged, 
or the disabled, is investigated with the aim of identi­
fying potential ways to overcome their mobility depri­
vation. 

This increasing interest in the travel patterns of so­
cial groups has been accompanied by a closer investi-

gation of the behavioral aspects of travel demand. The­
oretically, travel is considered as an intermediate 
good, for which the demand is derived from the demand 
for the activity performed at the trip destination. In a 
broader sense, this function of transportation is known 
as the instrumental aspect of travel, where the activity 
of traveling ought to be related to a set of various tangi­
ble needs or requirements of households that necessi­
tate movements between real-world locations. The in­
strumental aspect of transportation has been widely 
used in the methodological formulation of travel re­
seru·ch, partly because of its obvious linkage to postu­
lates of the theory of consumer behavior (1). 

It is common practice to provide an operational def­
inition of the instrumental function of transportation by 
a classification of trip purposes. Three main categories 
of trip purposes can be defined on an increasing scale 
of elasticity: 

1. Subsistence trips (i.e., work and business trips) 
are characterized by their inelasticity in terms of pe­
riodicity, time, and location; 

2. Maintenance trips (i.e., those for personal affairs 
and shopping) have more elasticity as far as the need it-



self is concerned, but a somewhat greater flexibility in 
the choice of destinations, time, and periodicity; and 

3. Leisure trips (those for entertainment, social, 
and sport purposes) are relatively the most flexible, be­
cause they are clearly related to discretionary activi­
ties 0), 

More recently, an argument has been advanced that 
the instrumental aspect of travel patterns of social 
groups may be a necessary, but not a sufficient, com­
ponent of a fully behavioral analysis of travel phenom -
ena. The questions arose from two separate, but con­
verging research efforts. The first was the attempt to 
formulate the basic constructs of the psychological and 
social factors that influence the travel behavior of 
households and individuals living in urban areas (5). 
The second was the idea that households and individuals 
may have established life-styles in which transportation 
or mobility patterns fulfill some ends in themselves. 
This particular question evolved partly from the incon­
clusive travel adjustments shown during the energy 
crisis in 1973-1974 (8). 

In this paper, the premise is investigated that the 
instrumental aspects of travel should be complemented 
by those of another dimension that reflects the habitual 
behavior of individual decision makers. This dimen­
sion is sometimes labeled the preference pattern or the 
taste system of persons or households, but it is prefer­
able to call it the life-style aspect. Life-styles are 
assumed to be shaped by recurrent behavioral re­
sponses to socioeconomic conditions, as well as to 
deeper personal or social attitudes, roles, or values. 
The specific mechanism of the behavioral response is 
partly reflected by consumer-behavior concepts in 
economics; human-development stages, role theory, 
and decision-making processes in psychology; and con­
cepts of social mobility and household management in 
sociology. 

Four life-style aspects appear to be particularly rel­
evant, either separately or together, to individual or 
household travel behavior. 

1. The level of economic resources available to the 
household and the propensity to consume -economic 
resources act as catalysts to travel, not only in over­
coming the monetary costs of trips, but also in the in­
creased propensity to consume goods and services at 
the trip destination. 

2. The social engagement-disengagement continuum, 
which reflects the degree of involvement with people 
and functions in the immediate vicinity or in the urban 
environment in general. On one end, there are house­
holds with a very low level of engagement (or a high 
degree of disengagement) with the rest of the world, 
and on the other hand, there are households with a high 
involvement with their surroundings. 

3. Role differentiation within the household-house­
holds with different cultural backgrounds and family 
sizes will have reached different forms of task alloca­
tions, according to the role of the male and female 
heads of household. Thus, every instrumental need 
listed above, particularly for nonsubsistence trips, can 
be performed either by any member of the household or 
by a specific member, depending on their habitual roles. 

4. Control and awareness of time allocation, which 
is an element that relates to the feasibility that house­
holds can plan and order their daily routine or rhythm 
of life. Some households are likely to have very little 
control over their routines, while others have a high 
degree of control and may be in a position to determine 
whether to perform an activity out of the home or to 
have other people come to them. 
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The relation between the life-style aspects-economic 
resources, social engagement, role differentiation, and 
control over time-and the instrumental aspects-over­
all mobility, subsistence, maintenance, and leisure-of 
travel behavior can be viewed as a matrix. In each cell 
(i.e., for each combination of both aspects), the inter­
action can be scaled on a high-to-low continuum. 

The main problems encountered in an empirical in­
vestigation of the relation between the life-style and 
the instrumental aspects of travel behavior are asso­
ciated with the proper selection of the data and the re­
search methodology. Life-style aspects should be 
regarded as composite and dynamic behavioral con­
structs, whereas the data collected in travel surveys 
are usually socioeconomic variables that serve as static 
proxies for the underlying behavorial mechanisms. 
Similarly, the research methodology that almost sug­
gests itself is an in-depth household interview, pref­
erably on a longitudinal basis. However, the amount of 
information required about the background, attitudes, 
and behavior of each household and its representative­
ness would probably preclude the collection of a sample 
that was sufficiently large for significant cross tabula­
tions. 

With the limited scope of a single study, a number of 
simplifying assumptions had to be made, mainly due to 
the available data. The life-style aspects were supple­
mented by socioeconomic variables, despite their in­
adequacy. Thus, reported household income represents 
economic affluence and the propensity to consume, and 
social engagement is reflected by age. Role differentia­
tion is shown by focusing on travel patterns of the head 
of household. Finally, time control may be represented 
by level of education and vehicle availability. For the 
research methodology, an existing large cross-sectional 
survey, rather than a much smaller longitudinal sample, 
was used. The rationale was that if social groups could 
be differentiated even on the basis of the inadequate data 
and research design, a more extensive investigation 
would be justified. 

DATA BASE 

The data were collected as a follow-up of the 1972 
census. The population sampled included all inhabitants 
aged 5 and over who had a fixed residence during the 
survey period in localities with 10 000 or more inhabi­
tants or in smaller localities contiguous to metropolitan 
areas. The sample was conducted between November 
1972 and June 1973 in 70 localities and included 55 000 
households. Although only 30 percent of all households 
have a light vehicle at their disposal, the sample was 
weighted so that 50 percent of the households included 
had vehicles. 

The methods of data collection were the standard 
home-interview questionnaires and cordon and screen­
line surveys. The enumerator visited households in the 
late afternoon and inquired about trips occurring between 
2:00 p.m. on the preceding day and 2:00 p.m. on the day 
of the visit. Special attention was paid to trip informa­
tion from each individual member of the household. 
Since the data were collected only on weekdays, the trip 
distributions obtained reflect only averages of weekday 
travel. As in most travel studies, the dependent vari­
able is the reported trip distribution of household 
heads, where a trip is defined as a movement by means 
of a motorized vehicle from a point of origin to a desti­
nation, including walking for the purpose of reaching 
the point from which the journey was to start (2). 

On the basis of the methodological introduction, the 
following specific variables were selected for the 
analysis. 
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1. Reported annual household income for households 
that earn salaries or wages (self-employed households 
were deleted because of the potential bias in their re­
ported income) were subdivided into four groups. 

2. The variable selected as a proxy for role, was 
head of household, who is the shaper and the mobile 
element of the household's mobility pattern. 

3. Vehicle availability in the household refers to 
private passenger vehicles, commercial vehicles with 
a load capacity not exceeding 1 Mg (1 ton), or two-wheeled 
vehicles not used for carrying goods. The proportion 
of private automobiles was 82.4 percent, and 85 percent 
of all vehicles were fully owned by the households . Be -
cause 95 percent of the families with a vehicle at their 
disposal have only one, it was not necessary to further 
subdivide automobile availability by the number of 
vehicles. 

4. Age was represented by the conventional classi­
fication of young, middle aged, and old. 

5. Education was based on years of schooling. 
6. Instrumental aspects were the total trips, which 

represent overall mobility, and subsistence trips, which 
include work and business trips. In some cases, main­
Lemrnce and leisure trips were also included in the 
analysis. 

By a careful selection of the subpopulation, the size of 
the sample was reduced to about 28 000 observations-
14 277 households with automobiles and 13 487 automo­
bileless households -covering the entire urban popula-

tion of the country and having the characteristics shown 
below (1 I£= $0.24 in 1973). 

Standard 
Characteristic Value Deviation 

With automobile 
Age, years 42.63 8.90 
Income, 1£ 23 225 10 590 
Schooling, years 13.24 3.40 

Without automobile 
Age, years 44.69 11.10 
Income, I..C 13 785 8780 
Schooling, years 9.22 3.68 

INTERACTIONS OF LIFE-STYLE AND 
INSTRUMENTAL ASPECTS OF TRAVEL 

It is commonly recognized that vehicle availability, in­
come, and education act as positive catalysts to house­
hold travel and reinforce each other in their effects. 
Age, on the other hand, particularly old age, is per­
ceived as a barrier to mobility. When travel patterns 
of household heads are considered (Table l ), the overall 
results are similar, although a number of specific inter­
actions are noteworthy. 

1. The net positive effect of income on overall mo­
bility is higher in the group of automobileless house­
holds than in that of families with automobiles. Also, 

Table 1. Average daily 
Education (years) 

trips of household 
heads. 0 to 8 9 to 12 13 to 15 >16 

Age Annual Income Automobile 
(years) (I£) Availability All Subsistence All Subsist ence ALI Subsistence ALI Subsistence 

,3 4 <8 000 Yes 4.1 1.6 3.5 1.4 4.2 1. 5 4. 7 1.3 
No 2.0 0.8 2. 7 1.1 2. 7 1.0 3.0 1.1 

8 000 to 16 000 Yes 3.1 1.2 4, 1 1. 7 4. 1 1, 5 4.4 1. 5 
No 2.2 0.9 2. 7 1.2 2.8 1.0 2.7 0.9 

16 000 lo 25 000 Yes 3.6 1.4 4.3 1. 8 5.1 2.1 4.3 1.6 
No 2.1 0.8 3.0 1.2 3.0 1.2 2. 4 0.9 

>25 000 Yes 2.9 1.1 4.4 1.8 4.2 I. 7 4, 3 1.8 
No I. 7 0.8 3.4 1.5 2. 4 1.0 2.8 1.0 

35 to 64 ··8 000 Yes 2.8 1.1 3.6 1.4 3.8 1.6 4. 2 I. 7 
No 1.8 0.8 2.1 0.9 2, 1 0.9 2.4 0.9 

8 000 to 16 000 Yes 3.1 1.4 3.8 1.6 4.0 1.6 4.4 2.0 
No 2. 1 0.9 2.3 0.9 2.6 1.2 2.1 0.8 

16 ooo lo 25 000 Yes 3.1 1.3 4.1 1.B 4.4 2.0 4. 1 1. 7 
No 2.2 0.9 2.7 1.3 2.G I.I 2.6 1.0 

>25 000 Yes 3.4 1.5 4.2 1.9 4,•I 2.0 4.1 1. 8 
No 2. 1 0.9 2.6 1.2 2.7 1.2 2.9 1.2 

265 ,8 000 Yes 2.3 I . I 1.8 0.6 1.6 0. 7 3.4 1.8 
No 1. 7 0. 7 2.2 0.9 2.2 0. 7 1.9 0.6 

8 000 to 16 000 Yes 2.6 1.6 3.3 1. 8 1.8 0.9 3.9 1.2 
No 1.8 0. 7 2.3 0.9 2.1 0.7 2.5 0.9 

16 000 lo 25 000 Yes 2.1 0,9 3.8 I. 7 2.3 1.0 2.4 I.I 
No 2.0 0.9 2. 2 0.9 2.0 0.7 1.7 1.1 

>25 000 Yes 3.6 2.7 3 2 1,7 4.0 2.0 3.8 1.5 
No 1.6 0.8 2. 6 1.2 2.8 I. I 2. 7 1.2 

Table 2 . Quantitative relations between trip generation of household heads and selected socioeconomic variables. 

Inde pendent Variable 

Education In Education In Income Age In Age Constant 

Dependent Variable Value t-Statistic Value t-Statistic Value t-Statistic Value t-Statistic Value t-Statistic Value t-Statistic n' 

With automobiles 
All trips -0.315 0 .062 ·1.570 o. 760 0.179 0.057 -0.018 0.004 -4.439 1.215 o. 732 
Subsist ence trips -0.208 0.034 2.723 0.422 0.150 0.032 -0.036 0.016 1.453 0.648 -7.B16 1, 800 0.675 
Maintenance and 

leisu1·e trips -0 .055 0.029 0.977 0. 357 -0,539 0.070 1,132 0,617 0. 717 
Without automobiles 

All trips -0.083 0.043 1. 306 0.407 0.197 0. 046 -0.011 0.003 -1.064 0. 560 0. 787 
Subsiste nce trips - 0.082 0.025 0.926 0.234 0. 123 0. 026 -0.003 0.001 -1 .251 0. 351 0.664 
Maintenance and 

leisure trips 0 . 199 0.023 -0.186 0.032 0.643 0. 144 o. 776 



the effect increases in both groups with the age of the 
household head. 

2. Age is always a negative factor. This is probably 
due to the deletion of children and adolescents from the 
sample, thus removing the lower tail of the usual bell­
shaped distribution. Similarly, when only household 
heads are being included, the difference between the 
mobility of the various age groups is modest and does 
not exceed 25 to 35 percent between group averages. 

3. The effect of education on travel is not simply 
additive to that of income. In reality, at higher levels 
of education and income, some reduction in overall mo­
bility and subsistence travel can be observed. 

4. Subsistence trips are the predominant trip pur­
pose, as befits the case of household heads. Education 
is generally negatively related to this predominance. 

To determine the interaction between the life-style and 
the instrumental aspects of household heads, standard 
multivariate techniques were used (Table 2). 

The quantitative relations shown in Table 2 substan­
tiate the basic premise that three socioeconomic 
variables-education, income, and age-contribute in­
dependently to a large degree of the explained variance 
of trip generation by household heads. Furthermore, 
the effect of income is positive, although weak. Age is 
nearly always negatively related to the various instru­
mental aspects of travel. Education shows mixed inter­
actions, depending on the statistical formulation of the 
relations. 

The derivation of the elasticities of income, educa­
tion, and age shown below provides an additional insight 
to the effects of these variables on the mobility patterns 
of household heads. 

Dependent Variable 

Independent Variable Income Education Age 

With automobiles 
All trips 0.044 0.099 -0.184 
Subsistence trips 0.087 -0.020 -0.050 
Maintenance and leisure trips NS 0.284 -0.611 

Without automobiles 
All trips 0.085 0.235 -0.218 
Subsistence trips 0.126 0.177 -0.154 
Maintenance and leisure trips NS 0.540 -0.506 

Three general observations can be made: 

1. On the whole, the elasticities of the variables on 
instrumental aspects of travel are fairly low, with the 
exception of maintenance and leisure trips. 

2. Automobile less families have almost consistently 
higher elasticities than do households with an automobile 
available. 

3. Income elasticities are positive, but very low; 
age elasticity is negative, but higher; and educational 
elasticities, although generally positive, show an in­
teresting exception, namely that of subsistence trips by 
household heads with automobiles. 

Turning now to the behavioral interpretation of the 
findings, several inferences seem to be appropriate. 
First, economic resources appear to have only a small 
effect on either overall mobility (within the observed 
range) or subsistence travel, probably because of the 
low costs of the trips relative to their utility or to the 
satisfaction derived at the trip end. However, the lack 
of significant results about maintenance and leisure trips 
should be considered in the light of the availability of 
weekday travel data without the complementary weekend 
travel. Second, the engagement-disengagement contin­
uum is reflected by the difference in the travel patterns 
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of young vis-a-vis elderly household heads. Young 
adults are the most mobile group and make more trips 
for nonsubsistence purposes, particularly at higher 
levels of education. This is the age when the basic ac­
tivity space is being formed, probably through a process 
of search and an evaluation of the opportunity range of­
fered by the urban environment. Old age, on the other 
hand, is characterized by a substantial decrease in mo­
bility. These lower levels of mobility of the elderly can 
be related to both the disengagement and the activity 
theories of aging (6). 

Control and awareness of time are represented by 
both education and vehicle availability. Lower educa­
tional levels are generally associated with occupations 
that do not permit trips during working hours, whereas 
higher educational levels presumably allow a greater 
flexibility in subsistence travel, particularly business 
trips. However, higher educational levels may also 
have an opposite effect, because of a greater awareness 
of time and of the need for planning the use of this 
scarce resource. In a more detailed analysis, it was 
found that the income elasticities of maintenance and 
leisure trips of household heads who have an automobile 
and belong to the group with the highest education tend 
to be negative. This suggests that education has a 
mixed interaction with mobility, positive up to a certain 
level and then becoming negative, when the number of 
trips is reduced either by better planning or by a sub­
stitution of the person who is performing the trip. 

The effect of automobile availability is two-fold: On 
the one hand, as has been shown above, it reduces the 
differences among the various variables that represent 
life-styles. In other words, when they have an automo­
bile available, people with less income have a trip­
making behavior more similar to that of people with 
higher income than they would have without an automobile. 
The same appears to be true for education and age. This 
particular effect of the private automobile may be termed 
an equity effect, in that it overcomes basic differences in 
socioeconomic characteristics of the traveling popula­
tion. At the same time, the apparent dissimilarity be­
tween the elasticities of automobile-owning and auto­
mobileless household heads suggests a divergent pro­
pensity to use the opportunity field offered by the urban 
environment. Such a dual mobility pattern has been ob­
served in a separate study (7) and seems to be reinforced 
by the findings of the present analysis. 

CONCLUSIONS 

A comparison of socioeconomic variables and their re­
lations to weekday travel patterns in urban areas of 
Israel has shown a number of noteworthy variations in 
the distributions that can be related to a firmer be­
havioral rationale. This paper attempts to link the 
choice mechanism to a set of habitual responses in­
herent in the instrumental nature of travel and in life­
style aspects that presumably underlay the preference 
systems of various groups in society. 

Even in a simple cross-sectional analysis of standard 
household travel surveys, it was possible· to isolate sev­
eral phenomena that are usually missed in the normal 
category analysis of trip generation: the counter effect 
of higher education on income in reducing mobility; the 
existence of a highly mobile age group, young adults, 
with a travel behavior opposite to that of the better 
known, less mobile group of the elderly; the equity 
effect of automobile availability; and finally, the small 
weight of income on the trip generation of household 
heads. 

These results should be considered as partial and 
tentative, because of the limitations of the data. These 



42 

limitations include the lack of independent data on mo­
bility, such as trip lengths or vehicle kilometers of 
travel by the various social groups. Also, there was no 
information available on pedestrian movements, which 
would complement the investigation of instrumental 
needs that can be fulfilled without making a trip at all. 

A number of implications for transportation research 
and policy may be outlined. First, survey techniques 
should include specific life-style variables and be ad­
ministered in panel-type longitudinal surveys, so as to 
obtain more direct information on travel behavior. 
Second, a reconsideration of the population to be in­
vestigated in such surveys is required, so that sub­
groups who might respond more rapidly to transporta­
tion policy measures could be identified. Finally, the 
relations shown in this study precede the energy crisis. 
In view of the high probability that travel costs will in­
crease in the future, the likely effect of this trend on 
the elasticities of the various socioeconomic variables 
should be investigated. 
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Public Attitudes Toward Transit 
Features and Systems 
J, J. Haynes, Department of Civil Engineering, 
J. N. Fox,* Department of Industrial Engineering, and 
B. T. Williams, Department of Sociology, University of Texas, Arlington 

An attitudinal survey was made in the Dallas-Fort Worth metropolitan 
area in 1973-1974 to obtain representative public attitudes toward a 
comprehensive array of urban public transit features and systems. The 
sample population surveyed were demographically representative of the 
area. The questionnaire was structured such that the reasons for some 
of the attitudes could be deduced. It consisted of a series of questions 
about transit features or operational elements and a section about whole 
transit systems. An unbiased, informative audiovisual presentation ac­
companied the administration of the questionnaire, calling attention to 
various human factors, aesthetics, economics, and innovations regarding 
public transit. The questionnaire also incorporated a provision for 
quantification of attitudes by adding a question about money to be in· 
vested in a transit-system feature to the usual qualitative scale of an· 
swers. The importance scales were compared to the money-investment 
scales by using factor analysis, regression analysis, and other techniques. 
The five transit systems in the questionnaire were improved bus, dual 
rail, other-tracked vehicle, dual mode, and demand responsive (bus). 
This type of research is consistent with a contemporary philosophy of 
system development that emphasizes user-oriented techniques as an ap­
proach to enhancing public transit usage. 

The initial objects of this research were two. The first 
was to determine the nature and type of human design 
factors that the public believe are important and should 

be incorporated in the transportation system. The 
second was to determine what type of overall system 
people prefer. Subsequent aspects of the study involved 
examining the data and determining any interrelations 
among the various parameters. The final step was to 
identify the underlying factors that influence regional at­
titude and behavior patterns in the public's decision to 
ride or not to ride any public transit system. Such at­
titudinal information should allow transit planners to be 
more sensitive to the desires of the public. This study 
was sponsored by the Urban Mass Transportation Ad­
ministration of the Department of Transportation. 

The experimental design and the data analysis at­
tempted to determine the answers to a series of propo­
sitions about attitudes toward transit in the Dallas- Fort 
Worth metropolitan region. 

The first phase of the research was the development 
of an attitudinal-survey, or questionnaire, form. This 
required several exploratory sessions, reviews, inter­
views, and revisions. The next phase of the research 
involved the presentation of the questionnaire to a rep­
resentative sample population. Regional demographic 
characteristics such as income, sex, age, distance to 



work, and others have been compared to those of the 
sample, and the sample is considered to be reasonably 
representative. Weighting the survey toward those 
groups of people who were using mass transit was con­
sidered, but rejected because such a sample, while 
yielding certain useful information, would fail to con­
sider potential customers not then using the available 
transit. The demographic characteristics of the sample 
were cross tabulated with their attitude and desire cate­
gories to determine whether users or nonusers of public 
transit were demographically homogeneous or not. 

Statistical techniques (factor analysis and multiple 
regression analysis) were applied to the data to deter­
mine the interrelations between population attitudes 
toward public transit and the total range of demograph­
ics , human .factors in design, preferences for different 
types oi systems and 1·esultant projected beha vior (to 
1·ide or not to r ide). 

Someone will ultimately have to pay for any transpor­
tation system selected, whether it is through the fare­
box or in taxes. The economic-aspects section of the 
questionnaire attempted to determine attitudes about how 
a system should be financed. Public opinion is important 
because these people will be those voting on bond issues 
and otherwise deciding how to finance new transit sys­
tems. 

SURVEY METHODOLOGY 

The development of the data-gathering methodology was 
the first task of the research. The first major decision, 
which had greater importance than originally envisioned, . 
was to use a group-presentation technique rather than a 
personal interview. The questionnaire was developed 
over a period of 6 months. A five-person team that in­
cluded a sociologist, a transportation engineer, a human­
factors engineer, and two graduate students met and de­
bated the questions to be asked and their wording and 
ordering on the questionnaire. After several pilot tests, 
given to and critiqued by different socioeconomic groups, 
to reduce the bias of the questionnaire, the final form 
was developed. 

Audiovisual Program Development 

During the initial trials of the questionnaire, it was re­
alized that the respondents would need some kind of in­
formative material preceding or accompanying it. This 
had the potential of reducing the validity of the survey if 
the presentation introduced bias. The audiovisual pre­
sentation consisted of 35-mm slides synchronized with 
a taped commentary to ensure consistency. The opera­
tion was automatic and all respondents were shown the 
same information in the same manner. The slides were 
selected of a wide range of both present and proposed 
transit vehicles and systems. Some slides were pre­
pared by the research team, and others were obtained 
from system operators and the manufacturers and de­
velopers of such systems, vehicles, and equipment. The 
slides were selected to hold the interest of the- viewers, 
as well as for the presentation of unbiased information. 
Human-factors considerations were pointed out, but 
none were labeled as good or bad. Transportation inno­
vations and features were shown that were predicted to 
be available in the future, as well as those that were 
currently available. The slides were especially impor­
tant in explaining the different types of transportation 
systems. Many of the respondents had not previously 
seen examples of some types of systems, and a correct 
interpretation based only on a verbal description would 
have been very difficult. The audiovisual presentation 
required that a trained announcer be used for the narra-
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tive and that the slides be of high quality and closely 
follow the subject matter. Consideration was also given 
to the amount of time the slides were projected on the 
screen and the moment of introduction of each slide. To 
lend a more personal atmosphere, personal or live 
greetings and introductions were included, as well as a 
question-and-answer period after the session for those 
desiring more information. 

Questionnaire Design 

The final version of the survey questionnaire was divided 
into four sections. The first section-personal informa­
tion-was designed to obtain personal statistics. The 
respondents were asked not to identify themselves by 
name and were assured complete anonymity. Items 
such as income, age, sex, household questions, and 
background information about the use of present mass 
transit facilities were necessary to distinguish answers 
from special groups, such as the turnpike users. 

The second section of the questionnaire dealt with the 
socioengineering factors of mass transportation systems 
and was an attempt to determine the more desirable fea­
tures for future systems. A unique part of this section 
was the provision of an investment column for dollar 
amounts to be allocated each year for the development 
of desired features. This column gave a further quanti­
fication of preference and could also serve to test the 
validity of the answers. It was seriously examined dur­
ing the pilot studies. Although it did create some con­
fusion, its benefits greatly outweighed its disadvantages, 
and so it was retained in the final design. 

The investment column was set up in a manner that 
required forced choices, because some features had to 
receive no money. If the minimum investment was made 
in each case, a maximum of 20 of the 26 features could 
receive allocations for development. If strong prefer­
ences were shown by the allocation of more than the 
minimum amount to one or more features, fewer than 
20 could receive financial aid. It was felt that this man­
ner of investment was preferable from two points of view. 
First, it forced the respondent to think and quantify his 
or her preferences, because it was not possible to just go 
down the page and distribute money according to the im­
portance given to each feature. Second, it could be used 
as a finer scale for interpreting the importance ratings, 
as well as providing a cross reference for validity. 

The third section was designed to determine public 
reactions to transit issues such as maximum walking 
distance to and from the transit system, maximum wait­
ing time for vehicles to arrive, and maximum costs per 
unit distance for fares. This section also sought data on 
the extent of agreement by the public about ownership, 
fare subsidization, use of public taxes, bond issues, and 
the desirability of extra service for extra fares (such as 
first-class airline tickets). The respondents were then 
asked whether they would use a good transit system if it 
existed today and whether they thought they would be 
using one within the next 30 years, and why. 

The fourth section-preferences for transportation 
systems-used a different approach to determining at­
titudes. Five different transportation systems were de­
scribed during the audiovisual portion of the presentation 
and the respondent was asked to bid on each system ac­
cording to how he or she felt it would serve the needs of 
the people in the Dallas-Fort Worth area. Slides depict­
ing some features of each of these systems were col­
lected from representative firms and agencies. To 
eliminate any bias in the slide presentation, approxi­
mately the same number and quality of slides were se­
lected to show the features of each system. The five 
systems selected were improved bus, dual rail, other-
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tracked, dual mode, and demand operation. The ques­
tionnaire contained a brief printed summary of each sys­
tem to refresh the respondents' recollections. In addi­
tion, a combination category was established to determine 
a combination of any two systems the respondent felt 
would provide a good overall system for the area. Be­
cause great differences exist in the costs of development 
and installation of each system, it was felt that some kind 
of cost-range information was necessary. However, 
exact ranges, if such were available, would probably 
have had a greater influence on the amount bid than 
would relative cost ranges such as high, medium, and 
low. This last section was largely educational; it was 
designed to acquaint the public with some of the pro­
posals for future transportation development and to mea­
sure their reactions to such systems. It was expected 
that the socioengineering-design questions of the second 
section would still be fresh in their minds and that they 
would look for some of these human-factors considera­
tions in formulating their bids for each system. 

To keep the questionnaire from becoming too long, 
all design-related human factors could not be inr.lu<led . 
In the category of engineering design, noise, illumina­
tion ., air quality, and pollution have been the subjects of 
several previous studies, and so they were excluded. By 
excluding these bioenvironmental factors it was not im­
plied that they were less important, rather that the lack 
of space necessitated their removal in favor of less 
studied factors, 

The questionnaire was organized so that a minimum 
of contamination between sections would occur. The 
sequence was especially important in the last section 
covering the five proposed systems. The section about 
investment in transportation systems was placed last in 
the hope that the human:.factors considerations of earlier 
sections would be remembered and perhaps used in the 
system selection. The economic and convenience as­
pects were deliberately placed after the design section 
to allow more candid answers to the design-features 
questions without the financial aspects influencing the 
ranking of importance of the features presented. The 
general-aspects section was inserted between the design 
section and the proposed-system section to determine 
existing attitudes before the introduction of proposed 
systems. 

ANALYSIS OF QUESTIONNAIRE DATA 

The problem of determining significant relations was 
complicated. Because of the large number of variables 
and relations present in the questionnaire, only selected 
interrelations were investigated. These included the 
following: 

1. People in this region will be willing to ride an 
improved public transit system that incorporates public 
needs and desires. 

2. There are certain human factors involved in tran­
sit preferences and attitudes that are more important 
than others. 

3. There is a significant relation between the level 
of importance given to such human factors and the demo­
graphic characteristics of a person or group of persons. 

4. There is a positive correlation between the im­
portance a person places on any particular feature and 
the amount of money that person would be willing to in­
vest in achieving its inclusion in a transit system. 

5. Certain human factors or other design features 
are common to all transit systems and do not vary in 
kind and intensity among systems. 

6. There is a positive correlation between a person's 
attitude toward public transit and his or her personal de-

cision to accept and use a transit system. 
7. There is a significant relation between the type of 

public transit system preferred and the person's socio­
economic or other demographic characteristic. 

8, There is general apathy toward mass transit in 
the Dallas-Fort Worth metropolitan area. 

To test these propositions, correlation analysis 
(largely in the form of contingency tables) and a standard 
factor analysis were used. These tests were selected 
because most of the propositions deal with significant 
relations between the variables at the first level. Simple 
contingency tables easily show such first-level relations. 
(A first-order relation assumes that all variables have 
the same weight, and thus determines the relations be­
tween one variable and the others, but not those between 
a combination of two or more variables and the others.) 

Demographic Comparison 

The survey was intended to be representative of the 
voting-ap;e population in the Dallas- Fort Worth metro­
politan area. The demographic characteristics of the 
sample are compared with those from actual census data 
in Table 1. The sample is slightly weighted towards the 
upper income end with a mean income of $12 500 (com­
pared with an income of $12 000 for the census-data 
population). The mean number of perso11s in the house­
hold (3.42) for the sample population is almost identical 
to that (3.44) of the census-data population. The mid­
cities area is overrepresented, and Dallas is underrep­
resented; however, growth patterns show the midcities 
area to be expanding more rapidly than either Dallas or 
Fort Worth, and the sample fits future population pro­
jections. Overall, the survey data are reasonably rep­
resentative of the area under consideration. 

In the study area, 88.3 percent of the working popu­
lation actually drive to work in an automobile, and in the 
sample 90.1 percent drove to work. This indicates the 
minor current role of mass transportation at present. 
The survey respondents drive an average of 13.3 km (8,3 
miles) to work and have an average of 2.17 persons hav­
ing a driver's license/ household and an average of 2.04 
automobiles/household. Their replies to questions about 
other transportation characteristics are shown below. 

Percentage 
Question RP.sponsP. of Total 

Do you use any kind of public transportation Yes 29.5 
No 70.5 

Do you car pool to work Yes 10.0 
No 90.0 

Do you drive as part of your work Yes 40.3 
No 59.7 

How often do you use the bus Daily 3. 1 
Weekly 4.6 
Monthly 5.5 
Yearly 16.2 
Never 70.6 

Essentially, the table above indicates that there is an 
automobile for every person with a driver's license and 
that only 13.2 percent of the population ride the bus (the 
only mass transit mode available in this metropolitan 
area) more than once a year. 

Design Features 

The 26 design features measured are listed in Table 2, 
which also includes the mean values of their importance 
ratings (on a scale of five for very important to one for 
very unimportant) and the mean values of the money in­
vestments for each. 



To interpret the money aspect of the questionnaire, 
it is necessary to understand the instructions for that 
portion of it. The following is an excerpt from those 
instructions: 

If you and your community were going to be actively developing public 
transportation for this urban area, please indicate just how you would be 
willing to invest a maximum of $2 000 000 toward this purpose. 

If you feel that a particular feature is desirable and think that money 
should be invested for its development, we ask that you invest at least 
$100 000. To keep calculations easy, please invest in multiples of a 
100 000 (for example, $0, $100 000, $200 000, $300 000, and so on). 
Remember that, because the total amount invested cannot be more than 

Table 1. Demographic characteristics. 

Sample Actual 
(percentage (percentage 

Characteristic of total) of total) 

Age 
<26 years 8.4 18.9 
26 to 35 years 31.7 23.5 
36 to 45 years 29.5 19.0 
46 to 55 years 15.5 16. 7 
56 to 65 years 9.0 11 .3 
>65 years 5.9 10.6 

Sex 
Male 46.5 47.3 
Female 53.5 52.7 

Marital status 
Single 13.2 21.3 
Married 82.2 71.1 
Other 4.6 7.6 

Home 
Rent 20.9 37.8 
Own 79.1 62.2 

Family income 
$0 to $3 000 3.5 7.2 
$3 000 to $6 000 8.0 13.3 
$6 000 to $9 000 5.8 19.4 
$9 000 to $12 000 9.6 20.5 
$12 000 to $15 000 15.7 15.4 
$15 000 to $25 000 32.9 18.4 
>$25 000 24.0 5.7 

Geographic location 
Fol't Worth 20.9 21.9 
Midcities 30.4 11.1 
Dallas suburbs 20.3 19.5 
Dallas 28.4 47.0 

Table 2. Ratings for 26 design features . 

Design Feature 

Trip time (avg speed) is a primary design factor 
Smooth ride (not bumpy, swaying, or jerky) is a necessity 
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$2 000 000, you are not going to be able to invest in every design fea­
ture. 

Table 3 shows that the respondents put great empha­
sis on a safe and efficient system. It also pinpoints 
some of the design features that are lacking in many 
mass transit systems, but important to the potential 
riding public. Features such as a nice and clean vehi­
cle and system, fast routing information, weather pro­
tection, and station accessibility are all high on the im­
portance list. On the other hand, the table shows that 
comparatively few seem to care about passenger privacy, 
house-to-destination routing, or socially attractive 
stations. 

There are some interesting differences between the 
importance ratings and the money ratings. This was 
expected for the following reasons: 

1. It was emphasized to the respondents that there 
need not be correlation between the two. 

2. Some people may consider a feature very impor­
tant, but think that its relative cost is low. 

3. Some people may consider a feature very impor­
. tant, but not be willing to spend money on it. 

4. Some people may consider a feature not too im­
portant and realize that its cost is very high. 

Table 3 gives the average money allocated to each 
feature, based on the total completed questionnaires. 
There is a large variation, ranging from $214 900 for 
vehicle-accident safety to $16 100 for passengers help­
ing with the establishment of rules. Several respondents 
allocated $800 000 (40 percent) or more of their money 
to the safety design feature. It seems logical that pas­
sengers helping establish the rules received a very low 
money allocation because time, rather than money, 
would be needed to fulfill this design feature. 

Some variables have quite different relative positions 
on the money allocation scale, as compared to the im­
portance scale. In particular, eight features were rated 
far higher on the importance scale than on the perceived 

Importance Money Investment 
Rating ($) 

Value SD Value SD 

3.851 0.979 119 200 109 200 
3.833 0.965 94 100 83 200 

Comfort inside the vehicle is important (such as comfortable seats, back rest, leg room, and elbow room) 
Vehicle should be extremely safe from accident or collision 

3.662 
4.650 

0.931 
0.652 

91 300 88 000 
214 900 159 400 

Vehicle s hould have considerable privacy for its passengers 
Vehi c le should have rest-room facilities · 
Vehicle must be modern and of the latest design 
Design must easily accommodate the handicapped (be accessible to wheel chairs, crutches, and blind) 
Vehicle must have built-in safety for passengers from hazards such as robbery and assault 
Ve hi cle must be designed to deal with emergencies of passengers (such as accidenls, seizures, and heart attacks) 
Vehi c le should be under automatic control (e.g., controlled by a computer) 
Vehicle, its stations, and pathways must (it in with the natural surroundings 
Passenger should have some physhm ) control over the vehicle (e.g., a means to cause the vehicle to stop in case of 

emcrgon~ies and to stop at the passenge r's station) 
Vehicle stations should offer protection from the weather 
Vehicle stations must provide safety for patrons from hazards such as robbery and assault 
Vehicle stations should provide route information such as maps and time tables 
V1;? hlcle stations should be attractive socially (i.e., equipped with facilities such as neighborhood meeting rooms, 

t l(~,·ision roonls, and game rooms) 
Transportation system should have fast and easy-to-understand information on routing (e.g., where the vehicle 

stops and goes and when it arrives) 
Vehicle should pick you up at your house and take you to your destination door 
Vehicle should be extremely dependable and not break down because of mechanical failure 
Vehicles should be extremely punctual 
Passengers should help establish the rules and regulations for the riders 
Vehicle sys tem must be ndopt:1ble to changing needs (e.g., it should have the .. bility to change routes, directions, 

and nun.her of ,·chicles easily) 
Vehicles and system property should be kept nice and clean 
H lhc :BHlliOn is not :it my rront door .. then it should be easy to get to from my residence nnd Crom my place of work 
Mnnngeml.!nt of the trnnsportation system must consider the customers, employees, and community when establish-

ln~ policy and ptocc,luru& 

2.261 
2.837 
3.111 
4.086 
3.985 
3.640 
2. 741 
3.340 

3.312 
4.246 
4.092 
4.040 

1.880 

4.289 
2.140 
4.333 
4.016 
2. 767 

3.658 
4.294 
4.179 

4.250 

1.114 16 700 47 600 
1.370 38 800 60 800 
1.046 61 000 93 700 
1.007 107 000 95 000 
1.065 105 300 119 400 
1.156 82 800 92 800 
1.281 66 100 105 900 
1.065 72 800 91 900 

1.311 51 000 64 200 
0.836 92 900 77 800 
1.002 93 200 98 500 
1.052 47 600 54 900 

1.091 17 200 39 400 

0.924 69 400 68 700 
1.211 20 900 58 200 
0.856 157 100 l!O 800 
0.873 60 000 76 000 
1.346 16 100 39 800 

1.045 78 900 83 200 
o. 759 82 100 65 200 
0.937 89 300 116 500 

1.024 56 700 75 800 
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cost of provlcting them. These were (a) nice, clean ve­
hi cles and systems, (b) fast infol'mation on routing, (c) 
management considering the community, (ct) protection 
from weather at stations, (e) station accessibility (easy 
to get to), (f) protection of station patrons from crime, 
(g) route information at stations, and (h) punctual vehi­
cles. The importance of rest-room facilities, passen­
gers helping establish the rules, and passenger control 
of the vehicle showed the greatest variability of response. 

Transit Issues 

The results of the third section of the questionnaire are 
given in Table 3. These questions dealt mainly with at­
titudes towards transit issues. It is noteworthy that the 
sample population definitely agreed that a public mass 
transportation system would be worthwhile, even con­
sidering its limitations and that they might be taxed for 
its upkeep, and would be willing to use a good system 
today (and even tnol'e so in 20 years). There was average 
agreement that tax money should be used to keep fares 
low. People generally desired a system that ran fre­
quently (no more than- 7 min waiting) and came close to 
their home (no more than 2.25 blocks away), 

The data were analyzed to determine whether certain 
features or issues varied significantly with age, sex, or 
family income. The results found by using a 90 percent 
confidence limit (a= 0.10) are given in Table 4. 

Table 3. Attitudes toward transit issues. 

Attitude 

Ratings of Transit Systems 

The following instructions for rating the five major types 
of h·ansit systems (improved bus, dual rail, other­
tracked, dual mode, and demand operations) were given 
to the respondents for the fourth section of the question­
naire. 

If you (and your community) were now to begin developing an urban 
public transportation system that would be completed within about 20 
years, please indicate your preference for each of the different systems. 
Bear in mind that the different systems would cost different amounts 
and that your bidding represents the best offer you are willing to make 
for each system. For your benefit, a brief description of the basic fea­
tures of each of the different systems has been provided on the follow­
ing pages. 

The urban public transportation systems listed below 
are distinctly different. Each, alone, could be developed 
to provide transportation throughout the city. In fact, 
citywide travel (rather than longer distance travel be­
tween different cities) is the object of each of these dif­
ferent types of transit systems. 

1. Improved bus system: This system would involve 
a citywide system that used new types of buses with im­
proved comfort, lowered door steps, spaces on board 
for the handicapped, and on-board information services. 
There would be improved bus stops and stations featuring 

Mean Response 

Longest distance person should have to walk getting to and from vehicle station, blocks 
Longest time person should have to wait for vehicle at station, min 

2.25 
7 

Highest cost pt! r kil omet or cusiom ··r t.l1 1lllld have to pay for transit, ¢ 

Public transportation :'ii •s te ms nhould be! privately (not publicly) owned 
If system is publicly owned, fares should be kept low by public taxes 
If system is publicly owned, it should be built by tax money (not bonds) 
Should be first-class section with extra service for those who want it 
I realize the limitations of a public transportation system and that I may be taxed for its upkeep, but 

think it will be worthwhile in this area in the next 20 years 
I believe I would use a good public tnU1sportation system instead of an automobile if it were available today 
If I am living in this area 20 years from now, I think I would use a good public transportation system 

instead of an automobile 

Table 4. Variables that varied significantly with age, sex, or income. 

vanaoie 

Importance of trip time 

Importance of passenge L' 
privacy 

Importance of passenger 
safety from crime 

Importance of automatic 
control over vehicle 

Importance of looks of ve­
hicles and stations 

Importance of socially at­
tractive staUons 

Importance of on-time 
vehicles 

Importance of station ac­
cessibility 

Agree public transporta­
Uon should be privately 
owned 

Agree to use taxes to 
keep fares low 

Agree system to be built 
by tax money 

Agree would use a good 
transportation system 
today 

Varied Significantly 
WiLi1 A~l! 

Younger find more im­
portant 

Middle aged find more 
important 

Older find more impor­
tant 

Older find more impor­
tant 

Mlddle aged find less 
important 

Middle aged and older 
[ind more important 

Older find less impor­
tant 

Younger find more im­
portant 

Younger dlsag-ree more 

Middle a~ed disagree 
more 

Middle aged disagree 
more 

Middle aged disagree 
more 

Importance of vehicle 
accident safety 

Importance of restroom 
facilities 

Importance of accommo­
dating the handicapped 

Importance of passen~er 
safety from crime 

Importance of handling 
passenger emergencies 

Importance of weather 
protection at stations 

Importance of protecting 
station patrons from 
crime 

Importance of route in­
formation at stations 

Importance of socially 
attractive stations 

Importance of fast in­
formation on routing 

Importance of passen­
gers helping establish 
rules 

Importance of station 
accessibility 

Walking distance to 
stations 

Agree to use taxes to 
keep fares low 

Ag-ree system to be 
built by tax money 

Varied Significantly 

Females find more im­
portant 

Females £ind more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females find more im­
portant 

Females £ind more im -
port ant 

Females find more im­
portant 

Females find more im­
portant 

Females find it should 
be less 

Males agree less 

Males agree less 

3 to 4 
Slightly below avg agreement 
Avg agreement 
Below avg agreement 
Below avg agreement 

Above avg agreement 
Slightly above avg agreement 

Above avg agreement 

Importance of vehicle ac­
cident safety 

Importance of restroom 
facilities 

Importance of accommo­
dating the handicapped 

Importance of passen~er 
safety from crime 

Importance of handling 
passenger eme rgenc ies 

Importance of passengers 
helping establish rules 

Walking distance to and 
from station 

Varied Significantly 
'1:~' i, ~:1 i hCUiuo;; 

Lower income find more 
important 

Lower-middle income 
find more important 

Lower income find more 
important 

Lower income find more 
important 

Lower income find much 
more important 

Middle income find more 
important 

Lower- middle income 
willing to walk less 



protection from the weather, good lighting, bus route 
maps, and free telephone information about routing, 
schedules, and fares. Express busways would be pro­
vided along selected corridors in the city and give rapid 
or express service. The express buses would operate 
on exclusive 1•ights-o.f-way or freeway lanes. The city­
wide system would provide feeder service or connections 
to the express busways. 

2. Dual-rail system: This system would consist of a 
combination of commuter trains, rail rapid transit on 
exclusive rights-of-way, and trolleys or streetcars on 
public streets. The characteristics of this system are 
that the vehicles use the standard two-rail track system, 
and it is generally not possible to have at-grade cross­
ings on city streets, except for the trolleys or street­
cars that provide local service. Construction can be 
elevated (overhead tracks) or subway (tunnel) as prefer­
ences and relative costs dictate. Improved equipment 
featuring more comfortable cars, on-board attendants, 
reserved seat sections, and automatic control is in­
corporated. Terminals or waiting stations would provide 
protection from the weather, good lighting, and route 
and schedule information. 

3. Other-tracked system: This system would involve 
transit vehicles that operate with an exclusive track, 
such as monorail or channel. These special tracks may 
not be placed at grade with any street system, but must 
be constructed either over or under the existing street 
system. The vehicles might be small (5 to 10 pas sen­
gers), be suspended on a cushion of air or ordi11ary 
pneumatic tires, and have electric, turbojet, or con­
ventional gasoline engines. There would be express 
routes featuring larger vehicles (or several smaller ones 
connected into a train) that would have fewer stops and 
higher speeds. There would also be a distribution net­
work of special tracks throughout the city with more 
frequent stops and lower average speeds. At least some 
of the vehicles might be automatically controlled. The 
terminals or station stops would feature the same mod­
ern conveniences available to the dual-rail system. 

4. Dual-operation system: The dual-mode system 
consists of small vehicles (similar to automobiles) that 
are manually operated by the driver on parts of the city 
street system. There would, however, also be a net­
work of major guideways in the city on which the vehi­
cles could be operated automatically. The driver would 
drive the vehicle onto the guideway and manually indicate 
his or her destination, and the vehicle would be auto­
matically operated down the guideway to the exit point. 
The driver would then operate the vehicle manually to 
reach the precise destination. Such a vehicle would have 
pneumatic tires for operation on the city streets and use 
either those wheels or possibly another set of a different 
type (rail, for example) for operation on the guideway. 
Power could be provided by batteries for operation while 
off the guideway. Electrical power from the guideway 
could be used to power the vehicle and to charge its bat­
teries while it is operating on the guideway. In the initial 
development of such a system, a gasoline or diesel en­
gine could be used, and buses (or larger transit vehicles) 
could operate on fixed routes off the guideway and be 
powered along the guideway for express bus service. 

5. Demand-operation system: This system would in­
volve various sizes of modern buses ranging from small 
minibuses carrying 5 to 10 passengers to large 50-
passenger buses. The buses would pick up passengers 
at their trip origins while possibly picking up and dis­
charging other passengers en route. The passengers 
would call the dispatcher and state where they were to 
be picked up and where they wished to go. The sys t em 
is controlled by the dispatcher's computer and two-way 
radio to continuously direct the vehicles. Some devia-
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tion from the most direct route is allowed so that the 
buses may pick up and deliver other passengers. A 
maximum waiting time for pick up is given the prospec­
tive passenger by the computer when the call requesting 
service is made, and the passengers are assured that 
their trip will require no more than some stated maxi­
mum time. The computer determines the vehicle best 
situated to fulfill each request without violating any as­
sured times or overloading any vehicle. Because of the 
nature of its operation, the system acts like a slow, 
shared taxi service and operates on the city streets. 

Indicate your best offer by bidding an annual amount in millions of dol ­
lars for each system. Your bid can be as high as 10 million and as low as 
0 million (if you think the system would not be worth anything) . For 
example, if you think one system would be fairly good for your city's 
needs (and your trips as well), you might bid an annual 4 million or 5 
million; if you think another system would be very worthwhile for you 
and your city, you might bid 9 million or 10 million. 

The results of the bidding are given below. 

System 

I mp roved bus 
Dual ra i l 
Other tracked 
Dual operation 
Demand operation 

Cost Range 

Low 
High 
High 
Medium 
Medium low 

Avg Annual 
Amount Bid ($) 

4 003 000 
3 756 000 
4 221 000 
2 622 000 
3 235 000 

The improved bus system was awarded much higher 
bids in relation to its costs. Significant amounts were 
bid for dual-rail and for other-tracked systems, but be­
cause of their much greater implementation costs, the 
improved bus system is considered the clear-cut public 
preference. 

It is possible that one important factor was that people 
were simply willing to invest the most money in the sys­
tems they were most familiar with. Residents of this 
metropolitan area had seen very little of either dual­
mode or demand-operation systems before viewing them 
during the presentation, and their bids probably reflected 
this lack of familiarity. 

Following the bids on the five major types of systems 
was an opportunity to bid on any combination of two of the 
five. The instructions for responding to this question 
were 

Combining your choice of two of the previou sly described systems, you 
may provide the desirable transit for your city . Indicate the two systems 
you prefer t o combine. 

A probable transit system of the future would be a com­
bination system, not one exclusive type. The responses 
to this question are shown below. 

Combination 

I mp roved bus and demand operation 
I mp roved bus and other tracked 
I mp roved bus and dual rail 
Other tracked and demand operation 
Other tracked and dua l mode 
Dual rail and oth er tracked 
Dual mode and demand operation 
I mp roved bus and dual mode 
Dual rail and demand operation 
Dual rai l and dual mode 

Preference 
( percentage 
of responses) 

17.3 
16.9 
15.7 
11 .4 
9.4 
7.2 
6.7 
5.9 
5.9 
3.4 

An improved bus system combined with either a 
demand-operation, an other-tracked, or a dual-rail 
system accounted for more than 50 percent of the re­
sponses. This, again, may be partially explained by the 
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fact that these were the most familiar combinations. 

CONCLUSIONS 

There is a need and a latent demand for a good mass 
transit system in northern Texas. A large segment of 
the public wants a system that will approach the conve­
nience of the automobile. Other segments of the public 
need transit systems that can accommodate their par­
ticular set of travel needs. In designing new systems , 
some features must be given more attention than others. 
According to this study, punctuality, care for passen­
gers, weather protection, route information, station ac­
cessibility, community consideration, and safety are 
wanted the most. Passenger privacy, socially attractive 
stations, and house-to-destination routing are far less 
important. 

The population sample used in this study was repre­
sentative of the Dallas-Fort Worth metropolitan area. 
Bias in answering the questionnaire was greatly reduced 
by the use of a prerecorded audiovisual program. 

The findings of this research were confirmed through 
the use of a correlation analysis that used a 90 percent 
confidence level. The following propositions were found 
to be true: 

1. People in this region will be willing to ride an im­
proved public transit system that incorporates public 
needs and desires. 

2. Certain human factors involved in transit prefer­
ences and attitudes are more important than others. 

3. There is a significant relation between the level 
of importance given to such human factors and the demo­
graphic characte ris tics of a person or group of persons. 

4. There is pos itive correlation between the impor­
tance a person places on any particular factor and the 
amount of money t hat person would be willing to invest 
in achieving the inclus ion oi the factor in a transit system. 

5. Ce rtain hu man factors or other design features 
are common to all transit systems and do not vary in 
kind and intensity among systems. 

6. There is positive correlation between a person's 
attitude toward public transit and his or her personal 
decision to accept and use a transit system. 

The following proposition was found to be false: 

There is a significant relation between the type of public 
transit system preferred and the person's socioeconomic 
or other demographic characteristic. 

The following proposition was found to be probably 
true: There is general apathy toward mass transit in the 
Dallas-Fort Worth metropolitan area. 

Thus, the planner might realize that, no matter which 
system is implemented, it will be equally attractive for 
use by most segments of the population. He or she does 
not have to worry about implementing one system for one 
portion of the community and another for a different por­
tion. This argument could be used to overcome political 
obstacles when extending the transportation system 
across city and county lines. 

There will be an increasing need for mass transporta­
tion in the Dallas-Fort Worth metropolitan area. At 
present, people are unwilling to leave their automobiles, 
but they generally see the long-term necessity for tran­
sit because of pollution, overcrowding, and energy prob­
lems. Although people will not be lured from their auto­
mobiles to transit by choice, they seem to feel that they 
may be required to use transit more in the future. The 
results of this study could be used to determine the most 
acceptable forms of transit for the future. 

There was a slight preference for a tracked-vehicle 
system or an improved bus system, with a dual-rail sys­
tem ranking third, as indicated by the money allocations 
for the five different systems. The costs of the bus sys­
tem would be significantly less than those of the other 
systems (for the total urban area system required), and 
the public's willingness to allocate money for such a sys­
tem makes it clearly the cost-effective choice. 

The proposition that apathy exists towards mass tran­
sit is probably true. While no questions dealt directly 
with this issue and the analysis of the questionnaires can­
not prove the hypothesis, the results indicated that it is 
true. This indicates the need for a publicity campaign 
to inform the public of the availability of transit now and 
the important issues that lie ahead for transportation in 
the urban areas of the future. 

Publication of this paper sponsored by Group 1- Transportation Systems 
Planning and Administration. 

*Deceased. 




