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Density is an important macroscopic parameter of traffic flow. A number of studies have based estimations of the density on a section of roadway on speed and flow measurements at the section entrance and exit. This paper views density as a continuous-time, stochastic process and considers the characteristics of the process itself. The study relied on freeway traffic data previously obtained by sequential aerial photography. Position data were smoothed and interpolated to construct individual trajectories, which were aggregated to obtain continuous vehicle counts in roadway sections of various lengths. Autocorrelation functions and power spectra were calculated for these records. It was found that, for the traffic flow under consideration, correlation time was proportional to freeway section length. The power in the process was concentrated below a cutoff frequency that was inversely related to section length. The implications these results have for sampling real traffic processes are discussed.

Density was recognized as an important parameter early in the study of traffic flow. For example, Greenshields (1) concluded that time mean speed was a linear function of density in vehicles per kilometer. His density, the ratio of flow to the arithmetic average of the speeds of vehicles passing the measurement point, is now known to be a biased estimate of the number of cars on a given roadway section (2, 3).

A number of studies have considered the problem of basing estimations of density on a section of roadway on speed and flow measurements at the section entrance and exit (4, 5, 6, 7, 8, 9). This study views density as a continuous-time, stochastic process and considers some of the characteristics of that process.

The data for this study were originally obtained by taking sequential aerial photographs of a three-lane section of the westbound Long Island Expressway (10). The selected flow sequence had a mean concentration of 9.3 vehicles/lane-km (15 vehicles/lane-mile). This corresponds to the Highway Capacity Manual (11) level of service B. The four test sections, 91, 305, 558, and 853 m (300, 1000, 1830, and 2800 ft) long, are examined in column 1 of the table below (1 m = 3.3 ft).
The sections were nested and centered on the same point in the roadway.

<table>
<thead>
<tr>
<th>Section</th>
<th>No.</th>
<th>( \Delta x )</th>
<th>( \bar{n}(\Delta x) )</th>
<th>( \text{var}(\bar{n}) )</th>
<th>( \tau_e )</th>
<th>( \frac{1}{2}\tau_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>91</td>
<td>2.57</td>
<td>2.96</td>
<td>3.01</td>
<td>0.190</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>395</td>
<td>8.48</td>
<td>13.4</td>
<td>7.99</td>
<td>0.0489</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>558</td>
<td>15.3</td>
<td>25.6</td>
<td>13.3</td>
<td>0.0315</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>853</td>
<td>23.4</td>
<td>40.1</td>
<td>18.2</td>
<td>0.0256</td>
</tr>
</tbody>
</table>

where

\[ \Delta x = \text{the length of the three-lane test section in meters (column 1)}; \]
\[ \bar{n}(\Delta x) = \frac{1}{T} \int_0^T \bar{n}(t, \Delta x) dt, \text{ with } \bar{n}(t, \Delta x) \text{ as the observed number of vehicles in } \Delta x \text{ at time } t \text{ and } T = \text{record length (column 2)}; \]
\[ \text{var}(\bar{n}) = \frac{1}{T} \int_0^T \left[ \bar{n}(t, \Delta x) - \bar{n}(\Delta x) \right]^2 dt \text{ (column 3)}; \]
\[ \tau_e = \text{the time in seconds at which the autocorrelation function has decayed to } 1/e \text{ (column 4)}; \]
\[ f_s = \text{the Nyquist frequency equal to } \frac{1}{2}\tau_e \text{ (column 6).} \]

The original data (10) had previously been reduced to a series of position measurements at 2-s intervals. These measurements were treated as the sum of a systematic part plus a random error. The errors were assumed to be an uncorrelated sequence of random variables with zero mean and known variance.

This is a good approximation to reality. The positions were smoothed, subject to the constraint that the total error was preserved (12), by minimizing the sum of squares of second differences at the measurement points. The smoothed values were then interpolated using a cubic spline procedure (12, 13, 14). The interpolation provided a point estimate of the times each vehicle entered and left the test section.

The smoothing and interpolation were evaluated by a simulation study. Trajectories were constructed to provide a known acceleration spectral density function (12). The parameters of the acceleration spectral density were estimated from the experimental data of Torres (15). Exact section entry and exit times were obtained from these trajectories. The simulated trajectories were sampled at 2-s intervals and corrupted by adding noise, which was known to have a zero mean and 0.19-m\(^2\) variance. The resulting noisy trajectories were smoothed and interpolated as described above to obtain estimates of the entry and exit times. The magnitude of the differences between the exact and estimated times was found to be generally less than 0.05 s.

**DENSITY PROCESS**

Continuous time records of the number of cars in three test sections were developed. Figures 1 and 2 show examples of the resulting plots for sections 1 and 3. These records are essentially continuous, in that the number of cars was counted every 0.1 s. This was accomplished by first computing the absolute times of section entry and exit for each vehicle and then simply determining which vehicles were in the test section. This gave the desired point.

The error in estimating boundary-crossing times has been determined to be no larger than 0.05 s. Therefore, the location in time of a jump point in Figure 1 may be off by at most ±0.05 s. Hence, the true function—\( n(t) \) plus \( e(t) \)—equals number of cars in the test section—is equal to the estimated function, \( \bar{n}(t) \), plus an error function, \( e(t) \). That is, \( n(t) = \bar{n}(t) + e(t) \). The error function would be a superimposition of three pulse trains—\( e_i(t) \)—where \( i = 1, 2, 3 \), one for each lane. Each pulse of each train would be no wider than 0.05 s and would have either a positive or a negative sign. Figure 3 shows, as an
example, a situation in which no pulses occur simul-
taneously. The first two jumps in \( \hat{\delta}(t) \) occurred 0.05 s later than they should have, while the third jump oc-
curred 0.05 s earlier than it should have.

The average number of jump points per unit time per lane is equal to \( 2q/3 \), where \( q \) is the freeway flow (or vehicles per unit time for all three lanes). The factor 2 arises because each vehicle causes a jump on entering and leaving the test section. Thus, on the average, the total time per unit time occupied by these pulses is at most \( 2q/0.05 \).

The flow level in this analysis was of the order of 0.75 vehicle/s. Therefore, the error pulses occupy at most 7.5 percent of the time.

To calculate the variance of \( e(t) \), we note that it is a zero mean stochastic process, since

\[
E[e(t)] = E[e_1(t)] + E[e_2(t)] + E[e_3(t)]
\]

and the errors \( e_i(t), \ i = 1, 2, 3, \) are \( \pm 1 \) with equal likeli-
hood. Therefore, \( E[e_i(t)] = 0, \ i = 1, 2, 3, \) and so also

\[
E[e(t)] = E[e_1(t)] + E[e_2(t)]
\]

This follows from the fact that the product \( e_i(t)e_j(t) \) is also \( \pm 1 \) with equal probability. Thus,

\[
\text{var}[e(t)] = E[e(t)^2] - E[e(t)]^2
\]

Using the probabilities

\[
P(e_1(t) = -1) = (1/2)/((1/3)2q\Delta t)
\]

\[
P(e_1(t) = 0) = 1 - (1/3)2q\Delta t
\]

and

\[
P(e_1(t) = 1) = 1/2(1/(3)2q\Delta t)
\]

where \( \Delta t \) is the pulse width of at most 0.05, it follows that

\[
E[e_1(t)^2] = (2)(1)/(1/3)(1/3)2q\Delta t + 0[1 - (1/3)2q\Delta t]
\]

\[
= (2/3)q\Delta t
\]

For \( \Delta t = 0.05, \) then

\[
\text{var}[e(t)] = 2q(0.05)^2 = q/10
\]

and \( q = 0.75 \) vehicle/s gives \( \text{var}[e(t)] = 0.075. \)

Column 3 of the table above shows the variance of \( \hat{\delta} \), the observed number of vehicles. Clearly, the variance of the error is small relative to the variance of even the smallest test section.

This error has a negligible effect on the character-
istics being studied. For example, consider the auto-
correlation function of the stochastic process \( \{n(t)\} \).

This is given by

\[
\rho_n(\tau) = \frac{E\{n(t) - \mu\ [n(t + \tau) - \mu]\}}{\text{var}[n(t)]}
\]

where

\[
E[n(t)] = \mu
\]

Replacing \( n(t) \) with \( \hat{n}(t) \) and \( e(t) \) in Equation 9 and tak-
ing expectations gives four terms in the numerator, namely,

1. \( E[\hat{n}(t) - \mu] [n(t + \tau) - \mu] \),
2. \( E[\hat{n}(t + \tau) - \mu] e(t - \tau) \),
3. \( E[\hat{n}(t - \tau) - \mu] e(t) \), and
4. \( E[e(t + \tau) e(t + \mu)\].

But \( \hat{n}(t) \) and \( e(t) \) are uncorrelated processes, so the middle

\[
E[\hat{n}(t)] = E[\hat{n}(t)] = \mu
\]

\[
\text{var}[n(t)] = \text{var}[\hat{n}(t)] + 2 \text{cov}[\hat{n}(t), e(t)]
\]

But

\[
\text{cov}[\hat{n}(t), e(t)] = E[\hat{n}(t) - \mu e(t) = 0
\]

so that

\[
\text{var}[n(t)] = \text{var}[\hat{n}(t)]
\]

Hence, Equation 1 reduces to

\[
\rho_n(\tau) = \rho_n(\tau) + \text{cov}[\hat{n}(t), e(t)]
\]

\[
= \text{cov}[\hat{n}(t), e(t)] \ll 1
\]

so that

\[
\rho_n(\tau) = \rho_n(\tau)
\]

STASTICAL CHARACTERISTICS OF

THE DENSITY PROCESS

The total length of each record used was 720 s, and the
sampling interval, as stated earlier, was 0.1 s. With
these particular values, it would be possible to distin-
ghish frequency peaks in the spectrum separated by
\( f = 0.0014 \) Hz, and to estimate frequencies as high as
\( (1/2)/0.1 = 5 \) Hz \( (16) \).

The autocorrelation and power spectral density esti-
mates follow Blackman and Tukey \( (16) \). Program
BMD02T of the Biomedical Data Programs \( (17) \) was used
in these analyses. The autocovariance of the series is
first computed by using

\[
R(\tau) = \frac{1}{N-\tau} \sum_{i=1}^{N-\tau} (n_i - \bar{n})(n_{i+\tau} - \bar{n}), \ p = 0, 1, \ldots, m
\]

where

\[
\tau = p\Delta t,
\]

\[
\text{m}\Delta t = \text{maximum lag considered} = 180 \text{ s},
\]

\[
N\Delta t = \text{total length of the series} = 720 \text{ s},
\]

\[
\Delta t = 0.1 \text{ s}, \text{ and}
\]

\[
\bar{n} = \frac{1}{N} \sum_{i=1}^{N} n_i.
\]

Section 4 is \( N\Delta t = 178 \) s, and the maximum lag con-
considered is \( \text{m}\Delta t = 44.5 \) s, with \( \Delta t = 0.1 \) s. The number
of data points and the number of lags exceeded the limi-
tation of BMD02T. Program modifications were made
to accommodate the data. The autocorrelation function is

given by

\[
\tau(\tau) = R(\tau)/R(0)
\]

Figures 4 and 5 show the autocorrelation functions of
sections 1 and 4. Figure 6 shows a plot of the corre-
tion time versus the section length. Correlation time is defined as the time lag at which the autocorrelation function decays to the value 1/e.

An examination of Figures 4 and 5 shows that the autocorrelation functions of the density process can be considered to be initially exponential, followed by an exponentially damped sine curve tail. The correlation time shown in Figure 6 increases almost linearly with section length, which is certainly to be expected. It follows from the fact that, as length increases, a given flow level along with its random fluctuations takes more time to change the number of vehicles in the section from its average.

The estimated one-sided spectrum is calculated in two stages, again using BMD02T (17). First, a truncated, unweighted cosine transform of the data is taken to give a raw estimate of the spectrum:

$$Q(f) = (\Delta \pi)(r_0 + 2 \sum_{k=1}^{m} r_k \cos 2\pi k)$$

(20)

calculated at \( f = j/4m \) cycles/s, where \( j = 0, 1, \ldots, 2m \). These estimates are then smoothed by using the weights 0.23, 0.54, and 0.23 to give the Hamming estimates

$$P(f) = 0.23Q[f - (1/4m)] + 0.54Q(f) + 0.23Q[f + (1/4m)]$$

(21)

at \( f = j/4m \), where \( j = 1, 2, \ldots, 4m - 1 \). At zero frequency and at the Nyquist frequency

$$P(0) = 0.54Q(0) + 0.46Q(1/4m)$$
$$P(1/2) = 0.54Q(1/2) + 0.46Q[(1/2) - (1/4m)]$$

(22)

(23)

For a discrete process, the Nyquist frequency \( 1/(2\Delta t) \) Hz is the highest frequency about which we can get meaningful information from a set of data (18). Plots of the one-sided power spectra are shown in Figures 7 and 8.

An inspection of these figures shows that, as the roadway length increases, the amount of power at the higher frequencies diminishes. A numerical integration was performed to estimate the 90 percent cumulative power.
points. These are shown in column 5 of the table given previously.

DISCUSSION

Each of the four series considered in this study is a continuous process sampled every 0.1 s. Thus, the Nyquist frequency is 5.0 Hz. In sampling a continuous time series, an important question is how to choose the sampling interval. It is clear that sampling leads to some loss of information and that this loss gets worse as the sampling interval $\Delta t$ increases. If $\Delta t$ is too large, "aliasing" may occur. This is the phenomenon in which variation in the continuous process at frequencies above the Nyquist frequency will be "folded back" and will produce an effect at lower frequencies. If the continuous series contains no variation at frequencies above the Nyquist frequency, then the spectra of the continuous and sampled processes are the same. In this case, no information is lost by sampling.

From a practical point of view, aliasing will cause trouble unless the $\Delta t$ chosen is so small that the spectrum of the continuous process is essentially zero for frequencies larger than $\frac{1}{2}\Delta t$. If, for a given $\Delta t$, the spectrum estimate approaches zero near and above the Nyquist frequency, then the choice of $\Delta t$ is sufficiently small. Clearly, in each of the cases shown in the table, this obtains for frequencies larger than 5 Hz.

In another study (10), three of the cases reported in our table, namely, the 91-, 305-, and 556-m (300-, 1000-, and 1830-ft) records were sampled at intervals of 2, 5, and 5 s respectively.

The time-series analytical techniques of Box and Jenkins (20) were used to identify the structure of autoregressive models for each of the three. Model parameters were then estimated and statistically tested. It was found that reasonable forecasts of the density could be made for lead times comparable to the correlation times (column 4 of the table).
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