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Hydrated portland cement pastes were used to test the 
hypothesis discussed above. The second-intrusion 
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which were mixed in vacuum with a water-cement ratio 
of 0.4 and cured for 3 and 60 days in saturated calcium 
hydroxide solution at 20"C. The pastes were oven dried 
at the end of curing periods, and duplicate specimens 
(1·3 g each) were tested. The specimens were taken out 
of the sample cell at the end of the first pressurizing
depressurizing cycle and placed and tested in the 
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where P is in pounds force per square inch. 
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angle of mercury on oven-dried hydrated portland ce
ment pastes by observing the penetration pressure of 
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Swedish Capacity Manual 
Part 1. Objectives, Scope, and Arrangement of the Manual 

Bo E. Peterson, National Swedish Road Administration 

Different methods for calculating the capacity of a traffic facility have 
given different solutions to the same problem. At the same time, it has 
been clearly shown that the actual capacity is higher than that indicated 
by calculation methods. The Swedish Road Administration has there
fore completed a research and development project that produced a 
new capacity manual, which should improve old methods, produce new 
ones for types of facilities and efficiency factors not previously treated, 
and achieve uniform application of the methods in Sweden. The new 
manual treats three categories of traffic: motor vehicle traffic, bicycle 
traffic, and pedestrians. The main efficiency factors are capacity, queue 
length, delay, and proportion of stopped vehicles. Explanatory models 
based on the queue theory of motorist behavior have been chosen to 
limit the empirical evidence to parameters such as critical time head· 
way. The main new types of facilities are unsignalized intersections and 
bicycle and pedestrian facilities. For signal-controlled intersections, new 
developments have been made for left-turning traffic with opposing con
flict, right-turning traffic with pedestrian conflict, various lane divisions, 
and calculation of cycle length. Another objective was to systematize the 
calculation of different measures of efficiency. The methods are re· 
ported as a series of steps in a computation. 

The purpose of this and the following two papers is to 
present the new Swedish capacity manual, a compre
hensive study undertaken by the National Swedish Road 
Administration and published early in 1977. This first 
part of the paper gives an overview of the objectives, 
scope, and arrangement of the manual. The second 
part by Arne Hansson presents the theoretical develop
ments, field studies, and recommended methods for 
unsignalized intersections, and the third part by Ka:rl-L. 
Bang deals with the same aspects for signalized inter
sections. 

BACKGROUND 

There was no Swedish traffic manual until the Swedish 
Transport Research Commission published the Academy 
of Engineering Sciences Bulletin 39 on the capacity of 
streets and roads in 1958. This report contained an 
analysis by Stig Nordqvist of the capacity problem and 
was based on available foreign literature-especially 
the 1950 Highway Capacity Manual (HCM)-and a num
ber of Swedish studies. The manual adapted calcula
tion methods and recommended capacity values for sec -
tions and different types of intersection. However, it 
was intersections with signal controls that were dealt 
with in most detail. 

The publication of the 1965 HCM has meant, at least 
in Sweden, that a number of methods for the calculation 
of the capacity of a traffic facility have been in existence 
for the last few years. In certain cases, however, dif
ferent methods have given different solutions to the 
same problem. At the same time measurements in 
several countries have clearly shown that actual capacity 
is higher than that indicated by the methods. 

During the last 10 years there has been considerable 
research in this field in the United states and Europe 
as well as in Australia. Recently gained knowledge, 
however, has only been applied to formulating new 
calculation methods to a limited extent. Some proposals 
for improving the old methods have been made, but 
there has been no coherent overview or critical analysis. 

In light of the above, the National Swedish Road 

Administration at the end of 1971 initiated a study aimed 
at developing methods to calculate the discharge ca
pacity of road facilities. The purpose was to produce 
methods for types of facilities and efficiency factors 
not previously treated and also to achieve a uniform 
application of the methods throughout Sweden. 

The first stage of the investigation was a study of the 
literature. The report itself (1) includes a review and 
analysis of about 900 references from numerous coun
tries and is to my knowledge the most thorough over
view now in existence. 

The second stage involved working out the actual 
calculation methods on the basis of requirement speci
fications. At this stage Bfuig and Hansson developed a 
number of methods for calculating capacity, queue 
length, delay, and proportion of stopped vehicles for 
different road facilities. This work required that the 
geometry and traffic dependence of certain variables 
under Swedish conditions be explained, which demanded 
rather extensive measurement (2, 3). 

Some of the results from these field surveys on 
critical time headway, for instance, have received in
ternational attention. Great interest in the survey's 
actual technique and equipment has also been shown. 

As a final result of the second stage, proposals for 
calculation methods for each type of facility were 
received in the form of internal memoranda, which 
were then distributed to various selected Swedish traffic 
engineers in order to canvas opinion on the choice of 
method. The methods were tested in a number of case 
studies, and several different examples were checked. 

The experience gained from seminars and the tests 
mentioned above were taken into consideration-before the 
final manual was edited early in 1977 (4). Some com
puterization of the methods was carried out by Arne 
Hansson, who helped work out a dialogue computer 
program-CAPCAL-that calculates capacity and delay 
in an intersection for which the design and traffic load 
are known. Four different types of control-yield sign, 
stop sign, traffic signal, and traffic circle-can be 
studied. 

OBJECTIVES 

A main objective was to create a handbook, rather than 
a textbook of the discursive and explanatory type, that 
dealt with descriptions of consequences, known design, 
degree of accuracy, computational steps, and samples. 
One aim was to produce methods for describing con
sequences rather than for dimensioning alone. This 
also means that no recommendations for design stan
dards, such as the 1965 HCM service levels, are given. 

Highway and traffic engineering measures aim, 
among other things, at improving road facilities' dis
charge capacity, which is measured in such efficiency 
factors as capacity, queue length, delays, and propor
tion of stopped vehicles. Decisions on measures to be 
taken on a road network or parts of it should be based 
on a judgment of the consequences of these measures 
for society. This judgment should be the result of 
wide-ranging inquiry into not only discharge capacity 
but also factors such as road safety, cost, and environ-

1 
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ment. Existing calculation methods only provide knowl
edge of the effects of different measures on the dis
charge capacity and thus do not provide the complete 
basis required for decisions on dimensioning road 
facilities or on dealing with a road network. 

Because methods for dimensioning were not de
veloped, the design of a facility must be known or as
sumed. Traffic flow must also be known or assumed. 
If a facility is required to meet some specific demands 
expressed in one of the efficiency factors, an iterative 
calculation has to be made. When the design of the 
facility has been assumed, the efficiency factor can 
then be calculated for this design. Thereafter the de
sign has to be altered and new efficiency factors re
calculated until the design meets the requirements. 

Resources in the road and street sector are today 
very limited. Each decision made must therefore be 
preceded by careful calculation to arrive at the amount 
of detail to be included in the calculation method. In 
the process, methods of a more schematic nature give 
results that are too approximate. Thus, considering 
the economic consequences of incorrectly dimensioned 
roads and streets, the amount of work needed for cal
culations according to the new methods is fully justified. 
This can also be expressed as choosing the degree of 
accuracy that is right both socially and economically. 

Another objective was systematizing the calculation 
of different measures of efficiency-capacity, queue 
~~~~~' ~~!~~", ~~~ ;~~~~~~!':'~ ':'£ ~~':'~~~ "."~~!~!~~- ~!~ 
is in line with the aim of producing methods for analyz
ing social and other consequences rather than for dimen
sioning alone. This systematization also makes it pos
sible to add different delays together for the total delay 
of an intersection or street section. The methods are 
thereby reported as a series of computational steps for 
each efficiency factor. 

Calculations for vehicle traffic facilities are made 
on special forms. For each type of facility, a com
plete sample calculation for a standard case is given, 
by which it is possible to ensure that one has com
pletely understood the methods. 

SCOPE 

Three categories of traffic lie within the scope of the 
manual: motor vehicle, bicycle, and pedestrian. The 
types of facilities included and their efficiency factors 
that can be calculated are listed below. All common 
traffic facilities, such as streets, ramps, weaving 
sections, and different types of intersection, are 
covered, as are pedestrian sidewalks and bicycle.paths. 
The primary efficiency factors treated are capacity, 
queue length, proportion of stopped vehicles, and delay. 
In some cases speed, travel time, and number of stops 
can also be calculated. 

Type of 
Traffic 

Motor 
vehicle 

Type of Facility 

Road sections 
Street sections 
Ramps 
Long weaving sections 
Traffic circles and short 

weaving sections 
Unsignalized intersec· 
tions 

Signalized intersections 

Street network without 
signal synchronization 

Street network with 
signal synchronization 

Efficiency Factor 

Capacity 
Travel time 
Capacity 
Capacity 
Capacity, queue length, proportion 

of stqpped vehicles, delay 
Capacity, queue length, proportion 
of stopped vehicles, delay 

Timing, capacity, queue length, 
proportion of stopped vehicles, 
delay 

Capacity, number of stops, travel 
time 

Effect on capacity, queue length, 
number of stops, travel time 

Pedestrian Sidewalks 
Steps 
Unsignalized crossings 
Signalized crossings 

Bicycle Streets with mixed 
traffic 

Bicycle paths 
Unsignal ized crossings 

with bicycle paths 
Signalized crossings 

with bicycle paths 

INNOVATIONS 

Capacity, speed 
Capacity, speed 
Queue space, delay 
Timing capacity, queue space, 

delay 
Capacity 

Capacity, speed 
Capacity, queue length, proportion 

of stopped bicycles, delay 
Timing, capacity, queue length, 

proportion of stopped bicycles, 
delay 

One of the most important innovations in the calculation 
methods is that these are based not only on the results 
of regression analyses from a number of field surveys 
but also on the queue theory of motorist behavior. 

The advantages of a theoretical model are better 
consistency, fewer required observations, and facility 
of updating. . . . 

The empirical evidence was thus limited to certam 
parameter values, for example, c1·itic_al time ~ea.dway. 
It should be pointed out in this connect10n that it is 
precisely the measurement of critical time headways 
Ulat has, in the opinion of many, become more accurate 
than was previously the case. 

The main new types of facilities are unsignalized in
tersecnons anci iaciiiti~:s iur ui1,; Y"' it: i. • .U~i .. <111..:. }JC.::.c.:.
trians. The studies of the literature and the develop
ment of the methods for unsignalized intersections are 
presented tn part 2 of this article. A new method has 
been produced for weaving sections of up to 40-60 
meters. The model is similar to that developed for 
w1signalized intersections. It has been found that traffic 
ci.rcles operate i.n much the same way as series of T
intersections. Longer sections are calculated accord-
ing to the 1965 HCM. . . . 

The methods for pedestrian and bicycle facilities are 
mainly applicable to those facilities that are separated 
from motor vehicle facilities. 

For pedestrian crossings, the methods are primarily 
developed for crossings between intersections. In 
some cases calculations can also be made for crossings 
at intersections but no reliable method has been found for 
calculating the ~apacity of a pedestrian crossing when 
the pedestrian flow is in conflict with the vehicle flow. 

The recommended methods for measuring the results 
of bicycle traffic in intersections are primarily in
tended to be used for intersections with special cycle
ways. All calculations for signalized intersections are 
based on the assumption that there are no conflicts with 
traffic (or pedestrians) during the green phase. For 
unsignalized intersections, however, instructions on 
how to calculate the effects of bicycle traffic mixing with 
vehicle traffic are given. 

It may generally be stated that the empirical basis 
for the calculation method for pedestrian and bicycle 
facilities is less reliable than that for motor vehicle 
traffic. For instance, it has not been possible to pro
vide any reliable calculation method for capacity at 
unsignalized pedestrian crossings. It should be stated 
that the results for bicycle traffic should be used with 
great caution where mixed traffic with many bicycles is 
concerned. 

For signalized intersections, which are treated in 
part 3 of this article, four aspects of considerable im
portance have been distinguished: left-turning traffic 
with opposing conflict, right-turning traffic with pe
destrian conflict, various lane divisions, and calcula
tion of cycle length. Using a development of previous 



Figure 1. Arrangement of the manual (right- and left-hand pages) . 

Comments: CO The calculation of service time 

C2l The delay on .................. . . 

.... ... see 7. 7, comment ( 3) .... 

methods with these elements has meant that all the 
various designs of signalized intersections, from the 
very simple to the highly complex, can be dealt with. 

Street networks are dealt with in two parts, those 
with and those without synchronized traffic signals. The 
efficiency factors in networks without such traffic 
signals are calculated by using the methods developed 
for other facilities. For networks with synchronized 
signals, a rough description of how coordination affects 
efficiency factors is given. 

ARRANGEMENT 

The methods are reported as series of computational 
steps, on the one hand for each efficiency factor (capac
ity, queue length, delay, proportion of stopped vehicles), 
and on the other within each efficiency factor (division 
into subapproaches for whole intersections; determina
tion of critical time headway, service time, and part
capacity ratios for each vehicle stream in each sub
approach; and determination of capacity ratio and 
capacity for each subapproach). 

These steps are r·eported on the right-hand pages of 
the report, while notes, where necessary, are given on 
the facing left-hand pages (Figure 1). Thus a complete 
computational stage can be seen at a glance upon open
ing the report. 

delay NON-SIGN.-CONTR. INT. 

CALCULATION OF SERVICE TIME 7. 11 

1l Calculate the load factor B according 
to7.2-7.7 ... ......... ..... .. .. .. ......... .. . .... . 

... 

2l Service time, dv (sec/vehicle) 
· dv= Mf · N · 3600/qu 

, 

l 
I 

• 
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The purpose of this arrangement is for the right
hand pages to give the necessary instructions for carry
ing out the calculations, omitting deviations and ex
planatory arguments. The idea behind this is that the 
calculation process not be interrupted or the train of thought 
broken, but that easily accessible notes be provided. 
Insofar as possible, diagrams and tables have been 
provided as support material to the actual calculations. 

Great importance has been attached to design, and 
great care has therefore been devoted to editing the 
methods. A secondary advantage may be that certain 
diagrams are of a size smaller than that demanded for 
ease of reading. This possible disadvantage is justified 
on the grounds that ease of understanding, on the other 
hand, has been achieved. 
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Part 2. Capacity of Unsignalized Intersections 
Arne Hansson, Vattenbyggnadsbyr.an (VBB), Malmo, Sweden 

This paper presents a method for ca lculating ciipacity, queue length, and 
delay at unsignaJized intersections that was developed for and recom
mended by 1he new Swedish capacity manuul. The method is based on 
a queuing model that considers each lane in the approaches controlled 
by yield or stop signs as a service position . Service time is calculated, for 
each stream of vehicles in the lane, as a function of primary road flow 
rates end gap acceptance parameters. The lane capacity is assumed to be 
the reciprocal of the mean of thll!ie service times. Starting from the actual 
flow·to..eapacity ratio, the queuing modal estimates queue length distri
bution and mean delay. The method is believed to apply to most in
tersections controlled by yield or stop signs. The most important 
parameter in the model is a-itical headway, which was measured at 18 
Swedish intersections. The r115ults range between 3.3 and 7 .5 s, de· 
pending primarily on direction, speed limit, and type of control; they 
generally agree well with those of previous studies. A model similar to 
the one for unsignalii:ed intersections was developed for traffic circles 
with short weaving sections. 

Intersections without traffic signals were rather sum
marily treated in the pl·evious Swedish capac ity manual 
(_?_)1 and in the 1965 HCM (§). Nevertheless, a con
siderable number of total t raffic delays in urban ai·eas 
occur in such intersections; thus their performance and 
design have attracted increasing interest from plan
ners and engineers. Simultaneously, a number of 
field studies and theoretical works have facilitated the 
development of usetul calculation proceaures (1) ; some 
countries nave already developed such procedures ~ !!). 

In the work on t he new Swedish capacity manual l'l), 
whose background and objectives are described in part 1 
of this article, the subject of unsignalized intersections 
was considered a priority area, and investments were 
made in theoretical developments as well as in field 
studies. This paper presents the results of some of 
those efforts. 

As explained in part 1, the calculation method is 
descriptive in nature. The model chosen is theoretical 
and based on road-user behavior. It is believed that, 
for the problem being considered, such a model ought 
to achieve greater consistency, with regard to the 
numerous influencing factors, than a purely statistical 
empirical approach. 

Intersections here mean at-grade intersections, 
excluding weaving sections and those ramp connections 
common to grade-separated interchanges. Traffic 
circles, which are attracting attention in Sweden now, 
are treated in a separate chapter in the manual. The 
method recommended by the manual for signalized in
tersections is presented in part 3. 

OVERVIEW 

The method recommended for calculating capacity, 
queue length, and delay is based on a simple queuing 
theory model. Each lane in the minor road is repre
sented by an M/G/1 queuing system with Markov-type 
arrivals and a general distribution of service times. 

Models of this type easily lend themselves to the 
generalizations required to analyze any real intersec -
tion with interactions among a number of traffic flows. 
Similar approaches, using either the M/ M/1 or the 
M/ G/ 1 model familiar to queuing theorists, have been 
used by Surti (9) and others. More sophisticated 
models, such as Tanner's (10), that dd not require as
suming independent service time.a cannot be genei•alized 
to the same extent. Although some of the simpler as
sumptions inherent in the suggested model can be cor
rected for by choosing suitable parameter values, some 
accuracy has thus been sacrificed in order to gain com-

prehensiveness and consistency with regard to the many 
influencing factors. 

PROCEDURE 

The basic method procedure is described in Figure 2, 
where only the basic interaction between one minor and 
one major road flow is considered; the latter proceeds 
uninterrupted. The scheme can be explained in the 
following terms. 

1. Frequency function fi(h1) describes the fre
quencies of headways of different size (h1) in the major 
road flow. 

2. Distribution function G(a) expresses the prob
ability that a headway (gap. or lag) of s ize hi = a will be 
accepted by a waiting vehicle on a minor road . 

3. Statistical distribution of the service t ime, d. , 
depends on frequency of headways and probability of 
acceptance of occurring headways . The capacity, C, 
in vehicles per second, of the minor road approach 
must approximately equal the reciprocal of the mean 
service time er .. in seconds. 

4. Frequency function f2(h2) describes the fre-
- - • - _, r 1 ..,.., ..l'.,.......-:--- ,,.. ~ ,.1 &: .t'.t' ........... -~ ..,.J ... _,... ( 'h \ ~,...,, .+-ho 
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arriving minor road flow. 
5. Statistical distribution of waiting time, d,, i.e., 

delay minus a retardation and acceleration component, 
depends on service times for vehicles first in queue 
and on frequenc y of intervals between arrivals. The 
same applies to queue lengths: the mean queue length, 
N, in vehicles is related to mean waiting time, Cf., in 
seconds and ar rival rate, q2, in vehicles per second 
through 

Input parameters for the model in Figure 2 are 
headway distributions in the two flows, with means 
l / q1 and 1/ q2, and distribution of accepted headways. 

(!) 

In the calculation procedure, the function f2(ll2) is as
sumed to be exponential, while f i(h1) depends on number 
of lanes and mean flow rate. 

The gap-acceptance distribution, G(a), is simplified 
to a step function and defines a critical gap as a 
seconds for one vehicle and assumes a constant incre
ment for each additional vehicle. The values of the 
critical gap and the increment depend on variables 
describing intersection design and control and do, in 

Figure 2. Analysis procedure for interaction between a major 
and a minor road flow. 
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a = accepted head-way 
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fact, to a large extent, summarize the influence of such 
variables . 

In an actual intersection, a number of such interac -
tions are superimposed on each other; each interaction 
describes the c1·ossing or converging movement between 
one major (uninter rupted) and one minor (inter rupted) 
flow from a. pair of lanes. The recommended pr ocedure 
for calc ulat ing capacity, queue length, and delay for 
minor road approac·hes to an intersection considers 
these interactions in the specific order (Figure 3) 
that follows. 

A. Minor road approaches are divided into lanes , 
combining two or more lanes from tile same approach 
t hat have one or more direct ions in common. Left
turning vehicles from the major road have to be con
sidered as well. 

B. For each traffic stream from the lanes con
sidered, a corresponding total primary flow (q1) is 
calculated. This flow depends on the number of in
teractions in which vehicles from the secondary stream 
must yield. The influence of primary flows in all 
these interactions is reduced to a single value. 

C. For each secondary stream, as above, a crit
ical gap is calculated and will depend on direction of 
movement for the secondary stream. 

D. For each secondary stream, theoretical mean 
service time is calculated by using the results of B 
and C and an assumption r egarding the headway dis
tribution of the total primary flow. 

E. Some service times thus calculated will have to 
be corrected, because some streams, such as a left
turning stream from the major road, are primary in 
some interactions but secondary in others. This cor
responds to preemptive priority in queuing theory. 

F . Mean se1<vice time and hence capacity can now 
be obtained for each lane . In case two or more st r eams 

Figure 3. Steps in calculating capacity and delay for a 
minor road approach. 

A Oivide approach into The lane conside~ed i• 
l~ne a . Con1dditr @sch l4n assumed to contain three 

streams 

B Determine total primary (Each stream) 
!lov (•tream 1) 

c 

D 

e Correct service time 
( 1 t l"eam 1) 

F 

G 

C.1lculate mean service 
t.iflllc,Calculate c11pacit y 

Calculate mean queue 
lung th. Calculate del.11)' 

(Each stream) 

(Eacll stream) 

Capacity is obtained 
per lane 

Queue length and delay 
are obtained per lane 
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share one lane, their mean service times are weighed 
according to t heir r espective arrival rates. The capaci
ties of adjacent unreserved lanes are simply added. 

G. Mean queue length and mean waiting time ar e 
obtained for each lane by using the flow-to-capacity 
ratio and the queuing theory model. This model , also 
gives the probability of stopping (at a yield-signed in
tersection) and then the total delay, as mean waiting 
time plus acceleration losses for stopped vehicles. 

Such a calculation procedure of necessity contains 
a number of assumptions, some verified through ex
tensive measurements or calculations, many not. A 
few of the more important of these assumptions will 
be discussed. 

Conflict Patterns 

One basic aspect of the manual is the tlllambiguous 
hierarchy of different vehicle streams in an intersec
tion. It is assumed that signed or other legally stated 
conventions are observed, so that (for example) a 
vehicle traveling straight ahead on a major road ap
proach is not affected by minor road vehicles. 

Measurements taken in Sweden indicate that this 
is true when the load factors (flow to capacity ratio) of 
the minor road approaches do not exeed 0.8-0.9. As 
load factors increase, some minor road vehicles tend 
to accept very short gaps, which forces the major road 
flow to slow down or even halt. 

The manual does not apply to such conditions, which 
would normally, if they were frequent, warrant the in
stallation of traffic signals. 

For the T-intersection in Figure 4, it is thus as
sumed that stream Cb yields to Ab, stream Ca to Ab, 
Ba, and Be, and stream Be to Ab and Ac. The manual 
requires calculating an equivalent total primary flow 
for each secondary stream. In the case of one second
ary stream's crossing different primary streams from 
one or more lanes, the flows of these streams are 
simply added together for total flow. Theoretically, 
this result would give a correct total headway distribu
tion only when all the individual distributions are ex
ponential. The mean will always be correct, though, 
and, as shown by Tanner (11) for the M/ D/ 1 headway
generating model, the effect of "reasonable aberra
tions" is probably negligible . 

In the case of converging conflicts, such as the one 
between Cb and Ab in Figure 4, it is generally unclear 
to what extent the stream with legal priority (in this 
case Ab) should be included as primary flow with re-

Figure 4. Interactions at a yield- or stop-signed T-intersection. 
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spect to the seconda1·y stream (Cb). Where the exit 
has only one lane and no acceleration lane or broad 
shoulders used as such, all vehicles in the priority 
stream must be included, just as for a crossing con
flict. Note, however, that the critical gap might be 
different. 

When there is more than one lane in the exit where 
the convergence takes place, the priority flow effective 
in the conflict will be determined by the lane distribu
tion of the priority flow and by a number of design 
features such as number of lanes in the approach, lane 
ma1•kings and islands. 

nathe1· than trying to consider all these factors, 
which, at least in the case of lane distributions, is 
virtually impossible in urban areas, the manual recom
mends that priority flow in a converging conflict be 
divided by the number of exit lanes before adding it to 
the total primary flow. This general rule may be 
modified or disregarded for special designs or lmown 
lane distributions. 

Other assumptions have to be made regarding the 
effect of streams turning off the primary road from 
some secondary streams where no direct conflict 
occurs but where some influence is possible. In Figure 
4, for example, it is likely that some right-turning ve
hicles from approach A prevent some gaps from being 
used by vehicles from approach C (by not signaling their 
intention to turn). 

()n thP h<l"i" nf thP fip]d Studies described belOW, dif
ferent bypoU1eses on the effects of such sti·eams were 
tried. Although their p1·esence did have some effect at 
smaller intersections, it was decided to exclude sti·eams 
not in conflict with the secondary flow. Acc01·dingly, 
critical gaps and lags were defined and measured at the 
point of confUct. It might be noted here that the German 
manual (~differs in this aspect, including such streams 
as Ac in Figure 4 with a factor of 0. 5 (also independent 
of geometry). 

As an application of the principles outlined above, 
the total priority flows presented below are calculated 
for the example in Figure 4. 

Secondary 
Flow 

Q2 = Qec 

Q2 = Qcb 

Q2 = Qc, 

where 

Corresponding 
Primary Flow 

Q1 = qAb + QAc/nc 

Q1 = QAJnb 

Q1 = QAb + Qe, + Qe.ln. 

q2 = secondary flow in vehicles per second; 
qi = corresponding primary flow in vehicles per 

second· 
q., = vehicle stream between approach x and exit 

y; and 
ny = number of lanes in exit y (or multiples of 3 m 

if lanes are not marked). 

Critical Gaps 

By the critical gap for vehicles in a certain secondary 
stream we mean a time headway in the total primary 
flow that is just acceptable to the average d1·iver for 
passing through the intersection. This parameter af
fects capacity in a nearly exponential manner and fur
ther summarizes the influence of several interesting 
design variables (from a capacity ana delay point of 
view). As will be described below, extensive measure
ments were taken to dete1·mine this paramete1· and its 
dependence on different variables. 

The values recommended in the manual are based on 
these measurements for Swedish conditions, as well as 

on previous studies elsewhere (_!, the bibliography). 
The most important determinants are stream or direc -
tiou of travel, speed limit, and type of priority (stop or 
yield sign), the effects of which are expressed by the 
base values in Table 1. 

Corrections for the following factors are added to or 
subtracted from the base values (Table 1): width of main 
road, existence of a median on main road, radius for 
right-turning vehicles, angle between major and minor 
roads, major road one-way or not, pe1·centage of heavy 
vehicles, and size of u1·ban area. Some of these factors 
affect the critical gap for some streams only. 

The German capacity manunl (8) considers the same 
factors as Table 1 plus main-road-width for estimating 
critical gap. Although the influence of the diffe1·ent fac
tors is similar, the i·ecommended values ai·e generally 
0.5-1.5 s above those given in Table 1. This difference 
has not been verified as real or originating from dif
ferences in definitions and measurement techniques. 

The use of a single parameter to descrihP. gap
acceptance behavior merits some comment. 

First, no distinction is made between lag (the fh·st 
headway when arriving in an empty approach lane) and 
gap. The term "critical gap" as used in the manual 
implies some weighted average between critical gap 
and critical lag, as measured without distinguishing 
between the two. 

Second, the concept of move-up time (the increment 
in headway a second queuing vehicle requires to follow 
the first vehicle) has not been mentioned. This pa
rameter is as important as critical gap in estimating 
capacity or mean service time. From the measure
ments, we may conclude that move-up time comprises 
about 60 percent of the critical gap and depends on dif
ferent factors in much the same way. This i·elation is 
implied in the manual without ·~xplicitly calculating 
move-up time. 

Service Time and Capacity 

Assuming that gap-acceptanc .. oehavior and any given 
total primary now are as outlined, the capacity of a 
secondary stream can be calculated analytically thus: 

where 

a 

capacity in vehicles per second; 
total primary flow in vehicles per second; 
critical gap in seconds; 
0.6 a or move-up time in seconds; and 
headway distribution of the primary flow, 
with mean l/q1s. 

(2) 

Inverting this capacity value yields what may be 
called the mean service time during queuing conditions. 

Table 1. Recommended base values for critical gaps. 

Primary Approach Secondary Approach Stream 
Stream 

Speed Right Left 
(km/h) Sign Left Turn Turn Straight Turn 

50 Yield 5.0 4.8 5.2 5.3 
Stop 5.0 5.5 5.8 6.0 

70 Yield 5.8 6.0 6.0 6.2 
Stop 5.8 6.5 6.5 6.8 

90 Stop 6.5 7.2 7.0 7.5 



If several streams share one lane, their mean service 
times have to be weighted according to arrival rates. 

Sever al expr essions for the headway distribution 
f1(h1} in Equation 2 have previously been suggested and 
tried (!, E., 13 ). Comparis ons between t hese results 
and some from the measurements described below 
indicate that the shape of the distribution depends on 
several factors, some of which cannot be quantified in 
an urban area (platoon dispersions from nearby traffic 
signals or circles, curb frictions, and so forth). 

Of the quantifiable factors, the number of streams 
or lanes was found to be the most important. Fewer 
lanes for the primary flow, as well as the presence of 
nearby traffic signals, increase platooning and thereby 
the coefficient of variation of the headway distribution. 

The mean service time flowcharts in the manual are 
based on three different headway distributions with dif
ferent coefficients of variation representing three 
classes of such conditions. The choice of these partic
ular functions can be disputed, and further studies on 
this point are being undertaken. Regarding the effect 
of platooning, it should be noted that traffic signal 
densities are generally lower in Sweden than in the 
United States, for example. 

The use of inverse capacity as mean service time 
will give an overestimate for nonqueuing conditions, 
because the constant move-up time is always included. 
The service time during nonqueuing conditions, which 
then equals total waiting time, can similarly be cal
culated for various headway distributions. The dif
ference obtained equals move-up time, at zero primary 
flow, and then decreases as the primary flow (and 
hence the mean service time) increases. 

In order to represent capacity correctly, this dif
ference is disregarded in the calculation of mean ser
vice times but is compensated for on an approximate, 
average basis in the ensuing calculation of delay. Fig
ure 5 shows an example of the resulting service time 
flowcharts for the case of primary flow in two lanes and 
no nearby traffic signals. 

Where the secondary stream must cross or turn 
left onto the main road and a median allows this in two 
s teps , the mean service time may be considerably 
reduced (and capacity increased). This effect has been 
calculated theoretically by Tanner (10), whose results 
are used in the manual. -

Now we shall consider the case of one lane used by 
two or more secondary streams. If several streams 
jointly use several unreserved lanes, the calculations 
are performed with averages per lane. Instead of com
puting a weighted average of the mean service times, 
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the manual directly computes a load factor defined as 
the ratio of actual flow to theoretical capacity. Remem
bering that mean service time, as defined here, equals 
the reciprocal of capacity, we obtain load factor as 

where 

load factor for a lane, or capacity ratio; 
index for streams utilizing the lane; 

(3) 

flow rate in vehicles per second and per lane 
of stream k; and 
mean service time in seconds for stream k. 

The products within the sum of Equation 3 represent 
the degrees of capacity use of individual streams in the 
lane and are called "part-capacity ratios" in the manual. 
Before adding these ratios in Equation 3, however, two 
types of corrections generally have to be made . 

First, corrections for queuing in primary flows 
must be made. Some streams that are primary to the 
secondary stream are in turn secondary in some other 
conflicts; this prevents some otherwise acceptable gaps 
from being used by the secondary stream. The effect 
for the latter is the same as if the vehicles from this 
primary approach were, on arrival, immediately placed 
first in the queue of secondary stream vehicles . The 
effect can be estimated with the help of the theory for 
queues with preemptive priority . The size of the cor
rection depends on the part-capacity ratio of those pri
mary streams where queuing may occur. A similar 
correction is used in the German capacity manual, al
though with some differences in the approximations (8, 
13). -
- Second, corrections for short lanes are made. Lanes 
of a limited length are initially ignored or, rather, con
sidered part of the adjacent lanes. If the adjacent lane 
is thus used by two or more streams, the capacity ratio 
is reduced by an amount that depends on the degree of 
possible use of the short lane. This degree of use is 
estimated by elementary probability theory. 

The capacity of the lane can now be obtained from 
actual lane flow and the load factor of Equation 3. It 
should be noted that this capacity is a theoretical con
cept and not necessarily the maximum lane flow. In
creasing lane flow to such a level would entail assuming 
that other (primary) flows remain constant and may 
exceed the validity of some assumptions such as con
stant critical gap . Nevertheless, the load factor of 

Figure 5. Calculation of mean service time from primary flow and 
critical gap in two lanes. 
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Figure 6. Relation between number of queuing vehicles and load 
factor for one lane. 
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Figure 7. Delay illustratAd. 

d = (total) del a y 

df = df 1+df 2=running delay 

DISTANCE dw = waiting time 

dq - queuing time 

d = service-t~~-- --._J 
-""~~'"!:'~'~I I 

Equation 3 is a valuable concept for analyzing intersec
tion performance and can be further used for calculating 
queue lengths and delay. 

Queue Lengths and Delay 

Assuming independent service times from a distribution 
with a certain mean and variance and a Markov arrival 
process, the mean queue length in a lane can be obtained 
by Pollaczek's formula, 

N = B + [B2 /(l - B) x (1 + C2 )/2] (4) 

where 

N mean queue length in vehicles, includingtheve
hicle being served; 

B load Iactor...(see Equation 3); and 
C2 Var (d, )/ (d, )2

, or the coefficient of variation 
for the distribution of service times. 

For C2 = 1, the M/M/ 1 queuing model is obtained . 
In a preliminary version o( the manual, the variance 

of the service time distribution was estimated theoret
ically as a function of critical gaps and total primary 
flows in much the same way as the mean service time. 

In the present version, however, the manual has 
been simplified in this respect, and the coefficient of 
variation, C2 in Equation 4, is assumed to be a function 
only of the load factor. This gives a Wlique relation 
between mean queue length and load factor. This re la-

tion was calibrated partly by a simulation model, partly 
with t he help of data from the measurements described 
later on. Th final iunction is shown in Figure 6. 

Compared to the M/ M/ 1 model, Figure 6 sometimes 
gives slightly lower queue lengths, although the theoret
ical coefficient of variation is always larger than one. 
This is because service times are not quite independent; 
a shorter lag is 1·equired by a queuing vehicle (the 
move-up time is shorter than the critical gap). The 
differences are quite small, however. 

A larger error results from assuming the coefficient 
of variation within a lane to be dependent only on aver
age lil e1·v ice time i·athPr th:m on the mean service times 
of all the individual streams in the lane. This will 
cause some underestimates for lanes used by equal 
proportions of streams with widely different mean ser
vice times and some overestimates for 1·eserved lanes. 

The effect of this approximation has been accepted 
in view of the rather extensive simplification in proce
dure it makes possible. A slight improvement, sub
stituting a family of curves representing different types 
of lanes for Figure 6, is being considered for future 
versions of the manual. 

When designing an intersection, the higher fractiles 
of the queue length distribution, exceeded only by;\ few 
percent of arriving vehicles, are more Interesting than 
the meai1. These iractiles have been calculated as for 
the M/ M/ 1 model, and mean queue length is obtained 
from Figure 6. Finally, queue lengths are converled 

The delay incurred by a minor road vehicle when 
passing through the intersection can be divided into dif
ferent components, as shown by the time-space diagram 
of Figure 7. 

Waiting time includes service time as well as time 
spent standing in queue and can be thought of as the flow
dependent part of delay. Its mean for a certain lane 
with one or more secondary streams is easily obtained 
by using 

where 

ii. mean waiting time in seconds; 
N mean queue length in vehicles from Figure 6; 

and 
q2 flow in vehicles per second in the lane being 

considered. 

(5) 

Equation 5 is quite general, although of cow·se the re
sults suffer the same constraints as do mean queue 
length calculations. 

The remainder of total delay, called "running delay," 
is caused by acceleration and retai·dation. In the 
manual, l'Wlning delay is calculated for each stream 
in the lane. as a. function of speed or speed limit, radius 
for tw·ning vehicles, and probability of stopping. 
General parameter values are used for the first two 
variables, \vhile the probability of stopping for a yield 
sign intersection is 

P, = 1-rro -r0 ) (6) 

where 

P, probability of !laving to stop; 
Pr probability of accepting the first lag (depending 

on total prima1·y £low and critical gap); and 
P. probability of queue (equal to load factor, ac

cording to queuing theory) . 



The running delay is averaged for all streams in the 
lane and added to the mean waiting time to give mean 
delay per lane. From this sum, however, must be sub
tracted a certain correction to compensate for double 
counting. Retardation loss and running time along the 
queue are also included in waiting time during queuing 
conditions. 

The present version of the manual does not include 
calculation of queue length and delay for lanes on the 
primary road, with the exception of reserved lanes for 
left-turning vehicles. But extending the manual in this 
respect is being considered and has in fact already 
been done in a computerized version. 

TRAFFIC CIRCLES 

Studies of traffic circles in Sweden and England (14) in
dicate principal operating differences between weaving 
sections of different lengths. Where a length exceeds 
30-45 m and capacity is sufficient, there is a "true" 
weaving in the sense used by the 1965 HCM. For such 
long weaving sections the Swedish manual recommends 
a procedure similar to that of the 1965 HCM. 

For shorter weaving sections, which are frequent in 
Swedish traffic circles, a procedure much like the one 
described above for intersections is recommended. The 
studies mentioned show that such traffic circles actually 
operate as a series of T-intersections that gives priority 
to the traffic inside the traffic circle. 

Capacity, queue length, and delay are therefore 
calculated for each approach in turn, as described in 
Figure 3, although with different charts and parame
ters. 

There are two major differences, however. First, 
for a certain secondary stl·eam the total primary flow 
in the different points of conflict is totaled, as for the 
intersection. In a converging conflict, however, the 
primary flow is reduced by a factor that depends on the 
geometry of the weaving section and of the exit used. 
Second, the critical gap depends primarily on the direc -
tion of the secondary stream (right turning, straight 
ahead, or left turning) and on the weaving section's 
width-to-length ratio. 

In addition, only one chart (as in Figure 5) is given 
for mean service time. Very little data are available on 
headway distributions in traffic circles, and generally 
the calculation model for traffic circles is felt to be less 
reliable than the one for intersections. No doubt this 
is mainly due to more degrees of freedom in road-user 
behavior and hence to the decreasing reliability of be
havioral models. Still, the method is believed to be an 
improvement over existing empirical formulas, per
haps most of all with regard to consistency. 

MEASUREMENT OF CRITICAL 
HEADWAYS 

Background and Purpose 

Gap-acceptance behavior has been shown to be of vital 
importance in modeling the performance of an un
signalized intersection, and a number of previous studies 
have undertaken to define and measure pru:ameters 
relevant to such behavior (!,, J., .!£, 16). The literature 
survey preceding the manual gives a fairly complete 
bibliography on the subject and a comparison between 
and an analysis of results. 

The main purposes of the measurements made on 
unsignalized intersections were to validate these results 
for SWedish conditions and to further study the influence 
of some design variables on gap acceptance. In most 
intersections studied, service time, delay, and similar 

variables were measured alongside gap acceptance 
parameters in order to obtain some preliminary tests 
of the model. 

Definitions 
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Several different distribution functions for accepted 
headways can be defined and have been used in the litera
ture (!, 17). These definitions vary with respect to the 
types of choice situation studied (gaps and lags or both, 
one or more vehicles accepting one gap, and so forth), 
statistical population defined (drivers or gaps), and 
points of reference for studying headways (intersection 
limits, conflict points, and so forth). 

For these measurements, gaps and lags were re
ferred to points of conflict between the primary and 
secondary vehicles involved. In the final analysis, 
gaps and lags were pooled to produce a flow-dependent 
average. Critical gaps were determined by using probit 
analysis with correction for bias according to Ash
worth (.!,'.!., 18). By using these definitions, the results 
are believed to be compatible with the theoretical models 
for calculating capacity and delay. 

Sample 

The sample should be representative of the most fre
quent intersection designs. It should also, insofar as 
possible, admit pair-wise comparisons of the effects 
of the more important variables, such as type of control 
(yield or stop}, speed limit, cross section of a major 
road, lane types in secondary approaches, locat ion 
(urban, rural), and size of flows. In order to facilitate 
such comparisons, intersections with more than normal 
disturbances of any kind were excluded. 

Eighteen intersections were selected on the basis of 
a nationwide inventory. Total incoming vehicle flows 
to these intersections ranged from 6000 to 34 000 average 
daily ti·allic (ADT). Total number of lanes in all ap
proaches ranged from three to twelve. Nine of the inter
sections ai-e situated in urban areas (speed limits 50 or 
70 km/h) and three in rural areas (speed limits 50 or 
90 km/h). The study considers at-grade intersections 
only. No ramp connections with the acceleration lanes 
common to grade-separated interchanges were included, 
nor were any weaving sections or traffic circles. 

Method 

An automatic data-collection technique, based on detec
tors and a data log, was developed and used. In the 
minor-road approaches, presence-type magnetic loop 
detectors were installed. These were combined with 
pneumatic tube detectors in a logic circuit to minimize 
errors. Two detectors were installed in each lane, so 
that both the first and second vehicles in a queue could 
be detected. Passage times in the major road lanes 
were usually registered by pneumatic tube detectors. 
Manual switches were used to indicate choice of exit 
for passing vehicles, lane changes, and different types 
of disturbances. Figure 8 shows a typical installation 
in a T-intersection. 

The effective analyzed time of observation in each 
intersection ranges from 6 to 10 h divided into con
tinuous periods of 20-30 min and distributed over dif
ferent peak and off-peak flow conditions. 

Results 

The critical headways obtained for minor-road approaches 
are listed in Table 2, together with values of the move
up time. Gaps and lags have been pooled in this table. 
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Table 2. Measurements of critical 
headways at 18 Swedish 
intersections. Speed 

Limit 
Location Control (km/h) 

Malmo Yield 50 
Stop 50 

Lomma Stop 50 
Lund Stop 50 

Yield 50 
Helsingborg Yield 50 
v15 - v23' Yield 90 
v107 - vl09' Stop 90 
Hassleholm Yield 50 
Stockholm Yield 50 

Yield 50 
Yield 50 

Eskilstuna Stop 50 
E4 - v218' Stop 90 
Norrkiiping stop 70 

Yield 50 
Viisteras Stop 70 

Yield 70 

Note: FO ::= few observations. 
•Road number. 

Figure 8. Example of detector installation for measuring critical 
headways. 

E} ~ Magnetic presence detec-
1 tor (1 and 3 logically 

conne c ted with pneuma
tic detect o rs) 

- Pneuma t ic detect o r 

f +- Manual registration of 
passage in direction 
indicated 

@Function codes (parallel 
detectors have ~&me code 
but register independent
ly on different channels) 

The confidence limits for the critical headways in 
the table vary between ±0.1 and ±1.0 s, and for the 
move-up time between ±0.1 and :r0.3 s . 

The critical headways for vehicles turning left from 
a major road vary between 4.6 and 6.1 s for the four 
intersections where this parameter was studied (gaps 
and lags pooled). The highest value pertains to a road 
with a 90-km/ h speed limit. 

The definition of total primary flow-Le., exactly 
which major road streams and lanes should define head
·ways fox· a certain minor road vehicle-has a i·ather 
strong influence on critical headways. The variance of 
t he gap-acceptance distribution was used as a criterion 
for choice of definition. A smaller variance would give 
a more relevant description of behavior. 

The following main conclusions can be drawn from 
the measurements (see Table 2). 

1. The general level of observed critical headways 
agi·ees well with previous but mainly foreign studies (!) . 

2. On th.e whole, the influence of the most important 
variables was also what could be expected from pre
vious studies: the critical headways are higher at atop 
than at yield signs and higher with increasing speeds 
(speed limits) on the major roads and lower in big cities 
(Stockholm). 

3. One point of difference may be the influence of 
major road width. Some previous studies (!) report 

Lanes Critical Headway (s) 
on Move-Up 

No. of Major Right Left Time 
Approaches Road Turning straight Turning (s) 

3 
4 
3 
4 
4 
3 
2 
4 
4 
3 
3 
3 
4 
4 
4 
4 
4 
3 

4 5.0 6.3 3.0 
6 5.1 6.0 6.1 3.5 
2 5.5 6.0 FO 
2 5.6 FO 5.9 3.6 
2 5.9 5.1 FO FO 
2-4 4.7 5.6 3.0 
2 3.5 FO 
2 6.0 7.0 7.4 FO 
2 4.6 6.0 6.0 3.1 
4 4.0 4.9 2.6 
4 4.3 FO 5.1 2.9 
4 3.9 4.6 2.2 
2 6.5 6.7 6.6 4.0 
4 6.2 6.9 7.5 FO 
6 3.7 5.3 5.2 3.5 
4 3.3 4.7 5.3 2.9 
4 6.7 7.3 4.2 
4 6.7 6.4 4.1 

substantially higher critical headways for crossing a 
four- lane road compared to a two-lane road. These 
results could not be confirmed here. 

4. The differences obtained between crossing and 
left-turning vehicles from a minor road are somewhat 
less than could be expected. 

The results regarding sei-vice time and delay we1·e 
averaged over continous 20-min periods and compared 
with different the_oretical models, using a sample of 55 
such periods with different flow conditions and from 
different intersections. For mean service time, and 
comparing with the theo1·etical model finally selected 
and described above (with actual critical gaps), the 
following regression line (R2 = 0.85) was obtained: 
- -
d,m = - J.11+0.96 d, , (7) 

where indexes m and t denote measured and theoretical 
values, respectively. No systematic errors could be 
found. The agreement seems to be good, although of 
course the error in estimating critical gap remains to 
be added. 

COMMENTS 

The calculation method presented above is believed to 
be a valuable tool for analyzing intersection performance 
as well as for designing intersections themselves. Like 
most such tools, however, the method presumes some 
skill and good judgment on behalf of the user. The 
Swedish capacity manual, perhaps more than most such 
manuals, leaves it to the user to decide the context in 
which the method is to be used and how to apply the 
results. 

Flexibility has also been an important objective in 
constructing the method. New research results and 
practical experiences are expected to continue flowing 
in, and it should be possible to accommodate these in 
the manual without changing its entire structure. The 
stepwise calculation process selected is believed to be 
useful in this respect. 

The accuracy of the method cannot yet be judged, 
although some preliminary results appear promising. 
Much work remains to be done before the manual can 
be considered to be validated. 

The responsiveness of the method to changes in 
various design parameters is perhaps as important as 
overall accuracy. The attempt to base the calculation 



process on an explanatory model for road-user be
havior, rather than on a merely statistical model, 
ought to fav-or this responsiveness. 
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Part 3. Capacity of Signalized Intersections 
Karl~Lennart Bilng, Swedish Transport Research Commission, 
Royal Academy of Engineering Sciences 

Calculations of signal timing and capacity have been performed in Sweden 
by using methods based on the 1950 and 1965 Highway Capacity Manuals. 
These methods, however, give results that differ by as much as 50 percent 
from observed flows. A comprehensive development was therefore under· 
taken by the Swedish National Road Administration from 1971 to 1976. 
After extensive literature reviews, theoretical analyses, and field studies, 
a method was developed for calculating signal timing, capacity, queue 
length, proportion of stopped vehicles, and delay . The method is based 
on calculating saturation flows separately for each lane, which makes the 
method applicable to all geometric designs and phasing schemes. Adjust
ment factors for vehicle-actuated control are also included. Study em· 
phasls was on the relations among approach width, lane markings, and 
capacity: conflicts between left-turning and opposing flows; and con· 
flicts between turning vehicles and pedestrians. The signal-timing method 
is based on the minimum average delay criterion proposed by Webster. 

For 20 years the calculations of signal timing and ca
pacity done in Sweden have been based on a manual de
veloped by Nordqvist in 1958 (5). This manual was, in 
turn, largely based on the 1950 Highway Capacity 
Manual (HCM). Some attempts have also been made to 
promote the use of the 1965 HCM (6). · 

These manuals, however, have been found to have 
some serious drawbacks. They do not give optimum 
cycle time, and capacity values often differ from ob
served flows by as much as 30-50 percent. Further
more, no guidance is provided for calculating more 
complex geometric designs and signal phasing schemes. 

To overcome these deficiencies, a comprehensive 
study including the development of calculation methods 
for roads as well as for different types of unsignalized 
and signalized intersections was initiated in 1971 by the 
Swedish National Road Administration (NRA). Chief 
investigator for the \vork was Professor Stig Nordqvist 
at Vattenbyggnadsbyran (VBB); I was responsible for 
the part covering signalized intersections; and Arne 
Hansson was responsible for unsignalized intersections. 

The manual was completed and published in Swedish in 
1977 (4). 

An overview of the different phases of the work is 
presented as part 1 of this paper. 

SCOPE AND OBJECTIVES 

The manual was designed for calculations of capacity 
(defined as maximum flow at given conditions), queue 
length, proportion of stopped vehicles, and delay. 
These calculations serve to describe the consequences 
of a given set of geometric and traffic parameters. 
No recommendations for design standards are given, 
because the manual does not include all aspects, such as 
safety, capital costs, and external effects on the en
vironment, that would have to be considered. 

The manual does include forms and examples for 
practical. application. The purpose of this paper is to 
present an overview of the proposed method and some 
of the material dealing with signalized intersections. 

The method is based on theoretical models supported 
by a limited number of field surveys. Each model ex
plains the behavior of traffic in a critical conflict or 
geometric design that affects the discharge rate at the 
stop line. By identifying the true reasons for each 
effect, adjustment factors such as city size and location 
within the city can be neglected or given only minor im
portance. This should greatly improve the accuracy of 
the results as well as the possibility of their being 
reproduced. 

METHOD PROCEDURE 

Each lane is treated individually in the method. This 
means that the manual can be used for practically all 
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intersection layouts and phasing scheme designs. 
The computational procedure involves the following 

basic steps: 

1. Preparation 
a. Determination of phasing scheme, lane division, 

and lane types. 
2. Signal Timing: First Round 
b. Calculation of the saturation flow (s) for each lane. 

Saturation flow, s, is defined as the highest stable flow 
in vehicles per hour of green (vphg) during existing 
conditions. First a base value of s is obtained. It takes 
into account the proportion of turning vehicles nnd the 
degree of conflict with other vehicles and pedestrians in 
the intersection with green in the same phase. This 
base value is then adjusted for conditions other than 
normal regarding the width, slope, length, and mark
ings of the lane, the proportion of heavy vehicles, and 
so forth. 

c. Distribution of the flow on different lanes. If the 
flow in a lane, q1, is not known, q 1 is calculated so that 
equal values of q/ s 1 are obtained for the adjacent lane 
or lanes with the same direct ion in the approacb (Fig
ure 9). This assumes that a driver arriving at the ap
proach selects the lane that will minimize his or her 
delay before he or she crosses the stop line. 

d. Identification of the critical conflict point in the 
intersection. The q/ s 1 ratios are calculated for each 

Figure 9. Method used to distribute the flow 
between lanes in the same direction. 
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Q f/h 
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'1 • 'z t '3 

'3 q3 ; Q • 
s 1 + s2 + s3 

Figure 10. Definition of critical conflict. 

CRITICAL 

CONFLICT 

lane, and the critical conflict, defined as the point hav
ing the highest total of ratios q/ s 1 of adjoining lanes, 
(q / s 1 )m•• , is identified (Figure 10) . The sum represents 
the degr ee of saturation of tJie intersect ion if ther e are 
no losses in effective green time. 

e. Calculation of cycle, split, and green times . 
These calculations, carried out according to Webster 
~), give the signal timing that r esults in minimum 
average delay for fixed t ime operation of the signals. 

3. Signal Timing: Second Round 
f. Renewal of steps b-e for improved accuracy. 

The saturation flow for lanes having turning traffic in 
r.onflir.t with oppoRing vP.hicle flows or having pedes
trian crossings with green in the same phase is a func -
tion of the length of the green time and the cycle time. 
The second round includes procedures for more precise 
calculations of s for such lanes. The signal timing and 
other parameters are derived in the first round (b-e) 
as input. This is only necessary if consequences for 
individual lanes, such as queue length or delay, are to 
be calculated. 

4. Consequences 
g. Calculation of capacity, queue length, proportion 

of stopped vehicles, and delay. Once s, q, and the 
signal timing obtained from steps a-f are known, alculat 
ing the demanded consequences is a simple ai·ithmetic 
procedure . Capacity is defined as the l:lighes t st able 
flow in vehicles per hour (vph) dul'ing existing conditions . 

The manual is divided into a number of sepa1·ate work 
111uJJ1e11t~ Lhet.L a.i·c i1u.111be;red c0r.1s~~;....iivcl:-; ir.. !!ic o~dc~ 
in which they are to be performed. In Figure 11 a flow
chart of the method is illustrated. 

IMPORTANT FEATURES 

Lane Configur ation and Clas sification 

The models that form the basis of the method assume 
that each lane carries a single flow of vel:licles through 

Figure 11. Flow chart for the manual. 
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the intersection. It is therefore important to make sure 
that actual traffic behavior corresponds to the lane 
markings. If this is not the case, the calculations 
should be performed with the number of lanes actually 
formed by moving traffic. 

If field observation in the actual intersection is not 

Figure 12. Relations among saturation flow, approach width, 
and number of marked lanes. 

5000 

4000 

3000 

2000 

1000 

Saturat io11 flow 

vphg 

1 I 
I , 

/'" 

12 45676610 

Approach vidth m 

Figure 13. Adjustment 
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possible, one should assume a minimum lane width of 
2.5 m. 

The relations among capacity, approach width, and 
number of marked lanes in the approach have been 
evaluated by means of before-and-after field measure
ments at intersections with different lane arrangements. 
Figure 12 shows examples of results from these experi
ments and indicates that capacity is a function of both 
approach width and number of lanes. The model deals 
with this by making separate calculations of the capacity 
for each lane and by adjusting for lane widths other than 
3 .0 m and for absence of lane markings (Figure 13). 

To simplify handling of the method, the lanes are 
classified as different types, d~pending on the presence 
of turning traffic and the degree of conflict experienced 
by the traffic in the lane. In Figure 14 seven different 
lane types are defined; lanes with turning traffic that 
conflicts with both opposing vehicle traffic and pedes
trians discharged in the same phase may be assigned 
to more than one type, for instance to D/F or E/G. 

Base Values for Saturation Flow 

The base value for the saturation flow (s)for lane type A 
(only through traffic) is set at 1700 vpbg and for type C 
(only turning traffic witllout conflict) at 1500 vphg. For 
type B (some turning traffic without conflict) s varies 
between 1700 and 1500 vphg, as a function of the per
centage turning (0-100 percent). 

For lane types with some degree of conflict between 
turning traffic and opposing flows or pedestrians (types 
D, E, F, G), determining s is more complicated . 

Conflicts Between Left-Turning and 
Opposing Flows 

From practical experience and limited field measure
ments it was concluded that a primary source of error 
in older manuals was inadequate handling of conflicts 
between left-turning vehicles and opposing vehicles on 
two-way streets. Thie is particularly important for 
normal, two-phase controlled intersections where all 
left turners have to face this conflict. In order to over
come this weakness, a thorough analysis was performed, 
and a model, suggested by Gordon and Miller in 1966 
(20), was applied for stepwise calculations of the dif
ferent stages of the conflict (Figure 15). These s tages 
are as follows: 

1. First part of the green phase, gk, is when queue 
discharge from the opposite direction blocks left-turning 
vehicles in the lane. During gu only through or right
turning vehicles, Nk, can be discharged from the lane 
and then only until the lane becomes blocked by queueing 
left turners. 

2. Remainder of green, gg = g - gk, is the time dur
ing which left-turning vehicles can pass when accept
able gape occur in the opposing flow. The total dis
charge during this stage is noted as Ng = gg x s,. 

3. Inter-green period is that time during which ve
hicles stalled in the intersection can pass, N., 

Provided that the signal timing is known from the 
first round of calculations, gk can be estimated as the 
time required to discharge the queue that has been 
formed in the opposite direction during the previous red 
phase: 

(8) 
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Figure 14. Classification of lane types. 

Figure 15. Calculation of saturation 
flow for lanes with left turning 
vehicles. 

Figure 16. Number of 
vehicles, Nk, that can be 
discharged during gk. 
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(b) Proportion of left turns 

With gk known, the number of vehicles, Nk, that can 
be discharged is a function of the proportion of left
turning vehicles, p1, in the lane and the number of left
turners that can queue in the intersection without block
ing other vehicles in the same lane. Nk can be solved by 
using general probability theory with the following re
sults in Figure 16, where (a) is the case where no left
turning vehicle can queue without blocking the lane: 

N-1 

Nk = ~ [ix P1 X (I - P1)1] + N x (I - p1)N (9) 
l= J 

and (b) is the case where one left-turning vehicle can 
queue without blocking the lane: 



Figure 17. Accepted critical gap, ag, in the conflict 
between left-turning and opposing vehicles. 

Figure 18. Saturation flow 
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where N is the maximum number of vehicles that can be 
discharged during green (N = g x s ). The discharge, Nu 
during g, is a function of gg, the proportion of left
turning traffic, p1, and the possibilities for left-turners 
to cross in gaps in the opposing flow. This conflict is 
similar to the one that occurs in an unsignalized inter
section. The capacity for left turns is in this case a 
fWlction of the accepted critical gap a. and the distribu
tion of gaps in the primary stream. 

Measurements of a. were performed at 10 signalized 
intersections with a method described by Hansson in 
part 2; a. was found to vary as a function of the width of 
the opposite approach, bf, and the cross street, bk, as 
presented in Figure 17. For busy intersections in large 
cities, the values obtained for a 8 were 0.5 slower than 
the values in Figure 17. 

Figure 19. Saturation flow for lanes 
with left-turning vehicles in conflict 
with opposing flow. 
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The s aturation flow s . during g
8 

can be expressed as 

(I I) 

where ar is move-up time, which is 1/s. 
In the field studies ar was foWld to be closely cor

related with a. (ar = 0.54 a 8). In the manual this is pre
sented in a separate graph for each value of a. (Figure 
18), where critical gap a 8 = 4.3 s. 

The value for N is then obtained as 

(12) 

The number of vehicles discharged during inter-green, 
N,, is obtained from measurements or observations of 
the space for queueing vehicles inside the intersection. 
In Sweden an average space of 8 m per vehicle is as
sumed. Care should also be taken to ensure that the 
inter-green is sufficiently long to allow these vehicles 
to clear the intersection before the next phase begins. 
Otherwise the intersection can become seriously 
blocked. 

The resulting saturation flow for the lane in vphg is 
obtained as 

s = (3600/g) (Nk + N• + N,) (13) 

The complex and thorough procedure described above 
can only be carried out when signal timing and satura
tion flows have been estimated in the first round of 
calculations. The manual gives two simplified graphs 
for the first calculation round (Figure 19) for this pur
pose that are based on series of calculations with the 
second-round procedure for normal types of intersec
tions. In these graphs s is determined by using the 
ratio of left-turning vehicles and the total opposing flow 
as inputs. 
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Figure 20. Calculation of saturation SPACE 
flow for lanes with right-turning 
movements. 

PEDESTRIAN TRJl..JECTORIES 

Conflicts Between Turning Vehicles 
and Pedestrian Movements 

A B 

GREEN T ME 

In two-phase signal control for i;ntersections of two-way 
streets, right-turning as well as left-turning vehicles 
are usually affected by pedestrian movements in the 
crosswalk of the leg into which the turn is being made. 
This is particularly true for Sweden, where right turns 
on red are not permitted. An attempt was therefore 
made to analyze these conflicts ancf to develop a theo
retical model as a basis for a computational procedure 
in the manual (3). 

Collecting data with time-lapse photographs com
bined with inductive loops for vehicle detection was 
performed in four intersections with the described con
flicts. A theoretical model was then developed to 
describe the behavior of a vehicle and a pedestrian as 
a function of the relative time advantage aby for the 
party first arriving at the collision point. The reason 
for this was that it was felt that the right-of-way for 
the pedestrians during green was not fully respected 
by the turning vehicles. The model was therefore de
signed to enable tests of alternative hypotheses of this 
behavior. 

The results from the field studies were evaluated 
manually, and aby was derived by probit analysis. Th~ 
vehicles usually required a positive time advantage of 
3.2 s if they were not to give way to a pedestrian (stan
dard deviation 4.3 s). 

c 

A capacity model based on division of the green phase 
into four parts was developed. Figure 20 shows A and C, 
where no vehicles can pass because pedestrian platoons 
have formed during red, and B and D, where a random 
arrival of pedestrians into the conflict zone is assumed. 
Turning vehicles can pass if their time advantage is 
sufficiently great. 

The capacity of the turning flow can be expressed as 

(14) 

where 

Kr = largest number of turning vehicles that 
can pass per green phase per lane; 

TA - T 0 = starting point of intervals A-D; 

Figure 21. Restricted 
length of approach lanes. 

CJ\.SE JI. CJ\.SE B 

1 1 

D ! ME 

q" = pedestrian flow, in number of pedestrians 
per second, two-way; and 

N = number of turning vehicles that can pass 
during inter-green. 

TA - T 
0 

are functions of the length of the crosswalk 
and of the size and d'iffusion of the pedestrian platoons 
formed during the red phase. The equation, however, 
includes too many vai·iables to allow graphic presenta
tion. It has therefore been evaluated for a numbe1· of 
typical cases and the results have been put together in 
Table 3. 

Effect of Restricted Len h of 
Approach Lanes 

In built-up areas, the length of the curb lane is often 
limited by parking, bus stops, or narrowing street 
width . If the curb lane in an approach is too short, 
capacity can fall. Two different cases can be dis
tinguished (Figure 21). 

Case A. Curb Lane Serving Right-Turning 
and Through Vehicles 

A reduction in saturation flow, s, of the curb lane 
occurs if the available lane length, 1, is smaller than 
the space occupied by the maximum number of vehicles 
(8 m per vehicle) that can be discharged during the 
green time, g. 

1/8 < (s x g)/3600 

The reduced saturation flow s' becomes 

s' = (3600 x 1)/(8 x g) = (450 x 1)/g 

Case B. Curb Lane Serving Only 
Right-Turning Vehicles 

(15) 

(16) 

In this case the queue formed during red in the nearby 
lane might bloc!.< the curb lane from being used to its 
full length. The likelihood of such blocking occurring 
is a £unction of 1, g, and the ratio of right-turning ve
hicles in combined curb lane and adjacent lane. The 
number of right turns, N, that can be made during a 
green phase has been solved with probability theory 
(Figure 22). 

The adjusted saturation flow s' is obtained as 

s' = N x (3600/g) (17) 

Ifs' < s for the curb lane, s' should be used in fur
ther calculations. In this case the curb lane and the 
nearby lane are considered one Lane with a saturation 
flow equal to the sum of the individual saturation flows 
for each lane. 
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The method can also be applied with minor modifica- Figure 22. Number of 10 . z-u.1~ 00 · ...,- . 
tions to lanes for left turners. vehicles per cycle that can . .. . ,. · n . 
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Traffic signals in Sweden display green plus amber ; // , --1 - u 

at the end of green. Field measurements have shown :... 
., a 

that this interval is fully utilized by drivers and that it 
., .. --~ 

' .. , I. 
has therefore been included in the effective green in 0.0 0.2 0.4 o.s o.a 1 .0 
the manual. An inter-green interval thus consists only Ratio of right turns 

pr 

Table 3. Saturation flow of 
Green Time (s) lane with turning vehicles in 

conflict with pedestrian 10 15 20 
movements. Two-Way 

Pedestrian Length of Crosswalk (m) 230 
Flow 

Turne per Hour 7 14 21 7 14 21 7 214 All Widths 

0 250 1700 1700 1700 1700 1700 1700 1700 1700 1700 

21500 

0.05 250 1580 1650 1640 1650 1670 1650 1660 1670 1680 
500 1500 1620 1600 1610 1660 1640 1640 1670 1670 
750 1390 1570 1580 1560 1570 1580 1600 1600 1630 

1000 1330 1490 1560 1510 1490 1510 1550 1540 1600 
21500 1290 1490 1560 1380 1120 1490 1450 1500 1540 

0.10 250 1530 1620 1600 1610 1650 1640 1630 1660 1670 
500 1400 1580 1530 1540 1620 1600 1590 1640 1650 
750 1260 1480 1500 1460 1500 1490 1520 1550 1580 

1000 1150 1380 1460 1380 1370 1390 1450 1450 1520 
21500 1090 1380 1460 1170 1280 1350 1280 1350 1420 

0.15 250 1430 1580 1560 1560 1630 1600 1590 1630 1650 
500 1270 1510 1460 1470 1580 1540 1540 1610 1620 
750 1070 1390 1400 1360 1410 1400 1440 1470 1530 

1000 960 1230 1360 1250 1230 1270 1350 1340 1450 
21500 890 1230 1360 1010 1420 1220 1130 1200 1300 

0.20 250 1390 1560 1520 1520 1620 1580 1560 1610 1640 
500 1200 1480 1400 1410 1550 1510 1490 1590 1600 
750 1010 1320 1340 1290 1350 1340 1380 1430 1490 

1000 870 1160 1280 1160 1140 1180 1270 1260 1380 
21500 800 1160 1280 890 1030 1120 1020 1110 1210 

0.30 250 1300 1500 1450 1440 1580 1530 1510 1580 1610 
500 1040 1390 1280 1300 1490 1420 1410 1540 1560 
750 850 1200 1210 1150 1240 1220 1270 1330 1410 

1000 700 1000 1140 1000 980 1020 1130 1120 1260 
21500 630 1000 1140 720 860 960 850 950 1060 

0.40 250 1230 1460 1390 1380 1550 1480 1450 1550 1580 
500 930 1320 1190 1200 1430 1350 1330 1490 1510 
750 720 1100 1110 1030 1150 1130 1170 1250 1330 

1000 590 880 1030 880 860 900 1010 1000 1160 
:>1500 520 880 1030 600 740 840 730 830 940 

0.50 250 1180 1410 1340 1330 1510 1450 1420 1520 1550 
500 830 1240 1100 1120 1380 1290 1260 1440 1470 
750 640 1000 1020 940 1070 1050 1090 1160 1270 

1000 500 790 930 780 770 810 920 910 1070 
21500 450 790 930 520 650 740 640 730 850 

0.60 250 1130 1370 1300 1280 1480 1410 1380 1490 1520 
500 750 1180 1030 1050 1320 1230 1200 1400 1440 
750 570 940 950 870 990 980 1020 1120 1210 

1000 440 710 860 710 690 730 840 830 1000 
21500 390 710 860 450 570 670 570 680 770 

0.80 250 1040 1300 1110 1200 1410 1350 1300 1450 1480 
500 640 1070 910 930 1230 1120 1090 1320 1360 
750 470 830 820 750 910 870 900 1020 1120 

1000 360 600 730 590 580 820 720 710 880 
:.1500 310 600 730 380 470 550 460 550 650 

1.0 250 950 1240 1170 1120 1360 1290 1240 1410 1420 
500 550 980 820 840 1150 1030 1000 1250 1300 
750 390 740 730 660 830 780 800 930 1040 

1000 300 510 640 510 490 530 630 620 780 
"1600 260 510 640 300 400 470 390 470 570 
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of all red and all red plus amber between green in two 
conflicting phases. 

The total loss of effective green time per cycle, F, 
is obtained as the sum of the inter-green intervals be
tween the conflicting phases. 

The cycle time, c, is obtained as 

where 

F 

!l(q/ s i) ma x 

{18) 

sum of inter-green intervals per cycle, 
and 
sum of q/ s for the critical lanes, i.e., 
the lane s that make up the critical con
flict point in the intersection. 

The distribution of green times that best minimizes 
delay is derived from 

(19) 

The green times are checked against minimum green 
time requirements, and the timing is adjusted if neces
sary. This is done by adding the extra green time re
quired to F and calculating a new cycle time that is dis
tributed among the phases without disrupting the optimum 

~· 

distribution according to Equation 18. 
The manual also includes recommendations for tim

ing of traffic -actuated controls (minimum and maximum 
green, extension intervals) based on previous research 
(21) . 

Capacity , Queue Length, Proportion of 
stopped Vehicles, and Delay 

All the measures dealt with under this heading are first 
calculated on a per-lane basis. Totals and averages 
for an approach or for the whole intersection can also 
be derived according to instructions in the manual, but 
they are not always meaningful. 

When the signal timing is established, lane capaci
ties,Ki1in vehicles per hour are derived as 

K; = g;fc x s1 (20) 

The degree of s aturation, q / Ki, becomes highesl and 
equal for all the critical lanes. If it exceeds 1.0, 
queues build up infinitely, and even at values above 0.8 
substantial queueing occurs. The average number of 
queueing vehicles in lane i at the beginning of green, Ni, 
is calculated according to Miller (22 ) : 

(21) 
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Figure 24. Form C, 
calculation of signal 
timing, first round. 

Figure 25. Form C, 
calculation of signal 
timing and capacity, 
second round. 
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Figure 26. Form D, 
calculation of 
queue length, 
proportion of 
stopped vehicles, 
and delay. 
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where 

Nu= (2x1 - l)/[2(1- x,)] x1 =(<Ji x c)/(s1 x Si) > \.4 

Nii= 0 X; "' Yi 
Ni; = q1 x (c - gi) (22) 

Ni represents the number of vehicles remaing from 
the previous green phase and N2 the number of vehicles 
arriving during red. N is then adjusted upward by 
means of Poisson's curves for required probability of 
overload. 

Queue length, L 1, is derived by multiplying the 
number of queueing vehicles by the average space per 
vehicle . The manual also includes adjustments of Li 
as a function of the proportion of trucks and buses in 
the lane. 

The proportion of stopped vehicles, p,1, in lane i is 
derived from 

P,i = (r1 + N, x t;)/c 

where N 1 x ti represents the time from beginning of 
green until the Nith vehicle in the queue has started 
to move. Measurements indicate that ti normally 
equals 1.0. 

(23) 

Average delay, d" is calculated according to Web
ster (~: 

d1 = 0.9 [c(l - Xi)/2(1 - X1 x x1)] + {x?/(2q, x (1 - xi)]} (24) 

where >.. 1 equals g/c. For xi, see Equation 22 above. 
Adjustment factors for queue length and delay in traffic
actuated controls based on the corresponding values at 
fixed time controls are also given in the manual. 

APPLICATION 

In the manual (4) the chapter on signalized intersections 
occupies about a fourth of the whole book. The im
portant relations are all presented in graphs or tables 
in order to simplify use of the manual. Computer pro
grams are also being developed for the same purpose. 

The layout of the manual is in the form of stepwise 
calculations (Figure 10), each step leading to a set of 
figures to be filled into the corresponding column on 
the form for the calculation. Four different forms are 
provided for signalized intersections: 

1. Plan sketch: traffic volumes and assumptions, 
2. Determination of inter-green, 
3. Calculation of signal timing and capacity, and 
4. Calculation of queue length, proportion of stopped 

vehicles, and delay. 

Figures 23-26 illustrate the use of the forms for an 
intersection in the downtown area of Stockholm. Fig
ures 23 and 24 represent the first and the second 
rounds of the signal timing that are filled into form C. 

The time required to carry out a complete applica
tion, such as the one in the example, may vary between 
3 and 6 h, depending on the skill and practice of the 
engineer. The most time-consuming part is the 
second round of signal timing, which, however, is only 
necessary if queue lengths or other measures for in
dividual lanes are requested. If only signal timing and 
degree of saturation are asked for, the calculations 
should not take more than an hour. 

The manual has been introduced in a number of work
shops for traffic engineers in Sweden and has been 
greatly appreciated for its exactness and flexibility. 
A number of important questions still have to be solved 
by future research, however, for example, the effect 
of bicycles in the vehicle flow, the influence of different 



types of traffic-actuated controls, and the influence of 
rain, snow, and darkness. 

A thorough validation of the methods is also desir
able and may take place after the manual has been used 
for some time. 
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Discussion 
Robert C. Blumenthal, Robert C. Blumenthal Associates, 
Boston 

PART 1 BY PETERSON 

Mr. Peterson initially reviews the historical background 
leading to development of the 1977 publication on calcula
tion of capacity, queue length, and delay on road traffic 
facilities. He notes that "it has been clearly shown 
from measurements in several countries that actual 
capacity is higher than that arrived at by application 
of the methods" in referring to previous methods. 

No design standards, such as levels of service, are 
provided; rather, the final decision as to the design is 
suggested to depend on factors of road safety, cost, and 
environment. Thus, Mr. Peterson states that "the 
choice (or design) should be based on that degree of 
accuracy which is right both socially and economically." 

Major additions to the literature are calculations 
for unsignalized intersections, pedestrians (midblock), 
bicycle traffic (bike paths), and short weaving sections 
of 40-60 m. 

The manual itself is a fine publication, well laid out 
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with color for emphasis and the use of examples and 
forms to assist the analyst. I am generally favorably 
impressed by the Swedish manual and Mr. Peterson's 
paper. It is, indeed, a forward step in the capacity 
field. 

I do take some minor exception to Mr. Peterson's 
statement that "it has been clearly shown" that actual 
capacity is higher than that arrived at by different 
methods. In my discussion of the other two papers, I 
shall indicate why I differ. Also, I believe that pro
viding design guides or levels such as levels of ser
vice is an advantage because it sets standards. "The 
choice of that degree of accuracy which is right both 
socially and economically" can be a controversial 
choice if it is not based on engineering fact. 

PART 2 BY HANSSON 

Mr. Hansson's paper presents a method of calculating 
capacity, queue length, and delay at intersections con
trolled by yield or stop signs. The method is based on 
a queuing model (M/G/l) whose most important input 
parameter is the critical headway determined from 
field observations at 18 intersections in Sweden (Table 
2 in the paper). 

Data gathered for the 10 yield and 8 stop approaches 
provided critical headway (right, straight, and left) 
and move-up times. The paper notes that "values ... 
are based on these measurements for Swedish condi
tions, as well as on previous studies elsewhere." 
Table 1 outlines the values. 

I have reviewed the information in Tables 1 and 2 
and cannot find any direct relations. Table 1 values 
are the basis for calculating intersection operations, 
so it would be interesting to know how they are derived. 

A breakdown of Table 2 reveals 12 locations (8 yield 
and 4 stop) where speeds were 50 km/h, 3 (1 yield 
and 2 stop) locations at 70 km/ h, and 3 locations (1 
yield and 2 stop) at 90 km/h. I wonder what level of 
statistical confidence can be placed on values derived 
from one or two locations. 

I suspect the additional data came from previous 
studies. In 1974, the Organization for Economic Co
operation and Development (OECD) published Capacity 
of At-Grade Junctions (7). Table 4 of that publication 
(here Table 4) summarizes critical time gap values. 

Table 4. Summary of values for the 
critical time gap found by various 
researchers or used in the national 
design manuals. 

Through Right Turning Left Turning 

Passenger Passengers 
Source Cars Trucks Cars Trucks 

4.1-5.2 6.0-6.5 Grabe, Worner 
Krell 6.4 (second vehicle: 1.82 t; third 2.53 t; etc.) 
Ashworth (median value) 
Ho!wegen (value at a major 

road flow o r 1000 v /h) 
Kell (median value) 
Owens (median value) 
Thomasson (median value) 
Knoflacher 
French design standards' 
German guidelines for traffic 

signals 
v = 90 km/h 
v = 50 km/h 

English design standards 
Dutch design standards 

Swedish manual 
v = 90 km/h 
v = 70 km/h 
v = 50 km/h 

6.5 

5.4 
5. 8 
6.3 
8. 6 

6 

7-8 
6-7 
4-8 

(+2 s 
reaction 
time) 

7.0 
6-6.5 
5.2-5.8 

5.0 
5.4 

6 

6-7 
5-6 
8-12 

6 

7.2 
6-6.5 
4.8-5.5 

• In some cases the time needed to complete the maneuver for one carriageway with two lanes is given. 
b Sight distances are calculated taking into account the time required for merging. 

Passengers 
Cars Trucks 

6.0 
6.3 

8-9 
6.5-7 

(7) 6 (9) 

7.5 
6.2-6.8 
5.3-6.0 
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I have added the Swedish manual values to the bottom 
of this table, and find they generally compare well. 
(Note, however, that the values in Table 4 are simplistic. 
The original texts generally classify time gaps by 
specific configurations.) 

There are no sample calculations in the paper. How
ever, there are two examples in the manual (attached). 
One is a T-jwiction, where both roads have speeds of 
50 km/h (Figure 27). Traffic flow from the two-lane, 
one-way secondary road is 200 vph turning left, and 
200 vph turning right. The two-lane, two-way primary 
road carries 500 vph each way. Capacity is calculated 
as 570 vph for thP. right turn ann :mo vph for the left 
turn. 

For comparison, I have another OECD exhibit (Fig
ure 12 from page 35, attached here as Figure 28) . This 
figure shows three locations in Britain where com
parisons were made between observed flows and those 
predicted using Tanner's formula (.!Q, .!.!)· I note in 
site 3, where the critical gap time is identical to that 

Figure 27. Example 1 from the 
Swedish capacity manual. KO l'. S•.; 1!,C, tJf J. U !~t.. J " !' 1:•,.!.L[q 

t;t ,.., ; ~-~!:!.L 

I 
I 
I 
I 

chosen by Hansson, that the results are a perfect 
match. Sites 1 and 2 have lower critical gap times, 
resulting in higher capacity for the right-turn move
ment. 

The next figw·e (Figure 11 from the OECD, here 
given as Figure 29) compares capacities predicted by 
five methods, with critical gaps of 5 and 7 s for a 
straight movement in conflict with two-way primary 
movements. As may be seen, there is a great deal of 
variance in predicted capacities. The OECD review 
concludes with the remark, "The foregoing review of 
methods of estimating the capacity of major/ minor 
priority junctionlil ha.& lilhown that the topic is a. very 
complex one, and that despite the considerable amount 
of research which has already been completed, a great 
deal still remains unknown." 

Mr. Hansson's paper and procedures add a method for 
calculating unsignalized intersections that appears to be 
simpler than others used in some areas. 

I would like to see an example or two in the paper so 
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the method could be used by traffic engineers. Thus, 
comparisons could be made. At present, the paper pro
vides a great deal of background, which has value but 
does not help the reader make practical use of what is 
obviously a well-developed method. I hope the Swedish 
manual can be translated to fill the missing elements. 

Figure 28. Comparison of predicted and observed traffic 
flows (l). 
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PART 3 BY BANG 

Mr. Bang has presented a well-written paper outlining 
the Swedish capacity manual method for calculating, 
not only capacity, but also queue length, delay, ap
proach grades effect, proportion of stopped vehicles, 
and signal timing. The method makes use of previous 
findings by Webster of Great Britain on signal timing 
and Miller and Gordon of Australia on conflicts between 
left turns and opposing flow and signal timing, as well 
as previous Swedish work, especially by Arne Hansson 
on conflicts between vehicles and pedestrians. 

Original procedures are shown for calculating 

1. Effect of conflicts between left turns and opposing 
traffic on two-way streets where (a) a waiting left turn 
will block the lane and (b) a waiting left turn will not 
block the lane; 

2. Reductions in the capacity of right turns by 
pedestrians in the crosswalk; and 

3. Effects of restricted length of curb lanes where 
(a) through and right-turning traffic are in the lane and 
(b) the curb lane serves only right turns. 

The paper contains an example of the procedures for 
a four-way intersection, in downtown Stockholm, with 
three-phase signal control. There are three examples 
in the manual: two-phase, three-phase-the one in this 
paper (Figures 30 and 31)-and four-phase. 

For comparison, I calculated capacities for two of 
the three intersections using the HCM and then com
pared the results (Tables 5 and 6). Tables 5 and 6 
show the comparisons. My calculations were rough, 
but are adequate for comparative purposes. Overall 
intersection capacity appears to correlate fairly well. 
Location A, M-Stad, shows an overall variance of 6 
percent, or 220 vehicles. In this example, the HCM 
would predict more overall capacity than the Swedish 
method. Location B, Stockholm, shows an overall 
variance of 4 percent. In this instance, the Swedish 
manual predicts more capacity than the HCM. 

The individual approaches do not compare as well, 
with variances of 2-50 percent between the methods. 
One of the major reasons for variations on the high 
end is signal timing. Table 7 reviews the level of ser-
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Table 5. Capacity comparison for location A: 
four-way two·phase intersection with all two-way 
streets. 

Table 6. Capacity comparison for location B: 
four·way three•ph11se intersection with 1111 two-way 
streets. 

Figure 30. Location A from the Swedish capacity 
manual. 

Volume 
Width 

Approach (m) L s 

BN 5.5 100 200 
BS 5.5 50 150 
AV 6.5 110 760 
AO 6.5 80 850 

Total 

"Pedestrian volume: N-S - 600-700, E-W • 200-150. 

Volume 
Width 

Approach (m) L s 

HN 9.6 110 640 
HS 8.0 50 810 
RV 9.0 90 130 
RO 9.0 380 290 

Total 

'Podeltrlan volume: N·S • 1300-600, E-W = 700-600. 
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Table 7. Level of service comparison for locations 
A, B,andC. 

Figure 31. Locat ion C from the Swedish capacity 
manual. 
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HCM 
Degree of 

Location Approach w. Volume G/ C LOS "E" V/ C LOS Saturation 

A BN 18 500 0.49 750 0.53 C/ D 0.86 
BS 18 350 940 0.37 c 0.74 
AV 21.3 1020 0.40 1000 1.02 E 0.86 
AO 21.3 1100 1060 1.04 E 0.87 

Total 2870 3750 0.76 D 

8 HN 31.5 870 0.36 1340 0.65 D 0.67 
HS 26.2 1180 1260 0.93 E 0.82 
RV 29 .5 330 0.18 700 0.47 c 0.58 
RO 29.5 790 0.29 1090 .Q,1! D 0.82 

Total 3170 4390 0.72 D 

c MN 21.3 550 530 1.04 E 
MS 14.8 280 380 0.74 D 
IY 19.7 1080 1100 0.98 E 
IO 19.7 1270 1050 ill E 

Total 3180 3060 1.04 E 
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vice expected with the signal timing shown in the ex
amples. Location A would have been timed differently, 
based on HCM analysis, and would have evened out the 
capacity differences. Delay was not calculated for 
location A. Therefore, there was no opportunity for 
comparison of that item. 

I should note that neither capacity nor delay was 
calculated for location C (Oskarshall), the four-phase, 
actuated intersection. 

I wish to congratulate Mr . Bang on a well-written 
paper and on his contribution of a methodoiogy for 
calculating effects of conflicts between left-turning and 
oppoiing flowi, conflicti between turning vehicles and 
pedestrians, delay, and queue lengths. 

Analysis by lane and movement should give the traffic 
engineer an opportunity for specific insights into an in
tersection's operations. It will obviously not be a 
favored method for planners or those who seek a quick, 
simplistic method. 

Although the comparison of approach capacities ap
pears to indicate substantial variance between the 
Swedish manual and the HCM, two factors in the ex
amples could have significance in reducing the variance: 
(a) signal timlng, as previously noted, and (b) use of 
approach width versus lane. Please note the single lane 
approaches at location A of 5.5 m. The HCM (and 
others) treats this width as two lanes (although not 
specifically), thus providing greater capacity. 

Jack A. Hutter, Traffic Institute, Northwestern 
University, Evanston, Illinois 

Because of time and space limitations, my discussion 
will be directed only to the paper presented by Mr. Bang. 
This informative paper provides a detailed overview of 
an analysis procedure that offers some original and 
unique techniques for evaluating the performance cap
abilities of signalized intersections. 

The primary object of this discussion paper is to 
highlight those attributes of the Swedish manual that 
may be applied to the development of an improved U .s. 
HCM. 

In discussing Mr. Bang's paper, I shall carefully 
avoid the term "intersection capacity analysis," be
cause the Swedish manual provides potential capabilities 
for evaluations beyond the determination of signalized 
intersection capacity. Additional analysis techniques 
include 

1. Calculation of optimum signal timing, 
2. Detl!rmination of queue length, 
3. Calculation of the proportion of stopped vehicles, 
4. Measures of delay, and 
5. Determination of the degree of saturation, similar 

to a volume-to-capacity ratio that provides a measure of 
the level of operation of the critical lanes or approaches 
of an intersection. 

Another significant feature of the Swedish manual is 
the important mathematical relations that are presented 
in graphic or tabular form for ease of use by the practic
ing engineer. In addition, the layout of the descriptive 
procedure is in the form of stepwise calculations, 
supplemented by clearly labeled work forms, which 
assist the user in following a fairly detailed and com
plex analysis procedure. 

There are several calculation routines in the Swedish 
intersection analysis procedure that appear to have 

superior sensitivity and consistency of application than 
do the procedures in the HCM. For instance, Swedish 
calculations are based on the analysis of the individual 
vehicle streams entering an intersection, rather than 
aggregated intersection approaches. This enables the 
user to identify the critical lanes as well as the critical 
approaches of the intersection. It also provides the 
analyst with an overview of the total performance 
potential of the intersection, through the identification 
of the degree of saturation. 

In currently practiced "critical lane analysis" pro
cedures, the user must have access to lane volume data 
or make. assumptions re.garrling the. rliRtrihution of thP. 
approach lane volumes, which can produce serious in
consistencies in the results of the analysis. The Swedish 
manual provides a unique lane-volume distribution tech
nique whereby the lane flows are distributed in propor
tion to the saturation flow values of the adjacent lanes . 
This technique allows all users to perform this calcula
tion in a consistent manner. 

The Swedish manual also provides a technique for 
quantifying the effect of the conflicts between left
turning vehicles and opposing flows and the conflicts be
tween turning vehicles and pedestrian movements on the 
performance capabilities of the intersection. This sim
plified lane classification system enables the user to 
identify the type and degree of vehicle and pedestrian 
conflicts and to select corresponding values of satura
tion flow for each lane type in a consistent manner. 

!vfust ilitcrse.:tiu11 d.ii.d.lysis tech.niqucs ai·c una.tlc tv 
calibrate the utilization or capacity of a curb lane if 
parking is not prohibited for a specified distance from 
the intersection approach or exit. The Swedish manual 
provides procedures for calculating the reduction in 
saturation flow values for curb lanes of restricted 
lengths for the two cases where the curb lane serves 
right-turning and through vehicles or the curb lane 
serves only right-turning vehicles. 

The second object of this discussion is to raise ques
tions regarding various aspects of the Swedish intersec
tion analysis procedures, questions brought about by my 
lack of practical experience in applying these new tech
niques to real-world situations, and give to the author an 
opportunity to share his insights and experiences regard
ing the use and application of the manual by practicing 
traffic engineers in Sweden. 

The lane~flow distribution technique is designed to 
produce consistent results by all users. The question 
is whether this technique has demonstrated that it will 
simulate actual lane-volume distributions under a wide 
range of geometric and traffic flow conditions . Also, 
it is stated that the method is based on theoretical 
models supported by a limited amount of field survey. 
One must ask if the experiences of the practicing engi
neers in Sweden in the application of the techniques sup
ported the validity of the models. 

There is an increasing need for American engineers 
to have models that provide quantitative measures of 
queue length, stopped vehicles, and vehicle delay for 
use in environmental and fuel conservation studies. 
Here the question is whether the techniques in the Swedish 
manual provide for reasonably accurate and consistent 
simulation of these variables, insofar as previous re
search would tend to indicate that flow distributions and 
traffic performance by lane are highly variable and 
erratic quantities when measured on a cycle-by-cycle 
basis. 

It was reported that calculations require from 1 to 6 
h per intersection, depending on the number of measures 
desired and the skill and experience of the user. There -
fore, one must know the level of acceptance and use of 
the procedure by practicing engineers in Sweden. 



Arthur A. Carter, Office of Traffic Operations, Federal 
Highway Administration 

The authors should be commended for undertaking re
search into highway capacity in their own country, 
rather than depending on earlier, increasingly obsolete 
American criteria, or criteria from other countries. 
Given the performance differences that we see just 
from locality to locality even within the United States, 
I suspect that only concepts, not absolute values them
selves, are freely transferable from country to country. 

Having been technical editor of the American 1965 
Highway Capacity Manual, I shall discuss in general 
terms how these Swedish efforts relate to the American 
state of the art. 

PART 1 BY PETERSON 

First, I was not surprised by Mr. Peterson's obser
vations that capacity flows in several countries appear 
greater than indicated by U.S. criteria. Typically, I 
find that foreign flows exceed ours, possibly because 
of smaller vehicles and different driver behavior. 
Therefore, I am not particularly concerned about find
ings that disagree with either our 1950 or 1965 HCM, 
in terms of absolute numbers. 

I am more interested in concepts, trends, and pro
cedures. In this regard, the literature review and 
analysis of some 900 references, accomplished in 1973, 
seems particularly impressive. It would appear to be 
superior, in both numbers and scope, to anything yet 
done in the United States. Translation into English 
might be recommended. 

Although Mr. Peterson indicates that a complete 
manual has been developed, his emphasis appears to 
be on urban intersection operations, the subject of the 
two other reports presented here, with briefer mention 
of urban networks, bicycle flows, and pedestrian traffic. 
He does not specifically cover the basic area of rural 
uninterrupted flow, either two-lane or multilane, or 
basic freeway flows. I assume that these fundamentals 
are included in the manual, presumably in the road 
sections and street sections categories of the first 
table. I would be interested in learning more about 
their handling. 

I am confused by Mr. Peterson's comments regard
ing pedestrian crossings, which seem to stress the 
between-intersection case at the expense of the at
intersection case. This appears to be in conflict with 
Mr. Bang's paper, which emphasizes the at-intersection 
situation. [The authors of this paper revised the draft 
on whichthese discussions were based. Therefore, some 
of the points in this discussion are no longer relevant.] 

Mr. Peterson describes the use of models based on 
queue theory for much of the work as an important in
novation, with only limited use of empirical evidence. 
Although I am probably biased, I continue to feel that 
in this capacity field, practice frequently varies too 
widely from theory for us to make empirical evidence 
secondary. I strongly support validation with empirical 
data. 

The "description of consequences" concept appears 
to be parallel to our level-of-service concept, but ex
tended to better cover congested conditions, where de
lays, stoppages, and queueing occur. Its orientation 
differs somewhat from our procedures in that, in its 
straightforward form, design and demand volume are 
both known and performance is unknown. Apparently, 
application to design problems or to volume determina
tions is a trial-and-error procedure. This is in con
trast with our current procedures, which are most 
directly oriented to flows obtainable with a given design. 

There probably is no one answer to which is best; it 
depends on the particular user's needs. 
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In this connection, I sympathize with Mr. Peterson 
concerning his quandary regarding the right degree of 
accuracy. Here in the United States, we have the same 
problem. I suspect that the final answer one day may 
be three entirely separate manuals, at different levels 
of precision and complexity, for planners, designers, 
and operators. 

PART 2 BY HANSSON 

Mr. Hansson's work on the performance of unsignalized 
intersections is much needed. Relatively little has been 
done in this field, and that which has been done is mainly 
on a case-history basis. I assume that four-way stops 
are not included. 

This chapter apparently uses the term "capacity" in 
its general sense to cover all levels of service, rather 
than its specific saturation flow sense, because cau
tions are given against its application where the minor 
flow is at a load factor (which, as they define it, is 
similar to our volume-to-capacity ratio, rather than in 
the U.S. sense) exceeding 0.8 or 0.9. The observation 
in the report that such conditions normally would war
rant traffic signals tends to substantiate the 1965 HCM 
statement that the true capacities of unsignalized inter
sections are usually of academic interest only. 

The reference to M/ G/ 1 queueing system and M/ M/ 1 
queueing model may well be meaningless to many 
readers of this paper. It would have been helpful to 
describe these models in general terms. 

I am somewhat concerned by the rather large num
ber of assumptions and deliberate omissions, in con
trast to the overall considerable detail involved in the 
method. We have no answers regarding the influence 
of such factors as primary flow headway distributions, 
the combining of flows, move-up time, conflicts be
tween flows, relative sizes of flows, and load factor as 
they define it, but I feel that the related assumptions 
and omissions may have a significant effect in this 
unsignalized case. This points up the need for valida
tion, as suggested by the author. 

Of greatest concern to me is the author's decision to 
omit consideration of platooning produced by nearby 
traffic signals, on the basis that the effect, like that of 
several other factors, cannot be quantified. In this 
country, one of the principal factors governing the per
formance of a particular unsignalized intersection is the 
proximity of nearby signalized intersections and the 
relative phasing of the nearest ones on either side of that 
under consideration. While I agree that the effect is 
nearly impossible to quantify, I submit that it is a 
principal reason why some of the work in this country 
has ended up quoting specific cases rather than general 
criteria. 

With all other conditions being identical, I see one 
specific location operating well, with periodic breaks 
in the major flow occurring simultaneously in both 
directions to permit free crossings, while another never 
is free of at least one direction of the major flow. Pos
sibly, adjacent signalized intersections are less com
mon in Sweden than in the United States, but I question 
that this factor could be overlooked in practice in the 
United States. I agree, therefore, with the author's con
clusion that primary flow headways may be the weakest 
link in the method. 

Also of great importance in this country is the nature 
of the primary road-two-lane two-way, multilane 
undivided, or multilane divided. This element is con
sidered in the method, and we are interested in their 
inability in the validation studies to confirm higher 
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critical headways for crossing four-lane roads than for 
two. Possibly, the influence of adjacent signals, more 
likely to be found on four-lane roads than on two, is 
involved. 

PART 3 BY BANG 

Mr. Bing's work on signalized intersections is a valuable 
contribution to the state of the art, particularly with 
respect to its consideration of turning movements 
related to pedestrians. This is one area where the 
public expects and seems lo asswne lhal we have much 
more information than we actually do. 

I was surprised to note that the principal Swedish 
intersection capacity criteria, prior to the subject work, 
were based on the original American 1950 HCM rather 
than the 1965 edition, which is the principal reference 
in use today. Apparently this is because Sweden was 
in the forefront in the 1950's and developed its own 
procedures soon after ours were published. 

It would be useful to learn which evaluations were 
made in Sweden after the 1965 manual was issued that 
caused them to decide to start over rather than try to 
adapt its procedures. Such information would be par
ticularly timely as we begin the initial steps of prepara
tion of a new edition of the American manual. 

The Swedish procedure appears to emphasize a dif
ferent range of operational levels than does our manual. 
While they indicate that their work omits design levels 
and centers on saturation flow or capacity, which is our 
level of service E, they suggest that 0.8 times satura
tion flow be used in practice as a feasible maximum. 
In effect, then, they closely relate to our level of ser
vice D, which of necessity has become our design level 
for many urban applications even though level C is con
sidered more desirable. 

The Swedish procedures then appear to extend from 
our level D into level F, with a description of con
sequences throughout including level F, as compared 
to our levels of service A through E, with only general 
reference to broad breakdown of level F. This is rather 
characteristic of foreign signalized intersection capacity 
investigations and procedures as compared to current 
U.S. procedures; they typically concentrate on satura
tion flow to a greater extent than do U.S. procedures. 

I agree that any new American method must include 
consideration of stops, queueing, and delay, which are 
the elements of intersection performance most visible 
to users. Our load factor (that is, percentage of fully 

utilized green intervals) is inadequate where most 
needed. 

It is not clear why the Swedish measures developed 
on a by-lane basis are "not always meaningful" when 
expanded to a complete approach or whole intersection; 
this concerns me. 

The conclusion that both width and number of lanes 
are significant is interesting. This point is contro
versial, not only within the United States but interna
tionally, where viewpoints range from the 1965 HCM's 
overall approach width criterion to Australia's basic 
number-of-lanes proced\ll'e. 

Regarding the pede!!t.l'i:m eliecl, I Iind the tabulation 
form of presentation quite good and a step toward what 
I would like to have, to answer citizens' questions. I 
wonder, though, w·hether such national criteria could 
ever be established for the United States as a whole, 
given the widely differing degrees of respect shown each 
other by drivers and pedestrians from one city to 
another. It would seem that city factors would have to 
be developed, much as both we and o\ll' Swedish counter
parts dislike them. 

It is interesting to note that several of the same fac -
tors that have escaped easy solution in this country also 
defy solution in Sweden, including bicycles, actuation of 
signals, and weather. 

The problem solutions described conform with Mr. 
P terson's introductory comments; they relate to situa
tions where the traffic volumes and geometrics are 
known, and the nature of the resulting operation is de
sired. It is not indicated whether or not the method can 
be used effectively for other situations, where either 
volumes or geometrics are the unknown. (The sample 
problems that exist in the manual U!ldoubtedly assist 
greatly in providing au understanding of the proced\ll'es.) 

At first glance, the typical problem solutio.n time, 
3-6 h, looks long. However, given that this involves a 
detailed solution including queue lengths and so on, 
something much beyond our current procedures, and 
that a basic signal timing solution is possible inan hour, 
it is proQably reasonable. 

Finally, it is wrlortWlate that this work, like nearly 
all other work in this field in recent years, must be 
tagged as "needing validation. " I hope users will soon 
do sufficient testing and evaluation so that validity can 
be more firmly established. 

Publication of this paper sponsored by Committee on Highway Capacity 
and Quality of Service. 

Weighing Vehicles in Motion 
A. T. Bergan, G. A. Sparks, and G. Dyck, College of Engineering, 

University of Saskatchewan, Saskatoon 

A scale for weighing vehicles in motion was developed at the University 
of Saskatchewan. This scale has been successfully operated unmanned at 
two locations in Saskatchewan for the past 2 years. An expanded evalua· 
tion program is currently under way in which the scale will be installed 
and evaluated in Ontario, Quebec, and New Brunswick by a project 
committee of the Roads and Transportation Association of Canada. 

The relationship between vehicle and axle loads and the 
structural requirements of bridges and roadways has 
been and continues to be an area of particular interest to 
those concerned with the provision and maintenance of 
bridge and roadway facilities. The need for comprehen-



Figure 1. Design of the scale. 
LOAD PLATFORM 

PARTIAL SECTION A-A 

Figure 2. Steps in assembling the scale. 

sive information on the nature and characteristics of 
roadway traffic as related to the design and maintenance 
of bridge and roadway structures is well documented 
(!, ,!. ~). 

In an attempt to fulfill this information requirement, 
a number of organizations have in recent years worked 
on the development of scales for weighing vehicles in 
motion. Such a scale has been d.eveloped at the Univer
sity of Saskatchewan ~ .§_, ~. 

ROLLER 
PAD a 
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CELL ASSEMBLY 

The efforts at the University of Saskatchewan were 
initiated primarily because existing scales for weighing 
vehicles in motion were incapable of operating in a con
tinuous unm·armed manner in the harsh Canadian environ
ment. 

The scale for weighing vehicles in motion that was de
veloped at the University of Saskatchewan utilizes the 
hydraulic pressure principle. Load.s applied to any point 
on the load platform are transmitted evenly around the 
perimeter of the platform by four torsion arms. (Fig
ures 1 and 2 illustrate the scale assembly.) 

The load platform can move only vertically as a i·igid 
unit. This vertical motion is extremely small [i.e., of 
the order of 0.015 cm (0.006 in) at 4500 kg (10 000 lb)] 
and is nearly frictionless due to the roller pad contacts 
between the load platform, the torsion bars, and the 
support frame. The entire load is then supported by a 
single, centrally located load cell, which is an oil-filled 
piston cylinder arrangement with a strain gauge trans
ducer. 

DEVELOPMENT PROGRAM 

Until the fall of 1976, the major effort was devoted to the 
development and evaluation of the scale unit itself. The 
first prototype of the scale was constructed during the 
swnmer of 1974 and was installed in an abandoned sec
tion of highway. The results of the series of tests using 
several vehicle weights and speeds were very encourag
ing. The observed differences between the actual static 
weight and the observed dynamic weight typically com
pared within 10 percent. 

A second scale incorporating several small design 
changes but utilizing the same principles was constructed 
during the winter of 1974-1975 and was installed in an 
in-service section of l'Oadway in the spring of 1975. Re
sults of tests on this scale wel'e even more encouraging; 
however, two problems were encountered. 

The first was the failure of a seal that allowed mois
ture to enter the interior of the scale and cause a cor-
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rosion problem. The second was associated with the 
testing program. The ·scale was located on a section of 
highway 'fa1· removed from any highway weigh scale, 
which made calibrating and testing of the scale incon
venient . 

The third-generation prototype was constructed and 
installed during th.e summe1· of 1975 in a section of high
way 5 km (3 miles) from a government weigh scale near 
Clavet, Sasltatchewan. This location greatly facilitated 
the testing procedure, and the design modifications in
cluded in this generation of the scale successfully over
came the moi.st11ni problem previously encow1tered. 

When the thircl-generation scale was installed, special 
attention was given to the pavement surface leading to 
the scale. Since any il'regularities in the road surface 

Figure 3. Installing the scale. 

Excavation concrete pad 

Installing dummy frame 

Dummy frame installed in roadway 

would be expected to cause t1·ansient pe1·turbations of the 
vehicle suspension, an infinitely smooth section of road
way would be desil'able. In attempting to approach this 
ideal condition, the highway was resurfaced for a dis
tance of 60 m (200 ft) 1n front or and 15 m (50 ft) beyond 
the scale. 

Scale installation methods have been modified with 
each generation of the scale. The installation methods 
used with the third~eneration scale are illustrated in 
Figure 3. They involved making the appropriate exca
vation in the roadway, pouring the required concrete base, 
and installing the dwnmy frame . The scale uni.ts them
selves were then placed in the dummy !ram es whlch 
give the scale w1i.ts a deg1·ee of portability. 

The data acquisition equipment was housed in a 
temperature-controlled trailer adj a.cent to the scale site. 
Axle-load information was i·ecorcled on a 24-h/ d basis. 
In addition to the weigh scale, two magnetic loop detec
tors were placed in the roadway adjacent to the scale. 
These loop detectors tm·n on and shul oII Lhe 1nagnetic 
recorder that is used to record the signal from the weigh
scale load cells and can also determine vehicle speeds. 
Approximately once a month the magnetic tape containing 
the re o ·ded weigh-scale load cell information was piclted 
up. This tape containing the analog output was digitized 
and analyzed using computer facilities loca:tect at the Uni
versity of Saskatchewan. The info1·mation obtained in
cluded lolal lrafii counts (cars iJ1cluded), detailed speed 
~~:!c :--~::::t: ::::, !.~~!. .... '!~1-~?..! :_Y...! i:- 111~i~ht~ ~nrl ~xlP. ~!lacinf!'. 

vehicle types or classifications, and time of day asso
ciated with each of the above. 

In the fall of 1975, a scale was installed on a major 
pulp haul road in Northern Saskatchewan near Montreal 
Lake on Highway 2 (Fig1.u-e 4). Five-axle trucks involved 
in the pulp haul a.re permitted to carry 25 000 kg (55 000 
lb) per taiidem on this roadway. The data-acquisition 
equipment used at the site was identical to that used at 
the Clavet site. 

Data have been collected on an unmanned basis at the 
Clavet and Montreal Lake sites since the fall of 1975. 
The scales have not required any maintenance or adjust
ments over the nearly 2-year period. 

Digitizing and processing the analog tape obtained 
from the field data acquisition system has p.roved to be 
a time-consuming and costly procedure when utilizing the 
relatively a1·chaic methods initially developed. Recent 
efforts have been devoted to developing more efficient 
methods of handling the data-p1·ocessing requirements. 

Figure 4 . Montreal Lake installation. 



These new methods were expected to be operational in 
the fall of 1977. The details of these new data acquisi
tion methods are discussed in a following section. 

A number of trial run series have been undertaken 
over the last 2 years to evaluate the performance of the 
scale unit. Figure 5 illustrates the results of three of 
these test series for the Montreal Lake installation. 

It is apparent from Figure 5 that, while the average 
axle lead measured by the scale is relatively insensitive 
to speed, the variations about the average ru:e observed 
to increase with speed (as might be expected because of 
vehicle dynamics). Further, it is apparent from the fig
ure that the observed variations for the October ai1d De
cember tests are significantly greater than those for the 
May tests. This can be attributed to roadway roughness. 

The scale was installed during the early fall of 1975. 
Prior to testing in October, there was considerable set
tlement in the vicinity of the scale that resulted in a 
rough approach. The approach was improved with minor 
patching but again, before testing in December, differ
ential frost movement caused deterioration that resulted 
in a rough approach for the December tests. Prior to 
the testing in May, minor surface improvements within 
3 m (10 ft) of the scale were made to improve the 
smootlmess of the approach wheel paths. This improve
ment in riding quality resulted in the considerably im
proved results for the May test. 

The preliminary testing and evaluation work under
taken during the first 2 years of the development program 
have resulted in tl1e following conclusions: (a) the scale 
developed at the University of Saska:tchewail is capal:>le 
of weighing vehicles in motion with sufficient accuracy 
to meet the information requirements of pavement and 
bridge engineers, and (b) the scale is rugged and reli
able enough to be operated on a continuous 1mma.nned 
basis in the harsh Canadian environment. 

CURRENT PROGRAM 

As a result of the widespread Canadian interest in de
veloping a capability to weigh vehicles in motion, the 
Roads and Transportation Association of Canada formed 
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a project committee to monitor vehicle and axle weights 
in 1976. The primary task of the project committee is 
to make recommendations for equipment and procedures 
for monitoring programs by which to determine the ve
hicle axle and gross load data required in the assess
ment of impacts of pavement and bridge structures. 

As pa.rt of the activities of this project committee, 
three types of weigh-in-motion scales are being tested 
and evaluated at various locatio·ns in Canada during 1977 
and 1978. The Viatec axle weight analyzer is to be eval
uated at various locations in Alberta and Ontario by 
Alberta Trai\sportation and the Ontario Ministry of 
Transportation and Communications respectively. The 
Texas weigh-in-motion system is to be evaluated in New 
Brunswick by the New Brunswick Department of Trans
portation. The University of Saskatchewan scale was 
installed in the fall of 1977 in Saskatchewan, Ontario, 
Quebec, and New Brunswick and the evaluation under
taken by the Saskatchewan Department of Highways and 
Transportation, the Ontario Ministry of Transportation 
and Communications, the Quebec Ministere des Trans
ports, and the New Brunswick Department of Transpor
tation respectively. 

The University of Saskatchewan scale units to be in
stalled will be as previously illustrated. The data ac
quisition system, which has been under development 
since the fall of 1976, will be a substantially improved 
system. The two alternative data acquisition systems 
under development will be installed as illustrated in Fig
ures 6 and 7. The primary difference between the 11/ 
03 and the 11/04 systems is that the summary reports 
of traffic will be produced in the field by the 11/03 sys
tem, whereas such reports will be produced by remote 
software analysis programs for the 11/04 system. No 
permanent individual vehicle data records will be main
tained with the 11/03 system, but the 11/04 system will 
produce a permanent record of the vehicle data. This 
permanent data record could be available for analysis of 
historical traffic volumes and processing or both, as 
may be required. Similar flexibility regarding the anal
ysis of historical data will not exist with the 11/03 sys
tem. 

Figure 5. Montreal Lake 
installation test results. 
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Figure 6. The 11/03 data acquisition system. 
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Figure 7. The 11 /04 data acquisition system. 
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Upon completion of the evaluation of the various scales 
by the provincial organizations, a report giving a com
parative assessment of the weigh-in-motion devices 
tested in the program will be prepared. The Roads and 
Trans portation Association of Canada project committee 
will make recommendations regarding the suitability of 
the devices tested for various purposes. The report will 
include data on capital and operating costs and technical 
information on the quality of the data and the reliability 
of the equipme.nt. Details concerning equipment, in
stallation, recommended procedures .for data collection, 
handling, and transformation will be provided. 
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Discussion 
J. H. Havens, Kentucky Department of Transportation 

Some agencies that have invested heavily in the develop
ment of devices to weigh highway vehicles on-the-run can 
fully appreciate the futility of almost achieving success. 
The team of authors have, here, asserted their success 
matter-of-factly. The paper does not reveal the pitfalls 
they have avoided or escaped. Indeed, two years of op
erating experience in an unmanned mode, with only 
monthly harvesting of data, is an impressive accomplish
ment. 

Kenh1cky has two of the Texas scales (7); one site has 
produced 53 manned days of data out of 763; tbe other has 
produced 3 out of 333. Neither is operative at the pres
ent time. Downtime of the platforms, however, has been 
only about 20 percent, 

Before succumbing to the Texas system, we abandoned 
a very sophisticated platfo1·m and data system developed 
for the Department of Highways by the University of Ken
tucky during 1961 and 1971 ~ ~. Of several designs 
investigated, a "broken-back' platform-that is, two 
simple spans with abutting ends supported commonly on 
load cells-was judiciously selected. It was modeled 
after one developed at the Otto-Graf Institute, Stuttgart, 
Germany, in 1958 (10). 

This type of platform produces a triangula1· output 
signal from the load cells as a load (axle) traverses the 
platform. The apex of peak of the triangular signal from 
the load cells is calibrated in weight units . The unique 
feature of this type of design is that the base leg of the 
triangle t·epresents the span length; the addition of an in
ternal timing signal permits speed of traverse to be cal
culated. Then, by presetting a practical time gap be
tween vehicles, it is possible to determine the number oi 
axles per vehicle (classification) and to sum the several 
axle loads, which yields a gross load for each vehicle. 
Thus, the digitized output capabilities oi the system are: 
load impulses of individual axles, vehicle speed, gross 
load, and vehicle classification by number of axles. 
Various statistical analyses may be programmed to de
termine specific characteristics of the traffic stream. 

The axle loads sensed by this system are not neces
sarily equivalent to static weights. Vehicles in motion 
tend to \Uldulate or bow1ce as they travel; there is a 
random probability or likelihood that a vehicle (or axle) 
will be on an "upswing" or "downswing" when it crosses 
the platform. The most unlikely events would be to catch 
an axle at either extreme or at its null {equivalent static) 
state; howeve1-, there is a greater probability that an 
axle will be closer to a null condition than to an extJ:eme 
as it crosses the platform. The standard error of esti
mate is judged to be of the order of ±5 pe1·cent of the 
static weight (11). Statistically speaking, the errors 
tend to cancel, and so the use oI the system for survey 
pm·poses is not impaired. 

Whereas the scale system is capable of measuring 
the force exerted by a set of wheels moving at high 
speeds, the force imp1·essed on toe platform is simply 
not the static weight :force of the axle. The ratio of the 
peak downward iorces to the static weight force defines 
Impact factor . This explanation merely emphasizes the 
fact that the weighing platform senses only the instan
taneous, dynamic force of each transient axle . 

Despite overwhelming hardware failures that beset 
the development of an automatic, in-stream, vehicle
weigbing system-whi·ch we then became convinced we 
must abandon-significant measures of success were 
achieved. In other words, we created an automation 
that almost worked. The decision to abandon the pro-
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totype installation arose from pilot operations and proof 
testing. The basic defect was in the weighing platform 
in the pavement. Unfortunately, it was a design defect. 
Tie rods anchoring the platform in the pit induce a pur
poseful preload on the load-sensing elements. These tie 
rods change the preload as the temperature fluctuates .· 
Thus, the balance or null point dlifts. The noticeable 
effect was a triggering of the counting and weighing cir
cuits when there was no live load on the platform. Since 
this load was not transient-but sustained-the circuitry 
"locked in" on the excess preload. The preload and tie 
rods were intended to keep the platform in firm bearing 
on the load-sensing Wlits and to eliminate resona.11ces 
and friction. Conceivably, it would have been possible 
to control the temperature in the pit, but other factors 
were equally dissuasive. 

Whereas the cargo box or principal mass of a heavy 
vehicle may be on the downswing or about to "bottom out" 
as it passes over a weighing platform, the most abrupt 
change (reversal) in direction at this point induces the 
greatest force on the platform. The acceleration im
parted tends to cause the mass to rise higher on the 
springs and to soar or dwell longer on the upswing. If 
the axle were to bow1ce off the pavement, the upward ac
celeration would necessarily have been g1·eater than 1 g. 
On the other hand, the maximum downward acceleration 
may never exceed 1 g. Thus the "impact factor" at the 
end of the downward excursion is the greater. In other 
words, the centroid of the points exceeding the static 
weight will lie fru·ther above the static-weight line thru1 
the centroid of the points showing less than the static 
weights . The number of points should be about equally 
divided-that is, half should be above and half should be 
below the line. These are p1·erequisites in the perfor
mance criteria of a weighing-in-motion device-regard
less of the speed of vehicles. Perhaps the authors 
should comment further in regard to Figure 5 in their 
report and perhaps define for us what they mean by 
"avera,ge axle load.'' 
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Stephan Fregger, Bureau of Planning, Florida Depart
ment of Transportation 

The paper presented by Bergan, Sparks, and Dyck is 
quite well prepared and clearly written. It adds an im
portant new chapter to the knowledge of dynamic weigh
ing. There is every reason to believe that the University 
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of Saskatchewan scale system can accurately weigh, re
cord, and analyze heavy vehicles with the torsion arm 
load trru1sfer. Apparently it can also perform satisfac
torily under very cold conditions for an extended period 
of time (2 years). 

Two types of questions come to mind. The first 
relates to details that would aid in the poten:tially wide 
application of the l·esearch to operational use . For 
example, one wonders how many scales aJ.'e installed at 
tl1e weigh site. The use of the word '1:>cale" in the singu
lar and references to axle weights (not wheel weights) 
would tend to imply a single \lnit. YP.t dimensional mea
surements of the scale i11dicate a size only big enough to 
accommodate a single wheel path (or indicate very nar
row Canadian trucks). 

Reference is made to a "degree of portability" of the 
scale. Does this mean only that the scale can be shop
constructed and then delivered to the weigh site, or does 
it imply port.~bility in the sense of convenience for peri
odic relocation from site to site? 

It would be helpful to know the expected order of mag
nitude of cost of a typical installation, the approximate 
cost of a scale unit, site preparation, field processor, 
and so forth. 

In addition to the several applications questions, there 
is a second type of question of even greater relevance. 
This is directed at the implied premise of the paper, that 
it is desirable to obtain an in-motion weighing scale 
capable of operating in a continuous unmannea manner 
in the harsh Canadian environment. 

The authors are correct in noting the need for com
prehensive roadway traffic data to provide information 
for highway maintenance and design . T hose data have 
traditionally been obtained from the three-tiered counts
classification-truck weight program. Traffic counts are 
obtained from a large sample of sites representing the 
i·ange of i·oad systems and geographic locales; vehicle 
classifications a1·e obtained from a sample of the count 
stations to determine the percentage of trucks in the 
traffic stream; weigh stations are established at a sam
ple of the classification stations in order to determine 
trends in truck weights, configul'ations, and dimensions. 
The weight trends are factored up through classifications 
and cotmts to predict the load replications essential to 
de.sign and maintenauce. 

The concept of weight trend is crucial. What is 
needed a.i·e weight data from a representative sample of 
trucks in their principal uses, across a broad geographic 
coverage, and over a lcmg term. The trend 01· time se
ries analysis of truck weights is employed because 
change in fleet and deployment of trucks is generally 
quite s low. As a matter of fact, because the annual 
change is generally so slight, many states are now con
sidering conducting weight surveys only on alternate 
years . 

The question, then, is whether the Saskatchewan 
scale, with its 100 percent sample of t1·ucks weighed at 
a continuously operating site for almost 2 years, is an 
appropriate step forward in dynamic weighing. Unfor
tunately, the answer is not yet clear, since tt will de
pend upon the responses to the earlier questions of size, 
portability, and cost. I suspect, however, that the an
swer is negative. 

I also suspect that the rugged design required to per
mit the unattended, continuous usage may have sacri
ficed practical portapillty and precluded inexpensive 
fabrication and installation. If such is the case, then 

the Saskatchewan scale may be a regression from the 
successful Texas weigh-in-motion system. 

That system, as adapted by the Florida. Depa1:tme11t 
of Transportation, has been satisfactorily operated in 
Florida for several years. Using a s ingle pair of trans
duce1·s and operated by a tlu·ee-man crew (in order to 
obtain 24-h cove1·age) and a single climatiZed mobile 
trailer that houses the field computer, Florida covered 
15 weigh-in-motion survey sites in 197'1 and weighed 
more than 425 000 vehicles,including approximately 
60 000 trucks. The sites were geographically distrib
uted throughout the state. The data collected appear 
to be statistically stable and satisfactory for our needs. 
In 1978 we plan to expand to 20 sites to improve our 
weigh-in-motion coverage. 

Authors' Closu.re 

Some additional comments may clarify some of the is
sues nised by Mr. Ravens and Mr. Freeger. 

A typical installation using the Univers·ty of Sas
katchewan scale includes two weighing platfo1·ms, one 
in each wheel path. The output signals from ea.ch of the 
these weighing platforms a.re then summed to yield an 
axle weight. 

CuJu.:e.a:u.iut, t.Jv.1. ld.L.i.lit vf Uc s~~lc ~nit:, p!·c~edcrcs 
have been developed that facilitate the movement of a 
scale from one locatioll to anothe1· . These involve the 
l>l'eparation of a particulu site with tJle installation of 
frames and dummy units . These dwnmy units can be 
lifted out of the frames and weighing platforms installed. 
This procedUl·e takes approximately 3 h to complete. 
The portability featW'e of the University of Saskatchewan 
scale would permit the use of a pair of weighing plat
forms at a number of different sites. 

The University of Saskatchewan scale Is only in the 
development stage, and thus it is impossible to comment 
on the costs apart from saying that the compute1· equip
ment requi1·ed for the acquisition of data makes up a 
substantial portion of the total cost of an installation. 
Further, the cost of the computer equipment is highly 
variable and depends on the degree of sophistication de
sired. Details regarding costs will be available by the 
Iall of 1978 ru1d will be one of the topics covered in the 
final report for the evaluation project. 

We agree witb Mr. Fregge1· regarding the question on 
the desirability of obtai.nit).g continuous data from a single 
location. In lookiug at the application of the University 
of Saskatchewan scale for the collectiou of vehicle and 
axle weight data, there would appear to he conside1·able 
merit in investigating the appropriateness of a small 
numbe1· of permanent installations within a province or 
state with a larger nwnber of sites with frames and dwn
mies, which would allow periodic sampling throughout 
the highway network. 

Finally, regarding Mr. Havens' comment on the lai·ge 
number Qf pitfalls, he can be assured that, in the course 
of developing the scale, we have not escaped all of the 
pitfalls. We may have been able to avoid some of the 
more sel'ious ones because of having the advantage of 
others' experiences. 

Publication of this paper sponsored by Committee on Highway Capacity 
and Quality of Service. 
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Estimation of Left-Turn Saturation 
Flows 
Panos G. Michalopoulos*, University of Minnesota, Minneapolis 
Jerome O'Connor and Sergio M. Novoa*, Rensselaer 

Polytechnic Institute, Troy, New York 

This paper addresses the problem of estimating left-turn saturation flows 
at both signalized and unsignalized intersections. The best known methods 
for estimating this traffic measure were tested for reliability against field 
data. A new approach to the problem is also presented. The results are 
applicable to left-turning traffic flowing through gaps of suitable size in 
the opposing traffic without the protection of a special signal phase. 
Both one and two lanes of opposing traffic were considered, as were un
signalized intersections. The gap-acceptance functions that best repre
sent the behavioral patterns of left turners at these intersections are also 
presented. Time-lapse photography was used to collect data at five dif
ferent intersections in upstate New York. Approximately 4000 com
pleted left-turning movements were observed. Using these field obser
vations, the ability of several existing methods to estimate left-turn 
saturation flow was tested by standard statistical analysis techniques. 
Adjustments were made for any divergence from actual conditions. 
Most of the original models do not reflect real-world conditions, so a 
new model is proposed for each type of intersection. The results indi.
cate that the gap-acceptance characteristics of left-turners can be ac
curately descrilled by a uniform cumulative density function. 

Although several methods for estimating left-turn capac -
ity at intersections have been proposed, none has been 
widely accepted by practicing traffic engineers as being 
trul y i·epresentative of r eal -wor ld conditions. May (1) 
reports that r esearch on left-turning movements rated 
second in priority over twenty other items of interest 
related to intersection capacity, in a 1974 survey. 

This paper will be concerned primarily with the left
turn capacity of an intersection, which is easily com
puted from saturation flow. The saturated condition 
under consideration is illustrated at unsignalized inter
sections by a stream of left-turning vehicles moving 
continuously and restricted only by the presence of the 
opposing through movement. Pedestrian traffic on the 
cross street that might interfere with vehicles attempt
ing to turn is assumed to be negligible. 

Since the flow at signalized intersections is controlled 
by the amount of green time allotted, the left-turn satu
ration flow under these conditions is defined as the flow 
rate of left - turning vehicles that would be obtained if 
t her e wer e a continuous queue of vehicl es given 100 per
cent green time (2 ). Left-turn capac~ty is t hen given by 
t he .act ual pos sibie number of left t ur 11s in one hour, con
sidering the effects of the signal. 

Reliable estimates of left-turn saturation flows have 
several applications in traffic management and design. 
Sucb applications include 

Table 1. Left-turn saturation flow 
formufations. 

Model 

No. of 
Opposing 
Lanes 

One 

1. Decisions concerning the installation of a traffic 
signal at unsignalized intersections, 

2. Determination of optimum signal timing, 
3. Determination of optimum signal-phasing arrange

ments, 
4. Estimation of the average queue length used in the 

design of left-turn bays, and 
5. Estimation of the average and maximum delays 

for left-turning vehicles. 

In an effort to obtain estimates that represent actual 
conditions, several approaches have been taken, result
ing in theoretical or semi-empirical solutions to the 
l)roblem. The most widely known were considered in 
this study and are summarized in Table 1, 

where 

S1 = left-turn saturation flow in vehicles per hour, 
Q

0 
= opposing flow in vehicles per hour, 

q
0 

= opposing flow in vehicles per second, 
r = critical gap in seconds, 

h0 = mean minimum opposing headway in seconds, 
and 

h1 = mean minimum left- turn headway in seconds. 

Tanner's model ~)was initially del'ived for a single 
lane of opposing vehicles, but it was proposed that the 
condition of multilane opposing could be approximated 
by regarding the opposing vehicles as a single stream 
with an arrival rate twice that of a single lane and one
half the minimum headway. Webster and Cobbe (2) used 
these theoretical equations in developing curves for esti
mating left-turn saturation flows. Estimations of the 
model parameters such as critical gaps and minimum 
headways wer e based on data collected in the field and on 
the test track. However, validation of these curves with 
field data is still lacking (4) . 

Drew (5) derived an equation based on the analysis of 
gap--acceptance behavior for drivers merging at freeway 
ramps . Since this model resembles the condition under 
question, it was later propos ed for estimating the left
turn capacity (6). Using obser vations to obtain appro
priate values for two of these three independent variables 
in Drew's equation, Fambro, Messer, and Andersen (6) 
suggested a simplified form of the model, which is also 
presented in Table 1. 

Equation 

s, : ( Q.(1 - h,q. l)/eXp(q .(T - hell ( I - exp( - h1q.)) Tanner 
Tanner 
Webster 
Webster 
Drew 

Two or more 
One 

81 r (2Q.( I - h.q.))/exp[2q.(T - Yoh.)) [ I • exp(-2h1q0 )) 

s, : (Q.( J - (31q.JJ/exp (q.( (5) - (3)]) {J - cxp[ - (2 .5)q.]) 

Fambro , Messer , Andersen 
HCM 
Australian Road Capacity Guide 

Two or more 
Any 
Any 
Any 
Any 

s, = (2Q.( l - (1 lq.J )/exp(2q.(6 ) - Y,(l)) [ l - exp[-2(2.5)q.) J 
s, = Q.{(exp(-q.T))/( I - exp( ·q.ll1lll 
s, ~ Q. { (exp[ -q.(4.5) )1/ (J - exp(-q..(2.SJ]ll 
81 r 1200 - Q, 
s, = J200f, where f is given by: Q, 0 200 400 600 800 r 1.0 0.81 o.as o.54 o.45 
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The formulations proposed by the Highway Capacity 
Manual (HCM) (7) and the Australian Road Capacity Guide 
(8) are brief and easy to follow. The maximum left-
turn flow rate in vehicles per hour (vph) of 1200, which 
corresponds to a minimum headway of 3 s/ vehicle and 
no opposing traffic, is diminished in proportion to the 
opposing flow. In the case of the HCM, the left-turn 
saturation flow is equal to the difference between 1200 
vph and the opposing flow, with theoretically zero left 
turns at opposiD.g flows of 1200 vph. However, in 
capacity calculations, it is stipulated that the number of 
turns will not be less than two vehicles per signal cycle, 
regardless uf the opposing· now. The Australian method 
decreases the left-turn flow rate in a nonlinear manner 
as the opposing volume increases. However, this method 
is not applicable to opposing flows greater than 800 vph. 

The most obvious advantages and disadvantages of the 
various methods are summarized in the following table . 

Model Advantasies Disadvantages 

Tanner Distinguishes between Lacks sufficient validation 
one and two opposing Does not adequately agree 
lanes with field data in any of 

Closed-form solution, the cases studied 
easy to apply 

Webster Distinguishes between Lacks sufficient validation 
one and two opposing Overestimates saturation 
lanes flow at the lower range 

Solution easily obtained of opposing flows 
from graphs Does not adequately agree 

w1tn t1eld data in any of 
the cases studied 

Drew Closed-form solution, Was primarily developed 
easy to apply for estimating merging 

Relative agreement with capacity at entrance 
field data in cases with ramps 
two opposing lanes Oversimplifies assump-

tions in deriving the 
solution 

Does not distinguish be-
tween one or two op-
posing lanes 

Fambro, Messer, Validated with field An extension of Drew's 
Anderson data solution and has similar 

Simple, and easy to ap- disadvantages 
ply Does not adequately agree 

with field data in any of 
the cases studied 

HCM Relatively accurate for Assumes left-turn saturation 
opposing flows flow is zero for opposing 
.:600vph flow> 1200vph 

Easy to apply Underestimates left-turn 
saturation flow for op-
posing flows between 600 
and 1200 vph 

Does not distinguish be-
tween one or two oppos-
ing lanes 

Australian Road Based on a semi- Valid only for opposing 
Capacity Guide empirical gap-ac- flows .:800 vph 

ceptance behavioral Does not distinguish be-
model tween one or two oppos-

Close agreement in ing lanes 
cases with two oppos-
ing lanes 

Observations made after the evaluation of the models are 
also indicated in the table. Since none of the methods 
presented has been unanimously accepted by practicing 
traffic engineers, field data were collected and a com
parative analysis was performed to determine the models 
best representing actual conditions (9). 

Traffic was observed at both signalized and unsignal
ized intersections having exclusive left-turn lanes in
cluding the effects of opposing traffic in one or two lanes. 
Although existing methods were found to be fairly realis
tic in some instances, their application is limited to only 

a small number of cases or to a certain range of volumes. 
The general disagreement of the field data with the theo
retical results led to the development of the alternate 
method presented in this paper. The new method allows 
a choice among the most suitable of the existing models 
for a particular case or statistical models developed from 
the collected data. 

Data were also examined microscopically to deter
mine the distribution of gap sizes accepted by left-turners 
confronted with opposing traffic. Thus, gap-acceptance 
functions were derived by allowing the estimation of the 
percentage of drivers accepting a gap of a particular size. 

DATA COLLECTION AND ANALYSIS 

By using a time-lapse camera, approximately 4000 com
pleted left-turn movements were observed at five differ
ent upstate New York intersections. The test sites were 
located in a typical suburban environment near central 
shopping areas. A film exposure of one frame per sec
ond was selected as desirable for recording intersection 
data of this type. A total of 11 h of selected data were 
collected. This was considered a sufficient sample size 
for making statistical inferences concerning the general 
behavior of left-turning vehicles. 

Although we initially intended to investigate all pos
sible left-turn conditions, personnel and time constraints 
precluded the inclusion of left-turn movements from op
tional through and left-turn lanes. Thus, intersections 
with the following characteristics were selecteci: 

1. With or without signalization, 
2. With opposing traffic moving in one or two lanes, 
3. With an exclusive left-turn lane, and 
4. Without a separate signal phase for left turns. 

In addition to these traffic control conditions, certain 
other factors were considered in the selection of test 
sites: 

1. Intersection isolation to ensure random arrivals, 
2. Sufficiently high left-turn demands to allow con

tinuous left-turn queues during most of the observation 
periods, 

3. Full range of opposing traffic, 
4. Grades (a zero grade was sought on all ap-

proaches), 
5. Clear visibility, 
6. Parking (no parking allowed on any approach), 
7. Approach speed [an average free.flow speed of 

48-56 km/h (30-35 mph) was considered in all the 
cases], and 

8. Good pavement conditions and satisfactory pave
ment markings. 

After the selection of test intersections representa
tive of the conditions stated, the most influential traffic 
variables affecting left-turn saturation flows were identi
fied according to observed findings and an exhaustive 
literature review. Thus, it was concluded that the dom
inant independent traffic variables are flow rate of the 
opposing through movements, critical gap, minimum 
left-turn headway, and minimum opposing headway. 

Among other traffic variables considered were aver
age approach speed and percentage of trucks, buses, and 
motorcycles. It was found, however, that these vari
ables either have secondary importance or they are in
directly included in the above four. 

Time-lapse photography was selected as the most 
efficient method of data collection because of its clearly 
superior advantages over other alternatives. The ad
vantages of this system include: time savings, easy op-



eration, low operating coats, reliability of data (precise 
and complete records), permanent record of data, tech
nical dependability, and minimum personnel require
ments. The benefits of the time-lapse photography en
sured an exact quantitative account of all traffic vari
ables in question for subsequent reconstruction of the 
test conditions. 

Observations were made at intersections where a 
queue of left-turning vehicles had formed because of 
opposing through traffic. The maximum flow rate of the 
turning vehicles was then recorded for the time period 
when a queue existed and converted to vehicles per hour 
of green. Since left-turning drivers at signalized inter
sections use both the initial green period and the yellow 
at the end of the phase, there is little lost time. For 
this reason, opposing flow was measured for the entire 
time available for making turns while left-turn demands 
were present. This time included at most the entire 
green and the yellow clearance intervals. 

With the necessary information available and in usable 
form, a quantitative comparison of existing methods for 
estimating left-turn saturation flows was carried out. 
Classical statistical analysis techniques were employed 
in testing the reliability of the models. The measures 
used to compare the models were the coefficient of de
termination (R.2 ) and the standard error of the estimate 
(S£). The F-test, t-test, and chi-square test were also 
employed for qualitative testing in the analysis. 

Using the available data, the existing models were 
subsequently modified to obtain a higher degree of cor
relation with the observations. Regression analyses 
were performed on each of the equations of Table 1 to 
adjust each model to the data. (Because the Australian 
model is given by tabulated values, rather than an equa
tion, it was not adjusted.) The general form of the ad
justed models is 

(l) 

Table 2. Summary of 
results. 

Case Ranking Model s. 
l Drew 142 
2 Australian• 169 
3 Fambro 175 
4 HCM 303 
5 Tanner 324 
6 Webster 366 

I Australian' 166 
2 HCM 206 
3 Webster 221 
4 Tanner 245 
s Fambro 269 
6 Drew 341 

l Australian• 107 
2 Drew 136 
3 HCM 195 
4 Fambro 246 
5 Webster 269 
6 Tanner 301 

4 l Tanner 194 
2 HCM 214 
3 Webster 247 
4 Australian' 263 
5 Drew 266 
6 Fambro 427 

1, 2, 3, and 4 1 Australian' 206 
combined 2 Drew 237 

3 HCM 247 
4 Fambro 260 

2 and 4 com- Tanner 217 
blned Webster 232 

1 and 3 com- 1 Tanner 300 
blned 2 Webster 342 

where 

SL= left-turn saturation flow, 
X = original form of the model, and 

b0 and b1 = regression coefficients. 
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In the statistical analysis, the BMDP2R computer pro
gram package developed by the University of California 
(.!Q) was used. This package has been extensively tested 
in the past and has been vridely accepted for statistical 
analyses of a similar nature. 

Because many of the models were too inaccurate, even 
after the adjustment, a new model was developed for each 
condition under consideration, using multiple regression 
to achieve the closest fit to the observed data. By as
signing qualitative variables to represent the number of 
opposing lanes of traffic and the presence of a signal, a 
composite model was also devised, using the data col
lected from all the test sites. This general model allows 
the traffic engineer to easily arrive at a reasonably ac
curate estimate of the left-tum saturation flow for any 
combination of roadway characteristics previously de
scribed. 

In the gap-acceptance study, the probability density 
functions most widely employed in studies of similar na
ture were tested with standard statistical tests, and the 
most app1·opriate for each case were singled out. 

RESULTS 

Based on the i•esults of the statistical analyses performed 
for the original and adjusted models, the models were 
ranked according to their ability to match the observed 
data. A summary of the results is given in Table 2 with 
the standard error of the estimate (S£) and the coefficient 
of determination {R2

) given for a quantitative comparison. 
A case·by-case study was performed to detect the sig
nificance of signalization and the number of opposing 

Regression Models 
Adjusted 

R' Ranking Model s, R' Form s. R' 

0.73 1 Fambro 141 0. 74 Polynomial' 139 0.76 
0.54 2 Drew 142 0.73 
0.59 3 Tanner 150 0.70 
0.00 4 HCM 162 0.65 
0 .00 5 Webster 166 0.62 
0.00 

0.50 1 Fambro 157 0.57 Polynomial' 146 0.62 
0.23 2 Drew 165 0.53 
0.13 3 Webster 165 0.53 
0.00 4 Tanner 170 0.50 
0.00 5 HCM 176 0.46 
0.00 

0.63 1 Tanner 94 0 .85 Polynomial' 92 0.66 
0.69 2 Webster 104 0.62 
0.34 3 Fambro 105 0. 61 
0.00 4 Drew 106 0.80 
0.00 5 HCM 136 0.66 
0.00 

0.25 1 Fambro 122 0 .70 Polynomial' 114 0. 74 
0.05 2 Webster 133 0.64 
0.00 3 Tanner 137 0.61 
0.00 4 Drew 136 0 .56 
0.00 5 HCM 143 0.57 
0 .00 

0.46 1 Fambro 169 0.55 Composite' 137 o. 71 
0.11 2 Drew 172 0 .54 
0.03 3 HCM 197 0.40 
0.00 

0.16 1 Tanner 164 0.54 
0.03 2 Webster 178 0.45 

0.00 1 Tanner 136 0. 73 
0.00 2 Webster 264 0.65 

• Tested for opposing flows <800 vph. •s.. Table 3 or 1~0 reyteuk>n modob. 
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lanes in the selection of the best model. However, since 
most of the methods do not make any such distinction, 
an overall comparison was also made. 

The six tested models are listed according to increas
ing standard error of estimate and the corresponding 
decrease in the coefficient of determination for each 
case. R2 values close to zero indicate that the model is 
unrealistic in estimating left-turn saturation flows. Ac
cording to these results, Drew's original formulation is 
very close to the best fit of the data for signalized in
tersections with two lanes of opposing traffic. How
ever, when all cases are combined, the standard error 
of the estimate and the coefficient of multiple rlP.tfirmina
tion are 237 and 0.11 vph, respectively, suggesting fail
ure of the model. 

The Australian method presented in Table 1 can be 
used only for opposing flows less than 800 vph, and 
therefore it was tested for only this range of opposing 
flows. Observation of the results presented in Table 2 
leads to the conclusion that this is the best of the existing 
methods for two of the four cases studied, assuming the 
restricted volume range indicated earlier. 

For unsignalized intersections with one opposing lane, 
none of the existing models adequately estimates the ob
served values. The low coefficients of determination in 
most of the unadjusted models clearly indicate that it is 
important to consider more complex formulations for 
each particular case. Thus, as a first step the existing 
models were adjusted according to Equation 1, and the 
results a.re presentetl in Ta.ult: 3. 

In this table, values of b0 and b1 close to 0 and 1 re
spectively indicate that the original model is realistic. 
Each model has individual characteristics, so the rank
ing of the adjusted models is not identical to that of the 
unadjusted models. Inspection of Table 2 reveals that 
most of the models are substantially improved by the ad
justment. The most dramatic improvement is observed 
from the Fambro, Messer, and Andersen model, which 
is ranked as the best in three of the four cases studied 
and also in the combined category. 

It can also be seen from Table 2 that the results ob
tained from the best adjusted models are fairly close to 
those of the polynomial regression models (where s~ is 
left-turn saturation flow, Q

0 
is flow in the opposing arm, 

and T is critical gap), which are based on a 99 percent 
confidence level. The polynomial regression models, 
however, are closer to the observed data for all cases 
as expected. The regression equations are presented 
below. 

Polynomial 
Model Case 

2 

3 

4 

Intersection Type 

Signalized, two 
opposing lanes 

Signalized, one 
opposing lane 

Unsignalized, two 
opposing lanes 

Unsignalized, one 
opposing lane 

Equation 

SL= -0.87500 + 0.000 012 O~T 
+ 1145 

SL= -1.24500 + 0.000 0140~T 
+ 1165 

SL = -0.27700 T + 0.000 0120~T2 

+ 1172 
SL= -0.32400 T + 0.000 0120~T2 

+ 1142 

Table 3. Calibration coefficients of adjusted models. 

Case 1 Case 2 Case 3 

Model Equation bo b1 bo b, bo 

Tanner S1.=ba+ b1 306 0.794 246 0.459 316 
Webster 8 1. =ho+ b1 365 0.658 303 0.487 292 
Drew Sl= bo+ b1 -41 0.926 -264 0.862 - 115 
Fambro S1. = ho + b1 -44 0.777 -75 0.812 -106 
HCM S1.=bo+b1 459 0.414 310 0.502 292 

b, 

0.776 
0.666 
1.070 
0 .827 
0 .520 

where 

SL = left-turn saturation flow in vehicles per hour, 
Q0 = flow in opposing arm in vehicles per hour, and 
T = critical gap in seconds. 

For all cases combined, the composite model equa
tion is 

SL= -0.233Q0 T + 0.000 015Q~T2 + 126 L +I 03 S + 995 (2) 

where 

L = 0 if there is one opposing lane and 
L = 1 if there are two opposing lanes; and 
S = 0 if the intersection is unsignalized and 
S = 1 if the intersection is signalized. 

As mentioned earlier, in addition to the independent 
variables and the terms which appear in the final form 
of the equations, others were also considered but they 
were found to be statistically insignificant. 

It is evident from the form of the equations that sig
nalization affects left-turn saturation flow. Further, it 
is observed that both signalized cases (1 and 2) are con
sistent in form, as are unsignalized cases (3 and 4). The 
relative ease with which the independent variables are 
obtained allows direct field application for all practical 
purposes. 

In order to further simplify the application of the poly
nomial models, the i·esults were combined to fot•m the 
single comprehensive model presented above (Equation 
2} as the composite model. The efiects of signalization 
and numbe1· of opposing lanes of traffic were considered 
by adding qualitative {dummy) variables to the general 
form used in the development of the individual models. 

Figure 1 illustrates the results obtained from the 
composite model rep1·esenting the four cases studied. 
The four distinct curves verify that there is a significant 
difference between the left-turn saturation flows at sig
nalized and unsignalized intersections with one or two 
opposing lanes. It should be noted that the composite 
model yields values that are very close to those of the 
first four equations of the polynomial model. 

As depicted in Figure 1, the curves corresponding to 
signalized intersections {cases 1 and 3) are shifted up by 
approximately 100 vph in comparison with the unsignal
ized pair of curves (cases 2 and 4) . This phenomenon 
is accounted for by the change in driver behavior caused 
by psychological stress when turning at a signalized junc
tion. Since the driver who is waiting to turn faces the 
possibility of being delayed for a full cycle if the turn is 
not completed before the red begins, every attempt will 
be made to pass through the intersection before the am
ber period. Thus, the flow of turning vehicles is has
tened and the maximum output is increased. It is pos
sible that the driver's critical gap will be decreased in 
the process, but this is not entirely necessary. 

Cases 1, 2, Cases 2 Cases 1 
3, and 4 and 4 and 3 

Case 4 Combined Combined Combined 

bo b , bo b, bo b, bo b1 

39 0. 702 160 0.544 307 0.787 
65 0.852 223 Q.475 347 0.656 

-256 0.958 28 0.715 
-370 0.954 6 0.684 

61 0.630 367 0.345 



Figure 1. Saturation flows given by composite regression model. 
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The left-turn saturation flow was observed to be 
higher with two opposing lanes of traffic than with one, 
for the same type of intersection (signalized or unsignal
ized) for any given value of opposing flow. This is due 
to the ability of the opposing traffic to move simulta
neously on two lanes rather than one and results in a 
larger number of acceptable gaps for the same value of 
opposing flows. It should be noted that with two opposing 
lanes it is possible to observe gaps close to zero, but 
for a given opposing flow, there is a higher probability 
of larger gaps, so that overall there is more opportunity 
to turn. 

As can be seen in Table 2, the composite model has 
a fairly high coefficient of determination and a standard 
error of 137 vph, which is substantially lower in compar
ison with the existing left-turn saturation flow models. 
These statistics indicate that the model is reliable for the 
estimation of the desired values, although the particular 
polynomial models are slightly more accurate on a case
by-case basis. 

The effectiveness of the composite and regression 
models can also be visualized in Figure 2, in which they 
are plotted along with the observed data, the best unad
justed, and the worst unadjusted models for comparison 
purposes. The data correspond to the case of a signal
ized intersection with one opposing lane. However, it 
should be noted that similar results were obtained for the 
remaining cases. Tanner's model is one of the least ac
curate unadjusted models, and the figure indicates that 
it generally overestimates saturation flows when opposing 
traffic is less than 900 vph, while above this value left
turn saturation flows are underestimated. The figure 
also illustrates that the polynomial models are best for 
the entire opposing flow range, while the Australian 
method yields results similar to these models for op
posing volumes less than 800 vph. Incidentally, it should 
be pointed out that the Australian method is not adjusted, 
since it presents results in a tabular form rather than 
in a closed-form expression. 

Knowledge of left-turn saturation flows allows estima
tion of the left-turn capacity that can be expected at the 
intersection. In the case of an unsignalized intersection, 
the left-turn capacity is simply equal to the saturation 
flow, since a continuous queue of drivers is capable of 
turning left without the interruption of a signal. How
ever, at a signalized intersection, the actual number of 
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cars that can turn left in 1 h is affected by the traffic 
signal. Thus, considering the discharge time required 
for the queue formed at the beginning of green, the fol
lowing equatfon is applicable (~) 

(3) 

where 

CL= left-turn capacity in vehicles per hour, 
SL = left-turn saturation flow in vehicles per hour of 

green, 
S0 = saturation flow of opposing traffic, 
g = effective green time, 
C = cycle length, and 
K = average maximum number of turns per phase 

change. 

Caution should be exercised when the above equation 
is used in conjunction with the proposed models, since 
the effects of cars turning ahead of time at the beginning 
of green or during the yellow interval should be taken 
into account. Furthermore, Equation 3 suggests that 
left-turn movements can discharge at rates to saturation 
flow only after the queues of the opposing traffic, formed 
at the beginning of green, are dispersed. 

GAP-ACCEPTANCE CHARACTERISTICS 

A secondary objective of this study was to determine the 
probability distributions that best describe the behavior 
of left-turning drivers at signalized and unsignalized in
tersections with one or two opposing lanes. Knowledge 
of gap-acceptance characteristics is needed in traffic 
simulation, the design of control systems, the computa
tion of delays resulting from left-turning traffic, and so 
on. 

The distributions most widely employed to describe 
gap-acceptance functions are uniform (trapezoidal) dis
tribution, shifted negative exponential distribution, 
Erlang distribution, and log-normal distribution (5). 

Using time-lapse films, an analysis was performed 
in order to determine the gap size (T) accepted by each 

Figure 2. Left-turn 
saturation flow versus 
opposing flow at 
signalized intersection 
with one opposing 
lane. 
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driver. From these data a plot was obtained showing 
the cumulative number of gaps accepted (expressed in 
percentages) for gap intervals ranging from 1 to 10 s 
in 1-s increments. This cumulative function was then 
compared with the cumulative density functions of the 
above distributions. 

The uniform distribution was found to be a very good 
description of actual driver behavior in all four cases. 
The resulting probability density functions are presented 
in Table 4, and a representative cumulative function is 
shown in Figure 3. 

Chi-square tests were also performed on all equations 
to test goodness of fit, which was found acceptable al the 
99 percent confidence level. The coefficients of deter
mination (R2

), which are very close to 1, indicate that 
very little error is encountered when describing these 
data with a linear relationship. The computed standard 
errors of the estimate revealed deviations within less 
than 1 percent of the regression line. 

It can be safely concluded, therefore, that for this 
set of intersections the uniform distribution realistically 
represents the actual gap-acceptance characteristics. 
Theoretically, then, an equal number of drivers will ac
cept one gap as will accept any other gap between the 
upper and lower bounds of the equation. 

The data also suggested that the first case, signalized 
intersection with two opposing lanes, has a longer range 
of acceptable gaps. The span is approximately 10 s long 
as compared to 9 and 8 s for the other cases, primarily 
because the larger gaps are required for completion of 
the turning movement across two traffic lanes. How
ever, when the road junction is unsignalized, the num
ber of opposing lanes of traffic appears to have little ef
fect on the range of acceptable gaps. For instance, the 
gap accepted by 100 percent of the drivers (c i) and the 
minimum gap size (c) are almost identical for cases 3 
and 4. 

CONCLUSION 

The most widely known methods for estimating left-
turn saturation flow were analyzed and found, in general, 
to be unsatisfactory for realistically predicting the satu
rated conditions observed in the field. Depending on the 
model and type of intersection tested, the estimates de
viate from the actual values by as much as 400 vph. In 
a few instances, however, the existing models were 
found to be essentially as good as the regression models 
derived from the data. 

For example, Drew's equation, when used at signal
ized intersections with two opposing lanes, provides a 

Figure 3. Ga~acceptance distribution at signalized intersection with 
one opposing lane. 
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very reliable estimate of left-turn saturation flows. The 
Australian method is fairly satisfactory for signalized 
intersections with one opposing lane and for unsignalized 
intersections with two opposing lanes. For the case of 
an unsignalized intersection with one opposing lane, none 
of the models was found satisfactory. 

Since most of the existing methods failed to match all 
data satisfactorily, they were subsequently modified to 
better reflect real-world conditions. The adjusted forms 
were found to result in substantial improvements over 
the original models, but even with this improvement 
estimation of left-turn saturation flows for some of the 
cases studied was still unsatiefactory. 

For this reason, a new model was developed for each 
type of intersection studied. From the extensive statis
tical analysis of the factors affecting left-turn saturation 
flows, it was concluded that the dominant independent 
variables are the opposing flow, the critical gap, signal
ization, and the number of opposing lanes. Other vari
ables used in theoretical derivations performed by ear
lier researchers, such as the minimum opposing and 
left-turn headways, did not prove to be statistically sig
nificant. 

Naturally, since the statistical models fit the observed 
data more closely, one would be inclined to recommend 
their use over the others. However, in using these 
models, caution must be exercised, since it can be ar
gued that the collected data represent only a limited 
number of intersections. It is primarily for this reason 
that the existing models were not ignored in Table 2. 

Use of this table is recommended as a guideline in 
selecting the appropriate modelfor a particular situation. 
The close agreement of some of the existing models with 
the statistical ones suggests that there should be a rea
sonable degree of confidence to the collected data. It 
should be mentioned, however, that further validation of 
the proposed models is desirable. Validation of the 
composite model should be of particular interest due to 
its ability to represent all the cases combined. 

Finally, it must be pointed out that the case of multi
lane opposing traffic can be taken into account in a man
ner similar to Tanner's (3), i.e., by considering the 
opposing vehicles as a single stream with arrival rate 
three times that of a single lane (for the case of three 
opposing lanes for example) and increased critical gap. 

From the gap·acceptance study, it is concluded that 
cumulative accepted gaps are uniformly distributed over 
the range of permissible sizes. Inspection of the gap
acceptance functions (Table 4) leads to the conclusion 
that there appears to be insignificant difference in ga~ 
acceptance characteristics when the opposing traffic 
moves in one or two lanes at unsignalized intersections. 
Finally, critical gaps were found to be shorter at sig
nalized intersections, as expected. 

Table 4. Gaµ-acceptance distributions. 

Case Equation Conditions R' s, 

0 if T < 2.33 0.98 0.040 
P(T) = (T - 2.33)/ (12.37 - 2.33) if 2.33 "T" 12.37 
1 if T > 12.37 

0 ifT<l.91 0.94 0.080 
P(T) = (T - 1.91)/(10.91 - 1.91) If 1.91 "T " 10.91 
1 If T > 10.91 

3 0 lfT<2.70 0.96 0.072 
P(T) = (T-2.70)/(10.80 -2.70) lf2 .70 "T ~ 10.80 
1 if T > 10.80 

4 0 lfT<2.73 0.97 0.070 
P(T) = (T - 2.73)/(10.80 - 2.73) if 2.73 "T" 10.80 
1 if T > 10.80 
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Signal Cycle Length and Fuel 
Consumption and Emissions 
Stephen L. Cohen and Gary Euler, Office of Research, Federal 

Highway Administration 

A microscopic network simulation model (NETSIM, formerly UTCS-1) 
was used to evaluate the relationship between fuel consumption and 
signal cycle length. A single intersection was simulated for three sce
narios having different traffic characteristics. It was found that the 
cycle length that minimizes delay also minimizes fuel consumption and 
hydrocarbon ond carbon mono><ide emissions. A regression analysis 
showed that fuel consumption and these emissions are strongly corre
lated with vehicle average speed but that the relationship is not linear. 
Differences between the results in this work and previous results are 
discussed. 

Since the passage of the Clean Air Act of 1970 and the 
oil embargo crisis of 1973, the issues of automobile fuel 
consumption and emissions have greatly increased in 
importance. Thus, it has been proposed that more em
phasis be placed on the measures of effectiveness (MOEs) 
for fuel consumption and emissions and on such tradi
tional measures as speed, stops, and delay. Thus, var
ious types of policies affecting traffic flow would be 
evaluated as to their effect on the fuel-emission MOEs, 
speed, and so forth. 

In recent years a number of authors (!_, ~' ~ i• E.• ~ '!) 
have addressed themselves to the issue of fUel consump
tion in urban traffic. Bauer (1) and Courage and Parapar 
(2) investigated the relationsh1P between signal cycle 
length and fuel consumption. Lieberman and Cohen (3) 
and Honeywell (4) addressed the issue of finding the ef
fects of different traffic control strategies on Iuel effi
ciency (measured in dis tance traveled versus fuel con
sumed). Evans, Herman, and Laur (5) addressed the 
problem of relating fuel consumption to other traffic 
MOEs suc.h as average speed, while Pattersen (6) and 
Cohen (7) examined the problem of estimating the con
centrati.On profile of traffic-generated carbon monoxide 
at signalized intersections. 

Of particular interest are the findings of Bauer (1) 
and Courage and Parapar (~). The analysis performed 

by these authors showed that at an isolated intersection 
the cycle length at which fuel consumption is minimized 
is very much longer than the cycle length at which delay 
is minimized. 

In the present study, we shall describe an analysis of 
this finding that was conducted using the network flow 
simulation [NETSIM, (8), formerly the UTCS-1] model. 
Our result differed from others (1 2) in that fuel con
sumption and the hyclt·ocarbon (Haand carbon monoxide 
(CO) emissions were found to be minimized at approxi
mately the same cycle length as delay. Another finding 
of interest was that MOE stops did not always follow 
Webster's expression (9, 10), which predicts that num
ber of stops decreases as the cycle length increases. 

A regression analysis was performed to examine re
lationships between the average speed and MOE fliel con
sumption and emissions. It was found that there is a 
strong correlation between these measures but that the 
relationships are not linear. 

PROBLEM DESCRIPTION AND 
TECHNICAL APPROACH 

In order to isolate the relationship between signal cycle 
length and average speed, stops, fuel consumption, and 
emissions, we confined ourselves to the analysis of sin
gle isolated intersections. 

The initial configuration involved the analysis of a 
two-phase pretimed signal. In future work, we plan to 
analyze more complicated situations, in particular mul
tiphase signals and varying geometric configurations. 

Our approach to the problem was to use NETSIM.as 
modified to compute fuel consumption and emissions (4). 
This approach is particularly appropriate for analyzing 
fuel versus emissions impacts, because it is difficult to 
measure the former directly in the field and impossible 
to measure the latter. 
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NETSIM is a microscopic network simulation model. 
Thus, individual vehicle movements are simulated ac
cording to car-following, queue discharge, and lane
changing laws. Vehicles are generated on entry links 
according to a shifted exponential headway law. How
ever, since there is a spread of free-flow speeds and 
car-following interactions on the network links, the ar
rival patterns at the rear of the queue will in general be 
complicated. 

The model has been validated in a network in Wash
ington, D.C., and single intersections in Arlington, Vir
ginia; Berkeley, California; and New Jersey. The 
model has been uacd on acvcrnl projects for a variety 
of research and operations applications. 

DESCRIPTION OF INTERSECTION 
SCENARIOS 

The first intersection examined is shown in Figure 1. 
Each east-west approach of the intersection was assumed 
to have two through lanes, with the east-to-north left
turn movement served by a left-turn bay. Each north
south approach of the intersection had one through lane. 
This configuration provides a considerable amount of 
geometric variability. All approach lengths were as
sumed to be 305 m. The assumed free-flow speed on 
the east-west approach was 64 km/ h and 56 km/h on the 
north-south approach. 

Scenarios were generated by varying volume and left
and right-tui·n percentages on each approach ot the inter
section. Opposing movements on the same street (for 
instance, the west-to-east and east-to-west movements) 
always had equal volumes and turn percentages. Since 
the opposing volumes only interfere with left-turn move
ments, there is little loss of generality in imposing this 
resfriction. On the east-west approaches, volumes 
ranged between 600 vehicles per hour ( vph) and 2400 vph 
in increments of 200 vph. On the north-south approaches, 
volumes ranged between 300 and 1200 vph in increments 

Figure 1. Intersection geometrics and_J L 
associated link-node diagram. 

---~~---
=r_~r=_ -

of 100 vph. The left- and right-turn movements were 
either O, 10, or 20 percent of the total approach volumes 
and varied by approach. By varying the volume and 
turning percentage for each approach, a total of 8100 
scenarios was generated. 

For each of the generated scenarios, the degree of 
intersection saturation was first calculated. This is the 
sum of all phases of the critical approach volume-to
capacity (V /C) ratios for each phase. 

(I) 

where 

S1 = degree of saturation of the i th critical approach 
to the intersection, 

V;,,; 1 = critical approach volume for the i th phase, and 
C;,,;, = critical approach capacity for the i th phase. 

The V /C ratios fnr both direction movements for both 
approaches were calculated from the following equation. 

V/C = V/(NC x Lanes) (2) 

where 

NC= nominal capacity= (3600 s/h)/(2.4 s/vehicle) 
and 

Lanes = number of lanes serving through traffic on 
the approach. 

In the. case of an exclusive left-turn lane, this equa
tion was modified to 

V/C = [V(l .0 - LT)] /(NC x Lanes) 

where LT is the fraction of left turns. 
The min~mum-delay cycle length for each scenario 

was then estimated by using Webster's formula as 

C = [ 1.5 (L) + 5] /(l - S) 

where 

C = cycle length, 
S = :l;S11 and 

j 

(3) 

(4) 

L = total lost time, assumed to be 4 s, on the critical 
approaches. 

Oversaturated intersections (S > 1) were eliminated 
from consideration, since these would have no minimum
delay cycle lengths. All scenarios were executed by 
varying the cycle lengths in 20-s intervals between 40 
and 150 s. These limits were chosen to correspond to 
cycle lengths used in practice on two-phase signals. 
From these runs, the cycle length giving the lowest de
lay for each scenario was determined. Two further runs 
for each scenario were made at 10-s cycle length inter
vals around this value to further refine the results. The 
green split for each of these scenarios was calculated 
from Webster's demand relation as 

(5) 

where g1 is the proportion of green time of the i th phase. 
The green splits were held constant for all cycle 

lengths listed for a given scenario. 
The research plan was to execute several scenarios 

that would be chosen to provide a wide range of volume 
and turning movement conditions. Results of runs of the 



first three of these are described in Table 1 and reported 
in this work. 

For each scenario and cycle-length pair, ten replica
tions of a half-hour period were simulated. The effect 
of varying the cycle length at the intersection can then 
be examined for a series of measures: average delay 
in seconds per vehicle, average speed in kilometers per 
hour, number of stops per vehicle, fuel efficiency in 
kilometers per liter for the intersection, and emissions 
of hydrocarbons, carbon monoxide, and oxides of nitro
gen in grams per kilometer for the intersection. 

The measures described above are computed in 
NETSIM as follows. 

1. Average speed is calculated by dividing the total 
number of vehicle kilometers traveled on each link by 
the total number of vehicle hours spent on the link. 

2. Average delay is calculated by subtracting the 
number of vehicle seconds that unimpeded vehicles would 
spend on a link from the actual number of vehicle seconds 
spent on a link and then dividing by the total number of 
vehicles discharged from the link. 

3. Stops are the number of simulated vehicles that 
are forced to stop by traffic conditions. 

4. Fuel emissions are assessed, by a table of fuel
emissions rates , for each second by each vehicle using 
the vehicle' s sp eed-acceleration couplet(~. 

RESULTS 

Cycle Lengths 

The results of the three scenarios are shown in Figures 
2-7. Figure 2 is a plot of average delay versus cycle 
length; Figure 3 shows fuel consumption versus cycle 
length; Figure 4 shows stops versus cycle length; Fig
ure 5 shows HC versus cycle length; Figure 6 shows CO 
versus cycle length; and Figure 7 shows NOX versus 

Table 1. Scenario parameter 
descriptions. 

Phase I (east-west) 

Scenario Pe rcentage P e rcentage 

Figure 2. Plot of delay versus 
cycle length for three 
scenarios. 

No. Vol. Left Turns Right Turns 

463 1600 o o 
1462 1800 o 10 
3836 1000 10 10 

3 Determined from the NETSIM simulation model . 
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cycle length. The plotted points are averages over the 
ten replications run for each scenario. 

It can be seen that, in all three cases, the cycle 
length at which minimum delay occurs is the cycle length 
where minimum fuel consumption and HC and CO emis
sions occur. This is approximately 60 s for scenario 
463, 80 s for s cenario 1462, and 100 s for scenario 3836. 
This result differs from thos e obtained elsewhere (1, 2). 
A discussion of the reasons for this follows shortly:- -

We also observe that stops are minimized at 60 and 
80 s for scenarios 463 and 1462, respectively, while the 
stops curve for scenario 3836 decreased as a function of 
cycle length. 

These findings on stops may be demand dependent, 
because the V / C ratios on the critical approaches are 
higher in scenario 3836. 

Regression Analyses 

The object of i:his exercise was to examine the correla
tion between average speed and the MOE's fuel consump
tion and emissions . 

Average speed was chosen because it was a tested in
dependent var iable (4, 5). First and second order re
gressions were run. - Slnce a total of 2 6 cycle lengths 
over the three scenarios was tested by executing ten 
replications for each cycle length and there were four 
intersection approaches, there was a total of 1040 data 
points. These points are plotted in Figures 8-11. 

• 

The results for fuel consumption and HC and CO 
emissions showed a very high correlation between these 
measures and average speed. In all three cases, the 
second order terms were found to be significant. In ad
dition, HC and CO were regressed against 1.00/ average 
speed. The regression lines were 

FC = 0. 695 + 0.471 *(average speed) - 0.0154* (average speed) 2 (6) 

Phase JI (north-south) 
Minimum 

Percentage P e r centage Delay 
Vol. Left Turns Right Turns GS(G i/G, ) Cycle' 

500 0 10 1.525 60 
400 0 20 2.143 80 
800 10 20 0.608 100 

• 

• • 
• • • 

• • 
• 

• 
• • 

• • 

• 

90 120 150 180 0 
Cycle Length (sec) 

Seen 463 

30 60 90 120 150 180 0 
Cycle Leng1h (sec) 

30 60 90 120 150 180 
Cycle length (sec) 

Seen 1462 Seen 3836 
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Figure 3. Plot of fuel consumption versus cycle 
length for three scenarios. 

Figure 4. Plot of stops versus cycle length for 
three scenarios. 
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Figure 5. Plot of HC emissions versus cycle 3.7& 

length for three scenarios. 
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Figure 6. Plot of CO emissions versus 
cycle length for three scenarios. 
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Figure 7. Plot of NOX emissions versus 
cycle length for three scenarios. 
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Figure 8. Plot of fuel consumption versus 
average speed. 
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Figure 9. Plot of HC emissions versus 
average speed. 

Figure 10. Plot of CO emissions versus 
average speed. 

Figure 11. Plot of NOX emissions versus 
average speed. 
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for fuel cons umption in kilomet ers per liter versus av
erage speed i n kilometers per hour (R3 = 0.975); 

HC = 8.342 - 1.065* (average speed) + 0.0483* (average speed)2 (7) 

for HC emissions in grams per kilometer (R2 
= 0.9266) 

or, alternatively, 

HC = 1.36 + 21.46* (average speed) (8) 

(R2 = 0.964) ; 

CO = 171. 71 - 23.87* (average speed) + 0.096* (average speed)2 (9) 

for CO emissions in gr ams per kilometer (R2 
= 0.934) or, 

alternatively, 

CO = (16.03 +476. 1)/(average speed) (10) 
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from the locked wheels position is a function of queue 
position. Thus, the first vehicle in a queue accelerates 
directly up to cruising speed, while cars farther back 
spend considerable time traveling at speeds lower than 
the cruising speed while moving up to the stop line. This 
type of movement is usually more costly in fuel than 
traveling at the cruise speed. Again, the microscopic 
queue discharge behavior of NETSIM automatically in
cludes this effect. The effect of multiple stops due to 
left turns is ignored (1, 2). Again, the micro-
scopic logic of NETSIM automatically accounts for this 
effect. 

The major reason why this work is at variance with 
Webster (9) on the issue of stops versus cycle length is 
probably due to the different assumptions, such as con
stant arrivals and departures, in his model. NETSIM 
has random arrivals and departures. 

(R2 = 0.970) . No correlation was found between NOX FIELD DATA VERIFICATION 
a nd average speed. 

CONCLUSIONS 

The results to date of this study, which are admittedly 
somewhat limited, indicate that the cycle length, which 
minimizes delay at an isolated intersection, also mini
mizes fuel consumption and the emittants HC and CO. 

Fuel consumption and emissions are strongly corre
lated with-average speed, but the regression relation is 
not linear. 

Stops appear to play no role in the analysis, probably 
because they are correlated closely with delay (11) . 

Great care must be exercised in applying regression 
relations such as those found in this work. The expres
sions we used should not be used in situations in which 
average speeds greater than 30 km/h occur. This was 
the highest speed occurring in this study, and it is un
wise to extrapolate us ing such regressions. The fuel 
cons umption and emission figures derived here ai·e based 
on a partlculai· vehicle mix (3). It is r at her unlikely 
that differ ent ve hicle mixes (possibly involving trucks as 
well as cars) would lead to the same regression pa
rameters. It should be noted that the regression rela
tionships derived here are based on link-wide results 
aggregated over all vehicles that traversed t he link. The 
result obtained by Evans, Herman, and Lau r (5) was 
based on a set of floating car runs. These relationships 
were determined from an analysis of a single isolated 
intersection with a two-phase signal. The results of the 
regressions do not necessarily apply to other situations. 

The inverse relationship between average speed and 
HC and CO emissions is probably better than the qua
dratic, as there is evidence that these emittants level 
out at higher speeds, and the correlation coefficients 
are better. 

Future research in this area will be aimed at running 
several more scenarios on this geometric configuration 
and examining the effects of multiphasing and other geo
metric configurations and generating data at higher av
erage speeds in order to improve the range of validity 
of the regression relations. 

DISCUSSION 

Thel'e ar e s everal reasons that probably account for the 
discrepancy between this work and others (1, 2). The 
fuel consumption increment due to cars that slow down 
but do not stop is not considered. Since NETSIM is mi
croscopic, this effect is automatically included. It is 
assumed (1, 2) that all stop cycles a re the same. 
This is generally not true, as the acceleration pattern 

At the present time, there are no field data that directly 
support either the conclusions of this work or others 
(1, 2). There are, however, two field studies that in
directly support our conclusions. 

Our finding of a strong correlation between fuel con
s umption and average speed is in agreement with the 
finding of Evans, Herman, and Laur ( 5). This provides 
a verification of the simulation model results. The other 
study of relevance was one of traffic delay at signalized 
intersections performed for the Federal Highway Ad
ministration by JHK and Associates (11). Intersection 
delay and number of vehicles stopping were measured 
at several signalized intersections for a wide variety of 
volume and turning movement and geometric situations. 
It was found that the measures of stops and delay were 
strongly correlated with each other. This result sup
ports the conclusion that stops do not enter into fuel re
gression relationships independently of delay. 
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Traffic Conflicts as a Diagnostic Tool 
in Highway Safety 
Charles V. Zegeer and Robert C. Deen, Bureau of Highways, Kentucky 

Department of Transportation 

Accident repeatability from one year to the next was found to be high 
at 60 intersections (r = 0.64) and 170 spot locations (r = 0.59). Nearly 
half of the 209 Kentucky locations designated as hazardous by accident 
criteria were found to have been so identified falsely because of random 
accident occurrences. Conflict counts were conducted at 5 intersections 
in central Kentucky to determine characteristics of conflict data. Good 
r~~!!!h!~!fy ~!:!! f~!..!!'!d ~t'.11.~!? ~b!!!"'!!!'! !!"! s!~!..!!t~!"!~!.!e c~!.!!"!t~ ~! c~r:
flicts and weaves with r values as high as 0.93. Traffic volumes accounted 
for only about 30 percent of the variation in numbers of conflicts. Re
ductions in conflicts and accidents that iesulted from such safeLy im
provements as installing left-turn signal phasing, raised pavement markers, 
and green-extension systems at numerous locations were determined. A 
revised procedure for collecting and utilizing conflict data was described. 

Traffic conflicts are measures of accident potential and 
operational problems at a highway location. Many high
way agencies are now using traffic conflict techniques to 
complement the limited accident data found in accident 
records. The Kentucky Department of Transportation 
has used various forms of conflict data since 1972 to 
assist in its efforts for highway improvement. While 
new procedures are currently under development for 
collection and use of conflict data in Kentucky, past ex
periences with conflicts have proved very encouraging. 

The first formalized procedure for identifying and re
cording traffic conflicts at intersections was developed 
by Perkins and Harris of General Motors Corporation 
in 1967 (1). Major types of conflicts at intersections 
include rear-end, left-turn, cross-traffic, red-light 
violation, and weave conflicts. Conflict counts may be 
used to quickly evaluate changes in road design, sign
ing, signalization, and environment. After a location 
is identified as hazardous, a study of conflict patterns 
can be used with accident diagrams to gain a more ac
curate understanding of operational deficiencies and ac
cident causes. 

Crude forms of traffic conflict counts to determine ap
propriate safety improvements have been made since 
traffic engineers first began making field observations. 
Formalized traffic conflict techniques give a more ob
jective measure of observed traffic problems and allow 
for a permanent record of the comparative magnitude of 
such problems. The use of traffic conflict techniques 
has to date been primarily limited to intersections. 
However, conflict procedures for other types of locations 
are under development. 

A more severe form of traffic conflict is an erratic 
maneuver, which is any sudden, unexpected movement 
by a vehicle that could cause an accident. An erratic 

maneuver usually involves only one vehicle's making an 
unsafe move independently of other vehicles. Such a ma
neuver may often result in a conflict if another vehicle 
is forced to brake or weave to avoid it. Poor signing 
and inadequate geometric design often cause erratic ma
neuvers. 

While traffic conflict counts usually indicate the po
tential for accidents between two or more vehicles, er
ratic maneuver counts may also provide information 
about the potential for single-vehicle accidents. 

A near-miss accident is a collision between two or 
more vehicles barely avoided by a last-second move
ment or stop. This type of accident is a very severe 
sort of conflict and is rarely observed at any location 
compared to other conflicts or erratic maneuvers. 

Traffic events may be classified in terms of increas
ing severity from traffic volume to fatal accidents. The 
ordering of traffic events by severity is as follows: 

1. Traffic voluml:l, 
2. Routine conflicts, 
3 . Moderate conflicts and erratic maneuvers, 
4. Severe conflicts or near-miss accidents, 
5. Minor collisions (usually not reported), 
6. Property damage accidents, 
7. Injury accidents, and 
8. Fatal accidents. 

While accident data provide only the last three levels 
of traffic events, traffic conflict counts provide the other 
five, since volume counts are usually made along with 
conflict counts. 

NEED FOR CONFLICT DATA 

Several limitations have been observed in the use of 
accident data alone in traffic safety studies. Accident 
files only cop.tain records of reported accidents, which 
comprise only a fraction of the accidents that actually 
occur. The criteria for accident reporting vary con
siderably among states. For example, all traffic ac
cidents in Colorado, Nevada, and the District of Colum
bia by law must be reported; only accidents with injury 
costs exceeding $400 damage to any one person must be 
reported in Connecticut. Reporting criteria in other 
states range between these extremes; the most common 
reporting criteria are $100 (23 states) and $200 (12 
states including Kentucky) @. 



Because of such reporting criteria, estimates of 
traffic accidents actually reported range from 20 to 50 
percent. The number of reported accidents at a site is, 
therefore, a function of local reporting laws, accident 
severity, and damage costs of each accident, 

Another problem with using accident data alone for 
identifying and evaluating high- accident sites is the ran
dom fluctuations in accident data, Many accidents re
sult from a vehicle malfunction (blowout or brake fail
ure), an obvious driver error (speeding or drunk driv
ing), or a weather-related problem (ice on road or heavy 
fog) that is unrelated to any geometric deficiency. 

A study was completed in 1973 in Kentucky that il
lustrated the effects of random accidents on the identi
fication of hazardous sites. Of the 208 spot locations 
identified by accident data as hazardous, 99 of them were 
wrongly identified because of random accident occur
rences. These 99 sites were found by field inspections 
to need no improvements, and accidents decreased to 
normally low levels the following year. Nearly half the 
accident locations warranted no improvements (3). 

To test the reliability of accident data for predicting 
future accidents at a location, an analysis of 60 inter
sections in central Kentucky was made. The number of 
accidents for a given year compared with the number of 
accidents the following year resulted in a correlation 
coefficient (r-value) of only 0,64. The 95 percent con
fidence level (twice the standard error) for this rela
tionship was ±10.9 accidents per year, and the average 
number of accidents per year at the intersections was 
11.1. This indicated that an error of almost 100 per
cent in either direction is possibie when accident num
bers from one year to the next are compared. 

A similar analysis was also made for 170 rural, 
480-m (0.3-mile) spots in Kentucky, and an r-value 
of only 0.59 was found. More than a 100 percent error 
was also found for this sample of locations (within the 
95 percent confidence level), which illustrates the non
repeatability of accident data. 

Another problem with accident data is the waiting time 
needed to obtain a significant data base. A previous 
study in Kentucky suggested that up to 2 years of acci
dent data are necessary to ensure reliability when se
lecting high-accident locations (4). After an improve
ment is made, it often takes several more years to de
termine the effectiveness of the improvement based on 
accident data. Also, without some other measure of 
safety, several accidents must occur at a site before 
improvements can be justified. 

While accident data have many limitations, they can 
be quite useful when complemented by traffic conflict 
data. Accident histories can point out locations where 
conflict data should be collected. Conflict studies can 
then be made at these and other sites suspected of being 
hazardous. Conflict counts can be used to help select 
appropriate improvements and later to determine 
whether the improvements were effective in reducing the 
hazard to motorists. 

CHARACTERISTICS OF CONFI.JCT 
DATA 

An effort was made to gain a better understanding of the 
nature of traffic conflicts. The immediate intent was to 
determine consistency of conflict counts between ob
servers, to evaluate volume and conflict relationships, 
and to test daily repeatability of conflicts. 

Conflict and volume data were continuously collected 
by the General Motors (GM) procedure at each of five 
sites for 11 hours from 7:30 a. m. to 6:30 p. m. on Tues
day, Wednesday, or Thursday. Two days of data were 
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collected at one site to test for conflict repeatability. 
Five observers alternated duties at each site to allow for 
breaks when needed. Some conflict counts were made 
simultaneously on the same approach to test observer 
consistency. 

Conflicts were counted on the two major approaches 
at four intersections and one approach at the other. One 
observer was stationed at each approach from 30 to 90 m 
(100-300 ft) back from the intersection in a state-owned 
car wherever possible. Chairs on sidewalks were used 
at urban locations that had no shoulders. Volume counts 
were made of every movement (through, left turns, and 
right turns) of all intersection approaches throughout the 
test period. 

Conflict and volume data were recorded in 15-min 
periods on the GM data sheets. Several new categories 
of conflicts and erratic maneuvers were added from ob
servations of the specific problems at a site. Each con
flict was also classified as routine, moderate, or 
severe. 

All five intersections were located in and around Lex
ington, Kentucky (population 200 000), and data were 
collected in the spring of 1977. A summary of volume, 
speed, geometric, and conflict information for each 
intersection approach is given in Table 1. All ap
proaches were two lanes of four-lane arterials; minor 
streets were all two-lane collector streets. Each was 
a four-way signalized intersection, except Harrodsburg 
Road at Larkspur Drive, which is a T-intersection with 
a stop sign on the minor approach. 

Observer Reliability 

One of the most important aspects to consider when 
using conflict data is the reliability of data collected by 
observers. There are many factors that will account 
for variations in conflict counts,such as alertness, ex
perience, and different driving attitudes of the observers; 
location of the observer at the sitei and traffic volumes. 
Several hours of training are routinely given to each ob
server before conflict data are taken alone. Typically, 
an experienced observer trains an inexperienced one at 
a site by discussing all conflicts and weaves as they oc
cur. Periodic checks between observers are made to 
help ensure consistency. 

The first test was conducted in June 1977 at the sig
nalized intersection of Limestone Street and Virginia 
Avenue. During data collection, four observers were 
used, two simultaneously coWlting conflicts and weaves 
in 15-min intervals using the GM technique. A plot 
was made of conflicts per 15-min period for one ob
server versus those of another, and the overall r-value 
was 0.86. Numbers of conflicts per 15-min period 
ranged from 5 to 36, depending primarily on traffic 
volume. A similar plot of weaves resulted in an r-value 
of 0.93, and numbers of weaves varied from 0 to 24 
every 15 min. A total of 25 periods were used in this 
analysis. 

The second site was a T-intersection of Harrodsburg 
Road at Larkspur Drive. Again, four observers counted 
conflicts and weaves on the two major approaches (in 
July 1977). A correlation coefficient of 0.87 was found 
between conflict counts by observers as shown in Fig
ure 1 for 26 periods of 15 min each. The correlation 
for weaves was lower than before, at O. 77. The over
all reliability of observers involved in conflict coWlts 
was considered to be very good. Reevaluation of ob
servers is made periodically, so observer reliability 
is expected to improve. 



50 

Volume and Conflict Relationships 

The relationship between traffic volume and conflicts 
was found on all intersection approaches for each day of 
data collection. Plots of total volume (x-axis) versus 
total conflicts (y-axis) were made by considering each 
15-min period as one data point. A total of 44 points 
were plotted for each intersection approach (11 h of data 
with four periods per hour). The correlation coeffi-

Figure 1. Conflict counts per 15-min period for two observers. 
32~~~~~~~~~~~~~~~~~~~~~ 
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Table 1. Characteristics and conflict summaries of test sites. 

Volume 
Direction Date 
of of Average 

Intersection Approach Count Hourly 

New Circle Road at s 5/10/77 908 
Woodhill Drive 

Euclid Avenue at NW, 5/18/77 377 
Woodland Avenue inbound 

Euclid Avenue at SE, 5/18/77 294 
Woodland Avenue outbound 

Limestone Street at N, irlbound 5/26/77 620 
Virginia A venue 6/7/77 

Limestone Street at S, outbound 5/26/77 616 
Virginia Avenue 6/7/77 

Main Street at SE, 6/1/77 543 
Jefferson Street inbound 

Main Street at NW, 6/1/77 569 
Jefferson Street outbound 

Harrodsburg Road at NE, 7/27/77 674 
Larkspur Drive inbound 

Harrodsburg Road at SW, 7/27/77 595 
Larkspur Drive outbound 

Peak 
Hour 

1375 

707 

530 

1046 

1162 

711 

716 

871 

985 

cients varied widely from 0.24 to 0,81. Individual values 
of r for the approaches as ordered in Table 1 were 0.72, 
0.70, 0.81, 0,35, 0.73, 0.45, 0.24, 0.51, and 0.72. 
Based on average r2 of all approaches, only 37 percent 
of the variance in conflicts can be explained by traffic 
volumes. 

Volume and conflict relationships were also compared 
on two separate days at one intersection. On the inbound 
approach, the r-value was 0.28 the first day and 0.35 the 
second day (2 weeks later). The difference was greater 
on the other approach where the r-values were 0.42 and 
0,73 for the 2 d. 

Another plot was made of conflicts per hour versus 
hourly volume for all approaches (11 data points), which 
ranged from 32 to 83; hourly volumes were between 294 
and 931. The r-value was only 0.51, which indicates 
that only 26 percent of the conflict variation can be ex
plained by traffic volume (r2 = 0. 26). 

The previous results indicate that, while traffic vol
umes have some effect on number of conflicts, volume 
and conflict correlations vary considerably at different 
intersections. Also, the correlations may vary on dif
ferent days at the same approach. Thus, counting con
flicts is not merely another way of counting traffic vol
ume. Most conflicts at the test sites were traced to 
a geometric deficiency, an inappropriate signal timing, 
or a capacity problem. 

Conflict Repeatability 

One of the questions raised concerning use of conflict 
data concerns the variation in conflicts from one dav to 
the next. A large variation in conflict numbers and.pat
terns would require several days of collection at each 
site to ensure reliable data. To obtain information con
cerning the daily repeatability of conflicts, conflict data 

Conflicts 

Peak Per 1000 
Other Characteristics Per Hour Hour Vehicles 

Three-phase signal 81 127 89.5 
Left- and right-turn lanes 
Separate left-turn signal phase 
Left turns (9 percent) 
Right turns (10 percent) 

Two-phase signal 55 97 144.9 
No separate left-turn lanes 
Left turns (15 percent) 
Right turns (7 percent) 

1.2-m (4-ft) median 33 81 111.6 
Left turns (10 percent) 
Right turns (6 percent) 

Two-phase signal 57 95 92.2 
No separate left-turn lanes 
Left turns (10 percent) 
Right turns (2 percent) 

Inadequate right-turning radius 54 98 88.3 
Left turns (1 percent·) 
Right turns (14 percent) 

Three-phase signal 83 103 152.9 
Separate left-turn lanes 
Left turns (6 percent) 
Right turns (7 percent) 

Minor approaches offset 45 65 79 .3 
Left turns (3 percent) 
Right turns (14 percent) 

Stop sign on side street 32 52 47.1 
Separate left-turn lanes 
Left turns (17 percent) 
Right turns (0 percent) 

Left turns (0 percent) 43 119 71.8 
Right turns (13 percent) 



were collected for 11 continuous hours on each of 2 d 
from 7:30 a. m. until 6:30 p.m. at the intersection of 
Limestone Street and Virginia Avenue. Traffic volumes 
of eacb movement (through, left turns, and right turns) 
were taken on all approaches by one observer, while ob
servers were stationed on each of the two major ap
proaches. 

Data were collected at the site on May 26 (Thursday) 
and June 7 (Tuesday), 1977, approximately 2 weeks apart. 
The intersection is located near the University of Ken
tucky, which is a strong traffic generator. The first 
count was scheduled to take place after the spring se
mester ended; the second count was conducted during 
the summer session. Thus, slightly higher volumes 
were expected on the second day, and variations in con
flicts were expected to be about as high as would nor
mally be expected from day to clay at most intersections. 

As expected, volumes on the inbound (northbow1d) 
approach increased by about 22 percent, from 6162 (day 
one) to 7514 (day two). The total number of conflicts 
increased from 566 to 695, a 23 percent increase. The 
conflict rate on this approach increased very slightly 
from 91.9 to 92.5 (conflicts per 1000 vehicles)o Numbers 
of conflicts were generally higher during high-volume 
periods, as shown in Table 2. The highest volume {728) 
and uwnber of conflicts (81) were observed between 
7:30 and 8:30 a.m., the morning rush hour. All values 
in Table 2 are actual counts and include no adjustments. 

Similar results were found on the outbound (south
bound) app1'0ach . While traffic volume increased 16 
percent, from 6258 to 7280, conflicts increased only 3 
perce1,t, from 586 to 604. The conflict rate was 93 .6 on 
day 011e and 83.0 on day two. The highest number of 
hourly conflicts was 104 (4:30-5:30 p.m . ) and 91 (3 :30-
4:30 p.m.) during afternoon peak hours. The highest 
hourly volumes also corresponded to these hours. 

An analysis was also made to determine the varia
tions in types of conflicts from one day to the next. The 
percentage of each major conflict type was calculated 
for each approach on each day. Rear-end conflicts were 
57 and 46 percent for the 2 d on the inbound approach and 
64 and 58 percent on the outbound approach. Most of 
these rear-end conflicts were due to traffic congestion 
and backups throughout most of the test period. Left
turn conflicts, 32 and 41 percent on the inbound approach, 
were caused by the absence of a separate left-turn lane 
and a high left-turn demand. On the outbound approach, 
the percentage of right-turn conflicts (vehicles slowing 
for right turners) stayed nearly constant. These con
flicts were due to an inadequate right-turn radius that 
caused vehicles to slow drastically to complete the right
turn maneuver. Running the red and other conflicts did 
not change significantly on the second day. 

Table 2. Conflict reliability Inbound Approach 
study. 

Day One 

Time Period Conflicts Volume 

7:30-6:30 a.m. 61 726 
6:30-9:30 a.m. 49 437 
9: 30-10: 30 a.m. 46 465 
10:30-11:30 a.m. 33 577 
11:30 a.m.-12:30 p.m. 26 652 
12:30-1:30 p.m. 77 610 
1:30-2:30 p.m. 53 475 
2:30-3:30 p.m. 39 562 
3: 30-4: 30 p.m. 60 566 
4:30-5:30 p.m. 56 566 
5:30-6:30 p.m. 44 442 

Total 566 6162 

51 

The previous analysis was not intended to prove that 
conflicts repeat themselves from one day to the next at 
all locations. However, at this intersection, conflict 
numbers and types were very similar for the 2 d, Con
flicts, like accidents, are produced by human reactions 
as well as environmental and traffic conditions, An 
analysis of this moderately high-volume intersection 
(average annual daily traffic of 24 000) was made as an 
initial attempt to gain a better understanding of conflict 
data. Similar analyses will be conducted in the future, 
particularly at low-volume rural intersections where 
greater fluctuations in conflicts are expected. 

DEVELOPMENT OF A CONFLICTS 
PROCEDURE 

The development of an effective and practical traffic con
flicts procedure was sought for Kentucky. After careful 
review of several of the conflicts procedures in use in 
the United States and other countries, the GM technique 
was revised for use in Kentucky, Several modifications 
were made with respect to data-collecting procedures. 

Data-Collecting Times 

Using the GM technique, conflict data are normally col
lected for 10 h each day from 7:30 a.m. to 12:00 noon 
and from 12:45 p.m. to 6:15 p.m. at each site on a Tues
day, Wednesday, or ThuL·sday. For low-volume sites, 
more than a day of data collection may be necessary for 
an adequate sample size. One observer usually records 
conflicts while another counts traffic volumes. After 
each 15 min of data c9llection, the following 15-min pe
riod is used to record data and to move to the opposite 
approach (1). 

This procedure results in the use of about 20 work 
hours per day, excluding the lunch break (two people for 
10 h each). A total of 2.5 h of data is then available for 
each of tl\e two major approaches. Comparing the total 
work-hour requirements with the resulting quantity of 
data obtained from the GM technique, questions were 
raised as to the efficiency of this procedure. Such large 
allotments of time were thought to be impractical in 
Kentucky because of personnel limitations and the large 
number of locations that warrant conflict counts. Also, 
little or no useful information was generated from con
flict counts during off-peak hours at the test sites. The 
adequacy of using only one 15-min conflict cowi.t to rep
resent an hour of data also needed to be evaluated. 

The GM procedure was evaluated from 11-h contin
uous conflict counts at nine intersection approaches. 
First, the 15-min cowi.t periods were removed from the 
data that would have been cowited by the GM technique. 

Outbound Approach 

Day Two Day One Day Two 

Conflicts Volume Conflicts Volume Conflicts Volume 

94 1046 31 617 45 572 
36 643 46 352 46 441 
52 576 37 416 23 497 
39 566 43 519 36 460 
77 697 71 653 63 657 

109 661 46 536 56 565 
75 661 45 444 42 607 
55 663 55 591 61 716 
63 757 91 766 91 601 
57 716 74 695 104 1162 
36 ~ 43 467 35 582 

695 7514 566 6256 604 7280 
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On an inbound approach, this would correspond to 7:30-
7:45 a.m., 8:30-8:45 a.m., 9:30-9:45 a.m., and so on. 
The outbound periods would be 8:00-8:15 a.m., 9:00-
9:15 a.m., 10:00-10:15 a.m., and so on. Each 15-min 
conflict count was multiplied by four (to obtain an esti
mated hourly count) and compared to each actual hourly 
conflict count. A total of 121 h of data were used for 
this analysis. 

The munber and percentage of the total hours (y-axis) 
were plotted against the percentage of error (x-axis) in 
Figure 2 to summarize the results. The plot shows that 
an error of 10 percent or less was found in about one
third of the sample. The error is within 17 percent 
about half the time, and about 75 percent of the sample 
had an error of 32 percent or less. The difference be
tween the total daily count (11 h) and the GM estimated 
count (four times the 15-min counts) ranged from 0. 7 to 
13.2 percent at the 11 intersection approaches. The 
average difference for all approaches was 4.6 percent. 

While the 15-min counts each hour proved to be rea
sonably close in most cases, the personnel required for 
each count was still a major concern. By plotting con
flicts versus time of day, the highest conflict periods 
occurred during peak hours. 

During the morning peak hour (7:30-8:30 a.m,), in
bound approaches had their highest conflict numbers, 
while few conflicts occurred on outbound approaches. 
The opposite was true in the afternoon, when peak pe
riods generally lasted from 3:30 to 5:30 p.m. 

A comparison was made between the GM time periods 
and the three peak hours in terms of required work 
hours. If one observer counts conflicts on each approach 
and the third counts traffic volumes of all movements, 
only 9 work hours of observation would be required at 
each intersection. This would produce a total of 3 h of 
data. Data would represent one high-conflict hour, one 
low-conflict hour, and one intermediate hour for each 
approach. About 20 percent more minutes of data would 
be collected with less than half the work hours expended. 

Collecting conflict data only during peak hours was 
found to be desirable, because off-peak hours were gen
erally uneventful. Problems with left-turning vehicles, 
for example, are not usually detected until certain left
turn and opposing volumes exist. Care should be taken 
to avoid collecting more than 1 h of data during very 
congested times, when some traffic maneuvers are re
stricted. Data-collecting times should be when prob
lems are suspected. These may correspond to the noon, 
evening, or weekend rush, or even during seasonal pe-

Figure 2. Differences between hourly and 15-min conflict counts. 
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riods at some locations. Additional data may be needed 
at low-volume sites to obtain adequate samples. 

Conflict Categories 

The GM conflict data sheet was revised for use in Ken
tucky. As currently used, there are 10 columns for 
counts of vehicle movements and 24 columns for counts 
of traffic conflicts (a total of 34 categories). Many of 
these columns were found to be unnecessary; they only 
create confusion for the observer. The cross-traffic 
conflicts usually pertain only to unsignalized intersec
tions. Abrupt stops and running-the-red violations are 
not included on the GM conflict form. To identify left
turn problems, it is necessary in Kentucky to classify 
weaves, weave conflicts, running red lights, and pre
vious conflicts. 

The numbers and rates of each conflict type were 
summarized for 5700 conflicts observed at four signal
ized intersections (in the table below, conflicts per 1000 
vehicles out of a total flow of 56 897). 

No. of Conflict 
Type of Conflict Conflicts Rate 

Congestion and traffic backup 3034 53.3 
Slow for left turn 885 15.6 
S1ow for ngnt turn b!:l4 11.~ 

Brake for previous conflict 203 3.6 
Other rear-end conflict 182 3.3 
Weave conflict 172 3.0 
Running red light 167 2.9 
Brake for slow-moving vehicle 135 2.3 
Abrupt stop 81 1.4 
Opposing left turn 73 1.3 
Pedestrian 50 0.9 
Other conflicts and erratic maneuvers 125 2.2 

Total 5761 101.3 

Congestion and backup accounted for 3034 conflicts (52.6 
percent), and slowing for left and right turns accounted 
for another 885 and 654 conflicts res1lectively (26 per
cent total). Other conflict numbers over 100 included 
previous conflicts (203), other rear ends (182), weave 
conflicts (172), running red lights (167), and braking for 
slow vehicles (135). Also, abrupt stops, opposing left 
turns, and pedestrian conflicts were 50 or more. The 
total conflict rate of the four intersections (all were 
high-accident sites) was 101.3 conflicts per 1000 vehi
cles, 

Based on the occurrence of conflicts at the test sites, 
a simplified conflict data sheet was developed for signal
ized intersections (Figure 3). To aid in the evaluation 
of the left-turn problems, separate left-turn categories 
were included for weaves, weave conflicts, running red 
lights, and previous left turns. All observed conflicts 
should be classified as either routine, moderate, or 
severe. Twelve horizontal rows are provided to ac
commodate 3 h of 15-min counts. The form for unsig
nalized intersections excludes the running red lights and 
abrupt stopping categories. Additional categories i_n
clude five types of cross-traffic conflicts as used in the 
GM method. 

Although the conflict categories on the data sheets 
will account for about 98 percent of all events, there are 
various types of weaves, conflicts, and erratic maneu
vers peculiar to certain locations. The list below was 
made up of -all such occurrences observed at the test 
sites or foreseen for others. 



Figure 3. Conflict data sheet for signalized intersections. 

LOCATION _____ _ DIRECTION ____ DATE ____ _ 

...:..-~ 
WEAVE l WEAVES CONFLICTS 

J, 
RUN RED LIGHT 

AROUND AROUND OPPOSING 
STARTING LEFT LEFT LEFT TURNING STRAIGHT 

TIME TURNER OTHER TURNER OTHER TIJRN LEFT OR RIGHT 

Weaves 

A Weave for stopped truck 
B Weave for stalled vehicle 
C Weave for stopped bus 
D Weave for road maintenance 

or construction 
E Weave to avoid pedestrian 
F Weave into turn lane and back 

into major traffic flow 

Conflicts 

G Conflict from erratic 
maneuver 

H Slow for turn out of driveway 
or shopping entrance 

Slow for turn into driveway or 
shopping entrance 

Driveway cross traffic from 
left 

K Driveway cross traffic from 
right 

L Slow for stopped bus 
M Slow for road maintenance 

or construction 
N Slow for stopped truck 
0 Weave pedestrian conflict 
P Previous conflict from pedes· 

trian (following car) 
0 Right turn on red without stop 
R Left·lane vehicle slow for right 

turner 
S Slow or stop for stalled vehicle 

. 

Erratic Maneuvers 

T Left turn from wrong lane 
u Right turn from wrong lane 
v U turn in road 
w Use of shoulder for turns 
x Right turner hitting curb 
y Vehicles overrunning stop bar and 

backing up 
z Vehicle backing from driveway 

across traffic lanes 
AA Turn into wrong lane (opposing 

lane) 
BB Stop in median 
cc Run off road 
D.D Right turn on red without stopping 
EE Late-entry right turn (or nonuse of 

turn lane) 
FF Late-entry left turn (or nonuse of 

turn lane) 
GG Vehicle unexpectedly stopping in 

road 
HH Vehicle swerving across traffic lanes 
II Vehicle backing in road 
JJ Turn into turn lane and back into 

traffic flow 
KK Vehicle on wrong side of road 
LL Wide turn (encroaching into ad-

jacent lane) 
MM Multiple vehicle erratic maneuver 
NN Multiple bicycle erratic maneuver 
00 Bicycle on wrong side of road 
pp Bicycle riding in median 
QQ Illegal pedestrian crossings 
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4 i f 
SLOW SLOW TRAFFIC 
FOR FOR PRF.VIOUS OTHER BACKUP SWW-

ABRUPT RIGHT LEFT Le FT PREVIOUS OR CON· MOVING PEDESTRIAN 
STOP TURN TURN TURN CONFLICT GESTJON VEHICLE CONFLICT 

This list includes 6 causes of weaves, 13 unusual con
flict types, and 24 types of erratic maneuvers. Each 
observer should have this sheet during a conflict count 
and be familiar with the categories. If one of these 
events occurs, a corresponding letter should be put on 
the data sheet. If the event is repeated several times, 
one of the extra columns can be designated to count such 
events. 

Volume data should be collected by an observer during 
all conflict-counting periods if possible. Space is pro
vided for counting left-turning, straight, and right
turning vehicles on all intersection approaches. Most 
counts will take three observers: one observer per ap
proach and one volume counter. 

EVALUATION OF SAFETY 
IMPROVEMENTS 

Shortly after completion of safety improvements at an 
intersection, another traffic conflict count should be 
made to determine the effectiveness of the improvement. 
The second conflict count will often identify minor ad
justments, such as signal timing, which would further 
add to the safety of the intersection. Several evalua
tions of safety improvements have been completed in 
Kentucky in recent years in terms of both accidents and 
~onflicts. 

In one study, conflict and accident evaluations were 
conducted at locations where left-turn signal phasing was 
added. There was an 81 percent reduction in left-turn 
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conflicts {peak hours) at three intersections. An acci
dent study of 24 intersections with similar improve
ments showed an 85 percent reduction in left-turn ac
cidents after adding exclusive left-turn phases. Based 
on accident and conflict relat ionships at 32 Intersections, 
criteria were developed for installation o! left-turn phas
ing . An average of ten or more left-turn con.ill t in 
the peak hour was the conflict criterl.on, The recom
mended accident criterion was four left-turn accidents 
per year on an appi·oach or six accidents in 2 years (5), 

Traffic conflicts were used to evaluate the effecti\;e 
ness of a green-phase extension system (GES) in another 
Kentucky study in 1976 (6). GES merely extends green 
time for through vehicles up to about 152 m (500 ft) in 
advance of high-speed signalized intersections. This 
supposedly eliminates the "dilemma-zone:' which occurs 
during the amber phase and causes rear-end and right~ 
angle accidents {abrupt stops and running red lights). 
Six types of conflicts th.al occur during and shortly after 
the amber phase were com1ted at two intersections. Con
flict data were taken for 1 d at US-23 and Hoods Creek 
Pike in Ashland and 2 d at US-27 and US-150 in Stanford 
for each of the before-and-after periods. These conflicts 
were reduced by 62 percent at the two intersections after 
installation of the GES. Total accidents wen'! rP.rluced by 
54 percent at three locations with similar imp1·ovements 
(6) . 
- A Ke11tucky study of erratic maneuvers completed in 
1974 tested the effectiveness of various tY!_1P.A nf r~i.~Prl 
pavement markers for traffic control at freeway lane 
d~·ops . Erratic maneuvers, brake applications, and lane 
volumes were counted al five lane-drop locations. After 
installation of raised pavement markers , a statistically 
significant decrease in the total erratic- maneuver rate 
occurred i11 nearly all cai;;es, particularl y at night. The 
total reduction in erratic-maneuver rate was 27 per ce11t . 
No significant change in braking rates was found. The 
installation of raised pavement markers at other lane
drop locations was recommended based on cost effective
ness (1), 

Figure 4. Typical conflict diagram. 
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INTERSECTION ANALYSIS 

After a highway location is identified as hazardous in 
Kentucky, a careful analysis is made of the site. This 
consists of a thorough field investigation by a traffic 
engineer, a police officer, a local safety engineer, and 
som times other experts. A collision diag1·am also is 
used, as are data such as traffic volumes and speeds. 

Because of the shortcomings in accident records men
tioned earlier, collision diagrams may be of limited 
value in determining intersection deficiencies . To sup
plement collision diag1·runs, e'Xperiments have been done 
with conflict diagrams first used in Kenlucky in Septem
ber 1977. A conflict diagram shares many similarities 
with a collision diagram, and arrows are used to rep
resent vehicle movements on each major approach. With 
a conflict diagram, only one set of arrows is used for 
each conflict type per approach, and the number of con
flicts in a specified period is given. 

An example of one such conflict diagram for Euclid 
Avenue at Woodland Avenue in Lexington, Kentucky, is 
given in Figure 4, The total number of conflicts is given 
with the number of moderate conflicts in parentheses. 
Erratic maneuvers and near misses may also be shown 
on a mnfli ct. diagram. As can be seen, the major con
flict types {for an 11-h period) on the northwest approach 
are intersection backup and congestion (354), slowing 
for left turn (123), slowing for right turn (54), slow truck 
(24) :mn nrPvim1 ." rnnfli rt.: (1 fl) 0th Pr tunP<> in"l11rlorl 

~pp~sing ieft-turn (12), running ~ed lfghdio)~ -d-;i~~;~y 
conflicts (7), abrupt stops (5), weave conflicts (3), and 
turns from wrong lane (2) . The southeast approach had 
similar problems and also had several pedestrian con
flicts and stop-for- bus conflicts (8). 

Based on this conflict diagram-;- recommendations 
were made to add dual left-turn lanes on Euclid Avenue 
to reduce conflicts from vehicles slowing or weaving for 
left turners. Adjustments in signal timing were also 
recommended. The high incidence of backup and con
gestion conflicts was found to be unavoidable because of 
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moderately high traffic volumes, but it was not abnor
mally high compared to other signalized intersections. 

Another aid to intersection analysis is the use of con
flict rates. The hourly conflicts, peak-hour conflicts, 
and conflict rates are given in Table 1 for all approaches. 
The highest hourly conflicts (83) and conflict rate (152.9 
conflicts per 1000 vehicles) were found on the south-
east approach of Main Street at Jefferson Street, Based 
on all available conflict data, specific problems were 
found on this approach, and appropriate safety improve
ments were recommended, 

RECOMMENDATIONS 

Based on the successful use of conflict and erratic 
maneuver data in Kentucky since 1972, increased use 
should be made of such data on a routine basis. A pro
cedure for collecting anq analyzing conflict data was de
veloped and is recommended. Since 1970, a total of 
904 locations have been investigated unde1· Kentucky's 
spot-improvement program (about 130 per year) . By 
routinely conducti11g con.flict cow1ts during such investi
gations, a large sample of conflict data would be avail
able with.in a few years. This would provide the engi
neer with a systematic procedure for observing the lo
cation, and a permanent record of driver confusion and 
error could be gener ated and compared with problems 
at other locations. Valuable information on which to 
base appropriate safety improvements at the site would 
be obtained, and an after study of conflicts would allow 
for an evaluation of the improvements. 

REFERENCES 

1. S. R. Perkins and J, I. Harris. Traffic Conflict 
Characteristics-Accident Potential at Intersections. 
General Motors Research Publication GMR-718, 
Dec. 7, 1967. 

2. Digest of Moto1· Laws. American Automobile Asso
ciation, Falls Church, VA, 1974. 

3. K. R. Agent. Evaluation of the High-Accident Lo
cation Spot-Improvement Program in Kentucky. 
Kentucky Bureau of Highways, Divls~on of Re
sea1·ch, Lexington, Feb. 1973. 

4. C, V. Zegeer. Identification of Hazardous Locations 
on Rural Highways in Kentucky. Kentucky Bureau 
of Highways, Division of Research, Lexington, JWle 
1974. 

5. K. R. Agent. Development of Warrants for Left
Turn Phasing. Kentucky Bureau of Highways, Lex
ington, Division of Resea1·ch, Aug. 1976. 

6. C. V. Zegeer. Effectiveness of Green-Extension 
Systems at High-Speed Intersections. Kentucky 
Bureau of Highways, Lexington Division of Re
search, May 1977, 

7. J, G. Pigman and K. R. Agent. Raised Pavement 
Markers as a Traffic Conflict Measure at Lane 
Drops. Kentucky Bureau of Highways, Division of 
Research, Lexington, Feb. 1974. 

8. M. E. Clayton. Evaluation of Urban Intersections 
Using Traffic Conflicts Measures. Kentucky Bureau 
of Highways, Division of Research, Lexington, Aug. 
1977. 

Discussion 
Peter J, Yauch, JHK Associates, Atlanta, Georgia 
Peter S. Parsonson, Georgia Institute of Technology, 
Atlanta 

Traffic conflict studies were performed in an attempt to 
determine the extent of accidents caused by the "dilemma 
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zone" problem at high-speed, isolated, signalized in
tersections. The studies were made during the summer 
of 1977 as part of a master's degree research project. 

The conflict studies were based on similar studies 
performed in Kentucky in 1976 that evaluated the effec
tiveness of green-extension systems in reducing the 
dilemma-zone problem, The seven categories of con
flicts used were identical to those used by Kentucky ex
cept for the division of rmming red light into two cate
gories based on the offending vehicle ' s relation to the 
stop line. 

Five high-speed, isolated, signalized intersections 
having potential dilemma-ozone problems were chosen for 
study on the recommendation of the Fulton County, Geor
gia, traffic engineer. All five intersections had similar 
approach characteristics. One intersection was op
erated in the semiactuated mode, with no detectors on 
the high-speed approaches; the other four intersections 
were fully actuated, but with detector setbacks far below 
those recommended for high-speed approaches. 

Traffic conflicts for each approach were tabulated for 
two full hours of high traffic volume. Offending vehicles 
were classed by type, Volumes taken during the conflict 
studies were also divided into the three vehicle classes. 
Only non-turning vehicles were observed in the study. 

Seventeen months of accident data, for the period just 
prior to the study, were obtained from police accident 
files, An attempt was made to identify the accidents 
caused by the dilemma-zone problem. In general, rear
end accidents, right-angle accidents caused by a high
speed vehicle rulll1ing the red light, and sideswipe ac
cidents caused by improper lane changes were classed 
as dilemma-zone accidents. Additional information con
cerning accident cause was usually not available. In ad
dition, it is probable that not all accidents were re
ported, as noted in the Zegeer and Deen paper, 

A comparison of the dilemma-zone accident and con
flict rates showed no correlation (r = 0.16) (see Figure 
5), Sinlilar results were obtained when the total acci
dent rate was compared to the conflict rate. This can 
point to two different conclusions, either that the acci
dent data are unreliable or that conflict studies cannot 
be used to predict high dilemma-zone accident locations. 

However, the usefulness of the dilemma-zone conflict 
study performed may be shown by two additional com~ 
parisons. 

The clearance intervals required for each of the 10 
approaches were calculated with the method described 
in the Traffic and Transportation En~ineering Handbook. 
A deceleration rate of 2. 7 m/s2 (9 ft/s2

) was used in
stead of the suggested 4.6 m/s2 (15 ft/s 2

), the latter being 
obtainable only as a panic stop on dry pavement. The 
ratio of actual clearance-period timing (yellow plus all 
red) to required timing was compared to the dilemma 
zone conflict rate, and resulted in a good correlation 
(r = 0 .83). The rwming-red-llght conflict rate did not 
appear to be 1·elated to clearance timing. Figure 6 
shows the "scattergram" and lea.st squa1·es analysis line 
for the first comparison. 

By classifying the seven conflict categories into two 
types, in which the offending vehicle either stopped 01· 
conti1med on through the intersection, another compari
son can be made, A regression analysis, resulting in 
an r-value of 0.74, shows that the ratio of nonstopping 
conflicts to total conflicts increases with an increase in 
approach volume. This agrees with the expectation that 
drivers are hesitant to stop quickly in heavy traffic. 
Figure 7 shows the results of this regression analysis. 

Therefore, the conflict data taken during this study 
tend to agree with expected occurrences within the di-
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Figure 5. Diiemma-zone aaoldent rata Vfll'IUs oonfliot rate. 

... 
0 .... 
x 

j 
.... e 

Figure 6. Conflict rate versus percentage of required 6 
clearance time. 

5 

.. 
.!l 
u 
... 4 

~ 

1 
0 
0 .... 
' .. 
t ... .... ... 
8 

3 

2 

1 

0 

8 0 

0 

7 

6 

s 

0 

0 

0 
3 

0 
0 2 

1 

0 
0 1 2 3 4 s 

Conflicts/100 Throuqh Vehicles 

0 

0 

0 

0 

0 0 

0 

r = 0.83 

y = -0.048x 

20 10 0 

more than required I 
-10 -20 -30 

less than required 

Actual (Yellow + All-R•d) Timinq 

Jlequir•d (Yellow + All-Red-) Timinq 
x 100% 

0 

6 

+ 2.74 

-40 



Figure 7. Percentage of nonstopping conflicts versus loo 
approach volume. 
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lemma zone and reinforce the usefulness of the study 
method. 

2500 

Since no studies were made at a location where the 
dilemma zone was known not to be a contributor to the 
accident history, a comparison was not available. How
ever, it appears that the traffic conflict study is of value 
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in evaluating the timing of clearance intervals and stop
ping behavior in heavy traffic. 

Publication of this paper sponsored by Committee on Methodology for 
Evaluating Highway Improvements. 

Design Considerations of Traffic 
Conflict Surveys 
E. Hauer, Department of Civil Engineering, University of Toronto 

The traffic conflicts technique is a device for measuring safety indirectly. 
It requires, at present, a field count of conflict occurrences, which gives the 
basis on which the rate at which conflicts occur is estimeted. This report 
deals ·with the accuracy of such estimating and its dependence on the de· 
sign of the fieldsurvey. Current practices In conflict-count duration are 
reviewed, and the relationship between count duration and estimation 
accuracy is examined. Using data from several sources, the daily varia· 
bility of conflict counts is described. It is concluded that the expected 
conflict rate varies from day to day. Use of negative binomial distribu· 
ti on is suggested as appropriate for representing the distribution of sam· 
pie means obtained from conflict studies. On this basis, cohfidenc:e limits 
and probabilities of type I and type II errors in hypothesis testing 
are obtained and tabulated. Their use in study design is illustrated by 
numerical examples. The marginal increase in estimation accuracy dimin· 
ishes rapidly as conflict-counting time increases. Thus, there is little to 
be gained by counting longer than 3 d. This establishes a practical limit 
to the accuracy with which expected dally conflict rates can be estimated. 

The traffic conflicts technique is a device for indirectly 
measuring safety. Its early history may be traced (1, 
2, ~ 4), and its recent applications have been described 
f?_, ~ ""!, !!_, 9). There a1·e also state-of•the-art surveys 
now available {~ 10, 11). 

The traffic conflicts technique is applicable to a va
riety of situations. It can be used to asses s changes in 
safety through before-and-after studies and by compari
son with control sites; to investigate effectiveness of 
devices, layouts, design, and procedures; and to iden
tify and diagnose hazards. 

All such uses require a field study to observe and 
count the occurrences of conflicts and thus estimate 
their occurrence rate. The purpose of this paper is to 
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examine available empirical evidence in order to pro
vide guidance for conducting conflict surveys. 

The discussion will center on conflict-rate estima
tion accuracy, survey duration, and sample size selec
tion. On the basis of inlormation from several sources, 
the variability of daily conf lict counts will be character
ized and a model suggested for this counting distribution. 
Various aspects of the conflict study design will be il
lustrated by numer ical examples. Tab! s and graphs 
will be supplied for use in survey design. 

Present practice in conflict-count duration is sum
marized in Table 1. 

Glennon and others (10) .r ecently raised grave ques
tions about the validity of present practice. They con
clude: " For all three potential uses of conflict 
counts, exi.sting r elationships do not allow practical 
sample sizes ." The conclus ion , if t1·u , would have 
fai· -reaching consequences . Not only does pres ent prac
tice in the conduct of conflict studies seem inadequate, 
there also seems to be little hope that the sample sizes 
required by Glennon and others would leave much inter
est in applying the traffic conflicts technique under any 
conditions. As this very important conclusion has been 
reached on the bas is of limited empirical evidence, 
careful reexamination is in order. 

EXPECTED CONFLICT RATE 

The aim of a conflict survey is to obtain satisfactory es
timates of the expected conflict rate. This is not a 
simple concept and requires delineation. In intuitive 
terms, the concept of expectati'on is closely aasoclaled 
with the notion of average, in the long i·un. We tend to 
believe that just as throws o.f a die will, in the long i·un, 
average 3.5, so would repeated conflict counts reveal a 
permanent characteristic of the site . The analogy, how
ever, is incomplete. Unlike the die, the site changes 
its average property. There is little reason to assume 
that the expected conflict rate is the same du1·ing peak 
ai1d off peak, Sundays and Mondays, winter and summer. 
rt is essential, therefore, to specify which expected rate 
is subject to estimation. 

We will proceed on the assumption that it is the ex
pected weekday conflict rate that is of interest. That 
is, the average number of conflicts occurring per unit 
of time during a specified period of observation charac
terizing any weekday during a certain season of the year. 
There are two reasons for this choice. First, surveys 
are designed in terms of team days . Thus, it makes 
little sense to be concerned much about, say, hourly 
variations. Second, the traffic conflicts technique is 
used p1·incipally in comparisons between sites, devices, 
and treatments that are usually performed in a relatively 
short period of time. This eliminates the need to con
sider seasonal variation. 

Table 1. Summary of conflict counts. 

Source Country Intersections Surveyed 

Amundsen~. 1974) Norway 31 low volume, unsignalized 

Baker ~. 1972) United States 392 before, 193 after modi-
fication 

Cooper ~. 1973) Canada 59 unsignalized, 51 urban, 
5 rural 

Hyden ~. 1975) Sweden 50 urban, varied control 
Malaterre and Muhlrad France 8 urban 

(~. 1976) 
Perkins and Harrie United states 30 signalized and unsign-

(!, 1963) alized 
Spicer (_t 1973) Great Britain 6 rural 

COUNTING, ESTIMATION , AND 
ACCURACY 

In Figure 1, circles represent the number of conflicts 
counted on 19 consecutive weekdays during 7: 00-10: 00 
a .m. and 3:00-6:00 p .m . at the intersection of St. Clair 
and Keele Streets in Toronto. The bars in the figure 
represent the estimation of expected conflict rate ob
tained by averaging the first 1 . . . 19 daily counts. 

This simple graph illustrates all major features of 
the problem at hand. 

First, the tangible evidence is the daily conflict 
count, which is subject to considerable variations. It is 
this random fluctuation that is the root source of difficul
ties in estimation. 

Second, the fluctuating daily conflict counts are used 
to obtain an estimate of the expected conflict rate. In 
the present case, the simple average is used for estima
tion. Unlike the daily counts, the estimate of the ex
pected rate is characterized by pronounced stability. 

Third, the accuracy of the estimate increases with 
the number of daily counts . At first, every added count 
increases accuracy markedly. Beyond a certain point, 
not much accuracy is gained by counting more. 

The qualitative observations made rm the basis of <ill 
illustrative examples need to be quantified. This will 
be done, on the basis of data from several sources, with 
mathematical statistical methods. These allow measure
ment of variabilitv in dailv counts. characterization of 
accuracy of estimation, a~d so forth. However, how ac
curate the estimate should be cannot be determined by 
using statistics only. Standards of accuracy should de -
pend on the circumstances of the survey and on the use 
to which its results will be put. 

Figure 1. Daily conflict counts and their running averages. 
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This is unfortunate. One usually prefers to have 
firm and explicit standards for guidance. Conducting 
an elaborate decision analysis study in every case is 
impr actical. There is a str ong temptation, therefo1·e, 
to simply adopt commonly used s ignificance levels, be
cause tbei:r use in medicine , sociology, quality control , 
psychology, and other fields lends them sufficient au
thority . 

A word of caution is in order. It is wrong to blindly 
transfer levels of significance well suited for, say, con
crete quality control directly to management of safety. 
The cos ts of conducting experiments are different; the 
implications of error are not the same. For most safety 
countermeasures, statistically conclusive evidence of 
effectiveness is unobtainable practically. Recognizing 
this as a fact of life, does one proceed and recommend 
that such things as driver licensing and vehicle inspect
ing be discontinued because neither can be shown effec
tive at the 5 percent significance level? "The research 
community should consider carefully before doing so" 
(13). Uncritical use of high significance levels "can 
lead to the erroneous rejection of effective programs" 
(14). Rather, we need to adopt standards of accuracy 
that reflect both the benefit lost by not implementing 
measures that are likely but undemonstrably beneficial 
and the cost of implementing measures that are not ef
fective . 

DATA BASE 

Investigating the distribution of daily conflict counts re
quires inlormation on the number of conflicts at several 
sites over a relatively long period of time . Such infor
mation is not easy to come by. Daily counts are dis
carded or difficult to obtain, partly because conflicts 
are rarely counted for more than a couple of days and 
partly because usually only the average number is re
tained and archived. 

Fortunately, in the course of a study on the effective
ness of law enforcement (5), a good data base for the 
present purpose was generated. Conflicts were counted 
for 39 weekdays at each of seven urban intersections 
during 7:00-10:00 a .m. and 3:00-6:00 p.m. 

The first 2 weeks (10 survey days) with normal police 
activity were followed by 4 weeks (19 survey days) witl:l 

Figure 2. Sample mean and variance for 
homogeneous conflict classes. 
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increased enforcement and another 2 weeks (10 survey 
days) with normal enforcement again. At each location 
seven conflict types were recorded. In the analysis be
low, the initial 10 d of the survey will not be used be -
cause "Initially, all observers tended to over count dras -
tically ... stabilization of these counts did not proceed as 
quickly as anticipated and in most cases could not real
istically have occur r ed by the beginning of iucreased 
enforcement" (5) . 

Thus, data from seven locations, seven conflict types, 
and two sequences of 19 and 10 d are used. It should be 
noted that the variations in counting will of necessity be 
overestimated because some will have been generated 
by the changes in police activity even within the phases 
that are analyzed separately . 

To avoid reliance on one source of data, however ex
tensive, two additional smaller sets of data were used. 
The firs t, conflict counts from 20 sites, was published 
by Hyden (6). In this case, 2 d of observation for each 
site are available. The second data set was collected 
by the Transport and Road Research Laboratory at four 
rural intersections; for three of them only 2 d of con
flict counts exist, while for the remaining intersection 
3 d of counts are available. 

VARIATIONS IN DAILY CONFLICT 
COUNTS 

Variability is usually measured by sample variance. In 
Figure 2, sample variance is plotted against sample 
mean. Each point in Figure 2 represents the sample 
mean and variance of a homogeneous conflict class 
(cross traffic, rear end, etc.) at seven intersections 
for two phases of the study (5) with different enforce 
ment levels. I have made the following observations. 

First, the variance of the conflict count increases 
with the mean count, which is to be expected . Ob
viously, when the mean count is zero, so is the vari
ance. Thus the origin is the starting point of the curve 
describing the relationship. In the range of mean con
flict counts for which data are available, it is simplest 
to represent the relationship by a line through the origin. 
When conflicts for each homogeneous class are counted 
separately, the average variance-to-mean ratio is 1.4. 
When the sum of all conflict classes is of interest, the 
average variance-to-mean ratio is 2 .2 . 

In their paper on evaluating the traffic conflicts tech
nique (10) , Glennon and others concluded that daily con
flict counts are characterized by a constant variance of 
530 (conflicts per day) (5) irrespective of the daily con
flict rate. It is on the basis of this variance that they 
derive the number of days needed for conflict surveys. 
Our data do not confirm the assumption of constant vari
ance; on the contrary, as in most known counting distri
butions, variance is found to increase with the mean. 
Nor can one find support for the high value of the vari
ance used by Glennon and his coworkers. 

The second observation to be made on the basis of 
Figure 2 pertains to the Poisson hypothesis. In the ab
sence of empirical evidence to the contrary, it is usu
ally assumed that rare events with a constant mean fol
low the Poisson distribution. Were this so, one would 
expect the dotted line labeled variance = mean to fit the 
data. It is apparent that the Poisson hypothesis does 
not hold. This may be so because the expected rate of 
conflict occurrerice at intersections changes from day 
to day because of changes in weather, vehicle flow, pe
destrian volumes, etc. In addition, some variability is 
introduced by the subjectivity of the observers identify
ing conflicts. 

Third, there is no assurance that the same distribu
tion describes the conflict-counting process irrespective 
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of the conflict type counted, the counting procedure used, 
the definition of the conflict event, or the specific cir
cumstances of the site. Hyden's results (6), for ex
ample, suggest a smaller variability than the rest of the 
data. When specific information about count variability 
is not available, use of the average values obtained in 
this paper is recommended. 

THE MODEL 

To facilitate survey design and analysis in customary 
statistical terms, one has to adopt a model probability 
distribution that is simple to use, fits the data, and 
represents a process that bears a reasonable resem
blance to our perception of reality. 

The negative binomial distribution has been used for 
similar purposes in the past (15). It is founded on the 
assumption that the daily expected conflict rate follows 
a gamma distribution and the actual daily conflict counts 
a Poisson distribution with the aforementioned daily ex
pected conflict rate as a mean. 

By adopting the negative binomial distributio'!z_ it is 
shown that the distribution of the sample mean (X) ob
tained from a count over j days is given by 

P(X = n/j)-(-l)"C-~i)p"q"i, n =I , 2, ... 

with 

E(X} = v/a 

VAR(X) = E(X}(l + a)/(aj) 

where 

X = sum of j daily conflict counts divided by j, 
p=l/ (1+a), 
q = 1 - p, 
v = a (expected daily conflict i·ate), and 

{ 
2. 5 for homogeneous conflict classes or 

a= 0.83 for the sum of several conflict classes. 

What follows is a calculation that shows the origin 
of Equation 1 and provides useful information about 
characteristic functions, moments, and estimation. 

(I) 

Let X be the number of conflicts counted on a day 
during a given period of time and :>..be the expected num
ber of conflicts that day. If the count of that day obeys 
the Poisson· distribution, then 

(2) 

Regarding :>.. as a continuous random variable that as
sumes different values on different days, the distribution 
of X over many days is given by 

P(X = k) = 1- P(X = klX)f(X)dX 
0 

(3) 

When :>.. obeys the gamma distribution 

(4) 

with 11 > 0 and a > 0. 
Substituting Equation 4 into Equation 3 and integrat

ing, we obtain 

P(X = k) = (-J)kC-Dpkqv 

k= 0, I, 2, (5) 

where 

p = 1/ (1 +a), 
q = 1 - p, 

(-~) = (-v)(-v - 1) ... (-v -k+ 1)/k! 

The probability distribution defined by Equation 5 is 
the negative binomial distribution. Its characteristic 
function is given by 

(6) 

Ordinary moments of order r are given by 

r-1 

m, = L (-J)'-1 ('; 1)(p/qY-;(-v),_; (7) 
i=O 

and the two central moments by 

µ 1 = v(p/q) = v/a (8) 

and 

µ2 =µ,(I + p/q) = v(I + a)/a2 (9) 

Thus, the ne~ative binomial distribution is completely 
specified by the two parameters v and a. To estimate 
their value from Equations 8 and 9 

Also from Equation 8 and using Equation 10 we obtain 

(11) 

Thus, when conflicts belong to a homogeneous class, 
a"" 1/(1.4 - 1) = 2.5, and, when the sum of all conflict 
classes is of interest, a:.. 1/ (2.2 - 1) = 0.83. The vari
ance-to-mean ratios 1.4 and 2 .2 were obtained earlier. 

In the final account we are interested in the distribu
tion of the average conflict count obtained from counting 
j days. Denote daily counts by x,, X2, ••• , Xi, ••• Xi and 

- 1 

x = (l/j) L X; 
I 

As counts on successive days are statistically indepen
dent, using Equation 6, 

(12) 

The characteristic function in Equation 12 belongs to 
the modified negative exponential distribution 

P(X = n/j) =(-I)" C-~i) p"q"l 

n = 0, I, 2, 

with 

E(X} = µ, 

VAR (X} = µ 2 /j 

ACCURACY, ERRORS, AND DECISIONS 

(13) 

By using the data on daily variability in conflict counts 
and the suggested probability model, one can tabulate 
the probability distribution of conflict counts. (Tables 
of the probability distribution, confidence intervals, 
and type I and II errors for expected daily conflict rates 
between 2 and 20 are available from the Transport and 
Road Research Laboratory.) This is the basic informa
tion needed for statistical considerations of any kind. 



The various uses of results obtained so far are best 
discussed within the framework of illustrative examples, 
or sample problems. 

Example 1. Confidence Limits 

From a 2-d survey of cross-traffic conflicts, an aver
age daily count of 10.0 conflicts has been obtained. Find 
the 50 and 90 percent confidence intervals. The solu
tion is from Figure 3, where the 50 and 90 percent con
fidence intervals are 4 and 11 conflicts per day. 

For high confidence levels, the interval is large. 
Thus, one must either adopt modest standards of accu
racy or invest in longer counts. 

Exam£1e 2. Survey Design fo1· Specified 
Connence Limits 

How many count days are needed to obtain a 90 percent 
confidence interval of 4 or less under the conditions of 
the previous example? The solutions, given in the table 
below for the 90 percent confidence limits, are 

No. of Survey 90 Percent 
Days Confidence Limits 

2 5.5-14.1 
3 6.3-13.4 
4 6.8-12.9 
5 7.2-12.7 
6 7.3-12.3 

Figure 3. Confidence intervals for homogeneous conflict 
classes. 
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It appears that attainment of the specified accuracy 
is difficult. A count duration in excess of 10 d would 
be needed. As may be seen, the reduction in the con
fidence interval by counting longer diminishes. One 
should therefore weigh the increase in accuracy against 
the cost of prolonging the survey. 

Example 3. Confidence Limits for Daily 
Corifiict Rates Larger Than 20 

Anticipating a daily conflict rate of 40 (sum of all con
flict classes), how many days are needed for counting 
so that a 75 percent confidence interval is less than 10 
conflicts per day ? The answer is that, as the conflict 
rate exceed 20, tables of the normal probability distri
bution may be used. For the sum of all conflict classes, 
a= 0.83 (Equation 1). Also from Equation 1, VAR (X} = 
40 x (1 + 0.83)/(0.83j). To determine the 7~ercent con
fidence limits given below, multiply (VAR (X}f1, by the 
1.15 obtained from tables of the normal probability dis
tribution. 

No. of Survey 
Days (VAR(X))" 

1 9.4 
2 6.6 
3 5.4 
4 4.7 
5 4.2 
6 3.8 

75 Percent 
Confidence Limits 

±10.0 
±7.6 
±6.2 
±5.4 
±4.8 
±4.4 

For the prescribed accuracy, 5 d of counting are 
needed. For 50; 60, 70, 80, 90, and 95 percent confi
dence limits, 0.67, 0.84, 1.04, 1.28, 1.64, and 1.96 are 
the appropriate multipliers. 

Determination of confidence limits for conflict counts 
is relatively easy; their interpretation is straightforward. 
This is therefore likely to be the best basis on which to 
make intuitive decisions about survey duration. After 
all, one can readily assess the gain in accuracy from 
prolonging the survey one more day and the cost of doing 
so. 

Figures 3 and 4 give the size of confide9ce intervals 
in terms of survey duration and expected conflict rate. 
This should prove to be an effective guide in many cir
cumstances. 

In some situa:tions, the probability distribution of 
count averages and the associated confidence intervals 
may not be deemed sufficient for conflict survey design 
and survey result analysis, notably when treatment ef
fectiveness is the main concern. This is most common 
in so-called before-and-after studies. 

In this context, one usually wishes to ascertain 
whether some treatment is effective in reducing the 
number of conflicts. A positive answer may lead to 
the modification of design standards, installation of new 
equipment, reconstruction of inferior site features, etc. 

While the question of whether the treatment is effec
tive is simple, the answer is not. Indeed a straightfor
ward response is not forthcoming . It is for this reason 
that use of confidence limits may be preferred as the de
vice least given to misinterpretation. 

To provide an answer of a sort, the problem of treat
ment effectiveness needs first to be recast in terms of 
testing a statistical hypothesis. The outcome of such a 
test is not a statement that the hypothesis is true or 
false ; it is merely a statement specifying the chance of 
error, should one decide on the basis of conflict studies 
to accept or reject the hypothesis. 

It is customary (for little good reason) to test the hy
pothesis that the treatment is not effective. If so, con-
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eluding on the basis of data that the treatment is ef
fective when in fact it is useless constitutes a type I 
error. Conversely, maintaining on the basis of empir
ical evidence that the treatment has no effect, while in 
fact it is useful, is an error of type Jl. 

These errors depend on the decision rule that deter
mines acceptance or rejection of the hypothesis. While 
essential for formal decision analysis, this information 
is not understood intuitively and is therefore apt to be 
misinterpreted. It invites, therefore, use of arbitrary 
significance levels that are not derived from the reality 
of the situation at hand. As statistical hypothesis test
ing is deeply ingrained in present practice, the two types 
of error have been tabulated by the Transport and Road 
Research Laboratory. To guard against the possibility 
of misinterpretation, they are described in as clear a 
language as possible and their use is illustrated by nu
merical examples. 

Example 4. Failure to Observe 
Improvement When Improvement Exists 

Example 4 deals with the chance of failing to detect 
(through a reduction in the count of conflicts) a real de
crease in the expected ra.te at which conflicts occur. 
The subsequent examples focus on the probability of ob-

Fi!!""~ f; Prnt)~l)ility t)f t"1e t)efo!'e r!"~?.~ 

being equal to or smaller than the after mean 
when improvement exisU: homogeneous 
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serving a reduction in conflict counts when in fact there 
has been no change in the expected conflict rate. 

Due to a successful treatment, the expected daily 
rate of cross-traffic conflicts has been reduced from 
12 to B. Thus, in the long run, the number of such con
flicts is reduced by 33 percent. Determine the proba
bility of observing no reduction in the average conflict 
count if 2 d of before counts are compared to 2 d of after 
counts. Such a result-failure to observe reduction in 
conflicts when improvement does exist-might lead one 
to conclude erroneously that the treatment had no bene
ficial effect. 

The solution can be seen in Figure 5. For this ex
ample, the probability is 0.156. To aid interpretation, 
consider 100 sites at which treatment reduces the ex
pected daily conflict rate from 12 to 8. Counting con
flicts for 2 d before and after treatment, approximately 
84 sites will show a reduction in the average number of 
conflicts; at the remaining 16 sites, no reduction will 
be observed. 

It is natural to ask now how important it is to reduce 
the probability of failing to observe a reduction in the 
average conflict count. The answer depends on the spe
cific objectives and circumstances of each survey. If 
the effect of the treatment is examined at 10 sites, a i·e
duction in conflicts should be obtained on the average of 
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eight sites by counting conflicts for 2 d. It can happen, 
of com·se, that a t·eduction will be observed at five Sites 
or less. The probability of this event is less than 2 per
cent (using the binomial distribution with p = 0.156). In 
this case, a 0.156 level of significance might offer suf
ficient insu1·ance against the possibility that a reduction 
in conflicts will not be observed at most sites. 

If, however, the survey is canied out at four sites 
only, the probability of obtaining a reduction in conflict 
count at two sites or less {when counting 2 d before and 
2 d after) is 12 percent. By counting 3 d in this case, 
one can reduce the chance of not obtaining a reduction 
in conflicts at the majority of sites to 6 percent. 

Example 5. Failure to Observe 
Improvement 

The expected daily conflict rates (sum of all classes) 
are 35 before and 30 after. What is the probability that 
the average after count will not be less than the average 
before count when counting 1, 2, ... , 6 days? This is 
a repetition of example 4 but with daily conflict rates 
above 20 to illustrate the use of the normal approxima
tion. 

The difference between the before and after sample 
means is approximately normally distributed with a 
mean that equals 35 minus 30, or 5 conflicts_per day, 
and a variance that equals the sum of VAR {X} before 
and after, Vlhich is [ (35 + 30}(1.83)] / 0.83j (see Equation 
1 and example 3). The standard normal variable in this 
case is 5/ ([{65)(1.83 ))/0.83jl~ . The probability that the 
difference between the counts will be negative is listed 
in the table below of the normal probability distribution. 

No. of Survey Standard Probability of No Reduction 
Days (j) Normal Variable in Conflict Count 

1 Q~ Q~ 

2 Q~ Q~ 

3 0.72 0.24 
4 QM QW 
5 0.93 0.17 
6 1.02 0.15 

The value of the standard normal variable for any 
two expected daily conflict rates is given by the differ
ence between the expected daily conflict rates, or 

[sum of expected conflict rates (I + a)/aj) y, 

where a and j are defined by Equation 1. 

Example 6. Critique of Results by 
Glennon and Others 

(14) 

Glennon and his group (10) use the probability of failure 
to observe a reduction in the count of conflicts as their 
criterion for survey duration determination. It is natu
ral at this point, therefore, to discuss their results in 
the context of the following example. 

Determine the duration of conflict survey needed to 
assure that the probability of obtaining a reduction in 

63 

conflict count is 0.025, 0.005, ... , 0.40, given that the 
expected daily conflict rate before treatment is 50 and 
that the reduction after treatment is 5, 10, ... , 25 per
cent. 

The solution, found by using the normal approxima
tion as in example 5, is given in Table 2, where the re
sults obtained by Glennon and others (10) are given in 
the first column. It is 011 this basis tbal: they conclude 
that the required survey duration is not practical. The 
survey durations, according to our analysis, are ap
proximately five times shorter for the same probability 
of failure to obtain reduction in counts (see column 
three). The discrepancy between the t\vo results stems 
from the difference in the assumed variability of daily 
counts. While Glennon and others assume a constant 
variance of 530, our calculations are based on a vari
ance-to411ean ratio of 2.2 as obtained from the data de
scribed above. 

On the basis of Table 2, it appears that, as long as 
the difference between the before-and- after expected 
conflict rates is large, surveys of modest duration 
guard sufficiently against the probability of not obse1·v -
ing a reduction in counts. When the difference between 
the expected conflict rates is small, even very long sur
veys do not offer protection against the chance that the 
after count will be larger than the before cou11t. 

With 4 d as a largest practical survey duration, the 
solid line in Table 2 is the boundary of combinations of 
expected conflict-rate reductions and probabilities of 
failure to observe a reduction in conflict counts. If the 
probability is to be as low as 0.05 (10), a conflict sur
vey seems practical only when the before and after 
rates differ by more than 25 percent. If a 0.3 probabil
ity of not observing a reduction in conflict count is still 
acceptable, differences as low as 15 percent can be 
measured. It must be remembered that,H the effective
ness of the treatment is tested at, say, 20 sites, then, 
with a probability of 0.3 pertaining to each site, the 
chance of not obtaining a reduction at the majority of 
sites is less than 5 percent. 

In summary, there is nothing sacred about a signifi
cance level of 0.05. In many circumstances, lower 
levels may be regarded as satisfactory. However, 
small differences between expected daily conflict rates 
cannot be measured even with very modest significance 
levels. This limitation is inherent in every estimation 
based on random variables with large variances. 

In spite of this limitation, one needs to retain the 
proper perspective. At present, safety can be mea
sured by using accident records or conflict counts . Ac
cident records fluctuate no less than conflict counts. If 
a site has, on the average, 50 conflicts per day, then, 
for a 10 percent confidence level in a 25 percent reduc
tion in the rates, one needs to count conflicts for 3 d. 
If the same site bas 10 accidents per year, then, for a 
similar accuracy, accident records for 15 years (before 
and after treatment) need to be collected. Thus, the 
very real limitations on the conflict method of measu1·
ing safety discussed above are even more severe when 
accident data are used for the same purpose. 

Table 2. Number of days to attain 
Probability of No Reduction ln Conflict Count After Treatment probabilities of failure to observe Reduction ln 

a reduction in conflicts (expected Expected Conflict Glennon and 
daily conflict rate before Rate (~) others (0.05) 0.025 0.05 0.10 0.20 0.30 0.40 
treatment -50). 

25 26 5 4 3 2 1 1 
20 41 B 6 5 3 2 1 
15 72 14 12 9 6 4 2 
10 162 32 27 21 14 B 4 

5 650 132 110 86 56 35 17 
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This compal'ison is not quite fair, in that it disre
gards the question of proportionality between conflicts 
and accidents. It serves, however, to illustrate the 
m.ain attraction of measuring safety via conflicts and 
the accelerated collection of information. The argu -
ment for indirect safety measurement, for instance by 
c nfiict studies, cannot be based on a claim of gi·eat es
timation accu1·acy, which is ordina1·ily not attainable. 
It is based on the simple fact that in some circumstances 
indirect safety measurement is more accurate than any 
other method at our disposal. 

So far we have been concerned about the possibility 
of not being able to show, through a reduction in the 
count of conflicts, a real reduction in the expected con
flict rate. This may be thought of as the danger of not 
recommending a treatment that in fact is effective when 
implemented . The converse, of course, must b also 
of concern. It is quite possible (in fact it is very likely) 
to obtain a reduction in the count of conflicts in spite of 
there being no change in the expected conflict rate. This 
error is associated with the da.nger of implementing 
treatments, because of reduction in conflict counts, that 
are without effect. Such practice is wasteful of re
sources that could be spent more effectively elsewhere. 

Kxample 7. Observing Imp1•0vement 
When No Improvement Exists 

The expected daily rear-end conflict rate is 16 and re
mains so aJ.ter treatment. What is the p1·obability of 
obtaining a reduction in the average daily conflict count 
of 2, 4, 6, or more in a 1-d before-and-after survey'? 

The solution, from Figure 6, shows that the corre
sponding probabilities are 0.41, 0.30, and 0.20. 

Note that even fairly large reductions are not un
likely, in spite of there being no real change in the rate 
at which conflicts occu1·. Out of 100 such sites to which 
an ineffective treatment has been applied, in a 1-d sur
vey, some 30 will show a reduction of 4 or more in the 
average daily conflict rate. Conversely, if only treat
ments that reduce the daily conflict count in a 1-d sur -
vey by 4 or more are implemented, then 30 percent of 
all useless treatments under consideration will be im
plemented. 

Also note that if the daily rate of the sum of all con
flict classes is involved, Figure 7 and not Figure 6 
should be used . As expected, when counting longer, 
the probability of obtaining a reduction exceeding a 
specified magnitude diminishes. This is illustrated 
graphically in Figures 6 and 7. 

Example 8. DiStribution of the Difference 
Between Count Averages 

For large expected conflict rates, the normal approxi
mation may be· used . To illustrate, find the probability 
of tbe difference between the average counts (sum of all 
conflict classes) of 2-d surveys to exceed 10 if the ex
pected daily conflict rate both before and after is 30. 

The solution is that the difference is approximately 
normally distributed with a mean of 0 and variance that 
equals [(2)(30)(1.83)]/0.83j, or 66 (see Equation 1 and 
examples 3 and 5). The standard normal variate is 
10/ (66)* = 1.23. From tables of the normal distribu
tion, the probability that the difference will exceed 10 
is 0.11. 

In general, the standard normal variate is given by 

Difference between conflict count averages 

+ I [2(expected daily number of conflicts)(! +a)] /(aj)) y, (15) 

where a and j are as defined in Equation 1. 

SUMMARY AND DISCUSSION 

Counts of the number of conflicts occurring per day are 
characterized by considerable variation. After observ
ing available data, it appears that, for homogeneous 
classes, the variance-to-mean ratio is 1.4; for the sum 
of several (seven) conflict classes, the variance-to-mean 
ratio is 2.2. Accordingly, conflict counts do not follow 
a simple Poisson distribution. It is convenient to as
sume that the expected conflict rate varies from day to 
day. The negative binomial model is invol):ed to account 
for this variation. 

Using this model in conjunction with the aforemen
tioned empirically derived variance-to-mean ratios, the 
probability distribution has been tabulated, and confi
dence intervals have been derived and probabilities of 
types I and II errors computed. Their use is introduced 
through eight illustrative examples substantiated by 
graphs and tables. 

Interest centers on questions of result accuracy and 
survey duration. Result accuracy is characterized 
through confidence limits and probabilities or error in 
testing hypotheses with respect to treatment effective
ness . It is suggested that, unless coupled with formal 
decision analysis, the framework of hypothesis testing 
is given to misinterpretatio11. Thus, for a judgmental 
decision to be made on survey design and standards of 
accuracy, confidence limits may be preferred. 

As illustrated, accuracy increases with survev dura
tion. However, the increase in accuracy per additional 
survey day diminishes rapidly. In general, there is not 
much to be gained by counting longer than 3 d. Thus, 

Figure 6. Probability of reduction in average daily conflict count to 
equal or exceed r when no improvement exists (homogeneous classes). 
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there is a practical limit to the accuracy with which the 
value of the expected daily conflict rate can be estimated. 
Existence of this practical limit on estimation accuracy 
must be considered when investigating treatment effec
tiveness. Conflict rate differences of 15 percent or less 
will prove difficult to demonstrate through conflict 
studies. 
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Discussion 
William D. Glauz, Midwest Research Institute, Kansas 
City, Missouri 

A major concern with any data collection effor t, and 
particularly when t raffic safety data are involved, is 
how much to collect. Mr . Hauer has nicely reviewed 
prior work on this question as it relates to the traffic 
conflicts technique. 

Prior assumptions regarding the statistical proper
ties of traffic conflict counts have ranged from a pre
sumed Poisson's distribution, which is intuitively en
ticing and the usual hypothesis for accident data, to the 
worrisome finding of GlelUlon and myself and others (10) 
that the variance may be so large as to make the tech:
nique impractical. 

Mr. Hauer is to be congratulated for his careful study, 
which indicates that variances are more modest and 
within the range of practicality. 

Probably the major, although not obvious, conclusion 
that can be reached through critical analysis of Mr. 
Hauer's and other studies is that the prime factor in de
ter mining the usefulness of the technique may be the ex
perience and training of the obser ver s. For example, 
the data we used wer e collected by several observers 
as a small segment of a much broader research project. 
There was a very large interobserver variance that 
can be attributed to minimal formal training. However, 
the Hauer paper itself furnishes a convincing argument 
for proper training, as I shall now demonstrate. 

First of all, he states that the first 10 d of observa
tions were not used in the analysis because of observer 
error. The total experiment for the Glennon data lasted 
less than 10 d . Thus, a certain amount of variance was 
ar bitrarily eli miru!.ted. Even aite1· deleting these 10 cl, 
however, the effect of observer error is still presen,t. 
This is clearly illustrated by the calculations in the 
table below on the effect of training on observer consis -
tency. 

No. of Conflicts 

Days Mean Variance Variance-to·Mean Ratio 

4 38.7 87.0 2.25 
5 33.2 192.6 5.80 
6 32.5 163.0 5.02 
7 32.9 140.7 4.28 
8 31.9 129.8 4.07 
9 33.2 129.8 3.91 

10 32.9 117.9 3.58 

The data in this table are derived from Hauer's Figure 
1, which shows total daily conflict counts at one specific 
site (after the fi r st 10 d of observations had been dis 
carded). Note that, although the mean count became 
well stabilized after 5 cl or more, the var iance continued 
to decline substantially thereafter. Within 1 week's ob
servation, the variance-to-mean ratio was 5. 80; it 
dropped to 3. 58 after 2 weeks. 

An even more vivid demonstration is to compare this 
ratio by using all the data given by the author for this in
tersection (again, discarding the first 10 d) with that ob
tained by deleting yet another week. The 19-d ratio is 
2.9· it is only 1.8 based on the las t 14 d. Clearly, traf
fic conflict counts made by a.uy but the most tho1·oughly 
trained observers are, statistically, a nonstationary 
process. 

This illustration suggests that Mr. Hauer's final re
sults , although ver y encouraging as a guide to conflict 
counting needs, a r e still too pessimistic. It also sug
gests that the overall aver age va riance-to-mean ratio is 
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not as great as 2.2 but, if examined by the method of the 
illustration, is on the 01·der of 1. 5. In fact, I suspect 
that an approach to 1.0-the Poisson distribution-is 
theoretically possible. 

He uses h.is statistical findings to ca.n·y out examples 
and concludes that "there is not much to be gained by 
counting longer than 3 d." The user must be ca'Qtioned 
that such a conclusion depends not only upon the variance· 
to-mean ratio (thus, observer tl'aining and experience) 
but also upon the definitions of traffic conflicts used (fo1·
mal as well as operational interpretations) and upon the 
expected mean daily count. 

Mr. Hauer notes that the expected conflict rate is de
pendent upon time of day, day of week, and season; I 
agree. Therefore, the user must be careful in inter· 
preting his or her data in terms of the time frame in 
which they were collected. They need not be obtained 
as a daily count; a partial day may be more practical. 

In the latter case it is important to note the pa1·ticu
lar time, if an after count is subsequently to be made. 
Also, for some locations, evening or weekend counts 
may be of more interest than weekday counts. Further, 
the time between befo1·e and after counts that are to be 
used to evaluate improvement effectiveness may well 
span many months in actual practice, so the possibility 
of seasonal variations must be considered. 

Mr. Hauer states that the negative binomial distribu
tion is appropriate for traffic conflict counts, a fact we 
had also noted (10). However, it is questionable whether 
>.., the expected number of conflicts on a day, should it
self be a random variable. Moreover, based on our 
earlier comments, the value of a (or p) iS really not yet 
known (nor is it likely to be a constant). Therefore, the 
tables and figures presented by Mr. Hauer are illustra
tive at best and should not be used indiscriminately. 

In summary, the state of the art is that traffic con
flicts and accidents are undoubtedly related (positively 
col'l'elated), but the strength of the relationship is un
certain. The important need at this time is to improve 
and simplify the traffic co1lnict technique so that it cau 
be applied easily yet uniformly by all interested agen
cies. In the author's wo1·ds, we need to optimize the 
estimation of the ''expected conflict rate." 

Author's Closure 
It is most gratifying to be congratulated for a careful 
study. Even more gratifying is Mr. Glauz's apparent 
concurrence with the main conclusions of the study. 
These squarely contradict their earlier findings (10), 
which appear to have been based on data collectedby 
obse1·vers, as he says, with "minimal formal u·aining" 
in the course of a "small segment of a much broader re
search project." Some points raised by Mr. Glauz war
rant comment. 

THE IMPORTANCE OF OBSERVER 
TRAINING 

Mr. Glauz argues that observer training and experience 
are of prime importance, that observer reliability im
proves even after weeks of experience, and that with 
very experienced observers the variance-to-mean ratio 
may not be as large as 2.2. All these observations are 
most likely correct. 

However, it is possibly somewhat hasty to draw con
clusions about the manner in which the variance-to-mean 
ratio diminishes with observer training (and about its 

possible limiting value) on the basis oI partial data ob
tained at a single intersection. (Complete data for all 
seven intersections are readily available.) 

The issue cannot be resolved by using data p1·esented 
for illustration and requires careful experimental design 
and analysis. There.fo1·e, for the time being it seems 
p1"1.1dent to follow the recommendation made in the paper 
that "when specific information about count variability 
is not available, use of the average values obtained in 
thiS paper is recommended." Admittedly, this may be 
conservative. 

To keep the issue in proper perspective a glance at 
Figures 3 and 4 is useful. In Figure 4, the variance--to
mean ratio 2 .2 has been used; for Figure 3 the ratio is 
1:4. It is easy to see that the size of the corresponding 
confidence intervals is not all that different. Certainly, 
the difference is not large enough to dras tically alter 
decisions about survey duration. It seems, therefore, 
that the results are not too sensitive to the variance.to· 
mean ratio used. 

Finally, the tables available from the Transport and 
Road Research Laboratory can be requested specifically 
for the variance-to·mean ratio tables. Thus, corre
sponding tables will be generated. 

SURVEY DURATION 

Mr. Glauz takes exception to the conclusion that there 
is not much to be gained bv countirll!: lorll!:er th:rn ~ rt 

My entire paper is an attempt to-pro;ide the user 
with convenient tools for the statistical design of a con
flict survey-equations, graphs, and tables. Also, the 
paper contains examples and illustrations demonstrating 
the use of such tools. 

The user can, therefore, balance costs against ac
curacy and need not apply rules of thumb. However, 
the practitioner needs and app1·eciates useful generali
zations that apply to most situations of interest,. 

Possibly the most useful generalization that emerges 
from the lJaper is that the increase in estin1ate accuracy 
after the third su1·vey day is rather small. This is clear 
from inspection of Figures 3 and 4. The conclusion will 
not change for any reasonable conflict definition, ex
pected daily conflict count, or variance-to-mean ratio. 
Therefore, Mr. Glauz's caution to the user is unneces
sary. 

PARAMETERS OF THE NEGATIVE 
BINOMIAL DISTRIBUTION 

Mr. Glauz expresses some unspecified doubt about 
whether the expected number of daily conflicts (>. ) should 
itself be a random variable. His basis for this doubt is 
difficult to understand. He seems to subscribe to the 
use of the negative binomial model, saying that its ap
propriateness has already been noted (10), in a note I 
could not find . The negative binomial model arises pre
cisely when X is a random variable. He also explicitly 
states a few lines earlier that >.. "is dependent on the 
time of day, day of week," etc. 

In summary, the first part of the discussion by Mr. 
Glauz raises the issue of observer training, experience, 
and conflict count va1·iability. It is hoped that future re
search will shed more light on this problem. The sec
ond part of the discussion, unfortunately, is less con
structive. It exhorts the user to be cauti ous, "to be 
careful in interpreting," to regard results as "illustra
tive," not to use them "indiscriminately," but without 
apparent reason. 

Publication of this paper sponsored by Committee on Methodology for 
Evaluating Highway Improvements. 
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Analysis of Traffic Conflicts and 
Collisions 
Brian L. Allen and B. Tom Shin, Department of Civil Engineering, 

McMaster University, Hamilton, Ontario 
Peter J. Cooper, Road and Motor Vehicle Safety Branch, Transport Canada, 

ottawa 

Parameters intrinsic to the sequence of events leading to vehicle colli· 
sions and traffic conflicts are investigated in an attempt to develop a 
more practical and reliable application of the traffic conflicts technique. 
Sequences of collisions and conflict events were videotaped and are ana· 
lyzed in detail. Preliminary investigations reveal that using the common 
method of brake application is not adequate for describing conflict. As 
a result, seven methods of defining a conflict situation are introduced 
and evaluated. It ls concluded that at least two of the proposed methods 
will provide a practical investigative tool that explains accident occur
rence better than brake application. 

Since its introduction by the General Motors Research 
(GMR) laboratories in 1967 (1), the traffic conflicts tech
nique (TCT) has been employed by many traffic engineers 
as a method of measuring the degree of hazard at a road
way location. This permits corrective action to be taken 
and avoids the undesirable practice of waiting for acci
dent information to accumulate. 

The GMR procedures defined a traffic conflict in a 
way tbat included visible evasive actions taken by drivers 
and the occurrence of traffic violations. It was suggested 
that evasive actions be identified by brake lights or lane 
changes . Traffic violations were automatically recorded 
as conflicts regardless of the presence of other conflict
ing vehicles. This original definition of traffic conflicts 
was apparently well received and adopted by traffic engi
neers for use in numerous other studies (~, ; i_, ~. 

However, using brake application as the principal de
scriptor for the TCT procedure is unsatisfactory and has 
failed to gain global acceptance as a collision-predicting 
model. Alternative parameters such as time measured 
to collision (TMTC) and time to accident (TA) have been 
proposed (6, 7). These methods, too, do not appear to 
satisfy all the requirements of an acceptable TCT method 
that is capable of reliably explaining collision occurrence. 

This paper briefly presents the results of a 2-year 
research effort conducted to develop a more reliable ap
plication of the TCT procedure (8). Fundamental weak
nesses inherent in present TCT methods are identified 
and discussed. Since the most serious deficiencies in
volve the capability of properly explaining collision oc
currence, a sequence of events leading to a collision is 
hypothesized and related to seven methods for describ
ing a conflict situation. 

The development, analysis, and evaluation are based 
p1·incipally on detailed investigation of actual collision 
and conflict events recorded by video equipment over an 
extended period of time. A comprehensive evaluation of 
the proposed TCT methods is presented, and recommen
dations for future development are made. 

CRITIQUE OF EXISTING TCT METHODS 

Using brake indications to measure traffic conflicts has 
several indisputable advantages. Brake applications can 
be easily identified and counted; subjectivity in data col
lection can be avoided; and brakes are applied in all cat
egories of conflict types. This method, however, is
often affected by several undesi rable characteristics as 
well. 

First, braking habits may vary from driver to driver. 

Some drivers are very cautious and may apply brakes on 
entering an intersection regardless of the hazard present, 
while others may not brake even when presented with a 
very hazardous situation. Consequently, it is possible 
that one could falsely identify such situations in terms 
of conflict. 

Second, braking produces only an on-off or binary 
set of information that does not permit further distinction 
regarding the severity of a conflict situation. An abrupt 
brake application to avoid an imminent collision and an 
unnecessary precautionary application will therefore re
ceive the same rating unless a completely subjective 
rating scheme is introduced. 

Third, deceleration evidence by brake application is 
not always a wise evasive action. In some conflict cases, 
as witnessed in an actual collision to be discussed later, 
acceleration rather than deceleration might be a superior 
reaction to avoid a collision. Had an acceleration action 
taken place in such a case, it would not have been iden
tified as a conflict by the present TCT method. 

Fourth, the common procedure of observing brake 
application by only one of the vehicles involved in a con
flict situation (by definition, the vehicle with the right
of-way), information describing the actions of the other 
vehicles involved is lost. Collisions are occasionally 
precipitated by the party with the right-of-way, such as 
a through vehicle that speeds toward an opposing left
turning vehicl~ but applies no brakes. In such cases the 
driver with the right-of-way may not apply his brakes, 
and the situation will not be considered as a conflict by 
the present TCT method. 

There are other weaknesses. Brake lights may not 
be visible because of mechanical failures. The purpose 
of braking is also sometimes not identifiable. In some 
cases, application is only for the purpose of obeying 
traffic signal ~ndications, while in others brakes are ap
plied for purposes of avoiding a collision in a conflict 
case. 

Principally because of the inability to g1·ade the se
verity of a conflict situation, alternative methods have 
been proposed. The Transport and Road Research Lab
oratory (TRRL) in Great Britain introduced a modified 
procedure in which all conflicts were graded into five 
classes according to perceived severity of the event 
(2,3,4). 
- Hayward (6) suggested that the TMTC between two ve

hicles involved in a hazardous event could be employed 
as a reasonable scale to judge the severity of near-miss 
cases. The TMTC value typically varies in a dynamic 
mode as both drivers react to each other and reaches a 
minimum at the moment closest to a collision. 

Hyden (7) introduced a similar term, TA, which was 
defined as the time that would have passed from the mo
ment at which a driver reacts and commences a braking 
or turning action until the moment the collision would 
have occurred, if both parties had proceeded with ap
proach speed and direction unchanged. 

Although these methods can grade the severity of the 
conflict situation, they have critical limitations. The 
TRRL method would be influenced excessively by sub
jective decisions. The TMTC or TA are also theoret-
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ically incomplete, since the methods are based on the 
time measured up to the expected moment of collision. 
Such measurements become infinite values in the cases 
where collisions would have been avoided even by a 
fraction of a second. 

For example, if two vehicles are in a situation where 
a collision could be avoided by only 0 .1 s if no evasive ac 
tion were taken, TMTC or TA would be identified as in
finite simply because the expected collision time is in
terpreted to be nonexistent. Also, these methods require 
accurate speed information for inter acting vehicles, 
which is usually difficult to obtain. 

COLLISION ANALYSIS 

Based on the above reasoning, exploring alternative 
means of defining t1•affic co1lfli t s ituations appeared 
warranted. This was attempted by examining actual col
lision and conflict s cenes monitored by video equipment. 
Observation was concentrated on events in which left
turning vehicles conflict with opposing through vehicles. 
A video ca mera, installed permanently at a busy inter
section in Toronto, recorded traffic movements contin
uously by time-lapse photography and collected collision 
scenes. The observation period extended from October 
1975 to December Hl7tl . A total of 25 collision s cenes , 
including 9 left-turn collisions, were recorded in this way. 

A typical left-tum collis ion is described below and is 
depicted in the time-space diagram in Figure 1 and in 
tilt: :simulation in Figure 2. ln this event, the left-turning 
vehicle on the eastbound approach collided with a west
bound through veh ·cl app ·oaching at a speed of 82 km/ h 
(51 mph). The left-turning vehicle had waited for a gap 
since the beginni11g of green and approached slowly to the 
middle lane or the three through lanes Uaue 2). Th_e ve
hicle then moved i·apidly into U1e outer tlu·ough lane 
(lane 1), hitting the side of the through. vehicle. The 
through vehicle was pus hed aside more than one lane 
width by the impact. The sight line of the left-turning 
driver was blocked briefly by a van in the oppos ite left
turn lane approximately 5 s before the collision. It was 
also observed that, if tl1e th1·ough vehicle had proceeded 
with its original speed of 82 km/ h withmtt any decelera
tion, the collision might have been avoided. 

Other left-turn collisions recorded by the video 
camera were also analyzed. Of the nine collisions re-

Figure 1. Time-space diagram of the left-turn collision on November 
24, 1975. 
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corded, five occurred during the red signal and one oc
curred in the third second of an amber clearance interval. 
One occurred as a result of the second left-turning vehi
cle attempting a so-called "rabbit jump" at the com
mencement of the green, and the last one seemed to re
sult from an improper left turn that began from the outer 
third lane from the center line of the app roach. 

It became apparent from the above that left-turn col
lisions often occur (or the process begins) during the 
clearance interval. Drivers apparently panic and at
tempt to clear themselves quickly from the intersection. 
As seen above, six out of nine left-turn collisions oc
curred in an amber or a red period. 

COLLISION GENERATION PROCESS 

After the recorded collision scenes wer e analyzed, con
flict situations monitored by the same equipment at the 
same location were examined in a similar manner. 

A traffic conflict has generally been described as a 
situation in which the driver perceives that evasive ac-

Figure 2. Simulation of the left-turn collision on November 24, 1975. 



tion is required to avoid a collision or to secure a safe 
maneuver . Evasive action may be decelerating or weav
ing or any other move that the driver considers useful 
and expedient. In some cases such actions may not be 
directly or easily observable, and in others collisions 
may occur without evasive action being taken. 

Therefore, the currently accepted concept of traffic 
conflicts, which is based on observable evasive actions, 
may fail to include all cases that could lead to a collision. 
This is obviously a very undesirable situation, since 
conflicts should comprise a population of events within 
which collisions reside . Thus definitions that allow for 
the occurrence of a collision not preceded by a conflict 
are not desirable. The flow diagram in Figure 3 illus
trates this point. It should be noted particularly that the 
logic depicted in the diagram identifies potential for a 
collision even when evasive action is not taken. 

In an attempt to further qualify and quantify a conflict 
event, consider the time-space diagram of a left-turning 
and a through vehicle in Figure 4. The through driver 
would perceive the potential for a collision, take evasive 
action us ually by r educing sp eed (the deceleration rate 
being in accordance with the perceived severit y of the 
potential), succeed in avoiding a collision, and thus ter
minate the conflict situation. The driver will then at-

Figure 3. Collision generation process. 
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celer ating (if he previously decelerated as an evasive 
action). 
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More specifically, the through vehicle in this example 
perceives a potential conflict at location P1 at time T1 
as the left-turning vehicle encroaches on the occupied 
through lane. If the through vehicle were to maintain the 
approach speed V, it would arrive at the potential colli
sion point at time T3 as depicted by the dashed line 1. 
Assuming that the left-turning vehicle had cleared the 
through lane by time T2, the through vehicle would have 
missed the collision by a gap time (T3- T2). 

Obviously, if the through vehicle had traced line 1 
with an insufficient gap time, a collision would have oc
curred as in the situation presented in Figure 1. How
ever, in the case shown, the driver of the through vehi
cle considered such a gap time too short and accordingly 
decelerated. Upon observing that the left-turning ve
hicle had cleared his path and was no longer encroach
ing, or at least confidently predicting the end of en
croachment, the driver accelerated to recover his de
sired speed. This behavior is traced by the solid line 2. 
If the vehicle had not accelerated after the encroach
ment, the time-distance trace would be the dashed line 3. 

Observing this relatively typical example, one can 
easily perceive that a conflict situation should be de
scribed as a series or sequence of identifiable events, 
as suggested in Figure 4, rather than as the occurrence 
of a single event . 

In the initial stage of a conflict, a specific situation 
is perceived by the drivers involved. This generally re
sults from an unexpected action by one party offending 
the other. Encroachment on a through lane by a left
turning vehicle is a typical offending action against the 
through vehicle on the same lane. The degree of hazard 
perceived by the drivers in this initial stage will of 
course contribute to subsequent developments throughout 
the conflict situation, but it will not wholly dictate the 
outcome of the event sequence. 

Given the circumstances that evolved during the initial 
stage, the drivers involved would subsequently react in 
an intermediate stage by attempting to further correct 
the remaining hazardous situation. The success of this 
attempt would depend on their degree of driving skill, 
the degree of hazard remaining from the initial stage, 
and the impact of any new circumstances surrounding 
the event. 

The sequence of events that occurred during the initial 
and intermediate stages will result in a condition in the 
final stage (Figure 5). If a very hazardous situation had 
been faced in the first stage and the drivers did not react 
effectively, then a near-miss or a collision would have 
occurred as a result. 

According to this notion of events sequentially leading 
to a final conflict situation, one can imagine the useful
ness of measurement parameters capable of describing 
one or more of these stages. For example, brake appli
cation is perhaps indicative of events in the intermediate 
stage but does little to describe events in the final stage. 

In or der to specify tnffic conflict parameters that 
adequately describe the events in various stages of the 
development of a collis ion or conflict, several measure
ments wer e proposed and investigated. A discussion of 
these measurements is presented in the following section. 

PROPOSED TCT MEASUREMENTS 

When a hazardous situation is perceived in the initial 
stage of conflict development, the vehicles involved will 
try to stop or decelerate to avoid a collision. The capa
bility of stopping is a function of the available stopping 
distance, which is determined by the approach speed, 
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the attained deceleration rate, and the distance remain
ing to the collision point. 

Specifically, the ratio of the distance available for a 
driver to maneuver to the distance remaining to the pro
jected location of collision should describe the serious
ness of the given situation. This ratio is defined as the 
proportion of stopping distance (PSD) and is given by 

PSD = RD/MSD (1) 

where 

PSD =proportion of stopping distance, or the ratio 
of RD to MSD, 

RD = remaining distance to the potential point of 
collision, 

MSD = acceptable minimum stopping distance = V2 /2D, 
and 

D =acceptable maximum deceleration rate. 

As an example, a PSD value of 0.50 would mean that the 
driver would have only half the acceptable minimum 
stopping distance at a chosen maximum deceleration 
rate, whereas one needs a PSD value of 1.0 or more to 
stop safely before the expected collision point. The PSD 
values were measured at time T1 in Figure 4, the mo
ment when the left-turning vehicle starts to infringe upon 
the right-of-way of the through vehicle. 

A measure oi the gap time (GT) as iilustrated by the 
vector T3-T2 in Figure 4 could also describe a conflict 
event in the initial stage of development. (The term 
"gap time" should be distinguished from the term com
monly used in gap acceptance.) Time T3 denotes the 
time at which the through vehicle was expected to arrive 
at the potential point of collision provided the vehicle had 
maintained the original approach speed and direction. 
Time T2 is identified as the time at which encroachment 
by the left-turning vehicle on the through lane ended. By 
virtue of this definition, GT could assume a positive or a 
negative value. 

It seems intuitively obvious that GT would adequately 
describe the potential for a collision. For example, a 
large positive gap time would indicate that a long time 
duration exists between the end of encroachment and ar
rival of the through vehicle at the potential point of col
lision, and vice versa. Therefore one could assume that 
the severity of the conflict or the potential for a collision 
was indicated by the magnitude of the GT value. 

Encroachment time (ET) is defined simply as the time 
during which the left-turning vehicle infringes upon the 
right-of-way of the through vehicle. In Figure 4 this can 
be identified as the time T2-T1. Presumably, ET would 
be an accurate reflection of conflict severity only if all 
through approach speeds were uniform and the position 
at the commencement of each conflict identical for all 
vehicles. If such were the case, a relatively long ET 
would indicate a relatively severe conflict, since this 
would cause the through driver to decelerate substan
tially. Although such speed uniformity assumptions are 
not expected to hold true in reality, ET would describe 
driver actions in the intermediate stage of the conflict 
development depicted in Figure 5. 

A method identified as the "zonal braking technique" 
was employed in an attempt to grade conflicts according 
to severity based on the location where the evasive action 
(brake application) took place. Assuming that the ap
proa.ch speeds of through vehicles do not vary widely, 
one would intuitively think that an evasive action taken 
farther away from the point of potential collision would 
constitute a less severe conflict situation than one taken 
closer to the collision point. Using this logic, one could 

conceive of zones within which a brake application would 
represent a conflict of specified severity. 

The deceleration rate (DR) is an event that occurs 
during the intermediate stage of a traffic conflict and can 
be interpreted as indicative of the severity of the situa
tion. Although it may vary from driver to driver, rapid 
deceleration will generally occur in a severe situation, 
whereas moderate deceleration normally implies a 
minor occurrence. 

Post encroachment time (PET) for a conflict is iden
tified as the time from the end of encroachment to the 
time that the through vehicle actually arrives at the po
tential point of collision (T4-T2 in Figure 4). This is an 
obvious measurement of how nearly a collision has been 
avoided. PET is also a suitable measurement for iden
tifying the resulting events in the final stage of a traffic 
conflict. Although it directly describes neither the situ
ation defined in the initial stage nor the action taken by 
the drivers in the intermediate stage, it does represent 
the result of the combined effects of the two earlier 
stages. For example, a PET value approaching zero 
demonstrates that a collision was avoided by only the 
very smallest of margins. This could result from a 
very severe situation perceived in the initial stage, a 
very poor driving maneuver during the intermediate 
stage, or a combination of the two. 

Although PET does give a reasonable indication of the 
severity of a conflict, the value could be affected by the 
common driving habit of accelerating during the termina
tion of a conflict. Therefore, it could become a better 
measurement by eliminating such early acceleration ef
fects. This could be accomplished if one were to use the 
initial deceleration rate as a forecast of the initially at
tempted post encroachment time (JAPE) as identified by 
T5-T2 in Figure 4. Using this notion one can identify 
!APE as 

IAPE=Ts-T2 

Ts =T1 +(P1P3/V2) 

where 

T 1 =time of commencement of encroachment, 

(2) 

(3) 

P 1P 3 =distance from the location of the through vehi
cle at the beginning of encroachment to the po
tential point of collision, and 

V2 = average speed of the through vehicle during the 
period of encroachment. 

Each of the preceding conflict measures incorporates 
a degree of weakness by its very definition. However, 
it was felt that each had the potential to more adequately 
explain collision occurrence than the conventional brake 
application procedure. In particular, one would expect 
that those measurements that identified events in or near 
the final stage of the conflict-generation sequences would 
possess the greatest explanatory power. 

To evaluate the suitability of each candidate measure, 
several hundred conflict events were thoroughly analyzed, 
measures compared, and relationship to collision history 
examined. A detailed discussion of that evaluation is 
contained in the following section. 

EVALUATION OF CONFLICT 
MEASUREMENTS 

The significance and applicability of the measures dis
cussed above were examined by selecting a total of 347 
left-turn conflict events from 2 weeks of video records. 
For each event all values of the parameters were ob
tained. Several statistical analyses were applied to 



Table 1. Summary of criteria evaluation. 

Ranking 

Criterion 1 6 

Relation to collision PET GT DR !APE ET PSD 
history 

Relations among other ET GT !APE PSD PET DR 
measurements 

Consistency over time GT PET DR !APE PSD ET 
Relation to brake applica- GT ET PET DR IAPE PSD 
ti on 

Ease of measurement PET ET DR GT IAPE PSD 
Applicability to other DR PSD GT PET ET !APE 

conflict types 

Final rating GT PET DR ET IAPE PSD 

evaluate the conflict measures accor ding to the following 
criteria: (a) relation to collision history, (b) relations 
among candidate conflict measures, (c) co11Bisteucy 
among different da.ys ' observations, and (d) relation to 
brake application technique. 

In addition, the measures were evaluated in terms of 
ease of field observation and applicability as a measure 
of conflict types other than left turns. A summary of the 
evaluation according to all criteria is given in Table 1. 

Collision history for westbound through vehicles and 
opposing left-turning vehicles at the study site was com
piled for the previous 4 years. The compiled collisions 
and conflict measurements were ranked by time of day 
(three periods) and by lane position (three lanes) into a 
nine-cell matrix. Correlation of conflict measurements 
with collision history was computed by using the cor
responding nine elements. The highest correlation co
efficient, 0.495, went to PET and the lowest, 0.413, to 
PSD. Neither the overall correlations among collision 
and conflict measurements nor the differences among the 
measurements were sufficiently significant to allow any 
strong conclusions. 

If we assume that the conflict measures introduced in 
this paper are all reasonable and independent, the cor
relation between the parameter values should give an in
dication of their suitability. To investigate this relation
ship, the same analysis technique used above was ap
plied to the different conflict measures. On an average, 
ET had the highest correlation coefficient value, 0.53, to 
all other measurements. The lowest was DR with 0.28. 
However, taking the results from other analyses into 
account, we considered that PSD and GT were among the 
most highly evaluated methods, based on the relation to 
other measurements. 

Since the TCT procedure normally utilizes 1 or 2 
days' observations, consistency among different days of 
data collection is a desirable trait for an ideal measure
ment. Hourly and daily variations in observations were 
computed for each measurement, and the variance ex
pressed as a percentage of the mean was computed. GT 
rendered the lowest variation, while ET produced the 
poorest result. 

The average values of all measurements, classified 
by whether the brakes were applied or not, were com
pared. One intuitively thinks that the population with 
brake application should yield more severe parameter 
values than that without brake application. All measure
ment values agreed with this intuitive notion, with GT 
and PSD being respectively the most and least closely 
conforming measures. 

While all proposed measurements could be most pre
cisely obtained by using sophisticated observation tech
niques such as video recording or other time-lapse pho
tographic methods, it appears to be completely feasible 
to measure at least PET, ET, and DR with simpler de-
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vices. At the simplest level, values of PET and ET can 
obviously be obtained by manual observation with a stop
watch. A device composed of a multichannel event re
corder and specially adapted dual tape switches has 
been used in other research projects to obtain DR, among 
other data. The other measurements are not so easily 
obtained and would create considerable difficulties in 
collecting vast amounts of data. 

With respect to the applicability to other conflict 
types, it should be noted that the development of con
flict measures in this study was based on the notion of 
a fixed potential collision point and the time periods 
from beginning to end of encroachment upon the through 
lane. Therefore, for a conflict type for which such 
baseline information is not readily observable, such as 
a moving rear-end conflict situation, all proposed mea
surements are not applicable. However, it is easy to 
conceive of a slightly different definition of the encroach
ment period for right-turn and crossing conflicts. By 
doing so, the proposed methods could be readily adopted. 

An evaluation summary of the different measurements 
is shown in Table 1, which lists the measurements in 
order of perceived performance. When the ranking was 
not obvious from the more quantitative information avail
able, subjective judgments were applied to establish the 
ranks. The resulting rating for each measurement was 
determined by comparing the total numerical values of 
ranking obtained for each evaluation criterion. No dif
ferential weighting to either the ranks or the evaluation 
criterion was applied in the sum. In this way, the low
est sum of the scores was assumed the best. Although 
this is obviously a very crude comparative tool, it does 
give an overall indication of relative merit. 

It can be seen that GT and PET are the most highly 
evaluated measurements, while PSD and IAPE are the 
lowest. By considering that deceleration results from 
brake application and by accounting for the relative ease 
of measurement and applicability to other conflict types, 
one could say that the conventional brake application 
technique would be in a slightly higher than average rank. 

CONCLUSION 

Although substantial efforts were made to objectively 
identify the precise sequence of events surrounding traf
fic conflict and collision situations in quantitative terms, 
many conclusions were based, in part, upon more quali
tative assessments. Although this immediately implies 
that a degree of caution in interpretation be invoked, we 
feel confident that experience gained from this project 
has properly guided the statements that follow. 

Perhaps the most controversial aspect of this study 
has been rejection of conventional brake application 
methods for the TCT. It is apparent that the assessment 
of alternate conflict measurements presented in the pre
ceding section did little to firmly convince anyone that 
the "new" techniques should perform more satisfactorily 
as predictive methods. 

The lack of confidence likely to be generated about 
this point can be attributed in large measure to the ab
solute size of the available collision record. Since the 
intersection site chosen was in a city of very large size 
and the collision history was the most active of all pos
sible locations in that city, one can quickly become con
vinced that attempts to confidently correlate conflict 
measures with collision experience will never be suc
cessful. It would logically follow, then, that low cor
relations can always be expected and that brake-light 
counts are just as acceptable a technique as any other. 
This view is likely to be particularly appealing, since 
a ponderous momentum of approximately 10 years of TCT 
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experience with brake application methods is currently 
in force. 

However, one cannot ignore the completely sound 
conceptual notions presented earlier. Those notions 
clearly negate all arguments for continued use of con
ventional TCT brake application counts and will not be 
repeated here. It is sufficient to summarize by stating 
that the proposed techniques by definition can explain 
collision and conflict mechanisms in a more rational 
manner. In this regard, PET seems to hold the greatest 
potential as a conceptually sound descriptor while re
taining considerable ease of field measurement. 

As a result of this and. extensive discussions pre
sented by Allen and Shin (8), we concluded: Enumera
tion of brake applications Ts not an acceptable traffic 
conflict measurement technique for the TCT. 

This conclusion is particularly pertinent when one 
considers the definition requirement that all collisions 
must be preceded by a conflict. A collision is in fact the 
most severe category of conflict possible. Clearly, 
brake application does not precede all collisions and is 
therefore an inadmissible measure. 

RECOMMENDATIONS 

The major task facing researchers and practitioners in 
the immediate future is to apply the proposed TCT under 
a wide variety of environmental conditions at several 
intersections so that acceptable estimates of the prob
ability of collision occurrence can be derived. It is ob
vious that the range should include a variety of locations 
representing a variety of traffic, geometric, and control 
characteristics for a variety of conflict types. 

This implies the need to standardize the measurement 
technique and method as quickly as possible so that sev
eral agencies may undertake the studies and still retain 
complete data compatibility. As noted earlier, collec
tion of PET measurements is a relatively simple task, 
and it is anticipated that relatively little effort will be 
required to collect the vast amounts of data necessary 
for establishing relationships. 

Finally, the applicability of PET measurements to 
other conflict types should be investigated in more detail. 
Although earlier suggestions were made in this report 
regarding transferability, firm procedures must be es
tablished and tested. 

As a result of experience and insight gained by the 
study team during the project, we recommend that 

1. Post encroachment time (PET) as defined in this 
r eport be thoroughly investigated as the principal traffic 
conflict measw·e for the TCT (DR is also worthy of in
vestigation if 011e assumes that suitably portable tape
switch mechanisms can be used), 

2. Modest research efforts be undertaken to develop, 
test, recommend, and apply PET to conflict types other 
than left turns, and 

3. Relatively major efforts be undertaken to collect 
large amounts of PET conflict data for a variety of con
ditions to establish a data base on which derivation of 
collision probabilities can be confidently estimated. 

There is no doubt that several of the statements pre
sented in this report will be subjected to severe criti
cism. However, we feel that the results of an intensive 
research effort conducted over the past 2 years have 
justified those statements. In particular, we feel that 
the traffic conflicts technique does indeed hold promise 
as a reliable predictive and evaluative tool for traffic 
engineers, provided that the appropriate measure of 
traffic conflicts be used. To this end, we suggest that 
post encroachment time as defined here is the appropri-

ate measure and is capable of explaining more about col
lision occurrence than brake application alone can. All 
that remains is to use this very practical procedure ex
peditiously and comprehensively. 
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Discussion 
Martin R. Parker, Jr., Virginia Highway and Transpor
tation Research Council 

Because of the unreliability of accident records and 
other problems associated with using accident data to 
estimate the relative safety of highways, other, more 



inexpensive, but reliable measures to describe events 
that may lead to traffic collisions have long been needed 
for the effective management of highway safety. The 
authors are to be congratulated for their efforts in de
riving seven new descriptors for measuring safety at 
intersections. Their presentation of the collision gen
eration process (Figure 3) and their sequential develop
ment of a conflict-collision event (Figure 4) are espe
cially appealing concepts. However, their conclusions 
appear not to be warranted by the data presented. 

In their concluding remarks, they reject the use of 
brake applications as an acceptable technique for mea
suring traffic conflicts. The study data do not adequately 
support this conclusion for the three reasons given below. 

First, one of the authors' reasons for rejecting the 
brake application technique is based on data and experi
ence gained by observing conflict-collision events on one 
approach at one Toronto intersection. In fact, their 
evaluation of the new safety measures, as well as the 
brake applications, was limited to only the left-turn 
conflict situation at that approach. The problems asso
ciated with using such an extremely limited data base to 
develop general conclusions are obvious. Results ob
tained by observing a single condition at any given site 
may be related to inherent characteristics of the driver
vehicle-environment system that exist at that site. If 
the authors had used all conflict events-cross traffic, 
rear end, left-turn, etc. -or the left-turn conflict at sev
eral inters~ctions with a variety of traific and geometri
cal configurations, the resulting rating (Table 1) of the 
measures might have led to other conclusions. Because 
of the limited data base, it is doubtful that any general 
conclusions are justified. 

Second, in describing the collision generation pro
cess, the authors point out that the current method of 
observing evasive maneuvers may fail to include all 
cases that could lead to a collision. Because of this de
ficiency, they conclude, the conventional definitions are 
undesirable. Conceptually, this deficiency may be a 
good reason for rejecting the brake criterion. However, 
the authors do not test the hypothesis with data collected 
during their observations. For example, if their data 
indicated that some of their conflict-collision observa
tions were not preceded by the application of brakes, 
this information would have been useful in supporting 
their conclusion. Without these data, one can only spec
ulate that the deficiency is serious enough to cause re
jection of the brake application technique. 

Third, evaluation of the data for the study site does 
not provide sufficient evidence to warrant rejection of 
the brake application technique. Correlation coefficients 
computed for the new measures and accidents were low; 
for example, PET had an r value of 0.495. Other re
searchers have reported correlation values of similar 
magnitude between the brake-light counts and accidents 
(2, 3, 4, 5). Thus, as the authors mention, the new mea
sures-are not superior to brake-light indicators as ac
cident predictors. The authors also point out that, con
sidering the ease of measuring and applying the tech
nique to other types of conflicts, brake applications could 
be interpreted as having a slightly higher than average 
rank when compared to the new measures. 

The authors' recommendation that PET is an appro
priate conflict technique capable of explaining more about 
collision occurrence than brake applications is also ques
tionable. The recommendation is based on the analysis 
of only the left-turn maneuver and was not applied to in
clude other major conflict types commonly found at in
tersections. The authors admit that the new measures 
are not applicable for the moving rear-end conflict situ
ation. This discrepancy may prove to be a major fallacy 
in the proposed measures, because rear-end conflicts and 
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accidents are, on the average, major events at inter
sections. 

The study is based on the premise that the traffic 
conflicts technique can be used as a practical and re
liable predictor of collisions. The low correlations be
tween the new measures and accidents indicate that either 
the measures are not closely associated with accidents 
or the accident-reporting procedures are unreliable. 
Although 2 5 collisions were recorded, the authors did 
not give the number of accidents reported as a result of 
the collisions. A record of the discrepancy between ob
served and reported collisions would be useful in esti
mating the unreliability of accident records. 

This discussion is not intended to discourage develop
ment of new safety measures or to support continued use 
of brake applications as the appropriate traffic conflicts 
descriptor. The authors have correctly identified prob
lems associated with brake applications. However, it 
should be noted that the new measures also contain de
ficiencies. 

Because highway accidents are often the result of 
complex events, no single measure can adequately ex
plain the occurrence of collisions . Ultimately, the in
tegration of several measures may provide a better ac
cident descriptor. It is also possible that a more prac
tical and reliable use of traffic conflicts measures would 
be evaluating highway operating and safety improvements 
instead of predicting accidents. These hypotheses must 
be thoroughly investigated before researchers and prac
titioners can either accept or abandon the traffic con
flicts technique. 

Authors' Closure 
While there is no denying that collisions and the number 
of brake applications at a location are positively asso
ciated, it has been shown by a number of researchers 
that the correlation is not independent of the influence 
of traffic volumes. In fact, the degree of dependence is 
very great. This, coupled with another known phenom
enon, that in a significant proportion of accidents no evi
dence of prior braking on the part of one or both vehicles 
can be found, leads logically to our decision to explore 
the chain of events leading up to collisions for clues as 
to which parameters can be employed for predictive 
purposes. 

As such, this study was never intended to produce a 
definitive statistical assessment. Rather, the project 
was to serve as a pilot investigation into identifying suit
able traffic conflicts concepts worthy of further, more 
detailed investigation. We anticipate that such additional 
work will commence this year. The standard against 
which success of any new technique will be judged is of 
course defined by the performance of established meth
ods, such as the counting of brake applications that GNffi 
developed. 

We thank Martin Parker for his thoughtful discussion, 
which virtually amplifies several important issues al
ready identified by the study team and referred to in the 
paper. It is particularly interesting to note that Mr. 
Parker has expanded upon precisely those issues of 
greatest concern to the authors, concerns that will be 
explictly accounted for in the continuing research effort 
mentioned previously. 

However, despite the stated preliminary nature of the 
study, we did look in detaU (8) at the specific relation
ships questioned by Parker. -For example, less than 30 
percent of the conflicts studied exhibited observable 
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brake applications. Although this statistic surely lends 
itself to the premise that brake application alone is at 
least conceptually inadequate, it should be noted that the 
percentage increased as conflict severity increased, in
dicating a degree of positive correspondence. 

Parker also raised an extremely important point con
cerning the adequacy and availability of police collision 
reports. In our study, all police reports of collisions 
occurring during the data collection phase were obtained. 
Of some 20 police reports, only eight collisions were 
identified by scanning the video records. This was 
caused by a combination of equipment failure, night re
cording conditions, and the fact that our records covered 
only one approach at the intersection. Perhaps more 
s ignificantly, the police records did not contain informa
tion on 17 (68 pe1·cent) of the collisions identified by the 
video records. The implications of such a weak corre-
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spondence for correlation between conflict and collision 
occurrence are obvious. 

Finally, we agree completely with Mr. Parker when 
he states that important hypotheses on use of the traffic 
conflicts technique "must be thoroughly investigated be
fore researchers and practitioners can either accept or 
abandon" the procedure. Emphasis on the words "either" 
and "or" is extremely important, and we hope that this 
approach will guide future research into this very inter
esting and important traffic safety topic. 

Publication of this paper sponsored by Committee on Methodology for 
Evaluating Highway Improvements. 

Evaluating Highway Guide Signing 
Fred R. Hanscom, BioTechnology, Inc., Falls Church, Virginia 
Wallace G. Berger, U.S. Senate Appropriations Committee 

An operational method for the field evaluation of highway 
guide signs that is readily applicable by traffic engineers 
or researchers was developed on the basis of valid mea
sures of effectiveness (MOEs) and sensitive, off-the
shelf data-collecting techniques. 

The need for this method arises from the diversity of 
approaches in previous guide sign evaluations and the 
lack of an established, uniform, valid method for apprais
ing results. A recent NCHRP effort (1) addressed this 
problem through a literature synthesiS, the field develop
ment of guide-sign MOEs, and a sensitivity assessment 
of applicable data-collecting techniques. The product of 
this effort is the evaluation method reported here. 

MOEs OF GUIDE SIGNS 

The field development of measures established four types 
of vehicle behavior at interchanges as guide-sign MOEs. 
Each is listed and operationally defined in Figure 1, 
which summarizes the evaluation procedures. An anal
ysis of over 1100 interviews that compares responses of 
drivers behaving in these ways with those of drivers not 
behaving in any of these ways revealed group differences 
linking driver guide-sign responses with each type as 
follows: 

1. Gore weave and high-risk gore weave: (a) greater 
information-processing difficulty with all guide signs on 
interchange approach, (b) less certainty of action re
sponse to all guide signs on approach, (c) less time 
available to read and respond to intermediate exit direc
tion guide signs, (d) lower preference rating for inter
mediate exit direction guide sign, and (e) less likelihood 
of detecting at least one guide sign. 

2. Late lane change: (a) greater information
processing difficulty with at least two guide signs and (b) 
less certainty of action to be taken to gore-located exit 
direction guide sign and one advance sign. 

3, Driving slowly: (a) greater information-processing 
difficulty with at least one guide sign and (b) lower pref
erence rating of gore-located exit direction sign. 

FIELD STUDY APPROACH 

There are currently two approaches for examining the ef
fects of a traffic control device: a study and an experi
ment. A study is an examination of effects only at the 
site where the device is installed. Generally, before-and
after observation at the site would form the basis for a 
judgment regarding the effectiveness of the new guide 
sign. An experiment, on the other hand, involves simul
taneous before-and-after observation at another location 
(control site) not receiving the treatment, The advantage 
of the experiment is to permit insight into other changes 
in traffic behavior that are not caused by the new sign. 

Data-collecting methods and guide-sign MOEs sug
gested here are equally applicable to a study and an ex
periment. Although the experiment is favored in view 
of the increased sensitivity of the MOEs to a signing 
change, a study may apply in situations where control of 
spurious effects is not considered necessary. The be
fore data-collecting period must closely follow the sign
ing change, and the after period should allow for a mini
mum adjustment period of 30 d. Before-and-after data
collecting periods must be matched by time of day and 
day of week. Sound experimental procedure dictates that 
these periods occur exactly 52 weeks apart. It is im
portant that all data be gathered concurrently at the test 
and control sites to maintain the experimental integrity 
of the design. 

DATA COLLECTION TECHNIQUES 

Statistical reliability of off-the-shelf techniques was ob
tained by comparing the data with those of the traffic 
evaluator system (TES), a highly reliable collection 
meth6d involving electronic road switch sensors. Rec
ommendations for applicable techniques took into ac
count the cost and general suitability of each method for 
use by a practicing traffic engineer, For the four guide
sign MOEs, the following reliable method factors were 
found. 



1. Gore weaves-manual coding of vehicle weaves 
occurring in two directions over a gore approximately 
183 m (600 ft) long was found to be 98 percent reliable 
using 30-min coding periods with 10-min rest intervals 
between each for the duration of a normal working day. 

2, High-risk gore weaves-these maneuvers require 
tracing a vehicle's path within an interchange area; thus, 
time-lapse photography at an exposure rate of 2 frames/ 
sis recommended. 

3. Late lane changes-exit maneuvers before the gore 
can be obtained by using manual coding with equal ac
curacy as described above for gore weaves, given that 
a compatible length of highway section is monitored. 
Yet, for lane-changing maneuvers before the gore, which 
require monitoring of longer sections of highway, manual 
coding was only 88 percent accurate, Therefore, the 
recommended method for gathering data on these maneu
vers is to deploy a time-lapse camera before the inter
change and position it so that lane changing occurs in the 
foreground of the picture. 

4. Speed measurements-stopwatch timing of vehicles 
between two inconspicuous roadway markings was found 
to be an inexpensive, unobtrusive, and reasonably ac
curate method of gathering vehicle speeds. A currently 
available digital-display stopwatch (cost: $100) that dis
plays time increments to the nearest 0.01 s was found to 
reliably gather speed data with an accuracy of 1.8 km/h 
(1.1 mph) for any given vehicle. Sample means were ob
tainable with no statistically significant error using this 
type of stopwatch. 

DATA-SAMPLING PROCEDURE 

Field sampling procedures are discussed for each of two 
classes of data to be gathered. 

Figure 1. Guide·signing MOEs in before·and·after study or experiment. 

Guldo-Sltn MOE: 
Hlgh-Rlol< 

Gore Weave Late Lene Change 
Gor.Wene 
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Gore Weaves and Laue Changes 

Figure 1 depicts the preferred orientation of the time
lapse camera. Although manual coding of these mea
sures has been shown to be quite reliable, the advantage 
of time-lapse photography cannot be overemphasized, 
This technique permits a permanent, accurate record of 
traffic volume and weaving maneuvers, As the camera 
runs unattended, the operator is available to code some 
of the measures; the remainder can be reduced from the 
time-lapse film. The coder can record gore weaves and 
late lane changes while at the site; this leaves only vol
ume and high-risk gore weaves for subsequent film data 
reduction. For gore areas longer than 305 m (1000 ft), 
manual coding can be used for gore weaves, and time
lapse photography for high-risk gore weaves and late 
lane changes. The recommended camera position, in 
this instance, would be overhead and before the inter
change so that lane changes occur in the foreground and 
gore weaves remain in the field of vision. 

Half-hour data collection periods with 5-min rest in
tervals are· suggested, because one 15-m (50-ft) film 
cartridge will store 30 min of data. Two days are sug
gested as a minimum before or after study period. Sun
days and holidays are recommended to sample unfamiliar 
motorists. 

Driviug Slowly 

Incidences of vehicles traveling at least one standard de
viation below the mean speed are obtained by two alter
natively applied manual timing steps, The first pro
cedure is to randomly sample spot speed, while the sec
ond involves timing slow vehicles, The former is dis
cussed first. 

The suggested method for determining the speed of 
an individual vehicle is to manually time arrivals of the 

Drive Slowly 

Oj:>erational A vehicle movement A yehldl!ll mownum1 A vehicle movement A vehicle speed 
Definition: into deceleration lane into deceleration lane Imo ~r::e le ra1 ion laoe < one standard 

across painted or across painted or across painted gore deviation below 
physical gore, in physical gore. extension line. mean, 240 m in 
addition to crossing advance of physical 
at least one through gore point. 
traffic lane. 

Collection Method: Time-lapse Manu111 coding• or T lma-lopHI Manual timing via 
photography llm~I DPMI pno-

pho109r01>hy electronic stopwatch togn>phy 

•Manuel coding is preferable if total weave 
eree is 306m or longer 

Collection Procedure: Measure or count all occurrences continuously for half-hour periods Slow and mean 
1imulteneously et experimental and control sites at time of day and speeds during alter-
day of week to permit matching date in before and after conditions. nete periods. 

Anely1is Procedure: Pre1Jolt design with control group: apply two-by-two factors! analysis of frequencies or 
proportions for each target behavior type end exit volume. Use x2-test for frequencies, 
Z-te1t for proportions. 

Impact of 
Oecn1ese of 36 Decrease of 25 to Decrease of 4 to Deficiency Decrease of 6 to 

Correction: 
to 100 percent. 54 percent. 19 percent. 77 percent. 

No10: 1 Ill• 3.28 It . 

I ~ 
I 

I 
I., 

' 
' •6 

Preferred Position of 
Time-Lapse Camera. 

(Elevated if Possible) 
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vehicle (using a specific point of reference such as the 
front wheel) between two unobtrusive transverse pave
ment markings extended acr oss all lanes and spaced 
91 m (300 ft) apart. Dar k green paint or tape ma y be 
used for ma1•kings . It is clearly vis ible to an observer , 
yet would probably not be detectable to the driver . Oue 
very important aspect of this procedure is to obtain a 
random sample of the total vehicle population. Common 
observer bias, for instance, too-frequent sampling of 
large or fast vehicles, in collecting spot data must be 
avoided. Approximately 60 vehicles can be sampled in 
a period of 30 min. Using this sample, the mean and 
standard deviations will be calculated as a baseline 
against which speeds of slow vehicles are compared. 

Slowly traveling vehicles can be timed during alter
nate 30-min periods. Our manual coding reliability 
study demonstrated that vehicles traveling one standard 
deviation below the mean speed can be correctly esti
mated in 80 percent of the cases. The field procedure 
suggested here is to time all vehicles appearing to meet 
the slow-driving criterion; data on those actually travel• 
ing faster than one standard deviation below the mean 
speed can be discarded during the subsequent data re
duction. 

The measurP. nbtai.ned will be the proportion of exiting 
traffic volume meeting the slow-speed crite r ion. Each 
lane must be separately analyzed for speed variations 
between lanes. Since trucks, particularly large com
binationR. arf' ll"f'Tif'l':lllv rlrivf'n hv nrnf""'"'i"n"l r1.,.;,,,,.,." 
a general proc;du~al siiggestion -f~; -d;_t~- ~ii~-~tl~~ -i~- t~ 
observe automobiles and trucks as separate subpopula
tions. 

ANALYSIS OF DATA 

Recorded data must permit analyses of vehicle behavior 
as a proportion of exit volume. Comparisons of before 
data between test and control sites in an experiment pro
vide a check of site configuration match. Before·and
after differences at the test site provide a gross indica
tion of the impact of guide signing changes. Comparative 
before-and-after differences and the test versus the con
trol site provide a rigorous indication of signing change 
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impact with the time element effectively factored out and 
the effects of confounding variables minimized. 

For each of these comparisons, it is important to use 
data that are collected during corresponding time 
periods . It is suggested that traffic volume differences 
be first examined for significru1t diIIereuce::> lielweeu lhe 
before-and-after condition using the chi-square test. 
Proper designation of before-and-after data collection 
periods (1-year interval) will likely result in insignifi
cant volume differences. In this case, one should ex
amine differences in target behavior occurrence, using 
the chi-square test to make the comparisons cited above . 
If before·and-after volumes differ, one should convert 
traffic behavior data to proportions of exiting traffic vol
ume and perform the comparisons using the z-test to de
termine significant differences. The conversion to pro
portions should reduce the likelihood of spurious results 
caused by changes in volume. 

A reduction in the frequency of the behavior types 
designated in Figure 1 should indicate that a measurable 
benefit was elicited by the signing change. The signifi
cance tests described above are the primary means for 
determining changes in MOE behavior. 
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Macroscopic Simulation Models for 
Use in Traffic Systems Management 
Stephen L. Cohen, Office of Research, Federal Highway Administration 

In recent years, traffic simulation has become a power
ful tool for testing alternate traffic control strategies . 
The NETSIM (formally UTCS-1) network simu1atio11 
model (1) was developed for the Federal Highway 
AdminiStration for this purpose and has found increas
ingly widespread application. 

More recently, the favored approach to urban trans
portation problems has shifted from traffic control to 
transportation systems management (TSM). Here, too, 
simulation should be a powerful tool in testing alternate 

strategies. These strategies, however, will in general 
be very different from the pure control strategies de
veloped previously in that they will involve route 
changes. 

Unfortunately, the NETSIM model, which is so suc
cessful in testing these strategies, is inappropriate for 
testing many TSM strategies because of its microscopic 
vehicle-tracing interactions. This microscopic approach 
is responsible for the flexibility and accuracy of UTCS-1 
but is too expensive in terms of computer time and core 



to be used on networks larger than 40-50 intersections. 
Thus, it is evident that a model that does not track in
dividual vehicles is needed to test TSM strategies. 

MACROSCOPIC NETWORK MODELS 

Three existing macroscopic models, TRANS (2), 
TRANSYT (3), and SIGOP-II (4), were chosen for com
parison. They were executed-on a netw.ork in Washing
ton, D.C., for which both input and measures of effec
tiveness (MOE) data were available. The MOE average 
speed computed by these models was then compared with 
field data and a NETSIM run of the same network. 

TRANS Model 

The· TRANS model divides each link into zones of length 
T /S, where T is the time scan length and S is the free
flow ,speed. Vehicles are moved from the zone currently 
occupied to the next downstream zone, which is either 
on the same link (intralink movement) or the next down
stre.am link (interlink movement). Traffic movements 
may'be impeded, and vehicles enter into the queue state 
when (a) the zone immediately downstream is full, (b) 
the ·vehicle is in the downstream zone and faces a red 
sighal indication, ( c) the vehicle is a left turner in the 
downstream zone facing an unacceptable gap in oncoming 
traffic, and (d) the vehicle is a right turner in the down
stream zone facing pedestrian interference. 

In the queue state, vehicles discharge in a hit-or
miss Monte Carlo approach based on the mean queue 
discharge headway input for each link. 

Left turns and right turns on red (RTOR) are simu
lated by using gap-acceptance logic. When a vehicle is 
discharged from the last zone on a link, the rest of the 
vehicles in queue are moved up in the next time step to 
fill the vacancy. Thus, the queue-discharge expansion 
wave is not modeled, and cases where spillback condi~ 
tions may be expected to prevail are not properly 
modeled. 

The version of the model used here, TRANS-IV, al
lows pretimed signals and midblock sinks and sources, 
but there is no platoon dispersion feature or any internal 
provision for trucks and buses or midblock rare events. 

TRANSYT Model 

The TRANSYT model is used as an off-line program to 
optimize signal settings. The evaluation portion is a 
simulation model that is more macroscopic than TRANS 
in that the detailed intersection performance is not mod
eled. Delay is calculated using an algorithm based on 
these parameters: volume-to-capacity ratio (V /C), green 
time, and offset, together with a platoon dispersion al
gorithm. For links with V /C > 1, queue buildup is com
puted. 

The platoon dispersion algorithm, which is applied to 
both the primary and secondary flows on a link, is a 
recurrence relation based on exponential smoothing that 
has been validated in the field by the Transportation and 
Road Research Laboratory in Great Britain. 

Two types of delay, uniform and random, are calcu
lated. Uniform delay is based on the assumption that the 
traffic pattern is static from cycle to cycle, while ran
dom delay is based on fluctuations from uniformity and 
is determined by the V /C ratio. This latter term can 
contribute quite substantially to the total delay for inter
sections near saturation. 

The version of the model, TRANSYT V, used in this 
exercise simulates pretimed signals and midblock 
sources but does not treat buses, trucks, turning move-
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ments, midblock rare events, midblock sinks, or 
RTOR. 

SIGOP-Il Model 

The SIGOP-Il model, like TRANSYT, is used as an off
line program to optimize signal settings, The evalua
tion portion is a simulation model similar to that of 
TRANSYT but with some major differences: (a) SIGOP-Il 
assumes that all platoons are rectangular in shape; (b) 
a random component of delay is not calculated; (c) con
tinuity of platoon structure beyond the intersections im
mediately surrounding each intersection is not main
tained as rigorously as in TRANSYT; and (d) the case 
where V > C is not treated. If a flow occurs with V > C, 
it is truncated. On the other hand, a correction is made 
to the free-flow speed to account for acceleration and 
deceleration effects at the link ends. This correction 
has a substantial effect on simulated average speeds. 

The SIGOP-Il model internally handles turning move
ments, trucks, and buses by converting them to equiva
lent passenger-car units (PCUs). Thus a truck is con
sidered 2.25 PCUs and a right turn as 1.25 PCUs; a left
turn equivalent is determined by using an algorithm de
veloped by Fellinghauser (5). Sinks and sources and 
pretimed signals are simulated, but not RTOR. 

The table below gives a comparative summary of the 
models. 

Model 

Element TRANS TRANSYT SIGOP-11 

Platoon dispersion No Yes Yes 
Turning impedance Gap acceptance None Equiv a lent PC Us 
Data updating Yes No No 
Queue discharge Monte Carlo None None 
Trucks and buses No No Equivalent PC Us 
Midblock events No No No 
Pedestrian blockage Delay right- No Equivalent PC Us 

turn discharge 
Computer language IBM 7090 FORTRAN FORTRAN 

Assembly IV IV 
ATOR Yes No No 
Free-flow speed No No Yes 
correction 

SIMULATION TEST CASE 

In order to test the models for accuracy and computer 
time requirements, they were executed using a data set 
(1) gathered for the purpose of validating the UTCS-1 
model. The data set used consisted of 32 min of morn
ing peak data collected by aerial photography on a 16-
intersection network (Figure 1) in downtown Washington, 
D.C. 

This data set was chosen because it includes accurate 
MOE data that allow a good comparison of model accu
racy. Complete information was available on volumes, 
turning movements, vehicle types, lane blockages, bus 
movements, signal settings, pedestrian volumes, and 
midblock sink and source volumes. When the data were 
reduced during the UTCS-1 validation (1), the 32-min 
period was split into eight 4-min interv-als over which 
the data were aggregated. However, TRANSYT and 
SIGOP-II are static models and do not include a data 
update feature. For this reason, the eight 4-min sub
intervals were aggregated into one 32-min interval. 

The following features that are available in some 
models but not in others were represented in the latter 
in order to make the accuracy comparison of the models 
as independent of these features as possible. 
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Figure 1. Network in downtown Washington, D.C. 
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1. Turning movements. SIGOP-11 algorithms were 
used externally in TRANSYT to convert the input volumes 
to equivalent PCUs. 

2. Source and sink volumes. TRANSYT provides for 
sources only. Sinks were added by inserting an extra 
link at each node that was the tail of a link with a sink. 
Sink traffic was diverted onto this exit link. 

3. Stop signs. In Figure 1, nodes 9, 10, 20, and 21 
are stop signs that only UTCS-1 simulates. These nodes 
were handled in the other three models by replacing 
them with sinks and sources. 

4. Buses and trucks. The same factor of 2.25 PCUs 
used in SIGOP-11 was externally introduced into the vol
ume inputs for TRANS and TRANSYT. 

5. Exclusive turning lanes. These were introduced 
in TRANSYT by assignment of separate links. 

6. Midblock lane blockages. These are treated by 
UTCS-1 but not by the other three models. No easily 
implementable way was found to represent this effect in 
the other three models. 

7. Free flow speed. The same link-specific free
flow speeds were chosen for all models. This was be
cause the average running speeds that should be used in 
TRANS and TRANSYT were not available (the other two 
models take account of the link end acceleration and de
celeration effects). 

TEST CASE RESULTS 

Using the data set described above, the four models were 
executed. Three replication runs were made using 
UTCS-1. UTCS-1, TRANSYT, and SIGOP-11 were exe
cuted on the U.S. Department of Transportation's IBM-

360-65, while the TRANS model was executed on an 
IBM-7090. Comparative computer times for the 32-min 
period were about 13 min for UTCS-1, about 6 min for 
TRANS, about 6 s for TRANSYT, and about 22 s for 
SIGOP-11. 

The four MOEs that most stringently test model op
eration are travel time, average speed, stops, and total 
delay. The number of stops was not available in the 
field data. Travel time is not meaningful unless related 
to some distance traveled, and total delay is dependent 
on a free-flow speed. Average speed, on the other hand, 
relates travel time to distance traveled and is more in
dependent of free-flow speed than total delay. Thus, 
average speed was chosen as the MOE to be used to com
pare the models. 

The link-specific and overall results for average 
speed are given in Table 1. Only those network links 
that appear in all models are tabulated and included in 
the networkwide results, which indicate that, as ex
pected, UTCS-1 performed the best, followed in order 
by TRANS, SIGOP-11, and TRANSYT. To determine the 
link-specific comparative performances, the sum of 
squares of the differences between each model's pre
dicted link-specific average speed and the field value was 
calculated. Each term was weighted by the link volume. 
The results were UTCS-1: 413 027 (km/h)2 (159 471 
mph2

} TRANS: 1 397 663 (km/ h)2 (539 641 mph2
); 

TRANSYT: 1 449 471 (km/h)2 (559 644 mph2
); SIGOP-11: 

1 022 589 (k!!! / h)2 (394 824 !!!ph2
) . 

DISCUSSION OF RESULTS 

Several conclusions can be drawn or inferred from these 
results. 

The SIGOP-11 model performed better than TRANSYT 
in that the results were in closer agreement with the 
field data. However, this result is possibly misleading 
because it is probably the result of the free-flow speed 
correction in SIGOP-11. This correction is especially 
important in a network with short block spacing such as 

Table 1. Comparison of simulated and field results for average 
speeds. 

Simulation Results (km/h) Field 
Results 

Link UTCS-1 TRANS TRANSYT SIGOP-II (km/h) 

(5, 1) 21.50 21.1 21.50 20.6 21.13 
(1, 2) 17.36 28 .5 21.37 18 ,8 19.47 
(2, 3) 16.48 19.0 18.26 21.6 20.45 
(7, 3) 17.15 26.9 26 .87 23.0 14.66 
(3, 4) 12.45 14.0 14 .25 17.0 14. 85 
(8, 4) 7.72 14.3 16.36 9. 8 8.93 
(1, 5) 20.23 9.9 20.37 28.0 7 .87 
(13, 5) 13.50 26.6 17.44 16.7 24.93 
(6, 5) 12.47 19 .1 14.27 8.0 13.14 
(2, 6) 11.24 11.9 12.28 10.2 12. 71 
(5, 6) 20. 58 23.6 21.48 20.1 17,29 
(11, 6) 11.02 4.5 9.33 15.3 16.10 
(11, 7) 21.59 25.3 23 .80 16. 7 18.66 
(8, 7) 15.80 32.2 20. 78 23.6 16. 17 
(4, 8) 13. 77 11.9 18.37 17.5 9.67 
(12, 8) 27 .11 27.0 33 , 50 36.5 17. 63 
(6, 11) 22.53 29.3 39 .92 27 . 8 20. 77 
(15, 11) 14.34 17.0 16.86 13.4 13.90 
(12, 11) 23. 78 25.4 26.97 20. 8 22. 14 
(8, 12) 14.79 23.8 16.48 13 .4 11.91 
(11, 12) 24.73 13 .4 28.19 25 .9 18. 52 
(16, 12) 6.45 7. 7 6.40 6.00 6. 85 
(14, 13) 10.64 10.9 11.33 9. 20 17. 23 
(6, 14) 28.22 38.0 35.93 31. 85 25.60 
(15, 14) 14.01 11.6 13. 72 16.90 10.36 
(16, 15) 18.48 19.1 18.58 34.3 13.26 
(12, 16) 28.18 36. 7 29. 81 24.0 27 . 80 
Network- 15.70 17.28 19.52 17.76 15.85 

wide 

Note: 1 km/h= 0,62 mph. 



was chosen for this study. Further, only one link has 
a V / C ratio value approaching 1, which yielded a sub
stantial random delay contribution. Thus, it is pos
sible that SIGOP-II might not perform better than 
TRANSYT in a network with more links having V /C 
ratios near 1 and longer block lengths (or, in fact, if a 
similar free-flow speed correction factor were applied 
to TRANSYT). 

The results of TRANS and TRANSYT were mixed. 
TRANS was closer to the field data on a networkwide 
basis, but in the link-specific sum of squares test, the 
two models were about even. The reason can be seen 
from looking at the link-specific results; TRANSYT al
most consistently gives a higher value for average speed 
than is observed in the field, while TRANS often gives 
a lower value. It is highly probable that the reason why 
TRANSYT is consistently high is the use of free-flow 
speed rather than average running speed, which will also 
be a factor in the TRANS model. In the latter, however, 
the hit-or-miss Monte Carlo queue-discharge mechanism 
is equivalent to a negative exponential headway distribu
tion (6). This means that there will be some probability 
of long headways being generated. These are not ob
served in field data, unlike urcs-1 in which the longest 
headway is 1.8 times the mean headway. This will have 
the effect of overestimating delay on an intersection ap
proach in which V / C approaches 1. 
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Some Properties of Freeway Density 
as a Continuous-Time, 
Stochastic Process 
A. V. Gafarian, J. Pahl, and T. L. Ward, Department of Industrial and Systems 

Engineering, University of Southern California, Los Angeles 

Density is an important macroscopic parameter of traffic flow. A num· 
her of studies have based estimations of the density on a section of road· 
way on speed and flow measurements at the section entrance and exit. 
This paper views density as a continuous-time, stochastic process and 
considers the characteristics of the process itself. The study relied on 
freeway traffic data previously obtained by sequential aerial photog· 
raphy. Position data were smoothed and interpolated to construct indi· 
vidual trajectories, which were aggregated to obtain continuous vehicle 
counts in roadway sections of various lengths. Autocorrelation tune· 
tions and power spectra were calculated for these records. It was found 
that, for the traffic flow under consideration, correlation time was pro· 
portional to freeway section length. The power in the process was con· 
centrated below a cutoff frequency that was inversely related to section 
length. The implications these results have for sampling real traffic pro· 
cesses are discussed. 

Density was recognized as an important parameter early 
in the study of traffic flow. For example, G'reenshields 
(1) concluded that time mean speed was a linear function 
of density in vehicles per kilometer. His density, the 

ratio of flow to the arithmetic average of the speeds of 
vehicles passing the measurement point, is now known 
to be a biased estimate of the number of cars on a given 
roadway section (2, 3). 

A number of sfiidies have considered the problem of 
basing estimations of density on a section of roadway on 
speed and flow meas urements at the section entrance and 
exit (4, 5, 6, 7, 8, 9). This study views density as a con
tinuous-tiiiie-; s tochastic process and consider s s ome of 
the characteristics of that process. 

The data for this study were originally obtained by 
taking sequential aerial photognphs of a three- lane sec
tion of the westbound Long Island Expressway (10). The 
selected flow sequence had a mean concentrationof 9. 3 
vehicles/lane-k m (15 vehicles/lane- mile). This cor
responds to the Highway Capacity Manual (11) l evel of 
service B. The four test sections, 91, 305";°558, and 
853 m (300, 1000, 1830, and 2800 ft) long, are examined 
in column 1 of the table below (1 m = 3.3 ft). 
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The sections were nested and centered on the same 
point in the roadway. 

Column No. 

Section 2 3 4 5 6 
No. /:;x ri(!:;x) var(ri) (r0 ) i!d Yz (f0 ) 

1 91 2.57 2.96 3.01 0.190 2.6 
2 305 8.48 13.4 7.99 0.0489 10.2 
3 558 15.3 25.6 13.3 0.0315 15.9 
4 853 23.4 40.1 18.2 0.0256 19.5 

where 

Ax = the length of the three-lane test section in 
meters (column 1); 

MAx) = (1 / T) foT Mt, ~x)dt, with n(t,Ax) as the ob
served number of vehicles in Ax at time t 
and T = record length (column 2); 

var(n) = (1/ T) foT ([n(t,Axl) - [ n{Ax)] 2dt} (column 3); 
r. = the time in seconds at which the autocorrela

tion function has decayed to 1/ e (column 4); 
f0 = 90 percent of the power in the process is 

dist ributed over frequencies f, 0 5: £ 5: f0 , 

wiU1 f and £0 in hertz (column 5); and 
1/zf0 = the sampling interval bl s econds that yields 

a Nyquist frequency equal to I,, (column 6) . 

The original data (10) had previously been reduced to a 
series of pos it ion measurements at 2-s intervals. These 
measurements were treated as the sum of a systematic 
part plus a random error. The errors were assumed to 

Figure 1. Number of cars versus time for section 1. 
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Figure 2. Number of cars versus time for section 3. 
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be an uncorrelated sequence of random variables with 
zero mean and known variance. 

This is a good approximation to reality. The posi
tions were smoothed, subject to the constraint that the 
total error was prese1·ved (12), by minimizing the sum 
of s quares of second differences at the measurement 
points . The smoothed value were then interpolated 
using a cubic spline procedm·e (_!b _!!, 14). The inter
polation p rnvided a point estimate of the times each ve
hicle entered and left the test section. 

The smoothing and interpolation were evaluated by a 
simulation study. Trajectories were constructed to 
l,)l'ovide a known a.ccclcrntion spectral density function 
(12). The parameters of the acceler ation spect ral den
sity were estimated fr om the experimental data of Tor res 
(15). Exact section entry a nd exit times were obta ined 
from thes e trajectories. The simulated trajectories 
were sampled at 2-s intervals and corrupted by adding 
noise, which was known to have a zero mean and 0.19-m2 

(2 .0-ft2) variance. The resulting noisy trajectories 
were smoothed and interpolated as described above to 
obtain estimates of the entry and exit times. The mag
nitude of the differences between the exact and estimated 
times was found to be generally less than 0.05 s . 

DENSITY PROCESS 

Continuous time records of the number of cars in three 
test sections were developed. Figures 1 and 2 show ex
amples of the resulting plots for sections 1 and 3. These 
records are essentially continuous, in that the number 
of cars was counted every 0.1 s. This was accomplished 
by first computi ng the absolute times of section entry 
and exit for each vehicle and then s imply deter mining 
which vehicles were in the test section. This gave the 
desired point. 

The error in estimating boundary-crossing times has 
been determined to be no larger than 0.05 s. Therefore, 
the location in time of a jump point in Figure 1 may be 
off by at most ±0.05 s. Hence, the true function-n(t) 
equals numbe1· of car s in the test section-is equal to 
the estimated function, fi(t), plus a11 error function, e(t). 
That is, n(t) equals n(t) plus e(t) . The error function 
would be a superimposition of three pulse trains-e1 (t)
where i = 1, 2, 3, one for each lane. Each pulse of each 
train would be no wider than 0.05 and would have either 
a positive or a negative sign. Figure 3 shows, as an 

Figure 3. Example of error 
pulse train superimposed on 
car-counting process. 
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example, a situation in which no pulses occur simul
taneously. The ffrst two jumps in n(t) occurred 0.05 s 
later than they should have, while the third jump oc
curred 0.05 s earlier than it should have. 

The average number of jump points per unit time per 
lane is equal to 2q/3, where q i s the freeway flow (or 
vehicles per unit time for all tlu·ee lanes). The factor 
2 arises because each vehicle causes a jump on entering 
and leaving the test section. Thus, on the average, the 
total time per unit time occupied by these pulses is at 
most (2q) (0.05). 

The flow level in this analysis was of the order of 
0. 75 vehicle/s. Therefore, the error pulses occupy 
at most 7.5 percent of the time. 

To calculate the variance of e(t), we note that it is a 
zero mean stochastic process, since 

E[e(t)] = E[e 1(t)) + E[e2 (t)) + E[e 3 (t)] (I) 

and the errors e1(t), i "" 1, 2, 3, are ±1 with equal likeli
hood. Therefore, E[e1(t)] = O, i = 1, 2, 3, and so also 
E(e{y)]. F\u·thermore, when i does not equal j, 

E[e;(t)ei(t)] = 0 (2} 

This follows from the fact that the product e1(t)ej(t) is 
also ±1 with equal probability. Thus, 

var[e(t)) = E[e2 (t)] 

'; E!er(t)J + E[e~(t)J 

Using the probabilities 

P[e;(t) = -11 = (l/2)[(1/3)2qb.t) 

P[e;(t) =OJ = I - (l/3}2qb.t 

and 

P[e;(t} =I}= l/2[(1/3)2qb.] 

(3} 

(4} 

(5} 

(6) 

where At is the pulse width of at most 0.05, it follows 
that 

E[et(t)] = (2)(1)(1/2)[(1/3)2qb.t} + 0[ I - (l/3)2qb.t] 

= (2/3)qb.t 

For At = 0.05, then 

var[e(t)) = 2q(0.05) = q/10 

(7) 

(8) 

and q = 0.75 vehicle/s gives var[e(t)] = 0.075. 
Column 3 of the table above shows the variance of ii, the 
observed number of vehicles. Clearly, the variance of 
the eri·or is small relative to the variance of even the 
smallest test section. 

This error has a negligible effect on the character
istics being studied. For example, consider the auto
correlation "function of the stochastic process [n(t)]. 
This is given by 

Pn (r) =(El [n(t) - µ] [n(t + r) - µ l l )/I var [n(t)] I (9} 

when 

E[n(t)] = µ (10) 

Replacing n(t) with [ii(t)] + [e(t)] in Equation 9 and tak
ing expectations gives four terms in the numerator, 
namely, 

1. E{[ii(t) - uJ [n(t + T) - u] }, 
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2. E{[ii(t) - uJ e(t + T) ), 
3. E{[n(t + T) - ~] e(t) ), and 
4. E[ e(t) e (t + JLJJ. 

But ii(t) and e(t) are uncorrelated processes, so the mid
dle two expectations are zero. Furthermore, we have 

E[n(t)J = E[n(t)J = µ 

var[n(t)] = var[n(t)l + 2 cov[n(t), e(t)] 

But 

cov[n(t),e(t)] =El[fl(t)-µ]e(t)i =O 

so that 

var[n(t)] = var[ft(t)] 

Hence, Equation 1 reduces to 

Pn (r) = Pn (r) + (fvar[e(t)]) / fvar[ft(t)l I) p0 (r) 

(11) 

(12) 

(13) 

(14) 

(15) 

where p (T) and p
0 

( T) are the autocorrelation functions of 
the n(t) ·~nd e(t) pl'Ocesses respectively. Now Jp.(T)J s; 1 
and · 

lvar[e(t)] J/lvar[ft(t)) I « I 

so that 

Pn (T) = P,;(T} 

STATISTICAL CHARACTERISTICS OF 
THE DENSITY PROCESS 

(16) 

(17} 

The total length of each record used was 720 s, and the 
sampling interval, as stated earlier, was 0.1 s. With 
these particular values, it would be possible to distin
yuish frequency peaks in the spectrum separated by 
Y12o = 0.0014 Hz, and to estimate frequencies as high as 
('/2)/0 . l = 5 Hz (16) . 

The autocorrelation and power spectral density esti
mates follow Blackman and 'l\1key (16). Program 
BMD02T of the Biomedical Data Programs (17) was used 
in these analyses. The autocovariance of theseries is 
first computed by using 

N-p 

R(r) = [ l/(N - p)) ~ (n1 - fi)(n;+p - ii}, p = 0, I, ... , m 
i=l 

where 

T = pAt, 
mAt =maximum lag considered = 180 s, 
~t =total length of the series = 720 s, 

At= 0.1 s, and 
N 

fl = (1/N) L n1. 
i=t 

(18) 

Section 4 is ~t = 178 s, and the maximum lag con
sidered is mAt = 44.5 s, with At= 0.1 s. The number 
of data points and the number of lags exceeded the limi
tation of BMD02T. Program modifications were made 
to accommodate the data. The autocorrelation function is 
given by 

r(T} = R(r}/R(O) (19) 

Figures 4 and 5 show the autocorrelation functions of 
sections 1 and 4. Figure 6 shows a plot of the correla-
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tion time versus the section length. Correlation time is 
defined as the time lag at which the autocorrelation func
tion decays to the value 1/e. 

An examination of Figures 4 and 5 shows that the au
tocorrelation functions of the density process can be con
sidered to be initially exponential, followed by an expo
nentially damped sine curve tail. The correlation time 
shown in Figure 6 increases almost linearly with section 
length, which is certainly to be expected. It follows from 
the fact that, as length increases, a given flow level 
along with its random fluctuatiop.s takes more time to 
change the number of vehicles in the section from its 
average. 

The estimated one-sided spectrum is calculated in two 
stages, again using Bl.\ID02T (17). First, a truncated, 
unweighted cosine transform oTihe data is taken to give 
a raw estimate of the spectrum: 

m 

Q(f) = (6/7r)(r0 + 2 ~ rk cos 27rfk) 
k=1 

Figure 4. Autocorrelation function for section 1. 
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(20) 

calculated at f = j/4m cycles/s, where j = O, 1, ... , 2m. 
These estimates are then smoothed by using the weights 
0.23, 0.54, and 0.23 to give the Hamming estimates 

P(f) = 0. 23Q[f - (I /4m)] + 0.54Q(f) + 0.23Q[f +(I /4m)] (21) 

at f = j/4m, where j = 1, 2, ... , 4m - 1. At zero fre
quency and at the Nyquist frequency 

P(O) = 0.54Q(O) + 0.46Q(l/4m) 

P(l /2) = 0. 54Q(l /2) + 0.46Q [(I /2) - (I /4m)] 

(22) 

(23) 

For a discrete process, the Nyquist frequency 1/(2At) 
Hz is the highest frequency about which we can get mean
ingful information from a set of data (18). Plots of the 
one-sided power spectra are shown in Figures 7 and 8. 

An inspection of these figures shows that, as the road
way length increases, the amount of power at the higher 
frequencies diminishes. A numerical integration was 
performed to estimate the 90 percent cumulative power 

Figure 7. Power spectrum for section 1. 
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points. These are shown in column 5 of the table given 
previously. 

DISCUSSION 

Each of the four series considered in this study is a 
continuous process sampled every 0.1 s. Thus, the 
Nyquist frequency is 5.0 Hz. In sampling a continuous 
time series, an important question is how to choose the 
sampling interval. It is clear that sampling leads to 
some loss of information and that this loss gets worse 
as the sampling interval At increases. If At is too large, 
"aliasing" may occur. This is the phenomenon in which 
variation in the continuous process at frequencies above 
the Nyquist frequency will be "folded back" and will pro
duce an effect at lower frequencies. If the continuous 
series contains no variation at frequencies above the 
Nyquist frequency, then the spectra of the continuous and 
sampled processes are the same. In this case, no in
formation is lost by sampling. 

From a practical point of view, aliasing will cause 
trouble unless the At chosen is so small that the spec
trum of the continuous process is essentially zero for 
frequencies larger than %At. If, for a given At, the 
spectrum estimate approaches zero near and above the 
Nyquist frequency, then the choice of At is sufficiently 
small. Clearly, in each of the cases shown in the table, 
this obtains for frequencies larger than 5 Hz. 

In another study (19 ), three of the cases rel;lorted in 
our table, namely, the 91-, 305-, and 558-m (300-, 
1000-, and 1830-ft) records were sampled at intervals 
of 2, 5, and 5 s respectively. 

The time-series analytical techniques of Box and 
Jenkins (20) were used to identify the sh·ucture of auto
regressive models for each of the three. Model param
eters were then estimated and statistically tested. It 
was found that reasonable forecasts of the density could 
be made for lead times comparable to the correlation 
times (column 4 of the table). 
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