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Decision-Maker-Defined 
Cost-Effectiveness Framework for 
Highway Programming 
David I. Wilson,* Department of Civil Engineering, University of Melbourne 
Joseph L. Schafer, Department of Civil Engineering, Northwestern University 

Federal regulations that specify the development of the transportation 
improvement program charge metropolitan planning organizations with 
responsibility for establishing a forum for cooperative transportation 
decision making. This paper describes an effort by the Chicago Area 
Transportation Study to perform that role. It focuses on the develop­
ment of a simple linear weighting scheme for use in ranking federal-aid 
urban system highway projects for inclusion in the transportation im· 
provement program for OuPage County, Illinois. This approach was de· 
veloped in close working relationship with local decision makers, who 
participated in the selection of measures of effectiveness, the weighting 
of those measures, and the definition of the overall scheme. The results 
of the method, which combined both traffic and environmental mea­
sures for two points in time, were provided to decision makers as a 
basis for choice rather than as a rule for decision making. The success 
of the effort was measured by the correspondence between the ana· 
lytic ranking of projects and the transportation improvement program 
ultimately chosen by local officials. 

Recent federal regulations that define the requirement 
for the transportation improvement program (TIP) man­
date metropolitan planning organizations (MPOs) to func­
tion as "forums for cooperative decision-making by 
principal elected officials .... " (1). The development 
of the transportation improvement program as a major 
product of the planning process focuses plrumi11g (and 
MPOs) on decision-making processes by calling for plan­
ning organizations to be more supportive of decision 
making than in the past when their products were plans 
with a long-range focus rather than immediate invest­
ment programs. 

The role of the MPO is to guide the development of 
the processes of choice from those based largely on 
political negotiations to decision making based on objec­
tive consideration of needs, benefits, and costs while 
remaining politically responsive to the preferences and 
desires of citizens and interest groups. Working this 
closely with decision makers requires the development 
of interactive planning and analysis processes that are 
both sensitive to decision makers' needs and capabilities 
and technically sound. In developing such tools, com­
promises must be made, the ultimate objective being to 
provide technical support to an effective decision-making 
process. Thus, decisions and decision making must be 
the ultimate focus of the development of tools in the 
practical environment of the MPO (2). 

This paper documents an evaluation procedure devel­
oped to select federal-aid urban system (FAUS) highway 
projects for inclusion in the annual element of the TIP 
in DuPage County, Illinois. This work was conducted 
by the Chicago Area Transportation Study (CATS) in co­
operation with the Council of Mayors and City Managers 
of DuPage County, which is the principal political 
decision-making unit concerned with the investment of 
FAUS funds in the county. Although the methodology it­
self was tailored to meet the needs and desires of the 
DuPage County Transportation Subcommittee (TSC) of 
the subregional council, the approach itself may be use­
ful in other programming contexts. 

The charge to CATS in the development of this method 

was to create a procedure to produce a realistic ranking 
of highway projects selected from a larger list of locally 
generated projects, based on objective measures of the 
worthiness of each project, the readiness of each proj­
ect for immediate implementation, and community values 
as reflected by the preferences of local officials. It was 
understood that this ranking procedure would be applied 
iil support of decision-making processes and that the 
ultimate TIP would be chosen by decision makers; the 
ranking procedure would thus be an input to the overall 
decision-making process and might even help structure 
negotiations among local officials. It was not to be 
viewed as an inflexible decision rule, however. 

Before the development and adoption of a relatively 
objective strategy of project evaluation, the TSC selected 
projects through a relatively unstructured process of 
negotiations. The first projects suggested for implemen­
tation were typically the first projects to be funded, and 
the readiness of a project for immediate implementation 
was sometimes more important in the choice process 
than the worthiness of the project itself. Such an ap­
proach was reasonable when the number of projects sub­
mitted was within the budget allocated for the FAUS pro­
gram in the county. However, when the total costs of 
the suggested projects exceeded available capital, this 
unstructured negotiation process became more difficult 
to use. Therefore, the TSC sought a new evaluation and 
choice process based more directly on measures of 
project worthiness. It was important for the method to 
be objective to avoid claims of favoritism and provide 
clear justification for programming decisions. 

THE DECISION-MAKING ENVIRONMENT 

The Council of Mayors and Managers of DuPage County 
is a subregional forum for decision making regarding 
FAUS funds allocated to the county level. This council 
retains decision-making authority, but the principal 
tasks associated with transportation investment choices 
are delegated to the TSC, which is made up of some city 
managers, public works directors, and principal traffic 
engineers from various communities. There are 12 
members on this subcommittee. These individuals have 
a limited time budget and must annually examine 20 or 
more highway projects under this program and compare 
and evaluate them for the purpose of making a choice. 

Subcommittee members have varied backgrounds, and 
all were not well versed in transportation planning. 
Each participant does have detailed knowledge of some 
of the candidate projects and at least a general knowledge 
of the others. This allows the application of personal 
experience and expertise in the choice of investment al­
ternatives. Participants are generally aware of the · 
unique aspects of proposed projects that are not easily 
accommodated in an objective evaluation process. For 
example, a bridge that has deteriorated to the point 
where it has become a safety problem can easily be ac­
cepted as a high priority for maintenance or improve-
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ment even without sophisticated benefit measures. 
Still, given budget limitations, it is important to pro­

vide this decision-making group with some objective 
guidance for project ranking and selection of a TIP. The 
technique discussed below was developed to provide a 
high level of decision-maker participation in the evalua­
tion process, to accommodate objective measures of 
project worth as well as other subjective and more po­
litical factors that were clearly important to the choice, 
and to encourage a detailed and structured discussion 
of alternatives within the decision-making body. 

COST-EFFECTIVENESS EVALUATION 

The approach adopted was based on the philosophy of 
cost-effectiveness analysis (3). The effectiveness of 
each alternative is characterized by a number of mea­
sures of effectiveness chosen as relevant to the local 
situation. An effectiveness index is related to project 
cost, and the result is used to create an initial ranking. 
The decision on what is cost-effective and which projects 
are to be included in the final improvement program is 
made by decision-makers and is clearly subjective and 
open to negotiation. The value of this general approach 
is in its ability to compare a variety of project types in 
a number of important dimensions and to provide guid­
ance to decision makers while not making the decision 
itself. 

The method begins with the selection of a set of mea­
sures of effectiveness or criteria that are used to char­
acterize the alternative projects. These were generated 
through an interactive process that involved members 
of the TSC and the CATS technical staff. Discussions 
of issues and factors to be measured (and specific mea­
sures themselves) were held in small groups of three or 
four subcommittee members. The meetings were con­
ducted both to identify the factors of importance to the 
subcommittee and to introduce participants to various 
measures of effectiveness that might prove to be rele­
vant. The result of these small meetings was a broad 
set of measures, a number of which could not be put in 
operation because they were either ill-defined or too 
costly. In the second stage of the measure-development 
process, this broad set of measures was examined criti­
cally by the technical staff, and definitions were sharp­
ened where necessary. The set of measures finally se­
lected by the TSC was as follows: 

1. Change in peak-hour travel time, 
2. Change in equivalent property damage (EPD) rate 

of accidents, 
3 . Change in average daily congestion (volume/ 

capacity ratio), 
4. Change in off-peak daily travel time, 
5. Change in noise pollution, 
6. Change in air pollution, and 
7. Number of dwelling units taken. 

Change refers to the difference between the build and 
no-build cases for the measure. Effectiveness was thus 
characterized as reductions of various negative attri­
butes. The measur es were applied to two distinct time 
periods: the present (actually 1975 because of data 
limitations) and 1985. This provides an evaluation of 
both the immediate and medium-range effects of the pro­
posed project. Decision makers chose to use both of 
these time points in their evaluation process; continuous 
time streams were not considered because of the prob­
lems associated both with treating them directly and with 
aggregating them to some "present value." 

This set of measures is the result of interaction and 
compromise among decision makers and the technical 

staff. It is clear that there is a high level of intercor­
relation among the measures, particularly measures 1 
and 3 but also measures 2, 4, 5, and 6; this amounts to 
multiple counting of some effects of projects. A concep­
tually more sound approach might call for a reduced set 
of measures and an associated shift in the aggregation 
weights. But these measures reflect the impact cate­
gories of direct concern to the decision makers, and 
thus the choice was made to compromise in the direc­
tion of decision-maker interests to ensure their involve­
ment with the expectation that a modest success at this 
level might provide an opportunity for further improve­
ment of the methodology at a later date. 

AGGREGATION OF MEASURES 

The technical staff proposed to work with a matrix dis­
play format that illustrated the disaggregate effective­
ness dimensions and costs of the alternatives and high­
lighted the trade-offs among them. Although aggregation 
of the effectiveness measures simplifies the choice pro­
cess, it covers up important information about the spe­
cific attributes of alternatives, and it assumes that 
appropriate and stable weights can be derived. 

The decision makers, however, expressed a prefer­
ence for a simple linear weighting scheme to aggregate 
effectiveness. Arguments against weighting in general, 
and linear weighting in particular, were rejected in favor 
of the simpler approach. Since the decision makers 
were relatively familiar with the alternatives and their 
attributes and since the ultimate choice of projects for 
implementation was to be made by using the evaluation 
scheme along with other information and judgment, it 
was felt reasonable to adopt this simplified linear ap­
pr oach. The scheme was not a decision rule but merely 
a decision aid. 

Weights or priorities associated with each of the 
measures were constructed from information provided 
by the participating decision makers by using a Delphi 
process (4). Delphic voting ensured that all members 
of the subcommittee had an equal opportunity to influ­
ence the outcome; in an open voting situation, it is more 
likely that dominant individuals would be able to have an 
inordinately large influence on the outcome. Delphi has 
also been shown to be an effective consensus-building 
technique within a group that has divergent interests (~). 
It tends either to move opinions toward a fairly strong 
consensus or to polarize them and thus to isolate areas 
of disagreement on which further, open discussion is 
warranted. Delphi also provided the possibility for in­
dividual participants to indicate a lack of understanding 
of one or more of the measures and to get an explanation 
to clarify those measures without having to admit to a 
problem within the group as a whole. 

The Delphi weighting process was conducted over 
three rounds by using mail-back forms (Figure 1). A 
five-point semantic scale was used, and participants 
were provided with a graphical description of voting in 
the previous round as well as a personalized indication 
of how they had voted previously. The opportunity was 
then provided for a new, modified vote by each partic­
ipant. Throughout this process, close personal con­
tacts were maintained between the technical sta~ and 
the decision makers. This was accomplished by tele­
phone calls and personal visits to clarify the procedure 
and the measures and to help participants respond to the 
questionnaires correctly. A secondary benefit of these 
close contacts was the establishment of a strong rela­
tion between the technical staff and the decision makers, 
which facilitated the successful implementation of the 
overall methodology. 

A comparison of the group average weights for the 



various measures between rounds 1 and 4 indicates that 
there was a general trend toward convergence on a mean 
value for most measures. Average weights for each of 
the rounds on each of the measures are given in Table 1 
along with the variance associated with each weight. 

The data given in Table 1 show that the participants 
generally valued effectiveness in 1985 as more impor­
tant than immediate effectiveness. That this is contrary 
to the economic theory of discounting was pointed out to 
members of the TSC (6). Their rationale was based on 
the observation that DUPage County is one of the most 
rapidly growing parts of the Chicago metropolitan area. 
They perceived their role as that of creating a transpor­
tation system to meet future needs when the population 

Figure 1. Example of Delphi 
measure weighting response 
form. 

Measures 

l. Change in 
Peak Hour 

Travel Time 
-Current 

2. Change in 
Peak Hour 

Travel Time 
-1985 

3. Change in 
EPD Rate 
-Current 

4. Change in 
EPD Rate 
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of the county would be larger and development more 
diverse. 
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For similar reasons, participants felt that environ­
mental impact measures were generally not as impor­
tant as traffic-related impacts. Therefore, they adopted 
a weighting structure that separated the two types of 
measures and placed a heavier weight on traffic mea­
sures with respect to environmental measures in a ratio 
of 5:2. 

Thus, a simple, two-tiered, linear weighting system 
was used that partitioned the measures into traffic and 
environmental sets, both of which had their own 
measure-specific weights as produced in the Delphi pro­
cess. 
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Participant's score in round 2 marked as: ~ relative to other scores. 

Table 1. Means and variances Round 1 Round 2 Round 3 
of measure weights for three 
rounds of Delphi process. Measure Average Variance Average Variance Average Variance 

Peak-hour travel time 
1975 2.7 0.84 2.7 0.75 2.9 0.27 
1985 3.0 0.61 3.0 0.81 2.9 0.97 

Equivalent property damage rate 
1975 3.7 1.79 3.6 1.47 3.8 0.79 
1985 4.2 0.78 3.B 1.24 4.1 1.3 

Volume/ capacity 
1975 3.5 0.91 3. 5 1.2 3.7 0.46 
1985 3.9 0.04 3.8 0 .95 3.9 0.32 

Off-peak daily travel time 
1975 2.5 1.0 2.6 0.65 2.6 0.28 
1985 3.2 1.31 2.8 1.19 2.8 0.62 

Environment, 1975 
Noise pollution 2.7 0.39 2.7 0.61 2.6 0.45 
Air pollution 2.5 0.79 2.5 0.94 2.5 0.8 
Dwellings 3.4 2.17 2.8 1.86 3.1 0.95 

Note: 1985 environmental variables have the same value as 1975 variables. 
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Table 2. Evaluation matrix. 

Effectiveness of P erformance Measures 

1975 Changes' 1985 Changes' 
Effectivenes s of Environmental 

Avg Avg Measures 
Peak Daily Peak Dally 
Tr avel Volume/ Travel Travel Volume/ Travel 1975 Changes ' 1985 Changes' 
Time EPD Capacity Time Time EPD Capacity Time 

Project (sl Rate Ratio (sl (s ) Rate Ratio (s) Noise Air Noise Air 

1 -6 1.45 0.17 -3 -8 1.45 0.17 -3 0.5 0.5 0.5 0.5 
2 -11 0.28 0.06 -4 -10 0.20 0.06 -J 0.5 0.5 0.5 1.0 
3 228 4 0.12 228 228 4 0.24 228 0.5 0.5 0.5 0.5 
4 21 2 -0 .05 16 21 2 0.08 16 0.5 0 .5 0.5 0.5 
5 0 2.4 0.2 12 108 2.4 0 .22 42 0.5 0.5 0. 5 0.5 
6 18 3.5 0.06 18 18 3.5 0.05 18 0. 5 0 .5 0.5 0. 5 
7 0 3,9 0 . 13 -2 11 3.9 0 .17 12 0. 5 0. 5 0. 5 0. 5 
8 192 0 0 193 192 0 0.01 193 0 .5 0 .5 0.5 0.5 
9 17 5.1 0.24 15 70 5.1 0.28 10 0 .5 1.0 0.5 1.0 

10 0 2.7 0 .15 0 0 2.7 0.34 0 0.5 0.5 0.5 0.5 
11 12 7 0.18 0 348 7 0.22 0 0.5 0.5 0.5 1.0 
12 5 0.38 0.22 0 45 0.38 0.28 0 0.5 0.5 0.5 0.5 

a Negative changes are reductions in performance caused by the project . 
bNo project requ ired taking dwell ing units, and thus this measure was deleted ; other environmental measures were scaled as described in the text. 

TECHNICAL ANALYSIS 

The highway projects analyzed in this effort included 
those that dealt with intersections and those concerned 
with roadway sections : widenings, new signals, addi­
tional lanes, bridge replacement, and new portions of 
roadways. Standard forecasting tools were used to pre­
dict changes in traffic volumes, travel speeds, travel 
time, delays, accidents, and air quality for each of the 
proposed projects, both now and in 1985. Methods in­
cluded studies of intersection delay and accident reduc­
tion, limited use of traffic assignment for analyzing 
larger projects, and simplified air-quality and noise­
level forecasting tools. 

Measures for the no-build alternatives were collected 
from several sources. On-site field observations were 
carried out to obtain operating speeds and delay times 
for peak and off-peak periods. Data collected in this 
way also permitted a more accurate calibration of the 
forecasting tools. Volume data were obtained from in­
ventory files and from supporting documentation for each 
of the proposed projects. Forecast (1985) no-build vol­
umes were synthesized from past, 1980, and 1990 assign­
ments over the existing highway network. 

In most cases, the nature of the projects allowed two 
simplifying assumptions to be made: the independence 
of the project and negligible traffic diversion caused by 
a project. Since the projects were local, relatively 
small in scale, and scattered throughout DuPage County, 
the first assumption-that of minimal project inter­
action-was reasonable . Before-and-after data on simi­
lar, previously implemented projects in DuPage County 
showed no clear pattern of traffic diversion. In all 
cases, natural growth could have accounted for any 
changes in volume that were observed. Most projects 
were therefore treated as though no traffic diversions 
would result. In a few proposals, the nature of the proj­
ect suggested that diversions would occur; these were 
subjected to a more detailed analysis, which included a 
simplified traffic assignment. 

COST-EFFECTIVENESS ANALYSIS 

Effectiveness measures for each of the projects for both 
1975 and 1985 were assembled in an evaluation matrix 
in which the rows were projects and the columns were 
dimensions of effectiveness. Table 2 gives a simplified 
version of the actual matrix presented to decision 
makers, showing the trade-offs between projects for a 

single measure (cells in a single column) as well as the 
J?erformance profile of each project across the measures 
(cells in a single row). This structured data set was 
presented to decision makers and remained available to 
them throughout the evaluation process. Their ex­
pressed preference, however, was to seek a collapsing 
of the data to fewer dimensions to facilitate understand­
ing and choice. 

It seemed apparent that two interrelated factors in­
creased the willingness of decision makers to compro­
mise the quantitative evaluation procedure in favor of 
simplicity. First, it became increasingly clear through­
out the technical process that the TSC members re­
served the right to make the final choice of a TIP inde­
pendent of the results of the quantitative studies. If the 
studies proved instructive, they intended to use them; 
still, the intricacies of intercommunity negotiations 
were not to be given up for any formal evaluation tool, 
and thus the use of a simpler tool made sense. In ad­
dition, because of the relatively small scale of the en­
tire set of projects and the established working rela­
tion among the decision makers, it was expected that 
considerable richness of information exchange would 
exist when any quantitative structure was used. 

The second factor of importance is that this effort 
represented the first experience most of the decision 
makers had had with a formal approach to transporta­
tion evaluation. This led to a preference to start slowly 
a nd ca1·efully (from their perspective) and not to be 
swallowed up by technical detail. There may be logic 
in the decision on the part of the technical analyst to 
work with simplified tools at the start in order to get 
a foot in the door. 

The traffic-related effectiveness measures were 
originally prepared on a per user (i.e., per vehicle) 
basis to account for the fact that some measures were 
daily and others were annual. Information in the eval­
uation matrix was then factored by the appropriate daily 
volume for each project to produce measures of effec­
tiveness per day. 

Because measures of effectiveness were in different 
units, there was the possibility that "large-unit" mea­
sures such as daily travel-time savings might dominate 
"small-unit" measures such as dwellings taken. But it 
was important to ensure that the priorities assigned to 
various measures were those selected by the decision­
makers (through the Delphi process described above) 
and not some technical feature of the measures. There­
fore, all measures were converted from an absolute to 



a relative basis by dividing each element in a given 
column by the largest element in that column. This 
scaling approach is arbitrary, and a number of other 
options might have been used. The method selected set 
1.0 as the maximum value and related all other values 
to that level; no measure could be less than zero. 

The environmental measures were treated separately 
from the performance measures. Air pollution and 
noise levels were predicted for each project, related 
subjectively to established standards, and scored di­
rectly on a 0 to 1.0 scale by using the following decision 
rule: significant environmental deterioration with the 
project-0; no change or slight improvement in environ­
mental conditions-0.5; improvement in conditions (in­
cluding cases where the project is necessary to meet 
standards)-1.0. A similar arbitrary scaling system 
was used for dwelling units taken: no dwelling units 
taken-1.0; one to five units taken-0.5; more than five 
units taken-0. 

The arbitrary nature of the resulting scale cannot be 
overlooked. It implies that the highest observed mea­
sure is the best possible, which is not the case. It 
arrays alternatives on a short scale between 0 and 1.0 
with a bias toward 1.0 Most significantly, this method 
for rescaling incommensurables to a common arbitrary 
dimension assumes the feature of linearity in unit con­
version, which is not realistic. For example, it as­
sumes that the common-dimension value of the gap be­
tween 2000 and 4000 in one measure is the same as that 
between 2 and 4 on another measure. Although the ap­
proach chosen was simpler, there are conceptual ad­
vantages associated with using more complicated scaling 
methods that allow for the possibility of nonlinearities 
in this transformation process (7). 

These scaled effectiveness measures were then ag­
gregated by using the Delphi weights. The result was 
a scalar effectiveness score for each project. These 
were reported to the decision makers separately and 
in the form of cost-effectiveness indexes by dividing the 
effectiveness of each project by its capital costs. Op­
erating and maintenance costs were not treated because 
it appeared that the proposed projects would not impose 
much change in existing operating and maintenance 
costs. 

PROJECT READINESS 

Because funds in the FAUS program are allocated on a 
yearly basis and in general cannot be carried over to 
subsequent years, it is important to the subregional 
evaluation and the decision-making process to ensure 
that selected projects can start in the year for which 
they are programmed. Thus, it is important to know 
when a project will be ready for implementation as well 
as to know its cost-effectiveness. 

Therefore, a checklist of administrative steps nec­
essary to implement federally funded projects was pre­
pared. The list included the following items: 

1. Passage of TSC resolution; 
2. Decision on sources of local match; 
3. Development and approval of environmental im­

pact statement (EIS), if required; 
4. Public hearings (depe!!dent on outcome of item 3 

above); 
5. A95 and state review processes; 
6. Approval of design report (a description of the 

extent and nature of the project, which may include an 
EIS); 

7. Completion of a joint funding agreement (final 
funding commitment of local, state, and federal govern­
ments); 
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8. Right-of-way acquisition, if necessary; 
9. Preparation of the construction plan; and 

10. Target letting date. 

By knowing the type of project and the implementation 
time historically required for similar projects, it was 
possible to estimate the expected time it would take a 
project to proceed through all required stages. P roj­
ects not likely to be ready for implementation in the 
programming year were tabled for later consideration. 

DEVELOPMENT OF PRIORITIES 

The cost-effectiveness index was used to prioritize the 
remaining projects subject to the constraint of the avail­
able budget. That is, projects were listed by decreasing 
cost-effectiveness until the budget was consumed. Some 
shifting of marginal projects is usually necessary to fit 
proposed projects into the available budget. 

If maximization of benefits were the objective, it 
would be correct to use incremental benefit-cost analy­
sis, or net present worth analysis, and in more complex 
cases to apply mathematical programming tools (8) to 
this ranking task. Here, however, the concern was not 
to maximize countywide benefits but to ensure a fair 
share of funds for participating communities where that 
share supported good projects. In this case, cost­
effectiveness is more credible as a ranking tool. In ad­
dition, local decision makers desired considerable flexi­
bility of choice so that their actions could reflect the 
needs and desires of communities and interest groups. 
Such factors cannot be easily accommodated within a 
formal evaluation framework. Indeed, decision makers 
have the responsibility for bringing such factors into the 
choice process; thus, it is logical to leave them with 
enough slack in the list of recommended priorities so 
that they can satisfy the variety of needs they represent. 

The tables below give a list of projects as they might 
be selected to be included in the annual element of the 
TIP-based on an attempt to maximize cost-effectiveness 
subject to the constraint on the budget-and the list of 
priority projects selected by local decision makers: 

Cost- Cost 
Project Effectiveness ($000 000) 

A 62.6 0.385 
B 28.6 0.300 
c 16.1 0.912 
D 14.2 0.610 
E 7_9 0.600 
F 7.4 3.3 
H 5.7 0.172 
I 3.7 0.601 

Total 6.88 

Cost- Cost 
Project Effectiveness ($000 000) 

A 62.6 0.385 
c 16.1 0.912 
F 7.4 3.3 
G 6.0 1.065 
I 3.7 0.601 
J 2.9 0.570 

Total 6.833 

The correlation between the lists in these tables is 
apparent. Of the six projects selected by decision 
makers, all but one were selected by the cost­
effectiveness method. Of the eight projects selected by 
the method, four were chosen by decision makers. The 
differences between these lists were easily explainable 
in terms of local history, needs, and compromises that 
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Figure 2. Overall evaluation and decision-making process. 
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are a natural part of the cost of a multiplicity of juris­
dictions working together in planning and programming. 

Although it can be argued that the differences be­
tween the recommended and adopted priority lists were 
substantial, given that this was the decision makers' 
first experience with using organized quantitative tech­
niques for programming, it is not an unreasonable out­
come. Even though the decision makers themselves 
called for the use of a more structured approach, they 
were not fully prepared to yield their negotiating posi­
tions totally to the results of the analysis. This is par­
ticularly the case because the analysis was performed 
by the MPO, which was to a certain extent viewed as an 
outside agency invited to assist in the programming pro­
cess but not to seize it. Based on the reactions of 
decision makers, it is expected that their willingness 
to make better use of formal analysis has increased and, 
with proper technical support, will continue to expand 
in the coming years. But the forum for cooperative 
decision making had, in this case, begun to function. 

SUMMARY 

The evaluation and decision process developed and tested 
in this effort is shown in Figure 2. It is nothing more 
than a simple linear weighting scheme, but its develop­
ment in close working relationship with local decision 
makers makes it uniquely appropriate for supporting 
local transportation investment decisions. Decision 
makers initially sought out the assistance of such a 
scheme; they participated actively in the selection of 
the measures of effectiveness; and they worked together 

in a Delphi process to establish the weights associated 
with each of the measures. With the assistance of the 
technical staff, they studied the raw measures of ef­
fectiveness, and they carefully reviewed the products of 
the formal evaluation process. Although the process 
itself gave them a set of project rankings, they elected 
to implement a modified but quite similar ranking list 
in an effort to accommodate local goals. 

The closeness of the decision makers' preferred 
project ranking to the product of the evaluation scheme 
suggests the merit of the general strategy if not of the 
evaluation scheme itself, not only in helping to justify 
a particular set of choices in this case but also as a 
potential tool for simplifying the choice process in future 
years. The differences between the rankings of the 
decision makers and those produced by the evaluation 
technique underscore the notion that the political pro­
cess is still in control of investment decisions in the 
public sector and thus is still in a position to respond to 
the unique characteristics of the needs of individuals 
and groups. 
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Sensitivity Analysis of Selected 
Transportation Control Strategies 
Robert J. Maxman and Darwin G. Stuart, Barton-Aschman Associates, 

Evanston, Illinois 

The relative potential of 13 different transportation control strategies for 
reducing projected regional vehicle kilometers of travel in the San Fran­
cisco Bay Area is analyzed. Through the use of a series of representative 
home-based work trips, it is possible to analyze mode-choice sensitivities 
directly by means of additional runs of the recently developed set of 
mode-split models for the region. These mode-split models are stratified 
by three automobile ownership categories for both primary and secon­
dary workers. Ranges of potential mode-split shift for automobile, 
transit, and shared-ride modes are established for each transportation 
control strategy. Four combinations of strategies are examined. Graphs 

· that help to depict relative mode shift potentials are developed by using 
stepwise incremental testing of various control measures. Mode-split 
sensitivities for representative trips are generalized to the regional level. 

Continuing concern about the air quality and energy con­
sumption implications of current urban travel patterns 
has led to a growing interest in the potential effective­
ness of transportation policies that might reduce overall 
vehicle travel. A wide range of such potential policies 
designed in one way or another to induce travelers to 
make greater use of multiple-occupancy vehicles (tran­
sit and car pooling) have been advanced . The general 
idea is to maintain current levels of personal mobility 
while reducing the number of vehicles and vehicle kilo­
meters necessary to provide that mobility (7, 8). 

A number of studies have been conducted-in recent 
years to investigate the relative potential for different 
transportation control strategies to stimulate such mode 
shifts. A Los Angeles study (9) that examined three 
broad tactics-bus system improvements, car-pooling 
incentives, and economic disincentives-is most similar 
to the work reported here. Other efforts (1, 3, 4) have 
specifically emphasized car-pooling incentIVes and dis­
incentives. Some studies have relied on more conven­
tional zone-based mode-split models (9), and others have 
used recently developed disaggregate models calibrated 
at the household level (1, 3). Another promising approach 
has used a quantitative marketing model built around 
consumer preference surveys (4). 

Tile purpose of this paper is to describe the results 
of a mode-split sensitivity analysis conducted for 13 dif­
ferent transportation control strategies in the San Fran­
cisco Bay Area. This work has been carried out for the 
Metropolitan Transportation Commission (MTC) as a 
part of the air quality maintenance plan being developed 
for the region (2). The different transportation control 
strategies were-identified by MTC based on earlier tran­
sit, parking management, and air quality planning efforts. 

METHODOLOGY 

Forecasts of 1985 mode-split changes that might be 
stimulated by the different strategies were prepared by 
using the new set of travel demand models recently de­
veloped by MTC (5). Logit-iorm models of mode choice 
have been calibrated on disaggregate (household level) 
data and are stratified by three income categories. 
Separate models were developed for the trip-making 
behavior of primary and secondary workers for the 
home-based work trip. For each of the three income 
levels, separate models for work-trip mode choice have 
been developed for each of three modes: transit, drive 

alone, and shared-ride automobile. Together with other 
trip generation and distribution models, the overall 
modeling system is fully compatible with the urban trans­
portation planning system (UTPS) package. Twenty-one 
different models are included, and UTPS network as­
signment routes are used. 

Only home-based work trips were examined to obtain 
a sample of origin-destination district interchanges 
across the region. Five different origin districts were 
identified, and trip interchanges between these districts 
and the San Francisco central business district (CBD) 
as well as an industrial area of Oakland were investi­
gated. These two destinations are meant to generally 
represent CBD and non-CBD trips respectively. This 
district-based analysis of representative trips is in­
tended to provide only an approximate picture of mode­
choice sensitivities and does not make use of disaggre­
gate, household-level travel data. A random sample 
enumeration method that uses a considerably larger 
representative sample of areawide households could 
provide a more statistically acceptable basis for analy­
sis (1, 3). 

Potential changes in mode split for automobile, tran­
sit, and shared-ride trips for each of the strategies 
tested were analyzed parametrically. Projected shifts 
in mode split for representative trips were converted to 
an estimated range of impacts at the regional level. 
This more generalized range of impacts covers work 
trips primarily oriented toward both CBD and non-CBD 
destinations. Conversion to shifts in vehicle kilometers 
of travel and estimates of changes in air pollutant emis­
sions were made subsequently by MI'C; a preliminary 
estimate of the impact of vehicle kilometers of travel 
is given here. 

It was originally intended that the sensitivity analy­
ses described here be carried out through the use of 
elasticities and cross elasticities (6). These mathe­
matical expressions, which are deilved for a specific 
mode-split forecast and for specific zone-pair inter­
changes (or household trip records), allow one to es­
timate what the percentage change in mode split would 
be for a 1 percent change in a given service character­
istic such as travel time and travel cost. 

But, because the control strategies tested amounted 
to major proportional changes in service characteristics 
(for example, some amounted to more than a 100 per­
cent change in a component service feature such as walk­
i11g time), and because elasticities must be computed for 
each of six different mathematical models (primary 
worker and secondary worker models, each stratified 
by three income categories), it was decided to develop 
procedures to compute mode-split changes directly. This 
more direct approach was made possible because of the 
flexibility of the new MTCFCAST computer system. Ad­
ditional computer software was written that will permit 
a wide variety of additional sensitivity analyses to be 
conducted. This software is set within the UTPS 
UMODEL framework and focuses on the series of pre­
specified representative trips. 

In the past, to test major changes in particular ser­
vice variables, elasticities have been emphasized in 
sensitivity analyses of this type because of the expense 
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and difficulty of complete runs of the travel demand 
model system. Elasticities were used instead of addi­
tional model runs. However, by using the new proce­
dures developed here, it is possible to analyze mode­
split sens itivities more easily and directly in terms of 
partial model r uns (mode-split models only for repre­
sentative trips only). 

REPRESENTATIVE TRIPS 

To determine the effect on vehicle travel that might re­
sult from the various transportation control strategies 
proposed by MTC, the shift in mode split among transit, 
shared-ride, and single-driver automobile trips must 
be addressed in an efficient way. Efficiency in this case 
can be translated into the development of a set of repre­
sentative trips that reflect the effect on regional travel 
in a prototypical fashion. The prototype regional trip 
chosen in terms of travel purpose was the home-based 
work trip, which represents the travel category most 
susceptible to modal service influences and also repre­
sents the trip purpose that can potentially yield the high­
est dividends in terms of improved air quality (because 

Figure 1. Representative Bay Area 
origin and destination districts. 

of the relation between the work trip and the morning and 
evening peak traffic hours). 

To represent the region in a ~eographic sense, five 
origin districts were developed (Figu1•e 1): 

1. District 1: Larkspur, San Rafael-zones 8 
through 15; 

2. District 2: Concord, Walnut Creek-zones 96 
through 104; 

3. District 3: Berkeley-zones 125 through 132; 
4. District 4: San Leandro, Castro Valley-zones 

176 through 184; and 
5. District 5: Redwood City-zones 319 through 324. 

Two destination districts wer e developed to represent 
CBD and non-CBD t ravel (Figure 1): 

1. District 6: South Oakland-zones 156 through 161 
(non-CBD); and 

2. District 7: San Francisco-zones 382, 383, and 
417 through 437 (CBD). 

The zonal information required to compute mode 

ORIGIN DISTRICT 

DESTINATION DISTRICT 

SAN MATEO 

SAN J,OSE 
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split was developed at the district level by computing 
the weighted average of the zonal data. The network­
related data were computed on a district-to-district in­
terchange basis based on the weighted aggregation of 
zone-based highway and transit network data. All 
weighting was done on the basis of total work trips per 
zone or trip interchanges per zone pair. 

TRANSPORTATION CONTROL 
STRATEGIES 

The transportation control strategies that were tested 
and the means of representing each strategy are given 
in Table 1. 

A computer program was written to print out the pro­
ductions and attractions for each of the seven (five ori­
gin and two destination) districts for the two modes that 
relate directly to vehicle use: automobile driver and 
transit. In this case, automobile driver includes the 
drivers of the shared-ride mode as well as drive-alone 
drivers. By analyzing the modes in this way, the effect 
on the key factors that relate to air pollution and energy 
consumption (number of vehicles and vehicle type) can be 
directly determined. 

Table 1. Transportation control strategies. 

Strategy 

Limit on number of 
parking spaces 

Preferential parking for 
car pools 

Automobile-free zone 

Parking cost increases 
Limit on long-term 

parking 
Area license 
Gasoline tax 
Toll increase 
Parking cost incentive 

for car pools 
Toll reduction for car 

pools 
Additional transit service 

Bus lanes with ramp 
metering 

Paratransit alternatives 
Car-pool lanes with ramp 

metering 

Means of Representing Strategy 

Increase walking time at destination end of trip by 5, 10, and 15 min 

Increase walking time at destination end of trip by 5 min for drive-alone only 

Increase walking time by 5 min for automobile modes at destination end of trip 
for zones 419 through 423, 429, and 430 (minidistrict within San Francisco CBD) 

Increase daily parking cost by $1.00 and $2.00/d 
Increase daily parking cost by $3.00/d 

Increase automobile operating cost by 50 and 100 percent 
Increase automobile operating cost by 50 and 100 percent 
Increase bridge tolls by 100 percent 
Use shared-ride parking cost of zero and shared-ride parking cost of zero with 

drive-alone parking cost increase or $2.00/d 
Use zero bridge toll for shared ride 

Double service (halved headways) by reducing initial wait and transfer wait by 
factor of 50 percent 

Reduce transit in-vehicle times by 10, 20, and 30 percent 

Not tested because of extensive network modifications required 
Reduce highway travel time for shared-ride mode by 10, 20, and 30 percent 

Table 2. Effect of strategies on mode choice. 

Change in CBD Trips (:') Change in Non-CBD Trips (:') 

Number of Transit Shared Number of Transit 
strategy Automobiles Ridership Ride Automobiles Ridership 

Limit on number of parking spaces 
Walking time increased by 5 min -7 +23 -6 - 3 +25 
Walking time increased by 10 min -14 +47 -13 -7 +56 
Walking time increased by 15 min -22 +75 -21 - 12 +104 

Preferential parking for car pools (drive-alone walking -9 +10 14 -6 +18 
time increased by 5 min) 

Automobile-free zone (walking time for affected zones - 5 +12 -4 None None 
increased by 5 min) 

Increase In parking cost 
$1.00/d - 5 +7 +5 -3 +14 
$2.00/d - 9 +16 +6 -6 +29 

Limit on long-term parking (parking cost increase of - 13 +28 +5 -9 +47 
$3.00/d) 

Area license and gasoline tax 
Automobile operating cost increased by 50 percent - 1 +1 +1 None +2 
Automobile operating cost increased by 100 percent - 1 +2 +1 -1 +6 

Toll increase of 100 percent - 6 +11 +4 None None 
Parking cost incentive for car pools 

Zero shared-ride parking cost - 2 -1 +9 None None 
Zero shRred- ride parking cost and drive-alone 

parking cost increased by $2.00/d 
-11 +1 +24 -7 +2 

Zero toll for car pools - 1 -4 +6 None None 
Additional transit service (all headways cut in half and -16 +53 -15 -12 +94 

waiting time reduced by 50 percent) 
Bus lanes with ramp metering 

In-vehicle transit time reduced by 10 percent - 2 +4 None None +3 
In-vehicle transit time reduced by 20 percent - 3 +9 -1 -1 +8 
In-vehicle transit time reduced by 30 percent - 5 +16 -4 -1 +9 

Car-pool lanes with ramp metering 
Shared-rid9 highway travel time reduced by 10 -1 -3 +6 None -2 

percent 
Shared-ride highway travel time reduced by 20 - 2 -G +12 -1 -4 

percent 
Shared-ride highway travel time reduced by 30 -3 -8 +17 -1 -6 

percent 

Shared 
Ride 

-3 
-6 
-18 
+19 

None 

+5 
+11 
+14 

-1 
- 2 
None 

None 
+25 

None 
-11 

- 3 
-2 
None 

+3 

+4 

+13 
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Person-trip attractions and productions were also 
printed for each district, which enabled the number of 
"shared riders" to be computed by subtracting transit 
and automobile driver from total person trips. For each 
of the 13 strategies that were individually tested, a base 
case and the modified situation as well as the differences 
in productions and attractions computed for each dis­
trict arc printed. Trip interchanges among the districts 
are also printed. All results are computed by summing 
the primary and secondary work trips for all three in­
come levels . The actual equations used the number 18, 
i.e., 2 (mode choice models) x 3 (income levels) x 3 
(modes) = 18. 

The s trategies described above range in individual 
(single-strategy) effect from reducing by less tllan 1 per­
cent the number of automobiles used for work trips to 
a potential reduction in work-trip automobiles of greater 
than 20 p ercent. Under the general heading of incentives 
versus disincentives, the strategies can be categorized 
as follows: 

1. Cost increases versus cost reductions, 
2. Service improvements versus service reductions, 

and 

Figure 2. Percentage mode shift versus 
reduced availability of parking 
(increased walking time). 
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3. Car-pool incentives versus transit incentives. 

Exactly which strategy or combination of strategies 
or strategy category is eventually chosen will depend on 
a number of factors that include political and public ac­
ceptance and the degree of air quality improvement re­
quired. The purpose of this initial analysis was to point 
out the potential of each individual strategy for causing 
a shift in mode choice . 

The range of potential decreases in the number of 
work-trip automobiles attributed to each strategy is 
given in the table below: 

Reduction in Number of Work-Trip 
Automobiles (%) 

Strategy CBD Travel Non-CBD Travel 

1 
2 
3 
4 
5 
6 
7 
8 

7-22 3-12 
9 6 
3 NA 
5.9 3.5 
;;, 13 .,g 
;;, 1 0-1 .,, 0-1 
;;,6 No effect 
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Strategy 

9 
10 
11 
12 
13 
14 

Reduction in Number of Work-Trip , 
Automobiles (%) 

CBD Travel Non-CBD Travel 

2-11 
;.1 
;.16 
2-5 
Not tested 
1-3 

0-7 
No effect 
>12 
0-1 
Not tested 
0-1 

This table represents results based on the range of vari­
able modifications used in the analysis; the exact value 
for each affected variable (e.g., walking time) will, of 
course, affect the shift in mode split. The ranges dis­
played therefore represent a comparative evaluation of 
those strategies that could potentially have the greatest 
effect on automobile use. The analysis is broken down 
by CED and non-CED trip orientation to show the varying 
effect of the strategies on different parts of the region. 

For each individual transportation control strategy, 

Figure 3. Percentage mode shift versus 
increased parking cost. 
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the decrease in work-trip automobiles is reflected by an 
increase in transit or shared ride or both. Table 2 gives 
a detailed picture of the effect on each mode for each 
strategy and each policy level tested within that strategy. 

In summary, the strategies that have the highest po­
t e ntial for reducing the 11umbe1· of work-trip automobiles 
making single-driver work trips are (a) limiting the num­
ber of parking spaces, (b) increasing transit service, 
and (c) increasing parking cost. The strategies that have 
the greatest potential for increasing transit use are the 
same because the competitive position of transit is 
strengthened the most. 

The strategies that have the gr eatest potential for in­
creasing car pooling are (a) reducing shared-ride park­
ing cost and increasing the parking cost for driving 
alone, (b) reducing shared- ride havel time throu~h ex­
clus ive car-pool lanes and ramp metering, and (cJ pref­
erential parking for car pools. 

------------
,, ,, 
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COMPARISON OF STRATEGIES 

'the computer program written for these analyses has 
tb.e capability to systematically test prespecified incre­
mental sl1ifts in each control strategy (e .g., successive 
3-, 4-, or 5-ntln increases in walking time from parking 
facilities). By using this capability, it was poss ible to 
test a wider range and number of policy levels for each 
strategy beyond the specific levels for which testing was 
requested. For 9 of the 13 control strategies, these 
systematic incremental variations were examined and 
plotted in the form of a graph. Figures 2, 3, and 4 show 
the percentage c11anges in mode share obtained for each 
of the three modes and for CBD and non-CBD work trips 
for the three most promising strategies: limiting the 

Figure 4. Percentage mode shift versus reduced transit headways. 
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number of parking spaces, increasing transit service, 
and increasing parking cost. 

The nlaximum level for each control sh·ategy shown 
in Figu1·es 2, 3, and 4 was treated as an "implementa­
bility limit," defined purely for further analysis pu1·­
poses. For eight of the nine control strategies ex­
a.mined in this way, this implementability limit is on 
the order of 1. 5 to 2.0 tlmes greater thru1 the most am­
bitious policy levels tested in Table 2. The exception 
is increased parking costs, fo1• which it was felt that 
previously tested levels were probably already at maxi­
mum feasible limits. Because all of the remaining 
implementabiltty limits would pose serious implementa­
tion problems from a political standpoint, these broader 
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Table 3. Comparative index 
of effectiveness of strategies. 

Strategy 

Reduce parking availability 
Preferential parking for shared ride 
Increase parking coat 
Increase automobile operating cost 
Toll increase 
Parking cost differential 
Reduce transit headways 
Improve transit operating speed 
Shared- ride lanes and ramp metering 

feasibility ranges are estimated in a purely technical or 
engineering sense. 

By establishing judgmentally this broader theoretical 
range for each variable tested for the various con­
trol strategies, it was possible to compare them more 
consistently. These larger ranges were assumed to be 
approximately equal in terms of technical implementa­
bility, and a normalized index of potential impact was 
computed. This index reflects the percentage of change 
in mode use for an equivalent "1 percent of implementa­
bility" change in the variable being tested. This ad­
mittedly judgmental index number allows a generalized 
view of strategy effectiveness to be developed that would 
not be possible otherwise because the range of previously 
tested values for one variable may involve a 200 percent 
change (e.g., parking cost) or only a 20 percent change 
(e .g., reduction in transit ti·avel time). By normalizing 
over the implementable range, a more accurate (though 
generalized) comparison can be made. Table 3 gives 
these index values for each combination of mode and 
strategy. 

For CBD travel, the control strategy that will de­
crease single-driver automobiles to the greatest extent 
is still to reduce the number of parking spaces available 
and thereby increase walking distance and hence walking 
time for automobile drivers and passengers. The second 
most effective control strategy in reducing the number 
of single-driver automobiles for CBD travel is to im­
prove transit service by cutting transit headways. It is 
significant, however, that, because of major implemen­
tation difficulties that have emerged in the development 
of possible parking management plans for different por­
tions of the region, increasing parking cost shows much 
less potential effectiveness than was initially observed. 
The third most effective means of reducing the number 
of automobiles in the downtown area is reflected by 
either of two individual strategies: (a) providing pref­
erential parking for shared-ride vehicles or (b) improv­
ing transit service by providing preferential treatment 
for transit vehicles, which would reduce in-vehicle tran­
sit travel time. 

For non- CBD travel, the strategies that will reduce 
the number of work-trip automobiles are essentially the 
same: {a) x·educe parking, (b) impl'Ove transit service· 
by decreasing headways, (c) provide a preferential park­
ing cost for shared ride, and (d) provide preferential 
parking locations for shared-ride vehicles. 

RESULTS FOR COMBINATION 
STRATEGY TESTS 

Four combination strategies were developed and tested 
for their effectiveness in terms of realizing potential 
mode shifts and hence reductions in vehicle kilometers 
of travel in the region. The four combination transpor­
tation control strategies are given in Table 4. Table 5 
indicates the relative change in mode use that could re­
sult from each of these combination strategies. 
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CBD-Oriented Work Trips Non-CBD-Oriented Work Trips 

Automobile Shared Automobile Shared 
Driver Transit Ride Driver Transit Ride 

-0.38 +1.60 -0.33 -0.30 +2.50 -0.24 
-0.18 +0.20 +0.24 -0.13 +0.34 +0.42 
-0.14 +0.27 +0.06 -0.08 +0.46 +0.14 
-0.01 +0.06 +0.05 -0.02 +0.09 +0.04 
-0.19 +0.18 +0.03 
-0.13 +0.13 +0.35 -0.15 +0.38 +0.51 
-0.32 +1.05 -0.29 -0.20 +1.50 - 0.28 
-0.18 +0.30 -0.11 -0.03 +0.20 -0.02 
-0.06 -0.20 +0.41 -0.03 -0 .15 +0.39 

The four strategies were developed to represent a 
generally realistic set of transportation control options. 
Results given in Table 5 suggest that the option that com­
bines factors of both travel time and cost has an expected 
cumulative effect in terms of reducing the number of 
automobiles. That is, the reduction in single-driver 
automobiles for the time-and-cost option is very nearly 
the sum of the reductions in the number of automobiles 
for the strategies that emphasize travel time and cost. 
This additive relation does not hold, however, for tran­
sit ridership or for car pooling. Significantly higher in­
creases in car pooling could be achieved under strategy 
3, whereas increases in transit ridership under this 
strategy are only slightly greater than those obtained 
under the travel-time strategy alone. 

Table 5 also indicates that very little if any improve­
ment results for CBD-oriented trips from implementing 
the maximum-effort strategy versus the combination 
time-'and-cost strategy. This suggests that the assumed 
policy levels that go into the time-and-cost transporta­
tion control strategy already realize the upper limit on 
mode-split shifts that can be expected for CBD-oriented 
travel. For non-CBD trips, however, the maximum 
effort does realize greater decreases in the number of 
automobiles than does the combination time-and-cost 
control strategy, which indicates that room still exists 
for further reduction in vehicle travel to non-CBD areas 
perhaps beyond that achieved by the time-and-cost and 
maximum-effort strategies. 

For CBD travel, a reduction of 27 percent in the 
number of automobiles used for the work trip could po­
tentially be accomplished by a realistic transportation 
control strategy that involved both time and cost factors. 
In terms of impact on total regional travel, it has been 
found that the work trip accounts for approximately 23 
percent of the total trips made in the region but involves 
approximately 33 percent of the vehicle kilometers of 
travel. Specifically, the CBD work trip represents about 
15 percent of total work trips. Therefore, a 27 percent 
reduction in the number of automobiles for CBD-oriented 
work trips would result in a commensurate decrease of 
1 percent in regional vehicle kilometers of travel. If 
similar computational logic is used for the non-CBD­
oriented work trip, a reduction in regional vehicle kilo­
meters of travel of 2. 5 percent could potentially be 
realized. 

Therefore, transportation control strategies aimed 
at the work trip, which is, of course, a primary target 
for such control measures, could realize a total poten­
tial decrease in regional vehicle kilometers of travel 
of approximately 3. 5 percent. This impact is applica­
ble for a combined control strategy that involves both 
time and cost factors over what is considered to be ini­
tially a relatively realistic range of control. Greater 
decreases in vehicle kilometers of travel may be real­
ized by developing other combination strategies based 
on the sensitivity analyses (and further sensitivity analy­
sis capabilities) developed in the project. 
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Table 4. Combination transportation control strategies. 

Strategy Type Combination of Measures 

Travel time Increase drive-alone travel time by 20 percent 
Decrease transit in-vehicle time by 10 percent 
Decrease shared-ride travel time by 10 percent 

Trove! cost 

Increase walking time at destlnat\pn for drive alone by 200 percent 
Reduce inlttal lr-ansCe r and transit wait tlme by 10 percent 
Increase drive- alone parking cost by $1.00/d 
Decrease shared-ride parking cost by 80 percent 
Reduce shared- ride toll cost to zero 
Increase drive-alone toll by 150 percent 

3 
4 

Time and cost 
Maximum effort 

Combine all policy levels used In strategies 1 and 2 
Decrease transit in-vehicle travel time by 20 percent 
Decrease shared-ride travel time by 20 percent 
Increase drive-alone travel time by 20 percent 
Jncrelllle walking lime al destination for drive alone by 500 percent 
Decrease Initial and transfer t1•ansit wa~tlng lime by 20 percc-nt 
Decrease shared-ride parking cost by 80 pe1·cent and lncren$e drive-alone parking cost by $2.00 
noduce ~hared-ride toll to zero 
Increase drive-alone toll to $2 .00 

Table 5. Potential effect of 
Change In CBD Trips (:f,) Change in Non-CBD Trips (:f,) 

combination strategies on 
mode choice. Combination Number of Transit Shared Number of Transit Shared 

Strategy Automobiles Ridership Ride Automobiles Ridership Ride 

Travel time -14 +22 
Travel cost -13 +11 
Time and cost -27 +25 
Maximum effort -27 +28 

The transportation control strategies examined here 
will, of course, also have some impact on nonwork 
travel. Though nonwork travel was not examined ex­
plicitly in the study, other work (1) suggests that those 
policies that tend to reduce the number of single-driver 
work trips also tend to increase the number of nonwork 
trips. In the short run, at least, this is because the 
automobile normally used for the single-driver work 
trip (for those who shift to transit or car pooling) is now 
available at home for use by otJ1e1· family membe1·s. 
These other family members tend to make additional 
discretionary or nonwork trips. 

For example, in Washington, D.C. (1), it was found 
that a daily parking cost increase of $ 31>0 would reduce 
the number of drive-alone work trips by 15.6 percent 
and the number of work-trip vehicle kilometers by 10.2 
percent. However, nonwork vehicle kilometers would 
increase by 2. 3 percent for a combined net impact on 
total vehicle-kilometer reductions of 2. 5 percent. Sim­
ilar balancing impacts might be expected in other urban 
areas so that the 3. 5 percent reduction in Bay Area re­
gional vehicle kilometers of travel because of work-trip 
mode shifts might be offset somewhat by accompanying 
increases in nonwork travel. 

CONCLUSIONS 

Several general conclusions can be drawn from these 
analyses: 

1. Although the various transportation control strat­
egies examined here, either singly or in combination, 
could reduce the number of automobiles used for work 
trips by about 20 percent or more, the potential impact 
on total regional vehicle kilometers of travel is con­
siderably lower-perhaps a 5 percent reduction or less. 
This is consistent with the findings of other studies. 

2. The most promising single transportation control 
strategy involves limiting the number of close-in parking 
spaces available fo1· work trips at both CBD and non-CBD 
destinations. Such a strategy could significantly in­
crease peak-hour transit ridership although, without 

+14 -5 +19 +14 
+20 -3 +10 +12 
+42 -9 +32 +24 
+39 - 18 +68 +48 

selective treatment for car pooling, car pooling might 
also be reduced. 

3. The second most promising single transportation 
control strategy involves additional improvements in 
transit service, which are reflected in major reductions 
in waiting time. For significant impact, such a strategy 
would call for major capital and operating investments 
in additional transit equipment, labor, and operating 
schedules. 

4. Although increased parking cost also shows sig­
nificant potential for inducing mode shifts, the levels of 
increase necessary to achieve a major impact on work 
trips appear to face serious difficulties of implementa­
tion. When these difficulties are considered, this con­
trol strategy appears to be of less potential effectiveness. 

5. An upper limit on potential mode-shift impact for 
CBD work trips for various combination transportation 
control strategies may lie in the area of 25 to 27 per­
cent reduction in single-driver automobile use. For 
non-CBD work trips, the existence of such an upper 
limit is less clear; it could exceed an 18 to 20 percent 
reduction in single-driver automobile use. 

6. A series of representative CBD and non-CBD 
work trips does provide an efficient method fo:r analyz­
ing the sensitivity of a wide range of transportation con­
trol strategies. Emphasizing work-trip analysis ap­
pears to be an adequate means for drawing general con­
clusions regarding the impact on overall regional travel 
and potential reductions in vehicle kilometers of travel. 

7. The additional computer software developed in 
association with the UTPS UMODEL program provides 
considerable flexibility for further sensitivity analyses 
and permits a wide variety of combination control strat­
egies to be tested. This software has been incorporated 
in the MTC travel demand forecasting system. 
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Evaluation of Road and Transit 
System Requirements for Alternative 
Urban Forms 
R. G. Rice, Department of Civil Engineering, University of Toronto 

Research was performed for the purpose of evaluating the road and 
transit system requirements of a range of cities that have different 
density and spatial patterns and thereby assessing the effects of varying 
urban forms on transportation investment and service measures. The 
assessment is conducted in the context of a proposed policy evaluation 
framework that uses the end-state transportation and land-use plan for 
policy guidance and the time stream of benefits and costs as the object 
of evaluation. For the analysis of the transportation implications of a 
number of urban forms, a two-mode network generation model is de­
veloped and applied to six hypothetical city types of 2 million popula­
tion. The comparison of the transportation requirements for these urban 
forms indicates a range of transit use among the city types of from B to 
34 percent and wide differences in the need for high-capacity service 
routes. In terms of person hours of travel and mean trip length, the 
multicentered city in particular and the centrally oriented cities in gen­
eral have the lowest requirements. These conclusions have important 
implications for the use of horizon-year transportation and land-use 
plans within the proposed framework of dynamic evaluation. 

The current emphasis in urban planning on a more com­
prehensive and open process and an orientation to 
strategic choices among a wider range of alternative 
policies has placed new demands on the transportation 
planner. In spite of the ability of the transportation 
planner to simulate travel demands on a complex 
multimodal network, there is a notable lack of success 
in responding to currently relevant planning issues and 
alternatives. In general, existing transportation plan­
ning models are expensive and cumbersome to use and 

difficult to interpret, and their attention to the detail 
of system performance is too restrictive in scope (1, 2 ). 

Perhaps the best way to exemplify the deficiencies -
of current transportation modeling is to define a com­
prehensive three-level hierarchical structure of the 
planning process against which present achievements 
can be compared (~ i)· The three components of the 
structure are defined as follows: 

1. Policy planning-Policy planning is a political 
exercise concerned with the broad issues of urban de­
velopment and the authority and constraints relating to 
the resolution of these issues within a public forum. 
This process provides the contextual setting within 
within which transportation system alternatives may 
then be assessed. 

2. Systems planning-For transportation planners, 
this process is concerned with the analysis and evalua­
tion of multimodal networks that consist of major 
transportation facilities and associated terminals from 
the point of view of location, operation, and regulation. 

3. Project planning and programming-The third 
level of the structure involves those activities required 
to design and implement a particular component or link 
of the system plan and includes engineering design, 
right-of-way acquisition, and capital programming and 
budgeting. 
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The recent primary efforts of the transportation re­
searcher have been to refine the planning model pro­
grams and packages available at the second level, 
presumably to improve the reliability of the model out­
put for subsequent use in design at the third level. As 
a consequence, the linkage between the second and 
third level is very satisfactory, but the linkage upward 
to the highest level is almost totally neglected. Trans­
portation system models are unresponsive to policy 
issues that relate to alternatives for land-use develop­
ment, environmental and socioeconomic impacts, energy 
consumption, and effects of income distribution. This 
results in a relation between policy and systems plan­
ning that tends to be so ad hoc that systems planning 
often completely fails to reflect political and public 
views. 

In summary, there is a need for analytical proce­
dures or models at the policy planning level that can 
both provide a set of appropriate constraints for input 
to the systems planning process and in return accept 
corresponding system performance measures. Such a 
policy model would have to be easy to use and interpret, 
have the ability to accept a comprehensive set of de­
velopment alternatives, and be capable of estimating a 
broad set of interrelated measures and indicators. 

It is the purpose of this paper to describe a proposed 
framework for policy planning and to present a series 
of analyses that represent an important initial com­
ponent of this framework. The paper also briefly de­
fines the proposed framework in abstract terms and 
then describes a numerical experiment to assess the 
effects of varying urban forms on transportation in­
vestment and service requirements. Finally, the 
relevance of the experiment to the policy framework 
is discussed. 

PROPOSED FRAMEWORK 

One of the essential differences between the policy 
planning and systems planning levels of the hierarchical 
structure already defined is the relevant time dimen­
sion. Although the transportation planner is concerned 
with a 20- to 25-year planning horizon, political 
decision makers at the policy level are primarily in­
terested in short-term issues. The task of the urban 
transportation planner, then, might be defined as that 
of providing technical advice on short-range problems 
in such a way that consistency is maintained with re­
gard to long-range intentions. Somehow the planner 
must understand the relation between immediate choices 
and evolving end-state alternatives. This relation then 
becomes a central element in establishing an appro­
priate linkage between policy and systems planning and 
a central element of the policy framework to be pro­
posed. 

A second characteristic that influences the proposed 
framework has to do with the approach the transporta­
tion planner follows in determining the most appropriate 
end-state plan. Typically, a static comparison is made 
of a series of horizon-year plans, and a "best" plan is 
chosen on the basis of the accommodation of future 
travel demand at an acceptable level of service. This 
is a rather limited perspective, however, since the 
interrelationship between transportation service and 
land use (an important policy issue) is a very dynamic 
one. Whether particular route links are built early or 
late in the planning period has much to do with the 
location and rate of urban growth, and whether the im­
provement of the road network is emphasized before 
or after the transit system is completed influences both 
travel demand and automobile ownership levels as well 
as location of residence and employment. 

The implications for both policy and systems plan­
ning, then, lie in the requirement for a process that 
makes the time stream of benefits and costs rather 
than the end-state condition achieved the object of 
evaluation (5, 6, 7). The end-state tr ansportation plan 
may serve as a general policy guide, but it is evaluated 
only in the light of the sequence of actions that it takes 
to achieve that state (if, in fact, the state is achievable 
or feasible). 

Interestingly enough, this need for a dynamic evalua­
tion structure parallels and satisfies the first require­
ment for a linkage between short-range decisions and 
long-range alternatives (1). To define this proposed 
structure or framework, let us assume initially that a 
statement of objectives is available so that the basis 
for the policy evaluation structure is given. These 
objectives may be translated into a list of measures of 
effectiveness that may be defined as x1, where i is an 
index i = 1, 2, ... , r. Since the time stream of these r 
measures is of central interest, a vector :xt must be 
defined at any time t: 

x' = (xl) i=l,2, ... , r 

and a matrix X must be defined for the full planning 
period: 

X = (x!) i = 1,2, ... , r and t = 1,2, . .. , T 

[ 

1 2 1'] X1 . X1 • • ' · ' ·' · ~1 

- ~! .. ·.. : 
- : ·.. : . · .. 

~+ .. .. .... :: ~; 

(! ) 

(2) 

In essence, this matrix becomes the focus for the 
dynamic policy evaluation process . It is perhaps of 
some value at this point to compare this evaluation 
base with that typically used by transportation plan­
ners. Existing systems procedures that relate to both 
modeling and evaluation are concerned with the end­
state condition: 

(3) 

and the comparison of the estimated measures of per­
formance for a number of these conditions: xr; X1 '~ xr"', 
and so on. These alternatives might represent a road­
oriented network, a rail transit-oriented network, and 
a surface transit-oriented network, and the measures 
of effectiveness (x1) might be average travel time by 
mode and socioeconomic group, average travel cost, 
and volume-capacity ratios by link. These measures 
are estimated as a function of socioeconomic variables, 
travel behavior parameters, and transportation system 
characteristics at time T, in accordance with the 
calibration of an identical function at the existing point 
in time. 

The proposal for a policy evaluation process, on the 
other hand, requires that the full X matrix be estimated 
and evaluated . Since the number of measures of ef­
fectiveness may be expected to be greater, reflecting 
the increased scope of policy issues, the requirements 
for modeling will be both different and more demanding 
than those described for systems planning. Not only 
is it necessary to relate the performance and impact 



measures to socioeconomic factors, travel behavior, 
and transportation system variables but also the rela­
t ions between the dependent measures , or Xt' S (such as 
transportation service and land-use change) become 
very important. Thus , consideration of the require­
ments of t he policy planning l evel in the hierarchical 
structure proposed above results in more than a simple 
extension of the techniques currently available at the 
systems planning level. Although the primary dif­
ference has to do with the incorporation of the time 
dimension, the implications of this change for both the 
type of for ecasting model and the mode ol application 
of the model are obviously substantial. 

In summary, policy planning is very much an 
exercise in evaluating alternative paths· or time se­
quences of actions that lead to a desirable end-state 
condition. From an efficiency point of view, it is likely 
that the evaluation of planning actions through time will 
still require the definition of an end-state or boundary 
condition. As Rice and Nowlan (!, p. 102) have ob­
served, 

It will always be computationa lly cf'ticient to pre-select one o r more 
specific terminal -year structural configu rations, so that feasible paths of 
urban change will have a beginning point in the present structure and a 
terminal point or points in the pre-determined terminal-year slructure . 
It is in general possib le t o optimize an objective function without spec i­
fying a terminal-year structure, bu'! the increased compu tation . .. makes 
the exercise much messier. More Importantly, however, lhe terminal­
year structure, because it functions both as legacy and target, is inter­
esting in its own right and worthy of separate ·analysis. 

It is the pr imary pui·pose of t he following s ection of 
this paper to initiate this type of s eparat e analysis by 
assessing the two-mode t ransportation s ervice and 
inves tment r equirements ol a s eries oI alternative 
static terminal-year urban development conditions. 
This is very much a policy planning exercise since 
the terminal-year or end-state structure comes very 
close to r epresenting a "policy statement." No attempt 
is made here 'to assess alternative plans or sequences 
of actions that would achieve this policy statement or 
target conf iguration (6) . Instead, an approach for defin­
ing the general implications of alternative policy states 
is described (!, p. 103); 

Its purpose would be to make numerically specif ic the rather vague no­
tions of pol Icy that are part of current politics. Thus, di ffe rent pol icy 
positions cou ld be specif ied In quanti tative t erms. Such competing con­
cepts as inten~i fied central business district development versus nodal 
business district development, denser suburban populations versus sta­
bilization at present densit ies, public transit transportation modes versus 
expressway development may all be defined by means of feasible 
terminal-year positions. 

RESEARCH PROCEDURE AND ANALYSIS 

The objective of the r es earch described here is to define 
the notion of policy alternatives in ter ms of their trans­
portation and land-use implicat ions : That is, how might 
we determine the most effective c ombinations of road 
and transit systems to serve a defined number of cities 
that have different density and spatial patterns? Given 
t he perspective offe r ed in the liter ature (~ ~. it is ap­
parent that any effort in this area s hould allow first for 
full modal interdependence, permitting s hifts in travel 
mode with changes in land-use and socioeconomic char­
acteristics as well as transportation level of service, 
and second for a greater number and broader type of 
output indic ator s. In ess ence, t he estimation of modal 
travel demands for each ur ban for m must be sensitive 
to both the level of service supplied and the space- and 
density-related pattern of land-use activities. To per­
mit the investigation of transportation system charac -
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teristics for a range of urban patterns, there is a strong 
need for an analytical base that allows for the com­
parison of transportation measures between land-use 
plans. That is, the procedure for developing the trans­
portation network and mode combination for each urban 
form must be consistent and not unduly bias any partic -
ular city patterns. This, in fact, is the central issue of 
the research procedure. 

The description of the research method and results 
has been divided into three separate stages: The first 
deals with the definition of the range of hypothetical 
urban forms and the estimation of basic peak-hour travel 
demands, the second with the generation of optimal 
two-mode transportation networks to accommodate the 
estimated travel demands in each city, and the third 
with the comparative analysis of transportation system 
requirements by type of city. 

Definition of Urban Form and Travel 
Demand Estimation 

Because of the complexities associated with transporta­
tion and land-use interrelationships, hypothetical rather 
than actual urban forms were generated for testing in the 
research project. This process was quite complex and 
has been described in detail elsewhere (8, 9). Very 
simply, it was necessary that the range oChypothetical 
city types be defined so that they resulted in a signif­
icantly broad range of transportation conditions. In 
total, population and employment characteristics were 
developed for six different urban forms of 2 million 
population : (a} cent r a l core, (b) homogeneous (uniform 
density), (c ) multicente red, (d) radial cor r idor, (e ) 
linear, and (f) satellite. These forms were developed 
through the application of a series of realistic and 
empirically derived constraints on density variation, 
socioeconomic characteristics, and relative population 
and employment location. The six urban forms are 
shown in Figure 1, and their summary characteristics 
are given in 'l'able 1. 

Definition of the characteristics of urban form made 
it possible to es timate t ravel demands by trip purpose. 
The demand estimation procedure involved the use of 
the conventional four-stage process of applying zonal 
trip generation and attraction equations and the gravity 
model to produce origin-destination trip mati·ixes for 
each of the six urban forms. To permit the develop­
ment and use of unique functions of travel impedance 
for each city type, reference was made to previous 
research that related the distribution of work oppor­
tunities to average trip length (10). 

Finally, work-trip origin-destination matrixes were 
assigned to spider networks for each type of city. The 
rest of the analysis of the transportation implications 
of urban forms was restricted to the work trip on the 
basis that this trip purpose set the condition for the 
design of the transportation networks. The results of 
the spider, or desire-line, assignments for the work 
trip are given in Table 2. The advantage of the desire­
line assignment is that the volume flow condition that 
has been estimated is not constrained by the form or 
characteristics (capacity and mode) of the spider network 
(Figure 2). It therefore provides a relatively objective 
and consistent base for deriving more comprehensive 
two-mode transportation networks. 

Generation of Two-Mode Network 

As indicated earlier, the critical phase of the research 
requires that a procedure be developed for generating a 
unique, two-mode, capacity-restrained transportation 
network for each city type to permit a realistic and 
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'-lnbiased compru·ison of mode performance for the six 
-urban forms . rn basic terms, this procedure is de­
pendent on a definition of modal balance, which might be 
stated as the condition in which both mode subsystems 
are used effectively in and of themselves and in such 

a manner as to produce collectively optimal total sys­
tem performance. 

The network generation procedUl·e that was applied 
is a two-stage heUI·istic process that depends on an 
initial division of modal service for each netwo1·k link 
(the supply equilibrium cycle) and the refinement of 
modal volumes in accordance with mode and route 
choice (the demand equilibrium cycle). This procedure 
is described in Figu.re 3 in the form of a flow chart. 

Figure 1. Six selected urban forms. 

central core homogeneous 

multicentered 

1 11111~1 11 11 11 1111111111111 1 
linear 

Table 1. General characteristics of urban forms. 

Developed 
Desig- Area 

Urban Form nation Employment (km') 

Central lA 800 000 1240 
Homogeneous lB 803 000 2190 
Multicentered 2 804 700 1240 
Radial corridor 3 802 200 1045 
Linear 4 803 000 1270 
Satellite 5 800 300 1140 

Notes: 1 km2 = 0.386 mile2. 

All urban forms are for population of 2 million. 

Table 2. Desire-line assignment. 

Total Trips 

Total Average Number Average 
Length of Length of Volume 

Urban Network of Links Two-Way per 
Form (km) (km) Links Link 

lA 602.2 5.8 104 32 710 
lB 739.8 6.7 108 31 360 
2 610.2 5.1 120 29 390 
3 463.8 5.6 82 50 800 
4 604.2 5.3 114 37 970 
5 955.2 7.8 122 30 520 

Notes: 1 km ~ 0.62 mile. 
For the desire-line analysis, a speed of 95 km/h (60 mph) was assumed. 

Gross 
Population 
Density 

The supply equilibrium phase starts with the desire­
line volumes from the spider assignmAnt for each type 
of city and defines an initial two-mode transportation 
network that can accommodate the expected demand . 

• • 

satellite • 
Average Average 
Net Number Number of 
Residential of Persons per 
Density Dwelling Dwelling 

(persons/km') (persons/km') Units Unit 

1610 11 200 565 300 3.54 
910 5 200 534 300 3.74 

1610 12 000 567 000 3.52 
1920 13 200 567 000 3.52 
1580 11 500 566 100 3.54 
1760 12 600 567 300 3.53 

Work Trips 

Maxi- Average Maxi-
mum Total Total Volume mum Total Total 
Link Person Person per Link Person Person 
Volume Kilometers Hours Link Volume Kilometers Hours 

104 500 32 880 000 342 470 5465 34 600 5 440 000 56 700 
103 000 43 250 000 450 230 4900 24 000 6 640 000 69 200 

80 100 32 530 000 338 000 4270 21 000 4 670 000 48 600 
170 500 37 920 000 395 000 8530 47 100 5 970 000 62 200 
169 000 41 650 000 433 760 6470 57 300 7 060 000 73 500 
107 300 48 540 000 505 640 5130 28 800 9 180 000 95 700 



Figure 2. Spider network for satellite city. 
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This was achieved by first designing a base road net­
work with four possible link types in such a way that it 
would just carry the estimated desire-line volumes. 
Modifications were then made to this initial feasible 
solution by substituting one of eight levels of transit ser­
vice on a link-by-link basis so that a trade-off function 
between the consumption of space for the transportation 
facilities and user travel time was always satisfied. 
This was achieved by calculating the ratio of the change 
in travel time to the change in transportation facility 
space for each feasible transit substitution per link. 
The transit service for which this benefit ratio was 
closest to the mean value of the ratios for all feasible 
substitutions for the link was chosen for implementa­
tion. This, in effect, means that the trade-off is 
directly related to total link volume and higher volumes 
are more willing to accept larger increases in travel 
time per unit of facility space gained. This seemed 
plausible, and a testing of the decision rule indicated 
that higher capacity transit service does replace road 
capacity on high-volume links. 

It is obvious that the introduction of transit service 
will have a substantial effect on both mode and route 
choice. It was necessary, therefore, to reestimate 
modal split and trip assignment after the initial round 
of transit substitution. When this was done, however, 
it was found that the new routes selected took advantage 
of the links with the higher level of service so that 
there was a natural aggregation of trip movements into 
specific modal corridors. In a similar manner, other 
links were deleted in trip volume; this modified the ser­
vice available on these links in the next round of transit 



20 

service substitution . In an iterative sequence, then, a 
process of network rationalization takes place that in­
volves both the route and mode choices of the traveler 
so that natural corridors of travel demand build up in 
accordance with network geometry and demand orienta­
tion (11). 

Theprocess of network rationalization is most easily 
demonstrated by the diagrams shown in Figures 4 and 
5, which represent the results for the road and transit 
networks of city type lA (central core) for three phases 
of the iterative supply cycle. These figures represent 
only the high-capacity links in the modal networks , but 
it is apparent that the road network expands and the 
transit network contracts. This is obviously a function 
of the modal-split submode!, but this phenomenon did 
occur for all six urban forms. 

The supply equilibrium cycle was repeated until no 
further changes were required in each of the modal net­
work links to accommodate the travel volumes estimated 
in the previous iteration of the cycle. It should be 
noted that the trip-assignment component of the supply 
cycle is a free or desire-line assignment because the 
objective of the network synthesis is to develop a 
natural expression of the required transportation sys­
tem . In other words , network rationalization must be 

Figure 4. Transitional sequence for road network for 
central·core city . 

Phase 1 

Phase 2 

Phase 3 

multi-lane expway. 

3,4,&5-lane expway. 

3 & 4-lane arterial 

Table 3. Final characteristics of travel 
demand by urban form. 

Output Measure 

Total s ystem 
Total work trips 
Person hours 
Mean trip length, min 
Percentage transit 

Road network 
Work trips 
Percentage on eiqires sway 
Trip length, min 

Mean 
Standard deviation 

Transit network 
Work trips 
Percentage on rail 
Trip length, min 

Mean 
standard deviation 

unconstrained by physical limitations; modal capacity 
is simply provided in accordance with traveler demand. 
This resulted, therefore, in the need for the demand 
equilibrium cycle, which reestimates modal split and 
route assignment in an iterative sequence under as­
sumptions of capacity-restrained flow on all links. This 
cycle is also indicated in the flow diagram shown in 
Figure 3 and completes the procedure of network gen­
eration. 

Compai·attve Analysis 

The results of the procedure of network generation are 
most easily demonsh·ated by the total system output 
rneasui·es given in Table 3 (the :x;:' vect or s defined pre­
viously). The differ ences in travel conditions for the 
six cities are obviously quite significant. For two cities 
(the homogeneous and the multicentered), no rail transit 
links were generated. For both total person hours and 
mean trip length, urban forms lA, lB, and 2 have lower 
conditions than the other three forms. This is not a 
function of mode use because modal split varies from 8 
to 34 percent and this variation occurs in both groups 
of cities. 

The comparison of mode use for the r ange of cities 

Figure 5. Transitional sequence for transit network 
for central-core city. 

Phase 1 

Phase 2 

··? 

~ 
Phase 3 

\. .. . rail I I I I I I 

60-20 bus/hr. I -.:~ 

30 bus/hr. ----

Urban Form 

lA lB 3 4 

346 500 341 380 326 900 334 700 375 100 387 950 
7.0ox10• 7.71x10 4 5.00 x 10 4 9.65 x 10 4 9.51 x 10 4 17.14 x 10 4 

11.68 13.1 9.07 17.01 14.49 26.0 
18.2 8.0 10 .3 33.8 19 .9 8.0 

293 100 313 900 293 500 221 200 300 350 357 950 
63 55 59 85 75 90 

11.78 12.16 8.30 17.2 13 . 58 26.66 
10 .88 7.64 4.99 18.8 12. 54 40 .8 

53 400 27 480 33 400 113 500 74 750 30 550 
30 0 0 51 37 26 

11 .22 24.06 15.82 16.62 18.82 18.39 
8.27 11.02 8.98 13.16 13.94 18.34 



is shown in Figures 6 and 7. The percentage of trips 
that use transit corresponds closely with the number 
of train kilometers supplied except in the case of the 
satellite city where the existence of rail transit has 
little effect on the use of public transit. With regard 
to the percentage of person hours on high-speed service 
links (expressway and rail), the two corridor cities 
(3 and 4) and the satellite city (5) depend most on facili­
ties that have high levels of service, as would be ex­
pected. Although the cost of transportation investment 
has not been estimated directly, it is possible to form 
some general conclusions on capital costs from the 
amount of high-service facilities required in each of 
the six city types. The two corridor plans and the 
satellite plan are dependent on high-service facilities 
for both modes and hence will require high capital in­
vestment. The satellite plan easily claims the position 
of the most expensive form even though its rail service 
requirements are not the largest. The radial-corridor 
plan is likely to be the cheapest of the corridor plans. 
The remaining three cities (central core, homogeneous, 
and multicentered) require the lowest transportation 
investment; the multicentered city requires the absolute 
minimum. 

Finally, in order to measure the relative efficiencies 
of the high-service links in the modal networks, inter­
city comparisons were made between person hours per 
expressway lane kilometer and person hours per rail 
transit train kilometer. For expressway efficiency, the 
satellite city ranked highest, and the multicentered city 
and the linear city performed rather poorly. For rail 
transit, however, the networks of the radial-corridor 

Figure 6. Use of automobile mode and expressway. 
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Figure 7. Use of transit mode and rail transit. 
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city and the linear city performed well and those of the 
satellite city very poorly. With regard to the efficiency 
of the total networks, including all link types, it may 
generally be concluded that it is more difficult to achieve 
an efficient transit network than it is to achieve an ef­
ficient road network. The satellite form is the primary 
example of this disparity, but it is demonstrated in the 
other urban forms as well. In terms of overall ef­
ficiency, the radial-corridor city rates best overall. 
This might be expected, but the fact that the homogeneous 
city ranks second certainly is not. Even though the 
homogeneous city has minimal transit service, what is 
available is effectively used. 

CONCLUSIONS 

This paper has been concerned with refining the trans­
portation planning process so that short-term policy 
issues might be incorporated more effectively. As part 
of the proposed framework of dynamic policy evaluation, 
an assessment of the importance and relevance of trans­
portation and land-use alternatives was undertaken. 
Conclusions that relate to the framework and the static 
analysis can be summarized as follows: 

1. Given the wide range of transportation service 
and investment requirements that resulted from the dif­
ferent urban forms, the horizon-year policy states are 
definitely essential inputs to the proposed dynamic 
evaluation framework. From this analysis, it would 
appear that their use within the framework will prob­
ably improve the computational efficiency of the method 
of selecting optimal time paths or plans for improve­
ments through time, which is aimed at achieving the 
selected end-state condition. 

2. The transportation requirements of any particular 
urban form are uniquely defined. The average work­
trip lengths for the six cities that were analyzed dif­
fered by a factor of almost three. Also, the investment 
cost implications would appear to indicate the relative 
inexpensiveness of the centrally oriented city types 
(central core, homogeneous, and multicentered) rela­
tive to the two corridor plans and the satellite plan . 
This conclusion is verified by the requirement for a 
large percentage of high-service links in the satellite 
cities. This conclusion generally supports similar re­
search by Balkus (12) but runs counter to the conclusions 
of Zupan (13) and Hemmens (14). With regard to specific 
urban forms, the research results are confirmed by 
Voorhees, Barnes, and Coleman (15), who conclude 
that the existence of subcenters reduces average trip 
lengths, but conflict with Jamieson and others (16), 
who contend that the linear form rather than theradial­
corridor plan is most efficient. With regard to the 
Metropolitan Toronto Transportation Plan Review (17), 
the research supports the contention that a nucleated 
pattern is preferable to a single-core plan in terms of 
all transportation measures. 

3. With regard to the effect that alternative urban 
forms have on specific modal requirements and use, the 
analyses indicate that substantial variability in mode 
use (8 to 34 percent for transit) may be expected among 
the six city types. In addition, the submode balance 
(rail-bus and expressway-arterial) is also dramatically 
different: Two urban forms-homogeneous and multi­
centered-have no rail service at all. 

4. The implications of the modal differences for the 
urban forms may also be used to indicate differences in 
user travel costs and facility investment costs. Using 
either average trip length or number of person hours of 
travel as a proxy for user costs results in the following 
ordering of city types: multicentered, central core, 
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homogeneous, linear, radial corridor, and satellite. 
Using lane kilometers of high-service facilities as a 
measure of investment cost results in the same order­
ing from low to high cost for the first three urban 
forms and a reversal in order for the linear and radial­
corr idor plan in the last t hree c iti.es. The cons idera­
tion of transportation efficiency (output per unit of input, 
such as person hours per lane kilometer or per bus kilo­
meter) is even more instructive, resulting in the choice 
of the radial-corridor plan as the most efficient plan in 
the use of capital funds, followed by the homogeneous 
and the multicentered forms. 

The research results described here are preliminary 
in several respects. First, a number of internal modi­
fications and checks should be applied to the transporta­
tion modeling procedure. These include the incorpora­
tion of transportation investment and user cost functions, 
the empirical verification of results, the inclusion of 
new transportation systems, and the application of the 
model procedure to cities of different population sizes. 
The most important direction, however, has to do with 
the further elaboration of the proposed policy evaluation 
framework and the construction of a policy model that 
will permit the evaluation of the most efficient path of 
investment over time in such a way that a desirable 
end-state plan may be achieved. Only in this way will 
the transportation system plan be relevant to policy 
issues. 
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Modelers, Muddlers, and Multitudes: 
Establishing a Balanced 
Transportation Planning Process 
Michael A. Goldberg, Faculty of Commerce and Business Administration, University 

of British Columbia 

Urban model builders and policy makers are turning toward a more flex· 
ible approach to planning and implementing urban transportation invest· 
ments. This paper seeks to extend these recent efforts in unexplored 
planning processes to enable the newly emerging transportation planning 
process to better cope with the uncertainties of complex urban and re· 
gional systems. The discussion is conceptual and builds on current liter­
ature and trends. Diagrammatic representation of "old" and "new" ap· 
proaches to transportation planning are set out to clarify the nature of 
the emerging processes. The paper concludes that the trend away from 
highly structured analytical methods of planning toward more synthetic 
and open-ended approaches is worthwhile but should not be overdone. 
What is most needed is a delicate balance between rigorous analytic tech· 
niques and less rigorous synthetic and qualitative ones. It is through such 
balance that technicians (analysts) will work closely with politicians and 
other policy makers (synthesists) to provide flexible, responsive, and 
carefully thought-out urban transportation planning. 

As the inherent uncertainty of our various environments 
has made itself apparent (often painfully so), planning 
interventions into these environments have become in­
creasingly flexible and open-ended to accommodate the 
unpredictable. There are many combinations of exist­
ing, extinct, or innovative configurations of land use 
and transportation to cushion such uncertainties. The 
techniques available for identifying, choosing, and im­
plementing suitable combinations are also many. But 
technical knowledge is not sufficient. What is needed 
is a planning process appropriate to an uncertain and 
dynamic urban environment. 

Significant strides have recently been made toward 
developing planning processes capable of handling the 
multidimensional complexity of urban systems. The 
emergence of such processes has been particularly 
noteworthy in transportation planning, which is the 
focus of this paper. A report from a recent Philadel­
phia workshop on communication among planning pro­
fessionals and researchers explored the differences 
between this emerging transportation planning process 
and more traditional approaches (!., p. 6): 

The "old" process in this somewhat overdrawn dichotomy can b11 de· 
scribed as long range, comprehensive, top-down, end state, closed op· 
tion planning, based on the engineer-architectonic approach that requires 
a detailed, fixed end product from which everything else is subsequently 
determined, the whole predicated on the belief that it is possible to fore· 
cast future events. The alternative, or the emerging "new" process, is 
characterized as short range, incremental, politically open, and multi· 
optioned in the sense of narrowing but not eliminating choice. Method· 
ologies and techniques for the emerging paradigm have not been settled 
upon, but the intent of sketch planning and quick response analytic pro· 
cedures is in this direction. The shift, technically, is clearly well under· 
way, but there is still a long way to go. 

Central to the "new" process is the need for informa­
tion and communication among those involved. Much of 
the burden of information generation and processing has 
fallen on urban simulation models of transportation and 
land use. With the shift from long-range to short-range 
priorities and from single-purpose comprehensive plans 
to multiple incremental policies, the demands on tech-

nologies for generating and processing information are 
significant. 

It is the goal of this paper to explore 

1. The utility of existing models in light of these 
changes in the transportation planning process, 

2. The demands imposed on modelers and future 
models to meet the needs of this evolving process, and 

3. Some approaches to model building that are com­
patible with these evolving needs. 

To accomplish these tasks, the paper first briefly ex­
plores traditional transportation planning and then 
examines the new process in contrast with traditional 
approaches. Next, a framework for discussion is set 
out to examine the present and the future of models and 
model building in the context of the planning process. 
Finally, ways are suggested to enable the model-building 
process to complement the planning process. 

THE OLD PROCESS 

In reading any of the standard references on trans­
portation planning, one is immediately struck by the 
order and neatness of the process. It is well structured 
and highly rational. It is designed like any other produc­
tion process, the output being a comprehensive trans­
portation plan rather than an automobile or a dish­
washer. The similarity to processes designed by 
engineers is quite reasonable given the origins of urban 
transportation planning in civil engineering. As such, 
the "old" process reflects its roots and also its forma­
tive era-the 1950s, when the world's problems seemed 
capable of straightfonvard (if large-scale) engineering 
and design solutions. 

With such a history, the striving for analytic rigor 
in the planning process and technical efficiency in the 
end product is to be expected. Urban and regional 
planning generally followed similar paths during the 
1960s and early 1970s. These and other related academic 
disciplines are built implicitly on assumptions of order 
and predictability in the area being studied. Such as­
sumptions, although analytically tidy and emotionally 
comforting, do not bear up well under "battle condi­
tions" (i.e., actual as opposed to hoped-for or assumed 
conditions). 

It is inevitable therefore that the old must give way 
to a newer approach. The rationality, rigor, efficiency, 
scale, and order of the metropolitan transportation 
master plan must pass into history. 

THE NEW PROCESS 

In a world drifting toward disorder, the quest for order 
is laudable but fraught with difficulties. Just as our own 
biophysical environment eludes the chaos of entropy 
through the openness of the system (open here with re­
spect to energy inputs from outside), so must planning 
processes become open-ended to avoid the chaos that 
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results from imposing order on inherently uncertain 
and dynamic urban systems. The rigidities of large­
scale high-rise public housing and urban renewal 
schemes, urban freeways, rail rapid transit, green­
belt girdles, and single-use zoning must be replaced by 
more flexible approaches to perceived problems. To 
complement analytic skills, synthetic ones need to be 
sought and refined. The restraints imposed by the 
narrowness of technically efficient evaluative criteria 
must be expanded to acknowledge political realities. 
Transportation planning-indeed, all planning and public 
decision making-is, when stripped to its essence, a 
political process. The politics of the process need and 
deserve to be placed in their proper perspective and 
context. 

These are the kinds of demands that are currently 
being placed on transportation planning. (It should be 
stressed that what is said here about transportation 
planning applies to other forms of urban, regio11al, and 
even developme·nt planning as well.) To accommodate 
these demands, the new process must have many of the 
attributes that Lee, the chronicler of the Philadelphia 
workshop, ascribes to it (1, pp. 4-12). It must also 
include other features. For example, the emerging 
process should foster an appreciation of political neces­
sities in the minds of professional and technical partic-

Figure 1. Traditional transportation planning process. 
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ipants and also inform politicians and citizens of technical 
requirements and constraints. As the Lee report 
stresses (1, pp. 13-17), communication is a key in­
gredient. -Communication of the sort required can only 
be built on mutual respect among participants in the 
process. 

Perhaps the most important new element in the 
emerging process is politics. Politics, politicians, 
and political considerations are no longer viewed as 
antithetical to "good" planning but are acknowledged to 
be fundamental. Indeed, a strong case could be made 
that the short-range, incremental, and multioption 
features of the process are a direct result of politicizing 
it. Thus, Lee emphasizes the changing attitudes of 
professionals toward politicians· and directs much of 
the text of his workshop report to the increased need 
for better communication among politicians, citizens, 
professionals, and technical people involved in trans­
portation (!, pp. 5, 9, 13-16). 

Significant changes are already well under way. 
Compare, for example, Figures 1 and 2. Figure 1 is 
taken from a 1968 overview paper on transportation 
planning (; p. 154). Though it is barely 10 years old, 
it exemplifies the highly rational structure of traditional 
approaches to transportation planning. Information 
flows are unidirectional in general, and a nice, crisp 
organizational structure permeates the whole. In con­
trast, Figure 2 (:!., p. 8) shows a more recent schematic 
view. Here we see that the political process is an in­
tegral and pervasive element in the planning process. 
The dramatic difference reflects the distance that has 
been covered in the very recent past and points the way 
toward equally dramatic, though less obvious, direc­
tions for the future (4). 

To accommodate more heterogeneous participants, 
the process must employ increasingly simpler meth­
odologies. To accommodate the political process in its 
various forms, research must increasingly focus on 
policy issues and researchers must become more ac­
cessible to the users of their work. Finally, the analytic 
skills that predominated to date must be balanced by 
synthetic skills to bring disparate analyses successfully 
to bear on pressing short-range policy issues. This 
lengthy agenda is already being whittled away. 

In sum, the emerging transportation planning process 
is different. It has the capacity to overcome many of 
the shortcomings of past approaches but also promises 
to create a whole host of new shortcomings. 

Figure 2. Changing structure of the transportation 
planning process. 
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Figure 3. Participants in the emerging 
transportation planning process. 
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The Cast of Characters 

To make sense of the emerging process and of its im­
plications for its own further evolution and for the future 
planning of urban areas, it is worthwhile to look at the 
various actors in the process and to develop an appro­
priate framework within which they might effectively 
interact. 

Making plans for a system as complex and diverse 
as an urban region requires, among other things, an 
extraordinary amount of information and people to gen­
erate and digest the information. Organizing such 
planning processes even schematically is not a trivial 
task. The schematic variants rapidly approach in com­
plexity and number the complexity and diversity of the 
urban region itself. Several different views of planning 
processes and model-building processes have been set 
out diagrammaticall y elsewher e (~ pp. 150- 151). Lee 
offers yet another cornplementa1·y visual aid to under­
standing and therefore potentially aiding the planning 
process (1, pp. 1-3). Given the changing nature of the 
transportation planning process, it is useful to offer 
another diagrammatic description to provide a frame­
work for discussion and analysis (Figure 3) . 

There are four groups of information processors and 
generators: 

1. Models-The models of co:i.cern here are con­
ceptual constructs and their computerized analogs that 
provide simulated policy impacts as outputs. Models 
are generators of simulated information and also pro­
cessors of raw data and policy variables . They repre­
sent the product of the model-building process at any 
one point in time. 

2. Modelers-Models are designed, debugged, 
calibrated, and run by technically trained people. The 
modelers receive information inputs from their clients 
(politicians, bureaucrats, and citizens) and from the 
models themselves. They also generate information to 
develop, refine, and run the models as well as provide 
technical guidance to model users. 

3. "Muddlers"-Muddlers are bureaucrats, politi­
cians, and all servants of the citizenry at large who 
receive information both from the models and the 
modelers relating to the simulated effects of con­
templated policies. They also receive information 
from their clients, the polity. Muddlers also provide 
information: For modelers they provide goals and 
objectives for model construction and policy, and for 
models they provide policy inputs and needed data. To 
the people go their policy decisions and their rationales. 

4. The masses-Ultimately, in a self-governing 
democratic society, all this planning and po~icy making 
is done because "the people" want to improve the quality 
of their society and view such efforts as essential if 
needed and perceived improvements are to occur. 
Ideally, the masses receive information from their 
representatives (the muddlers), from their representa­
tives' representatives (the modelers), and from the 
representatives ' representatives' technologies and ex­
pertise (the models). The mass es in t heir turn provide 
the essential political context within which all this in­
formation generation and processing takes place. 

Of course, complex categories such as those chosen 
above begin to blur at the edges. It is my intent here 
only to sketch the principals in the process and their 
interactions in the broadest terms. This is intended 
as a didactic and not a definitive exercise. 

Defining Appropriate Roles 

By fixing the boundaries of responsibility of the inter­
acting elements in the planning process, we can begin 
to ensure that each will operate within its appropriate 
sphere and not dominate so that the process does not 
become subservient to any one or more of the elements 
of which it is composed. The first two groups are es­
sentially processors of technical information. The last 
two are more concerned with political issues surround­
ing the establishment of weights for decision making 
and of goals and objectives for the transportation 
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planning process in the larger sense. 
This process can also be viewed as one of informa­

tion flowing down through the various interacting ele­
ments and requests for information flowing upward. As 
we move down through Figure 3, we move from agents 
to clients until we reach the fundamental client in a 
democratic society-the masses. When the process is 
viewed in this oversimplified context, it should be 
obvious that anything that impedes the flow of either in­
formation or requests for information (i.e., anything 
that in essence cuts one of the lines of communication 
among the actors) can destroy, or seriously damage, 
the entire process. 

Putting Models in Their Place 

Information and the meaningful communication of in­
formation occupy center stage in this schematic. Models 
must serve their masters. By placing models (and 
modelers) in this framework, the challenges that face 
future modeling efforts as well as some of the problems 
that confront existing models become clearer. 

Utility of Existing Models 

During the past two decades, a great deal of progress 
has been made in the development of urban simulation 
models, mostly as an adjunct to the transportation 
planning process. A number of benefits that are valu­
able for the future have been derived from these past 
activities and represent a positive legacy of past and 
current modeling work. Experience with models has 
also uncovered some serious deficiencies. 

The usable features of existing models include the 
following: 

1. Technically sound models have resulted from 
past modeling efforts. The entropy-maximizing models 
of Wilson @, 1.) and others establish an analytically neat , 
computationally efficient, and usable framework. 
The econometric models of metropolitan development 
by Kain and Quigley (8) and Straszheim (9) of the 
National Bureau of Economic Research represent 
significant strides in the application of economics to 
modeling. Putman's work on interactive transport and 
land-use models (10) has moved us ahead by directly 
linking access andland-use activities. There are also 
numerous bibliographies on the subject (; .!Q., 11). 

2. A fund of model -building expertise grew out of 
past modeling activities. Communication among these 
technical experts is excellent, resulting in a well­
informed, relatively closely knit group of researchers 
armed with powerful technical skills that can accom­
modate the changing demands being placed on models 
and modeling. A fund of model-using expertise is also 
developing (12). 

3. Large-scale data bases and data-handling systems 
have come into being to cope with the ravenous data re­
quirements of most models. Since future models are 
likely to be more modest, past gains in the field of 
large-scale urban data collection, manipulation, storage, 
and retrieval should be more than adequate to meet ex ­
pected future demands. 

4. Large, fast, interactive, and graphic computer 
hardware and software enable existing models to be run 
economically and be potentially widely available. 
Present hardware and software capabilities appear ade­
quate to meet any unforeseeable future demands. 

Given technical considerations alone, current models 
and modeling expertise provide some essential pre­
conditions for the next generation of models that are 

likely to be needed by the more open-ended and in­
cremental emerging process described above. 

The deficiencies of existing models include the fol­
lowing: 

1. Until very recently, high cost and limited output 
characteristics typified most existing models, severely 
restricting their usefulness. 

2. Comprehensive incomprehensibility characterizes 
a large portion of the current stock of models. Their 
comprehensiveness makes them incomprehensible to 
all but a very few highly trained technical people who 
have the opportunity to work directly with the models. 
It is not surprising that potential users are discouraged 
at the outset from using tools that they cannot under­
stand. 

3. Limited access to models, model builders, and 
computer machinery also restricts the utility of current 
models. This, combined with technical complexity, 
further constrains the potential success of existing 
modeling. 

4. Lack of policy inputs and outputs hinders many 
current models. Without relevant policy variables, it 
is perfectly understandable why policy makers and their 
clients-the public-have shown little interest in making 
better use of models. 

Despite technical achievements, current models have 
not realized their full potential, often because of the 
technical rigor and awesomeness of modern computing 
machinery. Much greater emphasis must be placed on 
making models useful and usable if they are really to 
become an integral part of the more broadly based 
emerging transportation planning process @., ~ .!!, ). 

FUTURE DEMANDS ON MODELS 
AND MODEL BUILDING 

Weaknesses in current modeling efforts point the way 
toward future needs (5). The overriding need is to fully 
appreciate the context within which modeling takes 
place. In this context, a number of specific issues 
come to mind: 

1. Smaller, less ambitious models would appear to 
be an obvious and direct consequence of the deficiencies 
of current modeling. Such models should be much more 
easily understood, dramatically less expensive to 
operate and refine, easier to program for different 
hardware and software configurations, and, as a result, 
markedly easier to use. 

2. Special-purpose models such as Huff's 1962 re­
tail model (15) are needed. Simple in design and struc­
ture and directed toward well-defined transportation 
and land-use elements, such models have the potential 
for ready acceptance and use because of their high 
degree of specificity and singleness of purpose. Models 
for specific public facilities; for specific recreational 
uses such as local parks, golf courses, fitness activi­
ties, and playgrounds; for high-rise and low-rise offices; 
and for other quite narrowly defined land uses and 
transportation activities would be consistent with both 
the needs of the emerging process and the foregoing 
comments on smallness. During the past half-dozen 
years, this has begun to happen (16, 17). 

3. Modular submode ls easily combined to form more 
comprehensive, but still relatively simple, models are 
also in the offing. By building larger, if still simple, 
models from well-defined, well-designed, and well-used 
submodels, economies in operating characteristics can 
be achieved while the compound models are kept suf­
ficiently elemental to allow different kinds of users to 



understand their structure, logic, and use. 
4. Interactive and graphics capabilities of the present 

generation of computers should be exploited to the 
utmost. Current hardware and software packages enable 
programs to be used at numerous locations by diverse 
users and provide graphic output that can be designed 
to increase understanding and use of models. The 
computer technology exists to make models more ac­
cessible, comprehensible, and thus usable to ever 
wider audiences. Every effort should be made to take 
advantage of these technological achievements. 

Simpler, special-purpose modules can potentially over­
come the weaknesses of existing models, exploit com­
puting technology, and assist the planning process. 

ISSUES OF MODEL-BUILDING 
STRATEGIES AND PROCESSES 

Just as transportation planning takes place in the con­
fines of a larger transportation planning process, so 
does model building go on within a larger model­
building process. If that process is to achieve goals 
that are consistent with the new transportation planning 
process, a number of strategic points are worthy of 
consideration before new modeling activities begin 
(~Q): 

1. Interinstitutional modeling teams hold the prom­
ise of providing technical modelers with real-world 
inputs, constraints, and uses for models. Such a 
blending of policy-making skills opens the possibility of 
achieving the best of all possible worlds through choos­
ing the most appropriate technical elements and bring­
ing them to bear on the most important practical issues 
(18, pp. 629-34). 
-2. The evolution of models should be allowed for. 

Placing modeling in an evolutionary framework high­
lights the process nature of model building as opposed 
to a pure production orientation designed to produce 
models. Models of dynamic systems must themselves 
be capable of change. Keeping sight of the model­
building process allows for such evolutionary change. 

3. Demystification of models is also a high priority. 
It would be helpful to remind unsuspecting users that, 
after all, "models are only human." Thiiy have weak­
nesses and are far from infallible. Only through suf­
ficient attention to weaknesses and clear and simple 
elucidation of the structure and function of any given 
model can the user (ultimately the public) be protected 
from inappropriate application and use of modeling 
technology in relation to pressing policy questions. 

4. Disposable institutions should be found to house 
models, and the life of both the models and the in­
stitutions should be gracefully ended when they are no 
longer useful. The North American urban landscape 
is dotted with formerly useful institutions that have 
taken on lives of their own quite independent of their 
original purpose. 

Model-building processes are subordinate to the 
higher order transportation planning processes discussed 
earlier. If models and modelers develop in this larger 
context, they are likely to continue to play important 
roles in the emerging transportation planning process. 
otherwise, I suspect they will be returned to the 
academy from whence they came. 

CONCLUSIONS 

In any range of disciplines, a shift similar to that under 
way in transportation is noticeable. The almost ob-
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sessive concern with rigor, analysis, and precision 
that has come to typify inquiry is being replaced by calls 
for more relevant integrative approaches (18). ''Value­
free" economics, sociology, anthropology,history, and 
so on are being challenged by unabashedly value-based 
research. Awareness of the need for synthetic skills, 
for sound processes as well as sound products, and for 
generalists as well as specialists illustrates this point. 
Lee directs attention to many of these issues (!, p. 20) 
as I have done (5). More frightening than the continua­
tion of analysis uber alles is the poss ibility that pro­
fessionals will respond to these exhortations and abandon 
sound analytic tools in favor of synthetic ones alone. 

The point is that both sets of skills are essential. In 
a strict sense, there can be no good analysis without 
some sound, previously synthesized hypotheses. Sim­
ilarly, without analytic evidence there is nothing to 
synthesize. 

Accordingly, if the new emerging transportation plan­
ning process degenerates into just another (albeit syn­
thetic and process-oriented) technology, I would 
anticipate that its impact will be of short duration. If, 
on the other hand, the emerging process acts to bring 
together varied and needed skills of analysis and 
synthesis in an evolutionary and dynamic setting, then 
its promise for significantly improving transportation 
and, more generally, urban and regional planning is 
great. 

Balance is called for between the paired elements of 
product and process, analysis and synthesis, individuals 
and societies. This is the real challenge facing planning 
and decision-making processes in our societies. This 
is where better communication can have its most telling 
impact. By providing bridges across the gaps between 
elements, communication can begin to engender some 
sense of the total effort required to plan and administer 
our urban and rural environments. By engendering 
respect for specifics among generalists and respect for 
generalities among specialists, communication can help 
those who formerly held a dichotomous view of the 
world appreciate that at best they represent only half 
the picture. Technicians without policy makers to im­
plement technically based suggestions are likely to be 
as helpless as policy makers who face technically based 
decisions in the total absence of knowledge. It takes 
both engineers and politicians to build highways, sub­
ways, and city streets. 

Open-minded and cooperative participation in the 
process is a necessary condition for success. Attitudes 
change slowly, usually for good reason. For attitudes 
to change, they must, among other things, be shown to 
be inadequate to current needs; simultaneously, it must 
be shown that there exists an alternative set of values 
(attitudes) that are more appropriate. The new trans­
portation planning process does have the flexibility and 
breadth to foster diversity, to bring differing attitudes in 
contact with each other, and ultimately to provide for 
the evolution of attitudes that are needed to complement 
the evolution of the process itself. 
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How to D o a Transit Station Land­
U se Impact Study 
Douglass B. Lee, Jr., Institute of Urban and Regional Research, University of Iowa 

Several improvements in the conceptual basis and methodology for 
studies of land-use impacts have occurred over the past two decades, 
but the framework is still incomplete because the need to incorporate 
the policy context into the st.udy design has not been fully recognized. 
A revised model for impact studies is proposed, and the approach is il­
lustrated by a case study of a planned rail rapid transit station. One of 
the major differences between this and previous methods is that the 
method described in this paper acknowledges several possible outcomes 
or impacts as a function of alternative public policies in addition to the 
transit station itself. Five categories of impacts are evaluated: public 
facilities, environment, market, neighborhood, and costs and revenues. 

The purpose in asking the positive question, What are 
the land-use impacts of a major transportation project?, 
is to evaluate better the feasibility and desirability of 
such projects, and the answer to the question depends 
heavily on public policies other than the project itself. 
The theory and case study presented here are an attempt 
to construct a workable framework for executing land­
use impact studies of major transportation investment 
projects from a planning- or policy-oriented perspective . 

IMPACT MODEL 

Refinements in the before-and-after and the more recent 
with-and-without impact methodologies have advanced the 
state of the art (!, i), but the model, derived from ex-

perimental design in the physical and natural sciences, 
is still incomplete. Figure 1 shows schematically an 
extension of the with-and-without model in which the 
comparison is made between two sets of outcomes ("op­
tions" because they are a consequence of conscious 
policy choices) that result from the decision to build 
or not build the project. State-of-the-world assump­
tions are things that are held constant for comparative 
purposes: regional population and employment growth, 
aggregate travel demand, and the rest of the transporta­
tion system. Policy assumptions, in contrast, are spe­
cific to each option: For example, policy assumptions 
associated with intensive redevelopment are different 
from those associated with neighborhood preservation. 
The impact of the project is the difference ·between (a) 
the options available without tlle project and (b) the op­
tions available with the project. 

Previous impact studies and the proposed model can 
be distinguished, in part, by the way the question is 
asked. In relation to the case study of the Metro transit 
station in Vienna, Virginia, the old research question is, 
What will happen if a transit station is placed at 1-66 and 
Nutley Road? The policy research question is, What will 
be the differences between the choices available if a tran­
sit station is or is not placed at 1-66 and Nutley Road? 



CASE STUDY 

Vienna, the town after which the proposed station is 
named, lies just to the north of the station site in the 
Virginia suburbs of Washington, D. C. The Vienna Metro 
station is the terminus of the Vienna line of Washington's 
Metro rail rapid transit system. The immediate station 
area, shown in Figure 2, is largely vacant now, and the 
station itself is located in the median of I-66 just west of 
Nutley Road. 

Specifically, the question being asked in relation to 
this station is the following impact question: Given that 
a transit station is located at I-66 and Nutley Road, what 
will its impact be? Alternative questions that are not 
addressed include the following: 

1. Given the locations of all other transit stations 
and lines, what are the impacts of locating the Vienna 
station at I-66 and Nutley Road versus other possible 
locations? 

2. Given the general configurations of the line, what 
are the impacts of alternative numbers and locations of 
stations? 

3. Given the existence of a system, what are the im-

Figure 1. Proposed land-use impact model. 
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4. What are the impacts of a rail rapid transit sys­
tem on the Washington, D.C., metropolitan area? 

These questions represent respectively the station lo­
cation, route decision, corridor decision, and build-no­
build decision questions. Each is a separate question 
and must be addressed within a separate and suitable 
analytic framework. Most notably, it is not possible to 
add the pieces together to get the whole; the answer to 
the macroquestion is not the summation of the answers 
to the microscopic questions . 

DESIGN AND SELECTION OF 
OPTIONS 

It is important to emphasize that the options are dis­
covered rather than invented although a good deal of 
creativity is often required to ferret out the real options 
that exist. Because the process of discovering options 
is largely heuristic and judgmental, it is misleading to 
break the process into separate steps. A working ap­
proximation might include the following: 

1. List all possible alternatives for future develop­
ment in the vicinity of the station. Clearly, it is not 
possible to carry this out to the letter, but it is not nec­
essary to list most of the implausible alternatives be­
cause they will be eliminated in the next step. 

2. Delete infeasible alternatives. Feasibility will, 
of course, be one of the judgmental determinations, but 
a key component will be market demand for various land 
uses at the particular site. Techniques for market 
studies are well-known applications of macroeconomic 
concepts (3, 5). 

3. Group- options into categories. The categories 
used for the case study are based on levels of develop­
ment or development intensity, and this might be a di­
mension suitable to many impact studies although other 
dimensions can be used. 

4. Rank the options within the categories according 
to normative objectives. These objectives are specific 
to each of the five impact categories and are described 
below in the context of the land-use impacts. 

5. Evaluate the preferred option or options within 
each category. Impacts are estimated for each type, 
and results are tabulated as to costs, benefits, or resid­
ual impacts (those that are of interest but cannot be ag­
gregated as either costs or benefits). 

6. Revise options and categories as appropriate. 
Steps 3 through 6 can then be repeated until a stable set 
of options is generated. 

The desired result of the option design effort is a 
limited number of real choices that can be reviewed 
from both technical and political perspectives. Thus, 
the impact study is also, not surprisingly, a planning 
study in that it provides information that will aid in re­
solving a problem of social choice. The choice among 
options, represented in abstract form in Figure 3, is 
an attempt to find a balance between social costs and 
social benefits. On the benefit side, demand is re­
flected in the prices consumers are willing to pay for 
such items as housing, personal services, retail goods, 
and hotel rooms; these benefits are transformed into de­
mand for land development through entrepreneurs and 
lenders who are able to perceive the demand and willing 
to invest in the development. On the cost side, the 
supply curve represents the opportunity costs of re­
sources foregone by both the private and public sectors 
to achieve different levels of development. The optimum 
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Figure 3. Social costs and benefits of development 
options. 
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In practice, a number of varieties of market failure 
distort resource allocation from the optimum. Only one 
variety is of concern here: negative externalities, 
which, in the form of noise, dust, disruption, and en­
vironmental degradation, allow some of the social cost 
to be exported by the private market. Decision-makers 
in the private sector consider only those costs repre­
sented by the das hed line in Figure 3 and choose a l evel 
of development (B) that is higher than optimal; the area 
BAC represents the loss to society from this overde­
velopment. 

Normative objectives, which are described below, are 
explicitly intended to place the full burden of costs on 
those who derive the benefits and constitute, for each 
option, a vertical movement from the private to the so­
cial cost curve. If costs are fully internalized, then a 
s t boptimal level of development (D) results in a s ocial 
opportunity loss equal to ADE-undesirable but perhaps 
preferable if the negative externalities cannot be con­
trolled. A level of development higher than B would r e­
quire a pri'vate market s ubsidy (even if e :>..1:ernal cos ts 
were ignored) a nd is, by our definition, infeasible. Two 
additional points should be made about negative exter­
nalities: Firs t, if not controlled they may have the ef­
fect of reducing benefits (a lower s ocial benefit curve), 
which would further reduce the optimum level of de­
velopment; second, they amount to transfers of income 
from those who suffer the externalities to those who 
create them. 

Only the end product is presented for the specific 
case of the Vienna station so that the options-low, 
medium, and high-embody the best mix of development 
at each level and negative externalities are assumed to 
be largely controlled as a result of specified public pol­
icies. Policy makers must then make their own assess­
ments of whether the mixes are desirable and to what 
extent they are willing and able to impose regulations 
that will reduce the negative externalities. The three 
types of options can be generally described as follows: 

1. Low-This includes a mix of residential and com­
mercial units, but the largest single land use would be 
single-family residential. This would have the effect of 
extending the existing neighborhood into the area around 
the station, thereby providing a transition and a buffer 
against the station and its ancillary activities. Arrivals 
at the station would be predominantly by bus, kiss-and­
ride, and park-and-ride. 

2. Medium-Slightly more emphasis is placed on 

commercial development and considerably more on mul­
tifamily residential units. Some clustering of struc­
tures could be accomplished, and most of the land not 
covered would be in public areas such as those around 
garden apartments. 

3. High-More emphasis on commercial develop­
ment and multistory apartments, lower land coverage, 
and more clustering would characterize this option. 
Pedestrians would form a relatively high proportion of 
the trips to and from the station. 

Specific requirements in units and space for the three 
developme nt o~tions (2) are given below (1 hm2 = 2.5 
acres a nd 1 m = 10.76 f t2): 

Land Use Low Medium High 

Residential 
Single family 

Units 364 0 0 
Space, hm 2 37 

Townhouse 
Un its 600 
Space, hm 2 24 

Garden apartment 
Units 825 1620 1830 
Space, hm 2 22 44 49 

Elevator apartment 
Units 1250 1850 3250 
Space, hm 2 18 24 38 

Total units 3039 4300 5420 
Office space, m 2 22 300 33 400 65 000 
Retail space, m2 4600 14000 23 000 
Hotel rooms 100 200 300 

Much of the substantive information presented here for 
the case study is taken from a s tudy of three stations on 
the Vienna line (2), and these market forecasts project 
an adequate demand for any of the three options. 

It is the conclusion of this study that the high option 
comes the closest to cons tituting the optimum (A in 
Figure 3). But this r esult depends on the many policy 
assumptions and other assumptions discussed below, 
and no implication that high levels of development are 
generally suitable for transit stations is intended. The 
Vienna station was selected in part because it is illus­
trative of situations in which a range of options are 
available and hence the impact of the station is not 
uniquely predetermined. 

EVALUATION OF LAND-USE IMPACTS 

Impacts are grouped in five categories-public facilities, 
environment, market, neighborhood, and costs and 
revenues-on the basis of policy treatment and under­
lying assumptions. Table 1 gives three aspects of each 
type of impact: normative (ideal policy) objectives, the 
nature and measurement of impacts, and the evaluation 
of impacts. Evaluation concerns the extent to which the 
impacts can be entered and aggregated in a cost-benefit 
framework as well as the extent to which the assignment 
of values is inherently political. Impacts of each option 
are summarized, evaluated, and compared with the op­
tions that are available without the station. 

Public Facilities 

Services provided by public facilities can be roughly 
separated into those that create direct benefits for the 
consumer (e.g., travel, water, and waste disposal) and 
those that create general benefits for the community as 
a whole (e.g., government and primary education). For 
facilities that benefit consumers, costs should be paid 
either through direct user charges such as parking fees 
and hookup charges or through development charges such 
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Table 1. Evaluation of land-use impact categories. 

Category Normative Objective Impact Measurement Evaluation 

Public 
facilities 

Costs of all facilities and 
services that create benefits 
that occur directly to the 
user should be paid for with 
suitable user charge"; capacity 
of public facilities should be 
adequate to provide for 
expected demand 

Measure (a) drawdown in capacity 
of existing facilities resulting 
from encli option, and (b) extent 
to which demand has been 
anticipated and capacity 
programmed to meet demand 

Value can be attached to the consumption 
of capacity only when the demand created 
by land-use development could not 
reasonably be foreseen and constraints 
such as long lead time and bonding limits 
exist on p1·oviding adeq11ate capacity (this 
condition is, by definition, temporary) 

Environment Environmental resources should 
be protected by suitable 
constraints on development 

Measure residual changes in 
environmental characteristics 

Values to be placed on net changes in 
environmental variables can only be 
assessed through the political process 
because normal market mechanisms 
undervalue most environmental resources 

Market Resources such as labor and 
materials exchanged in private 
markets related to station 
development are properly 
valued in those markets (i.e., 
there are no significant 
extorn~UUes, lnemclencles, 
or market irnperrectlons) 

Estimate changes In market 
actlvltles (employment, housing 
mix, land use), Including those 
indirectly related to the 
existence of the transit station 

No costs or benefits can be attached to 
market impacts except in cases where (a) 
there is specific evidence of significant 
market failure (public-sector imposition 
of D In Figure 3, for example) or (b) there 
are expressed community goals that 
pertain to certain market impacts 

Neighborhood ExisUng and con•lructed 
neighborhood resources should 
be protected by suitable 
constraints on development or 
compensation should be paid to 
affected parties 

Measure residual changes in 
neighborhood characteristics 

Inadequately compensated changes to 
existing neighborhoods should be 
considered costs; other changes are a 
matter of individual taste and perhaps 
political choice 

Costs and 
revenues 

Same as for public facilities Estimate changes in annual 
revenues and expenditures for 
affected municipal budgets 

Changes in general revenue patterns should 
be noted and corrective measures taken If 
problems appear; underpayments by users 
and direct beneficiaries of facilities 
should be regarded as costs of 
development to be minimized as much as 
possible 

I 
as fees or in-kind contributions from developers. Fa­
cilities that create general benefits can be financed from 
general revenues such as property, sales, and income 
taxes. If these policies are adhered to, the infrastruc­
ture required by development is paid for by those who 
benefit,' and general facilities are supported by the com­
munity in proportion to ability to pay. 

Facilities required to support development at the 
Vienna transit station are listed below: 

1. Nutley Road should be widened from two to six 
lanes, and a number of similar improvements should be 
undertaken to increase the capacity of vehicle access to 
the station. All three options require these road ex­
penditures. 

2. The road and parking area immediately adjacent 
to the station needs to be redesigned in order to better 
facilitate pedestrian arrivals. This is especially needed 
to support the high development option. The present de­
sign requires pedestrians to cross a large parking area 
in order to reach the station. 

3. Pedestrian walkways throughout the station area, 
public squares and furniture, landscaping, shelters, and 
other items should be constructed at the expense of de­
velopers. More amenities can be obtained under the 
high option because of higher intensity of use and econ­
omies from clustering structures. 

4. Capital facilities needed to support each develop­
ment option should be provided and financed in accor­
dance with the guidelines given above. More recreation 
area and open space are needed for the high option than 
for the low, for example, and should be provided by de­
velopers. 

Environment 

Clearly, some changes in the natural environment will 
occur if any development at all takes place; minor re­
ductions in environmental quality may be offset by the 
absence of such reduction elsewhere. The first com-

ponent of the problem is to determine which changes are 
acceptable, which changes are acceptable if minimized, 
and which are unacceptable. The second component is 
the design of standards or other methods to achieve only 
acceptable changes. The environmental controls re­
quired are given below: 

1. Several notable stream valleys traverse the site, 
and these are generally wooded. No development should 
be permitted in any 100-year floodplains or within 30 m 
(100 ft) of a stream bed. 

2. Portions of the stream valleys have been identi­
fied by Fairfax County as wildlife habitats. These should 
be protected by a minimum of 76 m (250 ft) of natural 
buffer on either side of the stream. 

3. Because of the high clay content of the soil and the 
frequency of sudden, hard rains, water quantity must be 
explicitly controlled. Natural vegetation should be re­
tained as much as possible, especially on slopes, and 
retention facilities should be required for all develop­
ment so that the natural drainage capacity will not be 
overloaded. 

4. Slippage-prone soils should be identified by the 
developer, and measures should be taken to ensure 
stability or to avoid the problem of slippage. 

5. The county has delineated "environmental quality 
corridors" that are designed to create a network of open 
space and also protect stream valleys and other environ­
mental resources. A portion of the site for the Metro 
station is included in this network. 

Degradation of most aspects of the environment can 
be kept to tolerable levels by appropriate policies and 
attendant costs without detracting from development po­
tential. Because the high-density option emphasizes 
clustering of structures and lower coverage, environ­
mental resources such as open space, stream valleys, 
and quality and quantity of water are actually more easily 
protected under high development than otherwise. 
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Figure 4. Effect of environmental and development constraints 
on site planning. 
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For the most part, market impacts are simply redis­
tributive, spatially or among sectors; i.e., the activities 
(such as employment and housing) would have occurred 
somewhere, perhaps in a different form; the differences 
may be of interest, but it is seldom a matter of new jobs 
or net increases in land value. Changes that occur as a 
result of properly functioning markets can be legitimately 
diverted only by "buying out" responsible property rights, 
e.g., through acquisition of land for parks instead of de­
velopment. The market impacts of the Vienna Metro 
station include the following: 

1. Private market land-use changes resulting from 
the presence of the station could range from minor to 
major depending on public policies. If low-density de­
velopment were the option followed, land-use changes 
would largely be limited to those involving vehicular ac­
cess to the station. High-density development, however, 
would result in substantial changes in land use. Hence, 
market impacts of the station depend heavily on develop­
ment policies and not solely on the presence or absence 
of the station. 

2. Which development option was chosen would have 
only a small effect on the number of housing units con­
structed in the region, but location of the units within 
the corridor and perhaps within the region would be al­
tered. High development would shift the mix of struc­
ture types away from single-family units toward town­
houses and apartments and would allow (with suitable 
policies) more moderate- and low-income units to be 
constructed. 

3. More specialized commercial activities would 
also be likely under the high-density option in compari­
son with the highway and shopping center development 
that would take place under the low- and medium-density 
options. 

Neighborhood 

Neighborhood quality depends on many factors. The 
group of factors that land-use controls attempt to ame­
liorate are those negative externalities, or "nuisances," 

created by land-use interactions. Protecting neighbor­
hood resources means preventing the negative impacts 
of new development on existing neighborhoods as well as 
ensuring compatibility within new development. The po­
tential impacts of the Vienna station on neighborhood 
quality are given below: 

1. The neighborhood surrounding the station area is 
generally low-density residential so noise levels should 
be compatible: moderately low during the day and quiet 
at night. Potential sources of noise are t r affic (es­
pecially trucks and motorcycles), loading and unloading 
of trucks, garbage containers, power equipment, ste­
reos, parties, and discotheques. The source of most 
objectionable noise in the station area is motor vehicles, 
and the most efficient protection is design standards for 
buffering development from trafficways. 

2. High-density land uses are visually incompatible 
with low-density neighborhoods, but the impacts can be 
almost fully eliminated by means of three measures: 
(a) placing the largest structures closest to the station 
and r educing the intensity of use outward , down to garden 
apartments and townhouses; (b) using vegetative buffers 
between different intensities of use that are incompatible; 
and (c) imposing a height restriction on structures of 
12 m (40 f t ) above the highest local grade to ensure that 
structures blend in rather than stick up (taller build­
ings would be permitted on lower grades). Because of 
the existing vegetation and the topography of the site, 
both of the last two measures would be very effective in 
this instance. Figure 4 shows the combined effects of 
environmental constraints and buffering requirements on 
site planning. 

3. Low-density development will maintain the age, 
family structure, and income mix that already exist in 
the area, whereas high-density development would also 
allow the elderly, single people, young couples, and 
moderate-income households to join the community. 

4. Dust, fumes, loss of important architectural sites 
or historic sites, vibration, and flooding can also reduce 
neighborhood quality; under the stated policy conditions, 
problems with these impacts are not expected. Suitable 
access control should make construction impacts on the 
largely vacant site minimal. 

Costs and Revenues 

Calculations of costs and revenues typically reflect little 
more than the number of school children that will be 
brought in by new development. Preferably, each 
direct-benefit government function, such as utilities, 
should be balanced separately, and user fees should be 
distinct from general revenues. Road users do not pay 
J?roperty taxes on the right-of-way, sales tax on gasoline 
(they pay an excise tax), or a share of construction, 
maintenance, and administrative costs; hence, any in­
crease in highway capacity implies an increased and 
continuing transfer of advantage from general taxpayers 
to highway users. Unfortunately, this inefficiency cannot 
be corrected at the local level although the costs of some 
kinds of facilities can be levied on developers on the as­
sumption that the costs will be passed on to those who 
create the need for the facilities. Several fiscal view­
points are needed, including those of the county, the 
town of Vienna, Metro, and the highway department. 

Summary 

The impacts of the presence of the Vienna Metro station 
depend to a large extent on public policies that affect the 
amount of development that takes place in the immediate 
vicinity and the regulatory constraints placed on that de-



velopment. Comparisons can be made among the three 
development options by using a cost-benefit framework 
and a tabulation of residual impacts. 

Costs and Benefits 

Given the assumption set forth, there should be noun­
compensated costs of high-level versus low-level de­
velopment. One possible exception would be traffic. To 
the extent that the high option generated more total trips 
than it substituted walking for automobile trips, there 
would be some negative neighborhood effects; one es­
timate is that there would be 1400 additional vehicles in 
the peak hour (2). If this factor is considered, the ben­
efits of high-level over low- or medium-level develop­
ment (area ADE in Figure 3) are as listed below: 

1. Desirability of integrated, mixed land uses, 
housing types and price ranges, population ages and 
incomes, and commercial enterprises, as reflected by 
what consumers would be willing to pay in the market; 

2. Additional public facilities and amenities that can 
be provided (instead of savings in the cost of public fa­
cilities caused by clustering or higher profits to private 
entrep1·eneurs); 

3. Better use of the rail transit system (if other fa­
cilities would be needed for highway travel while there 
is excess capacity on Metro, the benefit is the savings 
in the cost of new facilities); and 

4. Greater retention of existing vegetation and pro­
tection of environmental resources. 

Because the low-density option is similar to what will 
occur without the station, the costs and benefits of the 
transit station under high-density development (relative 
to no station) are similar to the comparison between op­
tions. The major differences are in the road improve­
ments and traffic impacts since these will occur under 
any development option. 

Residual Impacts 

For the Vienna site, the location of a transit station of­
fers opportunities for development that would not be 
available without the station but will not necessarily oc­
cur with the station. In fact, rather stringent policy as­
sumptions (the normative objectives) are required to 
realize the full potential of the opportunities; if these 
assumptions are generally not followed in implementa­
tion, the resulting impacts would be different from those 
stated. Assuming that a high level of development and 
the corresponding constraints are implemented, the re­
maining impacts would be limited to the following: 

1. Impacts listed above as benefits; 
2. A change in the character of the neighborhood 

from suburban to low-density residential with a small 
semiurban neighborhood core; 

3. Impacts of increased traffic volumes in the neigh­
borhood to the extent that these are not buffered (pri­
marily in comparison with no station at all); 

4. Some reduction in open space and vegetation (rela­
tive to no development) but an increase in public open 
space; 

5. Somewhat higher ambient levels of noise, par­
ticulates, and air pollution in the immediate environs 
but less in the aggregate; 
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6. Increases in land value in the area immediately 
adjacent to the station but dampened increases because 
of the requirements for public amenities, facilities, and 
environmental controls. 

Finally, although there has been little mention of 
citizen participation in the decision-making process, the 
structuxe of the impact analysis and evaluation is de­
signed to be able to maintain (even depend on) a continu­
ous dialogue between the technical and political sides of 
the process. Various groups-neighbors, developers, 
investors, residents, taxpayers, and modal lobbies­
have both positive and negative considerations at stake 
in the outcome, and they should be encouraged to par­
ticipate actively in the many choices to be made. The 
impact evaluation framework provides them with a solid 
yet flexible basis for debate. 

CONCLUSIONS 

An extension of the with-and-without impact methodology 
framework has been proposed and demonstrated in con­
junction with a case study of a rail rapid transit station. 
The primary intent was to incorporate the policy context 
as a part of the impact study, and the result was to gen­
erate a range of possible outcomes rather than a single 
impact, each outcome being associated with a matched 
set of policy conditions. The impact of the station is 
then the difference between the options available with 
the station and those available without the station. Al­
though the extended impact framework is still incom­
plete, it is offered as a step toward improved evaluation 
of major transit or transportation projects through the 
analysis of land-use impacts. 
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Comprehensive urban land-use models designed in the past to predict the 
effects of large, capital-intensive transportation facilities on the spatial 
distribution of urban activities are not well suited for predicting the im­
pacts of newer policies to control and manage existing facilities. This 
paper describes a case study that develops two alternative models with a 
much sharper, policy-oriented focus and substantially reduced require­
ments for data and computational resources. The case selected for study 
involves the hypothetical adoption of transportation control measures to 
improve air quality in the Denver central business district and the poten­
tial impact of controls on retail activity. The two models are a cross­
section, lagged-adjustment regression that identifies determinants of ag­
gregate sales at any location and a set of disaggregate travel demand 
n'odels that predicts the equilibrium between shopping trips and retail 
ac~jvity. The forecasts of both models are consistent in predicting sub­
stantial declines in retail activity in response to restrictions on automobile 
access and negligible offsetting effects of improvements in transit service. 
It is concluded that compensatory nontransportation measures that en­
hance downtown amenities or the uniqueness of downtown retail oppor­
tunities may offset the negative influence of reduced accessibility. 

With the increasing importance of transportation system 
management and transportation control plan strategies, 
transportation planners have been called on to forecast 
the impacts of new policy options that existing planning 
~ools are ill-suited to simulate. Comprehensive urban 
activity, or land-use, models present an obvious ex­
ample of this deficiency. Because they attempt to fore­
cast the spatial distribution of all urban activities for 
the entire metropolitan area, these models invariably 
require a large data base, a major calibration effort, 
and substantial computational resources. Moreover, 
because of their generality, they often do not specify 
carefully the behavioral structure that lies behind ob­
served location patterns. As a result, important deter­
minants of location decisions are omitted from the 
models, and policies that affect these determinants can­
not be accurately represented. 

This paper demonstrates an alternative approach to 
activity system modeling that focuses more narrowly on 
a specific set of policies and a specific activity of in­
terest. The policy selected for study is the adoption of 
transportation contl·ol measures to improve air quality 
in the central business district (CBD). The impact of 
interest is the response of retail activity in the CBD, 
an issue that has raised widespread concern among re­
tailers who fear that transportation controls will under­
mine their competitive position. The potential impact 
of transportation controls on retail activity is examined 
in a case study of Denver, Colorado. [A more detailed 
discussion of this issue and of the Denver case is avail­
able elsewhere (1).] By sacrificing comprehensiveness 
and focusing on a single policy issue, the modeling 
strategy described in this paper requires substantially 
fewer data and resources, incorporates a much richer 
description of the determinants of retail activity, and 
forecasts the impacts of a wider range of policies than 
do comprehensive activity allocation models. 

Two separate models have been developed to illus-

trate this approach. The first, termed the aggregate 
model, is a cross-section, lagged-adjustment regres­
sion that identifies determinants of aggregate sales at 
any location. It was constructed to make use of statis­
tical skills and data sources that should be commonly 
available to local planning agencies. The second, the 
disaggregate model, predicts the destination, mode, and 
frequency of individual shopping trips and uses these pre­
dictions to determine retail activity at any site. Its pur­
pose is to provide a particularly detailed representation 
of the behavior that underlies shopping travel. The 
models are first described in detail, and then model pre­
dictions for the Denver case are presented. 

AGGREGATE MODEL 

The aggregate model is a cross-section regression that 
specifies retail sales at different locations as a function 
of market characteristics such as access to households, 
household income, and noon-hour shopping by nearby 
workers. An important objective of this methodology is 
the use of data that are readily available to the local 
planning agency. In Denver, the best such data are those 
originally assembled for the calibration of the Denver 
EMPIRIC activity allocation model. All data used to 
estimate the aggregate model have therefore been taken 
from this source. Each observation in the regression 
model is one of the geographic zones for which the 
EMPIRIC data are reported. The level of retail sales 
in each zone, which is not reported directly in the 
EMPIRIC data set, has been estimated from EMPIRIC 
information on retail employment by applying sales per 
employee ratios computed from the Census of Retailing. 
In cities where information equivalent to the Denver 
EMPIRIC data has not already been collected, all the in­
formation required for the aggregate model could be as­
sembled from readily available sources such as census 
publications and local transportation network informa­
tion. 

The focus of the model is on estimating the sensitivity 
of sales to the access of stores to customers. For each 
retail zone, accessibility to households throughout the 
metropolitan area is defined for the EMPIRIC model as 

N 

Ai=~ H; · f(t;;) (I) 
j= J 

where 

A1 = accessibility of stores in zone i to households, 
N = total number of zones, 

HJ = number of households in zone j, 
t1J =travel time between i and j, and 

f( ) = a travel impedance function. 



The form of the impedance function is the gamma func­
tion, 

(2) 

where a, b, and Y are empirical parameters that have 
been estimated for the Denver EMPIRIC model to be 
a= 3.434, b = 0.314, and Y= 3.0922. 

The stores in zone i do not operate in isolation but in 
competition with retailers in all other zones in the met­
ropolitan region. Their competitive position depends 
not only on their accessibility to potential customers but 
also on the access of competitors to this market. It is 
useful, therefore, to introduce a slightly modified acces­
sibility measure for retailers in each zone. This modi­
fied measure, which has been named competitive acces­
sibility, is simply the access to customers of stores in 
zone i divided by the average of access measures for all 
competitive zones: 

(3) 

i~j 

Because of arbitrary variations in zonal retail sales 
caused by variations in zone size, the dependent variable 
has been defined as sales per zone acre (the models de­
scribed here were caliln·ated in U.S. customary units of 
measurement, and therefore no SI units are given). The 
estimated relation between sales and competitive access 
takes the form 

Sf = a0 (AJA-j}"l (4) 

where Sf· is sales in zone i per zone acre. If all zones 
were equally accessible, sales in each would be ao . The 
coefficient a1 measures the percentage change in sales 
with respect to a 1 percent change in competitive acces­
sibility. 

Equation 4 implicitly assumes full adjustment of sales 
to current levels of accessibility. To satisfy this as­
sw11ption, retail centers must expand in areas where 
access to households has recently increased and con­
tract where access has recently declined. Households 
must adjust shopping patterns in favor of centers that 
have become mo1·e accessible to them and those whose 
growth has created greater shopping opportunities. 
Such adjustments typically take many years. New 
stores a1·e not opened immediately nor are existing ones 
closed in response to changes in demand. Households 
continue to be governed by shopping habits acquired in 
the past. These lags in adjustment can be explicitly 
modeled so that 

where 

sr = current sales, 
st= fully adjusted sales, and s:-1 = sales in the past period. 

(5) 

Current sales depend on the relative size of fully ad­
JllSted sales and last-period sales and on 8, which mea­
sures the fraction of the disparity that is closed in the 
cunent period. If, fo1· example, 8 = 0.4 and fully ad­
justed sales are 10 percent above those achieved in the 
past, current sales will rise by 4 percent. 

Substituting Equation 4 into Equation 5 and taking nat­
ural logs yield 
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(6) 

Equation 6 shows the basic form of the regression 
model, which can be easily estimated by linear regres­
sion techniques. In the central role accorded acces­
sibility as a determinant of retail sales, this model re­
sembles earlier wo1·k by Lakshmanan (2) and Laksh­
manan and Hansen (3, 4). However, the specification 
employed here is qUite dissimilar. 

The model actually estimated for Denver is somewhat 
more complex. To measure the separate effects of 
automobile and transit accessibility on retail sales, 
measures of each are included separately as explanatory 
variables in the regression equation. Both of the acces­
sibility variables are of the form just described. They 
differ from one another in numerical value because of 
differences in travel times by automobile and by bus. 

As indicated at the beginning of this section, several 
variables other than access to households are likely to 
be important in explaining variations in retail sales. 
These variables are included in the regression to con­
trol roughly for forces that operate simultaneously with 
accessibility to determine retail sales rather than to 
provide precise measures of their impacts. Therefore, 
the form of their appearance in the regression has been 
determined by the requirement that they be easily avail­
able from the EMPIRIC data set and that they be com­
patible with the functional form in Equation 6. Careful 
specification of functional form is not as important for 
these variables as for accessibility, for which precise 
measures of impact are the principal objective of the 
study. 

Because sales depend not only on accessibility to 
households but also on levels of income in the most ac­
cessible markets, income in these markets is the first 
control variable. For each retail zone, it is measured 
by the fraction of households in the zone with incomes in 
the lowest 15 percent of the regional income distribu­
tion. The second control, which accounts for the im­
pact of noon-hour shopping by white-collar workers, is 
the number of service, government, finance, insurance, 
and real estate workers in the zone. Because this num­
ber can vary arbitrarily with zone size, the variable 
has been defined as white-collar workers per zone acre. 

The sales equation used for empirical analysis is 

ln Sf = Ellna0 + Elo:1 ln(CJCi) + Ela2 Ln(TJTi) + 81 ln Y; 

+ 82 lnE; +(I - El)lnS/-1 + e 

where 

C1 /CJ = competitive access to shoppers 
traveling by automobile, 

T1 /TJ = competitive transit access, 

(7) 

Y1 = the proportion of households in i with 
incomes in the lowest 15 percent of the 
regional income distribution, 

Et = number of white-collar workers in i 
per zone acre, 

e = a random, standard normal error, and 
0!1, i5, and 8 = parameters. 

Empirical results are given in the table below. All 
coefficients are significantly different from zero (0 .01 
level) with the expected signs except for transit access, 
which is both insignificant and incorrect in sign. Be­
cause there are no plausible circumstances in which im­
proved transit access should i·educe retail sales, the 
combination of incorrect sign and statistical insignifi­
cance argues strongly that the true effect of transit on 
sales is zero. Therefore, the equation has been re­
estimated without transit access as an explanatory vari-
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Figure 1. Structure of disaggregate model system. 
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able, a procedure that constrains its coefficient to be 
zero. These results are also given in the table: 

Variable 

Automobile access ( 1970) 
Transit access ( 1970) 
Low-income residents ( 1970) 
White-collar workers (1970) 
Last-period sales ( 1960) 
Constant 

With Transit 
Access Variable 

Coeffi-
cient t-Ratio 

0.327 3.09 
-0.081 -1.25 
-0.330 -2.92 
0.209 3.82 
0.598 13.34 
3.424 

Without Transit 
Access Variable 

Coeffi · 
cient t-Ratio 

0.271 2.82 

-0.351 -3.15 
0.200 3.68 
0.585 13.38 
3.238 

R2 for the model results with and without the transit ac­
cess variable was 0.834 and 0.833 respectively. The 
number of observations was 153 in both cases. 

The reestimated results can be used to measure the 
responsiveness of sales in any zone to changes in the 
travel time for shoppers arriving by automobile. First, 
note from Equation 7 that the estimated speed of adjust­
ment (B) can be determined by subti-acting the coefficient 
of last period sales from 1. According to the reesti­
mated estimates given in the table, therefore, if cur­
rent market conditions imply equilibrium sales 100 per­
cent greater than those of 10 years earlier, 41.5 per­
cent of the full adjustment will have occurred over the 
decade. This observation implies that the measured 
coefficient of automobile access, as given in the re­
estimated results in the table above, represents only 41.5 
percent of the true responsiveness of sales to access 
(~i), a conclusion confirmed by Equation 7. Therefore, 
a 100 percent increase in automobile access leads to a 
fully adjusted rise in retail sales of 0.271/0.415 = 0.653 
or 65.3 percent. Finally, by using the relation between 
access and travel time shown in Equations 1 and 2, sub­
stituting into Equation 2 the values of the a, b, and y 
parameters estimated for the Denver EMPIRIC model, 
and using the actual 1970 travel times of shoppers driv­
ing to the CBD, it can be shown that an increase in 
travel time of 10 perc ent leads to a 15.6 percent reduc­
tion in the automobile access variable. This relation 
in turn implies that a 10 percent increase in travel time 
to the CBD will cause an ultimate decline in CBD sales 
of 0.156 x 0.653 = 0.102 or 10.2 percent. Analogous 
methods can be used to estimate the sales impact of any 
policy that restricts automobile access to the CBD. 

DISAGGREGATE MODEL SYSTEM 

The disaggregate model system focuses on individual 
shopping trips and treats retail activity as simulta ... 
neously determined with people's shopping choices. It 
is derived from some of the basic Lowry model concepts 
but is based on a more sophisticated set of models than 
has been used previously. The number of shopping trips 
to each destination is predicted by separate submodels 
for home-based shoppers and for workers who shop 
during the noon hour. Shopping trips are linked to ag­
gregate retail activity by two intuitively plausible rela­
tions. First, shoppers' choices of shopping destina­
tions are influenced in part by the scale of retail activity 
at each destination as well as the level of service pro­
vided by the transportation system; and, second, the 
scale of retail activity at any location expands or con­
tracts in accordance with the number of people who 
choose to shop there. The entire model system is 
shown in Figure 1. 

H ome-Related Shopping Submodel 

The home-related submodel used in the disaggregate 
model system is based on the short-range generalized 
policy (SRGP) model developed by Cambridge Systemat­
ics for the Metropolitan Transportation Commission in 
San Francisco. This model accepts as input a sample 
of households and predicts for each household (among 
other things) the expected frequency of shopping trips and 
the probability that each trip will go to every potential 
destination by both automobile and transit. These pre­
dictions are then appropriately factored to represent 
the population as a whole. 

The destination-mode choice predictions are pro­
duced by a disaggregate choice model. Because such 
models are based on the decisions of individual house­
holds or travelers, they eliminate the need for aggre­
gating various segments of the population either geo­
graphically or demographically. Model parameters, 
therefore, are in theory not subject to aggregation 
bias. Because they can be estimated by using very 
small samples, disaggregate choice models also offer 
the potential for significantly reducing the costs of data 
collection. However, most importantly, disaggregate 
choice models are based on a clear, credible, and con­
sistent theory of how decision makers choose among 
available alternatives. 

Choice theory is concerned with the behavior of an 
individual decision maker confronted with a mutually ex­
clusive set of alternatives from which one and only on.e 
can be selected. The individual decision maker n asso­
ciates some level of utility with each available alterna­
tive i. Denote this utility as U1n, and denote the set of 
alternatives available to individual n as Dn. 

According to Lancaster (5), each alternative and 
decision maker can be characterized by a set of at­
tributes. Thus, the utility of the i th feasible alterna­
tive to decision maker n can be expressed as follows: 

(8) 

where 

U1n = utility of alternative i to individual n, 
V1 = a vector of attributes describing alternative i, 

and 
w. = a vector of attributes describing decision 

maker n. 

A more convenient expression for the utility function 
can be developed by defining a vector z1• = g(V1 , Wn), 



where g is some vector-valued function. Thus, u1• = 
U1n (Zi.). 

Each decision maker is assumed to evaluate the at­
tributes of every alternative and select the one yielding 
the greatest utility. However, since some of the attri­
butes are unobserved, variables are improperly mea­
sured, or utility relations are misspecified, it is gen­
erally impossible for an observer to determine precisely 
which alternative any decision maker will select. How­
ever, by making suitable assumptions about the distri­
bution of the unobserved elements in the utility function, 
it is possible to predict the probability with which any 
alternative will be selected. When each utility is a ran­
dom variable, the probability that alternative i is se­
lected from any set of alternatives D. is 

(9) 

Within the class of random utility model forms, the 
most generally applicable have been what Manski ~) de­
fines as linear in the parameters with additive distur­
bances (LPAD). In this case, it is assumed that 

(10) 

where f3 is a vector of parameters and <10 is a random 
variable. 

The LP AD form used in this study is the multinomial 
logit model. This model was chosen for a variety of 
practical and theoretical reasons including the lack of 
alternative methods for modeling decision problems with 
large choice sets and the substantial existing base of 
successful prior applications. The logit model relies 
on the assumption that the <1.'s are independently and 
identically distributed with the Gumbel distribution; i.e., 

( 11) 

By using this distribution, McFadden (2) demonstrates 
that 

(12) 

The parameters of this model can be estimated by maxi­
mum likelihood. Such estimates are consistent, asymp­
totically normal, and asymptotically efficient. McFadden 
also demonstrates that under relatively weak conditions 
such estimates exist with probability approaching unity 
and are unique. 

Note that the set of available alternatives D. can vary 
from decision maker to decision maker. For example, 
a traveler without a driver's license or an available auto­
mobile would not generally be viewed as having the al­
ternative of driving alone. 

In the destination-mode choice component of the home­
related shopping model, each feasible mode and shopping 
destination in the metropolitan area is an alternative 
available to the household. The utility of each alterna­
tive i and the probability of its being selected are deter­
mined by the attributes given in the table below. The 
coefficients given in the table are estimates of the {3' s 
in the utility function and show how a unit of each at­
tribute affects the utility of any alternative i. There­
fore, for example, the utility of any destination-mode 
alternative is reduced by the travel time and cost that 
it entails and increased by the scale of retail activity 
as measured by total retail employment and retail em­
ployment density. 

Variable in Logit Model 

Constant for automobile mode 
Constant for CBD destinations 
Dummy for CBD destinations in 
automobile utility function 

Number of automobiles divided by 
household size 

LN [total travel time (min) x income ($)] 
Out-of-pocket cost for automobile in 

cents per mile 
Transit cost (cents) x household size 
Density of retail and service employ­
ment per acre in destination zone 

LN (retail and service employment 
in destination zone) 

Estimated 
Coefficient 

0.797 
1.184 

-0.946 

5.330 
-0.130 

-0.021 
-0.022 

0.006 

0.494 
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t-Ratio 

2.21 
-1.74 

5.95 
-10.57 

·10.08 
-4.55 

4.22 

13.70 

The estimates in the table have been derived from data 
on San Francisco shoppers and applied to predict shop­
ping travel in Denver. The constant for the automobile 
mode, however, has been recalibrated for Denver by a 
nonstatistical procedure described below. Therefore, 
there is no t-ratio for that coefficient. Summary sta­
tistics for the model as estimated from the San Fran­
cisco data include: L*(O) (the value of the log likelihood 
function when all parameters are zero, i.e., whe'1 every 
alternative has the same probability) = -2477; L*(B) (the 
value of the log likelihood function at the maximum like­
li11ood coefficient values)= ~1610; X2 

= 1733 [this statistic 
is equal to -2 [L*(O) - L*(,8)], asymptotically distributed 
as chi square with the number of degrees of freedom 
equal to the number of parameters estimated, and pro­
vides a test against the null hypothesis that all param­
eters are zero}; NOBS (the number of households in the 
sample) = 572; NCASES (the number of available alterna­
tives in excess of one per household used in the estima­
tion) = 43 846; and the percentage of households for which 
the alternative with the highest nonstochastic component 
of utility was actually selected= 14.3 . 

The coefficients given in the table above are estimates 
of the ,B's in the utility function and show how a unit of 
each attribute affects the utility of any alternative i. 
Therefore, for example, the utility of any destination­
mode alternative is reduced by the travel time and cost 
that it entails and increased by the scale of retail activ­
ity as measured by total retail employment and retail 
employment density. 

In addition to the destination-mode choice predictions, 
a second component of the home-related shopping sub­
mode! predicts the expected frequency of shopping trips 
from home. The frequency model is a single nonlinear 
equation in which the daily total of household home-to­
shop and shop-to-home vehicle trips (Q) is a function of 
household size (X,), household income (X2), home-zone 
retail employment density (X 3), and the expected utility 
of a shopping trip (X.). The functional form of the 
model, together with the coefficients estimated by non­
linear least squares for the SRGP model, is given by 

Q = 0.609/{0.0737 +exp l-0.342X1 - 0.515X2 

+ 0.115 (lnX3)- 0.527X4l} (13) 

Most of the relations described in Equation 13 are 
self-explanatory. For example, the total number of 
daily shopping trips increases where household income 
is high but decreases where the residential zone of the 
household is characterized by a high density of retail 
employment. A high level of home-zone retail employ­
ment presumably leads households to substitute short 
shopping trips on foot for the journeys by transit and 
automobile that are predicted by the model. 

The expected utility of a shopping trip (X.), which is 
positively related to the number of trips, requires fur-
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ther definition. It measures the expected value of the 
utility produced when a shopper makes a trip to the 
mode-destination alternative that yields the highest pos­
sible satisfaction. Mathematically, 

X, = E[Max(U;nll (14) 

It can be shown (8) that, whenever the utility of each in­
dividual alternatfVe is a random variable characterized 
by the Gumbel distribution, as is true in the logit model, 
the expected utility of a shopping trip can be expressed 
as 

X4 = E[Max (U;nll =In ~ e~'in (15) 

All the information required to calculate X4 is, there­
fore, available from the destination-mode component of 
the home-related shopping submode!. The variable X4 
is the critical link between the frequency component and 
the destination-mode component. Since it includes all 
of the level-of-service and socioeconomic variables 
12:iven in the previous table, its inclusion iri the frequency 
model makes the frequency of shopping travel responsive 
to transportation policy. 

To predict home-related shopping travel in Denver, 
the home-related shopping submodel has been run by 
using 253 households sampled from the 1971 Denver 
home interview survey. Household residential locations 
and alternative shopping destinations are described by 
a total of 274 separate zones, and forecasting results 
are summarized at the level of 10 superzones, one of 
which is the CBD. Sample results have been appro;o. 
priately factored to represent the entire population. 

Two modeling issues must be addressed here. First 
is the issue of transferability. Can models estimated 
for San Francisco legitimately be used to predict shop­
ping travel in Denver? Since these models are based on 
the decisions of individual households, it should be pos­
sible to estimate a model in one city and use at least 
some of the estimated parameters in another as long 
as the cities have populations with similar tastes. 
Atherton (9), Atherton a nd Ben-Akiva (10), and Pecknold 
and Suhrbfer (11) all p1·esent evidence that most param­
eters are transferable among U.S. cities as diverse as 
Boston, Milwaukee, New Bedford, Philadelphia, San 
Francisco, and Washington. The only exceptions are 
constant terms that determine mode shares and total 
daily shopping trips. Therefore, the automobile con­
stant in the preceding table and the two constant terms 
in the frequency model have been adjusted so that the ag­
gregate mode shares and the total daily shopping trips 
predicted for the Denver region match reported Denver 
values derived from the 1971 home interview survey. 
For the logit model, this procedure chooses a value for 
the constant that is the maximum likelihood estimate for 
the Denver sample, conditional on the values of the 
transferred parameters. 

A second issue arises because shopping destinations 
specified in the destination-mode model are not the in­
dividual shopping centers available to households but 
groups of shopping centers that represent the sum of 
shopping opportunities in each destination zone. Esti­
mation of a disaggregate behavioral model is possible 
when alternatives are grouped as long as the model is 
structured to guarantee the following property: When 
any two destinations with identical characteristics are 
combined, the resulting probability of choosing the com­
bined zone is equal to the sum of the two probabilities 
for the destinations treated separately. Lerman (12) 
has shown that this property, termed homogeneitY,-can 

be guaranteed in a logit model if the model 
includes a variable that represents the natural log of 
group size and if its coefficient is constrained to unity. 
In the original SRGP destination-mode model, the nat­
ural log of retail employment was chosen to measure 
group size. This choice, however, is unsatisfactory 
for the home-related shopping model. In the home­
related shopping model, retail employment in any zone 
is determined endogenously by a simultaneous process 
in which shoppers are attracted to places with high re­
tail employment and varied shopping opportunities and 
retail employment grows or declines in step with con­
sumer demand. Constraining the retail employment 
coefficient to unity in the destination-model artificially 
inflates the number of shoppers who choose destinations 
where retail employment is high and tends to preclude 
equilibrium levels of zonal retail employment at values 
other than zero or infinity. Therefore, for use in the 
home-related shopping model, the original SRGP 
destination-mode model has been reestimated without 
the constraint. It is the set of coefficients from the 
reestimated model that is shown in the prece<;ling 'table. 
Had it"been possible to completely respecify the 
destination-mode model, homogeneity could have b~en 
preserved by choosing another measure of group size, . 
such as acreage of the destination zone. Budget limita­
tions precluded this option. 

Work-Related Shopping Trip Submodel 

The second source of shopping trips represented in the 
disaggregate model is noon-hour shopping by workers. 
To forecast noon-hour trips, a model of work-related 
shopping trips originally developed for a study of the 
Bunker Hill area of Los Angeles has been adapted (13). 
Because the noon-hour model was originally estimated 
only for workers in the CBD, the work-based shopping 
model has been applied only to Denver's downtown 
zones. Noon-hour shopping is generally considered a 
substantial fraction of total sales only in the CBD. 

Like the destination-mode component of the home­
related submodel, the work-related model is a joint 
multinomial logit model. The probability that a worker 
will select any one of several mode-destination alterna­
tives d~pends on the utility yielded by the attributes of 
each. Relevant attributes and coefficients that mea­
sure their contribution to utility are given below [the 
coefficients are taken from the Los Angeles travel de­
mand model (13)]: 

Variable in Logit Model 

Autoniobi le mode constant 
Walk mode constant 
Minibus mode constant (free fare) 
Regional bus mode constant ($0.25 fare) 
Total travel time in minutes 
Out-of-pocket travel cost for automobile in cents 

per mile 
Trip attraction density per acre at destination 
Employment per acre at origin zone (zero-frequency 

alternative only) 
Zero-frequency constant 
LN (area of destination zone in acres) 

Estimated 
Coefficient 

-0.592 
0.115 

-2.376 
-2.434 
-0.052 

-0.008 
0.032 

0.008 
8.578 
1.000 

Unlike the home-related shopping analysis, the destina­
tion, mode, and frequency of work-related shopping are 
predicted by a single choice model. During any noon­
hour period, each worker may make a single trip, de­
scribed by a particular mode-destination combination, 
or may choose not to travel at all. The alternative of 
no travel (zero frequency) is explicitly included in the 
set of alternatives. 



The work-related model has been applied to each of 
five zones in the Denver CBD. These zones provide the 
geographic detail that describes both the location of 
workplaces and the alternative shopping destinations. 
Note in the table that this model makes no use of the 
socioeconomic characteristics of workers; such data are 
not likely to be readily available for forecasting. For 
this reason, the model predicts travel behavior for a 
representative worker at each workplace zone rather 
than operating on a sample of travelers as in the home­
related model. For each workplace zone, it predicts 
the share of workers who choose each mode-destination 
alternative and the share who choose to make no trip at 
all. Total daily shopping travel is obtained by multi­
plying these shares times the total number of workers at 
each workplace zone. 

Two adjustments have been made in applying the Los 
Angeles model to Denver. In the Los Angeles model, 
the attractiveness of each shopping destination is deter­
mined by its trip attraction density, which predicts, for 
example, that the number of shopping trips to any zone 
depends on the amount of retail floorspace per zone acre. 
For Denver zones, we have employment figures but no 
data for floorspace. For use in the model, employment 
figures have been converted. to floorspace by using typi­
cal ratios of CBD floorspace per employee estimated 
from Boston data. 

Second, the coefficients of the Los Angeles model im­
ply an unrealistically low value of time for noon-hour 
shoppei·s: $0.15/h. This low value resulted from Los 
Angeles data in which money costs were constant for all 
trips by each mode except automobile. As a result of 
the high correlation between cost and mode, coefficients 
of the cost variable and of the constants representing 
different modes are poorly specified, although their com­
bined effects are correctly estimated. Evidence on work 
trips for several cities indicates that workers often value 
travel time in the range of $3.00 to $5.00/h (11). We 
have therefore readjusted the coefficients of cost and of 
each modal constant so that the combined effect of the 
constant plus cost remains identical to that estimated by 
the Los Angeles model but the cost coefficient is con­
sistent with a value of time of $ 3 .85 / h. This adjustment 
is embodied in the results given in the table above. 

Tests of Policy and Equilibration 
Procedure 

Before the impacts of new transportation policies can 
be estimated, both the home-related and work-related 
shopping models must be run to predict a base number 
of trips to each destination zone given existing policy. 
Because both models predict the number of trips rather 
than the number of shopping visits per trip tour, some 
average number of shopping visits per trip must be as­
sumed. For work-related shopping, evidence from Los 
Angeles suggests an average of 1.25 shopping trip ends 
per work-based shopping tour. To estimate the number 
of trip ends per home-based trip, we relied on estimates 
by downtown Denver merchants that the number of shop­
pers visiting each store is evenly divided between home­
based shoppers and workers· on noon-hour trips. The 
disaggregate model system produces this result for CBD 
destinations if an assumption of two shopping trip ends 
per home-based trip is made. This asswl)ption has been 
adopted for all home-related trips. For both kinds of 
trips, the extra shopping visits that make up the tour 
are assumed to take place in the same superzone as the 
original home-based or work~based link of the trip. 

To test any policy, the first step of the equilibration 
procedure is to modify level-of-service variables to re­
flect the effect of the policy on the Denver transporta-

tion system. Then both the home-related and work­
related models are run to forecast total shopping trip 
ends for each zone. These results are aggregated to 
the 10-superzone level. 
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The change in shopping trip ends in each superzone 
is then computed as a percentage of base-year values. 
The percentage change in zonal retail employment is 
assumed to be equal to the percentage change in shopping 
trip ends. This procedure generates new levels of both 
retail and total employment in each zone. Both the 
home- and work-related submodels are run again with 
the revised employment levels as inputs, and the re­
sulting trip-end forecasts are used to further revise re­
tail and total employment. The process is repeated un­
til the changes in trip ends and retail employment in 
each zone are relatively small. 

Trial runs of several iterations of the model have in­
dicated that, for many different policy options, the 
change in trip ends at each iteration is a constant frac­
tion of the change at the previous iteration. Given this 
pattern of convergence and an initial change of ti.Ji in 
the number of trip ends in zone i, the total change can 
be approximated by 

Afi + pLD; + p'Afi + p'L'll; + . .. = L'IJ;~:>; = L'IJi/(1- p) 
j=O 

(16) 

where p is the fraction that relates changes in trips at 
successive iterations. In accordance with a previously 
specified assumption, retail employment in any zone is 
expected to change ultimately by a percentage equal to 
the total change in shopping trip ends. From Equation 
16, this percentage is given by 

[L'IJJ(I - p)] /J; (17) 

where Ji is the number of trip ends before the policy 
change. 

This approximation greatly reduces the number of 
iterations required to operate the entire model system 
because AJ1 is computed at the first iteration and a rea­
sonable estimate of p can be obtained in two or three 
iterations. This approximation has been used for all 
policy analyses in this paper. 

It must be noted that the exact mathematical proper­
ties of the iterative equilibration procedure are still un­
known and that the limited computational experience ob­
tained in this study is insufficient to reach any definitive, 
empirically based conclusion about the stability of the 
model. Trial runs that led to the approximation adopted 
above indicated some instability after the first several 
iterations, and changes in the definition of zones and 
superzones affected the pattern of convergence. The 
conceptual appeal of the disaggregate system argues 
strongly for further research into its convergence prop­
erties and further refinement of its specification. 

TRANSPORTATION CONTROL POLICIES 
AND ESTIMATED IMPACTS 

Both the aggregate and disaggregate models have been 
used to estimate the impact of several hypothetical 
transportation control measures on retail sales in the 
Denver CBD. These measures include 

1. Implementation of an automobile-free zone or 
elimination of convenient parking spaces so that a shop­
per arriving by automobile must walk an extra 2.5 min 
after parking, 

2. A similar policy that leads to an extra 5 min of 
walking after parking, and 

3. A 5-min reduction in waiting time for a transit 
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Table 1: Tests of policy impacts: aggregate and 
disaggregate models. 

Policy 

Increase in one-way walk 
time for parkers 

2.5 min 
5.0 min 

Reduction of 5.0 min in 
one-way wait time for 
transit riders 

trip to or from the CBD (for noon-hour bus trips within 
the CBD, for which average wait times are currently 
estimated at 5 min, a reduction of 2.5 min has been as­
sumed). 

The results, which are given in Table 1, raise several 
issues worthy of brief discussion. 

Both models forecast a substantial sensitivity of re­
tail sales to reductions in access for shoppers who 
travel by automobile and negligible impacts for improve­
ments in transit service. When a seemingly insiguifi­
cant 2.5 min is added to automobile trips to the CBD, 
the forecasted drop in retail activity ranges from 17 .5 
to nearly 30 percent. Policies that restrict automobile 
access and seek to preserve demand for downtown 
shopping by improving transit service will likely fail and 
precipitate instead a decline in the downtown retail cen­
ter. Transit improvements that are politically and fi­
nancially possible may be more effective offsets to re­
ductions in automobile access in cities like Boston and 
New York, where transit service is already extensive 
enough to attract large fractions of riders to downtown 
destinations. The vast majority of American cities, 
however, resemble Denver more closely than they re­
semble Boston or New York. 

The availability of two estimates of policy impact ob­
tained by using completely dissimilar techniques illus­
trates an important benefit of the narrowly focused 
modeling strategy described in this paper. The ability 
to model the same policy simultaneously with alternative 
models is a result of the reduced cost inherent in less 
comprehensive models. The alternative results can be 
compared for consistency, and their quantitative fore­
casts can be used as bounds for policy impacts. If the 
forecasts produced by different methodologies are at 
least qualitatively consistent with one another, as in this 
case, confidence in their accuracy is enhanced. 

The structure of the disaggregate model makes it 
possible to identify two separate sources for the decline 
in retail activity that accompanies a reduction in auto­
mobile access: an initial response to the change in 
level of service and subsequent adjustments that rein­
force the first response as shoppers react to changes in 
the size of retail centers and the shopping opportunities 
they offer. The immediate impact of transportation 
policy may represent only a fraction of the ultimate 
change in activity. According to the disaggregate model, 
a 2.5-min increase in the time of an automobile trip 
leads directly to a 5 .5 percent decline in retail activity. 
However, the chain of further adjustments by shoppers 
who find the smaller retail center less attractive induces 
a further decline of 24.3 percent. 

For any reduction in automobile access, the aggre­
gate forecast of overall decline in retail activity is sub­
stantially smaller than the disaggregate forecast. This 
disparity may well result from an excessive disaggre-

Ultimate Percentage Change 
in Trip Ends and Retail Em-
ployment (disaggregate model) 

Total Ultimate Response to Response to 
Percentage Change Change in Change in 
in Sales Level of Retail Center 
(aggregate model) Service Size Total 

-17. 5 -5. 5 -24.3 -29.8 
-32.7 -9 .9 -32.7 -42.6 

±0.0 -t-0 .8 +4.3 +5.1 

gate estimate of consumer response to changes in the 
size of retail centers. Recall that the source of this esti­
mate is the equilibration procedure described earlier 
in this paper and that both this procedure and its results 
are subject to the uncertainties mentioned there. Fur­
ther insight into this issue must await further investi­
gation into the convergence properties of the disaggre­
gate system. 

Finally, the impacts described in this paper are those 
that result solely from transportation policies. Trans­
portation control plans may also include compensato1·y 
nontranspo1tation measures that enhance the attractive­
ness of downtown amenities or the uniqueness of down­
town retail opportunities. If reductions in automobile 
access to downtown retail areas are required to meet 
environmental standards, careful consideration should 
be given to such measures so that efforts to improve air 
quality do not unintentionally further erode the urban 
core. For example, total automobile restriction in cer­
tain areas accompanied by improved pedestrian ameni­
ties l1as, at l east in Europe, succeeded in offsetting the 
negative in.fl.uence of reduced accessibility . This is only 
common sense . If shopping in the CBD offers a unique 
or especially pleasant experience, because of the ameni­
ties or the products available there, shoppers should be 
more willing to bear marginal reductions in convenience 
to shop downtown. 
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Optimizing Urban Mass Transit 
Systems: A General Model 
Alan Black, Graduate Program in Planning, University of Texas at Austin 

This paper describes a model for determining the general dimensions of 
an optimal mass transit system for an idealized urban area. The model 
is based on a circular city with a definite center and with density declin­
ing uniformly from the center in all directions according to the negative 
exponential function . The transit system consists of radial routes that 
emanate from the center and contain discrete stops. Only trips to or 
from the center are considered, and travel is assumed to occur only in 
radial and circumferential directions. The model represents total com­
munity costs of the system, defined to include travel time, operating 
costs, equipment, and construction. A recursive procedure was devised 
to find a simultaneous minimum with respect to the spacing of routes, 
number and spacing of stops on each route, and average headway. Nu­
merical analyses were conducted for six hypothetical cities by using vary­
ing values for the parameters of the density function. In each case, three 
types of transit systems were compared: conventional bus service, buses 
on exclusive lanes, and rail rapid transit. The optimal system in the larg­
est city examined was exclusive bus lanes; in the other five cases, the 
optimal system was conventional bus service. Other interesting relations 
that appeared in the results are summarized. 

The United States has entered a new era of massive in­
vestment in urban mass transit, prompted by the willing­
ness of Congress to authorize billions of dollars in fed­
eral aid for local transit systems. However, there is 
yet no systematic procedure for allocating these re­
sources and determining whether a transit proposal is 
worthwhile. Each proposal is evaluated on an ad hoc 
basis, and considerable weight is given to the zeal of the 
proponents, political pressures, and the current avail­
ability of funds. Choice of technology has become a 
major issue in many areas, and the question of whether 
medium-sized cities should proceed with huge invest­
ments in fixed-guideway transit systems is particularly 
controversial. 

This paper summarizes a dissertation aimed at de­
termining the dimensions of an optimal tr ansit system 
for an idealized urban area (1). The approach was to 

hypothesize a circular city with a definite center and 
with dens ity declining uniformly from the center in all 
directions. The transit system consists of routes that 
emanate from the center and contain discrete stops. By 
use of integral calculus, a model was derived that rep­
resented the total community costs of building and using 
such a system. By use of differential calculus, a pro­
cedure was developed to optimize the principal design 
variables in the system: the number of radial routes, 
their length, and the number and spacing of stops on 
each route. Numerical analyses compared three com­
mon forms of conventional transit: buses on city streets, 
buses on exclusive lanes, and rail rapid transit. 

Such an abstract model cannot be mechanically ap­
plied to the complex, irregular pattern of a real city. 
Abstraction is an unavoidable compromise if a model is 
to be made mathematically tractable. Similar ap­
proaches have been followed in many previous studies 
of transit optimization. A few of these will be cited 
here; a fuller review can be found elsewhere (1). 

Most previous studies can be divided into two geo­
metrical approaches. One of these assumes a gridiron 
network of transit routes laid on a homogeneous infinite 
c ity, usually with a uniform density of tr ip ends . What 
may have been the fi rst s tudy of this type was done by 
Creighton and others {2) and involved both highway and 
transit grids; the object was to find the optimal com­
bination of investment in the two modes. Holroyd (3) 
assumed a single grid of bus routes and derived a solu­
tion for the optimal spacing of routes and frequency of 
service. Two dissertations, one by Mattzie at Carnegie­
Mellon (4) and the other by Woodhull at Rensselaer 
Polytechnic (5), also dealt with grid systems of transit 
routes. -

The second approach is to examine a single transit 
line. Often one terminal is assumed to be in the central 
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business district (CBD), and only trips to or from this 
terminal are considered. The object is usually to find 
the optimal spacing of s tops. So~e studies have as­
sumed uniCorm spacing, but the more interesting have 
allowed for variable spacings. An eal'ly study of vari­
able spacing of stops was made by Schneider (6). Vuchic 
(J_) later did a fuller analys is of the problem. -Both re­
searchers assumed a constant density of boarding pas­
sengers along the line and came to the conclusion that 
interstation spacings should increase as one approaches 
the CBD. This is oppos ite to conditions normally found 
on radial rail routes in which the spacings become 
smaller near the CBD. 

A third geometrical approach was taken by Byrne (8), 
who assumed a circula1· city of given radius and for ffie 
case in which population density varies only with dis­
tance from the center, derived a solution for the optimal 
number of radial routes. Byrne presented results for 
four density functions including' the negative exponential. 
The model described here has a similar geometry and 
also uses the 11egative exponential fuuction but it in­
volves simultaneously solving for the optil~al number of 
radials and optimal length of radials as well as other 
variables. 

DESCRIPTION OF THE MODEL 

The hypothetical city is a complete circle, uniform 
throughout its 360 degrees, uninterrupted by barriers 
or irregularities, and extending to infinity. The city 
has a center that is taken to represent the CBD. The 
transit network consists of an unknown number of radial 
lines that emanate from the center and extend an unknown 
distance. Each line has discrete stops and access is 
possible only at these fixed points, whi~h must be de­
termined. Because of the assumed symmetry of the city 
the radial lines are equally spaced. Each has the same ' 
number of stops, spaced in the same way, and is of the 
same length. 

The transit system serves a given amount and distri­
bution of travel demand. Demand is highest at the center 
and declines with increasing distance from the center. 
Demand is assumed to be constant (i.e., land use, trip 
generation, and modal split are held constant). Every 
trip must be made, and the only alternative to using 
transit is walking. 

To make the problem mathematically ma nageable 
only trips to 0 1· from tile CBD (assumed to be trips t~ or 
from the point at the center) we1·e co'nsidered. In most 
cities, such CED-oriented trips represent roughly half 
of all transit trips. This is the largest market for tran­
sit, and it dominates the design of transit networks. 

It was assumed that travel can occur only in radial or 
circumferential directions but that otherwise it can occur 
anywhere on the city's surface. There are no circum­
ferential transit routes; all circumferential travel is on 
foot. Each inbound traveler starts from his or her ori­
gin and walks in a circumferential arc to the nearest 
radial transit route. There the traveler has a choice 
between walking inward or outward until reaching a stop. 
He or she chooses the stop that minimizes the total time 
from origin to destination. Close to the center some 
travelers find it fa s ter to walk all the way and ~ot use 
the t rans it service. 

It was asswnecl that inbound a nd outbound trips are 
equal in numbe1· and fol'm m irror images of each other. 
On each radial transit route, vehicles shuttle back and 
forth between the center and outer terminal, stopping at 
all designated stops . 

Objective 

The objective selected was to minimize total community 
costs, measured in dollars. Total costs were defined 
to include capital investment for guideway and vehicles 
operating costs, and the door-to-door travel time of ' 
travelers. It would be desirable to include other types 
of community costs, such as externalities and intangi­
bles, but they were omitted because of the difficulty of 
measuring them or converting them to dollar values. 

The approach to measuring time costs was to calcu­
late the distance traveled from door to door and to esti­
mate average speed on the portions of the route tra­
versed. There are several components in door-to-door 
travel time. One of these is the time spent in the transit 
vehicle, which must be divided into two parts. The first 
is the time that would accrue if the vehicle moved at its 
cruising speed from the rider's point of embarkation to 
the point of debarkation. The second component con­
sists of the additional time penalties incurred when the 
vehicle accelerates, decelerates, and waits at stops to 
load and discharge other passengers. 

Two other components of door-to-door travel time 
were included. One is walking time-the time it takes 
a traveler to walk from origin to boarding stop or from 
where he or she gets off to his or her final destination. 
The other is waiting time, which depends on the sched­
uling of vehicles. It was assumed that average waiting 
time is half the scheduled headway (the time between suc­
cessive buses or trains). 

Operating costs depend on a number of factors, but 
here they were based solely on vehicle kilometers. This 
appears to be the most significant relation and also the 
simplest. 

The 1·e are two major types of capital costs : fixed 
fac ilit ies (s ltCh as i·oaclbed, structures , and stations ) and 
l'Unni11g equipment (bus es a11d trains). In analyzing a 
specific proposal, detailed estimates of capital costs are 
based on engineering drawings. This cannot be done for 
a hypothetical city; hence, the cost of fixed facilities was 
based on kilometers of guideway and number of stations. 
Equipment costs were estimated on the basis of the num­
ber of buses or train cars required to serve peak-period 
demand plus an allowance for vehicles out of service. 

The daily time and operating costs and the one-time 
investment costs were put on a comparable basis through 
the annual cost method although it is actually average 
weekday costs that are represented in the model. For 
capital costs, an expected life span and interest rate 
were assumed, and the equivalent annual cost was cal­
culated . This was converted to average weekday cost 
by assuming a number of weekday equivalents for a year. 

Decision Variables 

The most important decision variables in designing such 
a system are 

1. The number of radial routes (N), 
2. The number of s tops on each radial route (z), 
3. The length of each radial route (xz), and 
4. The spacings between stops on each route. 

The spacings between stops are implied in the set of 
variables X1, xa, xa, ... , x., where x1 is the distance 
from the city center to the i th stop. Thus, the spacing 
between the second and third stops is given by x3 - x2• 

Another variable-scheduling of service-is also 
within the control of the transit authority. There is an 
important relation between frequency of service and 
route spacing, and they should be optimized simulta­
neously. Freq1.1ency of service was represented by av­
erage headway over the full day (h). 



Role of the Density Function 

To develop the model, one must know the locations of 
the trip ends on the surface of the city. Each trip has 
one end at the center, but the other end is elsewhere. 
The approach was to adopt a function that relates the 
density of these outer trip ends to distance from the city 
center. 

There remained the question of what function to use. 
A considerable body of literature, starting with the 
landmark article by Clark (9), suggests that the negative 
exponential function represents the relation between 
population density and distance from the city center. 
However, few studies have dealt with the density of trip 
ends. Furthermore, a review of the literature-de­
scribed elsewhere (10)-revealed that there is now much 
debate over the proper function for population density. 
Researchers have used a variety of equations and ob­
tained close fits to empirical data with many of them. 

Therefore, some empirical research was conducted 
by using population and travel data from transportation 
studies of 12 metropolitan areas of the United States that 
range in size from New York to Syracuse. Regression 
analysis was used to fit data on six population and trip­
end variables to four alternative equations: linear, ex­
ponential, power curve, and normal curve. The findings 
are described elsewhere (11). 

Of particular concern was the density of CED-oriented 
transit trip ends. Data for this variable were available 
only for six medium-sized cities. The analysis showed 
that the exponential function yielded the highest correla­
tion coefficient for four of the cities. For the other two 
cities, the normal curve gave the highest correlation 
but the exponential function was almost as good. In all 
cases, the exponential function had a high correlation 
that ranged from 0.880 to 0.993. 

As a consequence, the negative exponential function 
was selected for inclusion in the model. The specific 
equation is 

D(r) = Ae-"' 

where 

D(r) = density of trip ends at distance r, 
r = distance from the center, 
e = base of natural logarithms, and 

A and b =parameters. 

DERIVATION OF THE MODEL 

(I) 

The model consists of a single equation, derived by in-

Figure 1. Relation between tributary areas and locations of transit stops. 
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tegral calculus, that represents the total community 
costs of the transit system. Deriving the equation in­
volves summing up the kilometers traveled, minutes 
spent in travel, and costs for the entire city. Because 
of the assumed circular nature of the city, the problem 
lends itself to the polar coordinate system rather than 
the Cartesion coordinate system. In the polar system, 
any point r, e is identified by its distance from the ori­
gin r and the angle e between a ray from the origin and 
a given axis. 

Each stop on a route draws travelers from a tribu­
tary area that can be drawn on a map. There is also a 
circular area around the center from which people walk 
to the center and do not use transit. Therefore a route 
with z stops serves a sector that is divided into z + 1 
n·ibutary areas. This is shown in Figure 1 for a route 
with only three stops (plus the CBD terminal). 

The bouildary between the tributary areas of adjacent 
stops must be determined by finding the point at which a 
traveler is indifferent; that is, the total travel time to 
the CED is equal whichever stop is used. This calcula­
tion is incorporated into the model. The variable g1 rep­
resents the distance from the center to the boundary be­
tween those who walk in to stop i - 1 and those who walk 
out to stop i. 

Describing the derivation of the entire equation would 
be impossible in this space. Therefore, the approach 
is illustrated by deriving the person kilometers traveled 
on transit vehicles. This is done for inbound travelers 
for a system with three stops, as shown in Figure 1. 
This requires determining the number of passengers who 
board at each stop and multiplying by the distance from 
the stop to the center. For the first stop, it is neces­
sary to integ1·ate the density functlon between the inner 
and outer boundaries of the tributary area (g1 and g2) and 
to multiply this by X1. The resulting derivation is 

(2) 

Notice that this is integrated over the full circle; it rep­
resents the travel by all persons who board at the first 
stop on all radials. Since the city is radially symmetri­
cal, the behavior on each radial is identical, and there 
is no point in calculating them separately. 

For passengers who board at the second stop, the 
only differences are that the limits of the tributary area 
are g2 and g3 and each passenger rides x2 • Hence, the 
expression for person kilometers has the same form as 
Equation 2, or 

(3) 

For persons who board at the third stop, the expression 
is 

(4) 

Adding these together, we get the total person kilometers 
traveled by transit: 

(2rrA/b2) [e·bg1 (I+ bg1)(xi) + e·b •2 (I+ bg2)(x2 -x1) 

+ e·b<J (I + bg3)(x3 - x,)] (5) 

This is for a system with just three stops on each radial. 
For a larger system, there would be more terms since 
it is necessary to make a separate derivation for each 
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stop. However, all the expressions are identical in 
mathematical form; only the designation of the variables 
must be altered. Thus, the equatio11 for a tfu·ee-stop 
system can be extrapolated to a s ystem with mol'e stops. 

The derivation proceeded in a s tep -by-step (01· stop ­
by- s top) fa s hion. The mos t difficult par t was determin­
ing the kilometers walked in a radial direction. This 
had to be done separately for those who walk inward and 
those who walk outward. For a system with z stops, it 
was necessary to derive expressions for 2z + 1 separate 
areas. But again, all the expressions turned out to be 
identical in mathematical form. 

Kilometers traveled was converted to person minutes 
of travel time by applying appropriate values of average 
speed. Waiting time and time for delays from stops 
were added to obtain total person minutes of travel time. 
This was converted to dollars by applying the assumed 
monetary value of travel time. Then expressions for 
operating, construction, and equipment costs were de­
rived and added to get total community costs. 

When the expressions for all cost components are 
added together, a considerable amount of cancellation 
and simplification is possible. The total cost equation 
for a system with three stops is as follows (certain por­
tions of the calculations given in this paper were done in 
U.S. customary units, and in these instances no SI units 
are given): 

y = { (4rrAc2 t/b 3 ) [ 1 + e·b••(2 + bx 1 ) + e·b•2 (2 + bx2 ) 

+ e·bx3 (2 + bx 3)- e·b81 (2 + bg1 ) 

- e·bg2 (2 + bg2 ) - e·bg3 (2 + bg3 )] } 

+ (2rr2 Ac2 t/N b3 ) + (2NKqx 3 /h) 

+ [ (2rnNV /ph)(c1 x 3 + 3d + L)] + (1Nx3 + 3JN) 

where 

y = total costs, 
x1 =distance from center to i th stop (km), 

(6) 

g1 = distance from center to boundary between tribu­
tuy ar eas ~or s top i - 1 and stop i (km), 

C2 =walking speed (min/ Jun), 
t = value of travel time (dollars/ min), 

N =number of radial routes, 
K =length of dall y transit s ervice period (min), 
q =oper ating cos t per vehicle mile (dollars ), 
h = headway between buses or trains (min>, 

m = spare vehicle factor, 
V = equivalent daily cost of a vehicle (dollars), 
p = ratio of peak-period headway to aver age all-day 

headway, 
c1 = cruising speed of transit vehicle (min/km), 
d = delay for a stop (min), 
L =layover time (mi11), 
I = equivalent daily cost of a mile of guideway 

(dollars ), and 
J =equivalent daily cost of a station (dollars). 

The right-hand side of Equation 6 is divided into five 
p ar ts, each of which has a recognizable significance, so 
that the equation can be r ewritten in verbal form as fol­
lows : Total costs = radial travel, delay, and waiting 
time + circumferential travel time + operating cost + 
equipment cost + construction cost. 

FINDING THE OPTIMAL SOLUTION 

The total cost equation for a system with z stops on each 
radial has z + 2 decision variables . These are N, h, and 
the set of z variables t ltat represent the distance from 
the center to each of the stops (x1, x2, X31 ••• , x.). x, 
is also the length or the route. 

To find a global minimum for all the variables , one 
starts by taking the partial derivative of the equation with 
respect to each variable and s etting each result equal to 
zero. This yields a set of z + 2 equations that contain 
z + 2 unknowns. The next step is to find a s imultaneous 
solution for the z + 2 equations that will specify the 
optimal solution. But all of the equations are nonlinear, 
and no general analytical method exists for finding the 
simultaneous solution to a set of nonlinear equations. 
Consequently, an approximating procedure was de­
veloped to find the optimal solution. 

The set of equations does have a special structure 
that can be exploited to develop a recursive procedure. 
Most of the equations contain three unknowns, but there 
is one that contains only two. The equations can be se­
quenced so that, by assumi ng a value for one variable, 
values can be calculated for all the other variables. 
When this has been done, one equation remains. In­
serting the previously calculated values in this equation 
provides a check on whethe1· a simultaneous solution has 
been obtained. 

Usually a simultaneous solution will not occur at first 
because the process began by guessing the value for one 
variable. Therefore, the recursive procedure must be 
em bedded in a search pr ocedure to find the right starting 
value. A classical one-dimensional search technique 
known as the regula fals i method was adopted for this 
purpose. This involves making two trials with arbitrar­
ily selected values, comparing the results, and calcu­
lating a "best guess" for a third trial. The method 'con­
tinues with successive trials, always comparing the re­
sults of the two previous trials, until convergence is 
r eached. The recurs ive procedure and the regula falsi 
method were implemented in a computer program that 
proved efficient in approximating a simultaneous solution 
for the set of equations. 

There is a further, unusual dimension to the problem. 
To carry out the procedure just described, one must 
specify the number of stops because this determines the 
number of unknowns and equations. Howeve1·, the num­
ber of stops is itself an mlknown of some importance. 
Thus, at t}le start, the number of equations to be solved 
is unknown! This problem was handled by embedding the 
above procedure in an overall search for the optimal 
number of stops. This was done by using the Fibonacci 
search method, which successively eliminates groups 
of integers until it locates the integer that gives the op­
timum. 

NUMERICAL ANALYSIS 

The computer program was used to calculate optimal 
transit systems for a number of hypothetical cases. Two 
interests were of primary importance in the selection 
of the tests : 

1. Choice of technology-What is the best transit 
mode for a particular city? Tests were run for the three 
best known types of conventional transit service: (a) 
ordinary bus service in which buses run in mixed traffic 
on surface streets, (b) exclusive bus lanes, and (c) rail 
rapid transit. These are referred to as local bus, bus­
way, and rail. 

2. Impact of the density profile-What effect does the 
density of trip ends have on the optimal transit system? 
Tests were made for six hypothetical cities with different 
values for parameters of the density function. The three 
transit modes were compared for each city so that op­
timal transit systems were calculated for 18 cases. 



The table below gives the regression and correlation 
coefficients obtained for the exponential function for six 
metropolitan areas: 

City A -b -r 

Detroit 3427 0.286 0.966 
Cleveland 4043 0.275 0.992 
Pittsburgh 2345 0.355 0.880 
Buffalo 2145 0.384 0.974 
Rochester 2705 0.724 0.993 
Syracuse 1285 0.632 0.935 

The value of A is the density of trip ends per square 
mile at the city center (these numbers represent only the 
outer ends of trips, which is why they seem low). The 
value of b indicates the rate of decline in the density of 
trip ends per square mile with each mile of increased 
distance from the city center. The higher the absolute 
value of b, the more compact the city. 

It was decided to make tests with combinations of two 
A values (2000 and 4000) and three b values (0.25, 0.50, 
and 0.75). Each city is given a "name" that signifies 
the two parameter values: for example, city 4/25 is the 
case where A = 4000 and b = 0.25. The total number of 
person trips made in each city can be determined from 
the following result: 

i 2n r~ 
Jo Ae-b' rdrdli = (27rA/b2

) 

Table 1. Dimensions of optimal local bus systems. 

Length 
Number of Each Average Number Total 
of Route Spacing of Route 

City Stops (km) (km) Radials (km) 

4/25 19 25.42 1.34 60 1526.2 
2/25 19 25.43 1.34 43 1082.8 
4/50 13 12.54 0.96 22 273.6 
2/50 13 12.55 0.97 16 195.0 
4/75 10 8.27 0.83 12 101.3 
2/75 9 7.72 0. 86 10 75.6 

Note: 1 km= 0.62 mile. 

Figure 2. Spacing between stops for optimal local bus systems 
for cities with A = 2000. 
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The person-trip totals for the six hypothetical cities are 
given below: 

City Person Trips 

4/25 402 124 
2/25 201 062 
4/50 100 531 
2/50 50 265 
4/75 44 680 
2/75 22 340 

Numerical analyses also require specifying values 
for a large number of parameters that mostly represent 
cost and performance characteristics of the transit sys­
tem. The literature was surveyed to ascertain reason­
able values for all parameters. Many of these depend 
on the transit mode being analyzed, but some (such as 
the interest rate-assumed to be 10 percent-and the 
value of travel time-set at $2.40/h) are common to all 
modes. 

Local Bus System 

Dimensions of the optimal systems for the six cities are 
given in Table 1. As one would expect, the larger the 
city is, the larger is the optimal transit system. The 
optimal number of stops ranges from 9 to 19; the op­
timal length of each route from 7.72 to 25.43 km (4.8 to 
15.8 miles); and the optimal number of radials from 10 
to 60. Thus, there is considerable variation in the op­
timal values, which clearly depend on the density profile. 

The value of A has little effect on the optimal number 
and spacing of stops or the optimal route length. The 
value of b has much more influence: The more compact 
the city is, the shorter are the routes, the fewer are the 
stops, and the closer is the spacing between stops. 

Where A does have an impact is on the numbe1· of 
radials (although the b parameter remains dominant). 
City 4/25 has twice as many trips as city 2/25, and the 
optimal number of radials increases from 43 to 60. This 
suggests that the response to a uniformly distributed in­
crease in demand should be to increase the number of 
routes rather than the frequency of stops on existing 
routes. 

The optimal value for average headway ranges from 
8.6 to 20.6 min; it is influenced by both the A and b val­
ues. When the value of A is doubled, optimal headway 
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is reduced by less than half. This suggests that, when 
bus trips are added to handle increased demand, they 
should be distributed between existing routes and newly 
created routes (which will reduce both walking and wait­
ing). 

The pattern of spacing between stops is also of inter­
est. The same pattern was found in all cases and per­
sisted in the busway and rail alternatives. To illustrate 
this pattern, the interstop spacings for the three cities 
with A = 2000 are shown graphically in Figure 2. The 
pattern has the following features: 

1. Starting from the center, the spacing decreases 
outward to a point about four-fifths the length of the route. 

2. From this point to the outer terminal, the spacing 
gradually increases. 

3. The first stop has a much larger spacing than any 
other, but variation among the others is very slight. One 
could generalize by saying that, except for the first stop, 
the spacing should be approximately uniform. This 
seems more realistic. than the optimal spacing pattern 
derived by Schneider (~ and Vu chic (.'.!}. 

Busway System 

The principal difference in the busway system is that it 
involves construction costs for guideway and stations in 
return for which the buses achieve higher speeds and 
lower operating costs. Table 2 gives the dimensions of 
the optimal busway systems. These are substantially 
smaller than the local bus systems for the corresponding 
cities in terms of number of stops, number of radials, 
and total kilometers of route. 

The average spacing between stops is greater in all 
cases than for local bus. This is a concomitant of faster 
bus speeds: the faster the speed of transit service is, 
the farther people will walk to use it. The delay for a 
stop also increases, which further increases the spacing. 

The value of A has more impact on the number of 
stops and on route length than it does in the case of local 
bus. This is undoubtedly because each station and kilo­
meter of route entails a construction cost. Doubling the 
number of trips distributes this capital cost more and 
justifies a higher level of investment. 

Optimal headways are much lower for busway than 
for iocal bus. '!'his ls apparently because the busway 

Table 2. Dimensions of optimal busway systems. 

Length 
Number of Each Average Number Total 
of Route Spacing of Route Headway 

City stops (km) (km) Radials (km) (min) 

4/25 13 24.48 1.88 16 401.6 2.35 
2/25 11 22.64 2.06 12 272.7 3.45 
4/50 7 10.19 1:46 9 87.1 4.90 
2/50 5 8.75 !. 75 6 56.5 7.40 
4/75 4 5.64 1.41 6 33.3 7.60 
2/75 3 4.37 1.46 5 21.0 8.50 

Note: 1 km= 0.62 mile, 

Table 3. Dimensions of optimal rail systems. 
Length 

Number of Each 
of Route 

City stops (km ) 

4/ 25 11 23 .85 
2/ 25 9 21.17 
4/50 5 8.64 
2/ 50 4 6.97 
4/ 75 3 4.40 
2/ 75 1 1.93 

Note: 1 km= Q_62 mile. 

involves high costs for stations and route kilometers 
(versus zero cost for local bus) but the operating cost 
per vehicle kilometer is much lower. The outcome is 
a smaller route structure with better service. 

Rail System 

The principal difference between the busway and rail ai­
ternatives is that rail is more capital intensive. For 
rail, the costs of building a station and a route kilometer 
were assumed to be twice as great. The cost of a rail­
car was assumed to be more than four times greater than 
the cost of a bus. 

Table 3 shows the dimensions of the optimal rail sys­
tems. Each is smaller than the optimal busway system 
for the same city. The number of stops and the length 
and the number of radials are all reduced. The slightly 
greater average spacing between stations results from 
an assumed higher cruising speed and larger delay for 
a stop with the rail alternative. 

The rail model was slightly different from the one 
used for the bus alternatives in that it included a feature 
that also optimized the average length of trains. The 
results are given in the last column of Table 3, which 
shows that, in cities with greater total demand, trains 
should be longer. This in itself is not surprising, but 
note that optimal headway is not greatly reduced in the 
larger cities. This suggests that greater demand should 
be handled by running longer, rather than more frequent, 
trains. 

Comparison of the Three Modes 

The busway had the least total cost for the largest city 
examined-city 4/25. The local bus system had optimal 
cost for the other five cities. The rail system had the 
highest cost in all cases. 

The computer program calculates many other char­
acteristics of the optimal systems. It is of interest that 
in two cases the busway system had the highest average 
travel speed from origin to destination, whereas the 
iocai bus system was highest rn the other tour. The rail 
alternative turned out poorly in this regard because 
walking was assumed to be the only mode of access, and 
walking distances were quite high. This suggests the 
importance of supplementing rail lines with feeder bus 
service. 

The optimal headways are of interest because increas­
ing the frequency of service is a common policy objec­
tive. The busway system was best in all cities, and 
rail was uniformly second. This again demonstrates 
that when there is a construction cost the optimum pro­
duces a small route structure with frequent service. 
When there is no construction cost, the route structure 
is much larger, and service on each route is less fre­
quent. 

Average 
Average Number Total Number of 
Spacing of Route Headway Cars per 
(km ) Radials (km ) (min) Train 

2.17 l l 265.0 8.55 3.58 
2 .35 8 179 .3 10.00 2 .75 
!. 73 6 55.7 8.00 1.45 
!. 74 5 35.8 9.05 1.03 
1.47 5 20.9 9.20 1.00 
1.93 5 9.7 9.70 1.00 



CONCLUSIONS 

The model appears to give a reasonable representation 
of total costs for different types of transit systems in 
cities with different density profiles. The results indi­
cate considerable sensitivity to the form of transit ser­
vice and the parameters of the density function. There 
are weaknesses in the current formulation; improve­
ments and extensions are certainly possible. It would 
be desirable to make transit demand (the number of 
trips) and land-use configuration (implied by the density 
profile) sensitive to the provision of transit service, to 
include trips not going to or from the CBD, and to add 
some type of feeder routes to the radial Un.es. 

The study indicated that an areawide rail transit sys­
tem, without supplementary conventional bus service, 
is less economical than an areawide busway system with 
the same limitation within the range of density parame­
ters examined (roughly those of medium-sized American 
cities). This finding depends on the values assumed for 
the cost and performance parameters, especially con­
struction cost. Some medium-sized cities may contain 
sectors that have atypically high densities that would 
justify a rail line. There also may be situations in 
which alignments can be obtained at unusually low cost­
perhaps underused railroad rights-of-way or the median 
strips of freeways. Any situation that involves atypically 
low costs for land acquisition and construction is more 
likely to warrant a rail line. This also applies to the 
busway system, which proved more expensive than con­
ventional bus service in five of the six hypothetical 
cities. 

It is surprising that ordinary bus service did so well 
in the comparison. This was largely because a dense 
network and close spacing of stops produced substantially 
shorter walking distances than did the alternatives. This 
underlines the importance of complementing high-speed 
main-line facilities with a pervasive feeder system or 
parking facilities at stations or both. 

Both the A and b parameters of the density function 
affect the optimal transit system, but the b parameter 
has much more influence. Its major impact is on the 
length of radial routes and the number of stops. The 
average spacing between stops did not vary much from 
city to city. 

Factors that vary in response to the A parameter can 
be interpreted as sensitive to scale. The results indi­
cated that some economies of scale exist, but they are 
not overly significant. They seem to be largest when 
construction costs are involved. 

Historical evidence is conclusive that the values of 
A and b have been declining in cities all over the world, 
which means that cities are becoming more dispersed 
and less centralized. It is noteworthy that the only city 
in which the busway alternative was optimal had the low­
est value of b (city 4/ 25). Therefore, the historical de­
cline of b values-although certainly related to increas-
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ing use of the automobile-does not necessarily spell 
doom for fixed-guideway transit systems. What happens 
is that trip lengths become longer, which makes it more 
worthwhile to introduce high-speed capital facilities. 

This view conforms with the understanding of trans­
portation planners. In most cities, the total number of 
trips to and from the CBD has remained fairly constant 
for years. However, homes are moving outward, and 
people are coming to the CBD from farther and farther 
away. This means that some radial transit improve­
ments that could not be justified in the past may be war­
ranted in the future. 
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Making the Concept of Equity 
Operational 
Douglass B. Lee, Jr., Institute of Urban and Regional Research, 

University of Iowa 

In an effort to improve communication among transportation planning 
professionals and with the public, definitions of "equity" -a term com­
monly used by professionals, politicians, and citizens in discussion of 
planning issues-and related concepts are proposed. Two examples are 
offered to show how horizontal and vertical equity can be made opera­
tional. Supposed trade-offs in transportation between efficiency and 
equity are also explored, and it is concluded that, contrary to conven­
tional wisdom, they are more often complementary than conflicting. 

Rather than invent entirely new words to round out their 
jargon, technical professions often borrow common 
words that have meanings somewhat related to the tech­
nical concept in need of a name. One of the problems in 
doing this is that a word such as "equity" is used by 
many people in discussing the same issue but with little 
overlap in meaning and, hence, limited communication. 
For many people, equity refers to their own (often pl'i­
vate) definition of fairness, whereas for others equity 
may mean equal treatment or the distribution of income. 
Because equity has become such a popular word in trans­
portation planning, some efforts at presenting an opera­
tional form of the concept seem justified. 

In this paper, some definitions are first proposed, 
and then two examples are presented and discussed. The 
first example compares alternative policies for allocat­
ing gasoline during a shortage, and the second estimates 
empirically the vertical impact of financing rail rapid 
transit construction out of property and sales taxes, as 
was done in San Francisco. The conclusion is drawn 
that inequities in the transportation sector are the re­
sult of inefficiencies rather than a consequence of the 
conflict between efficiency and equity. 

DEFINITIONS OF HORIZONTAL AND 
VERTICAL EQUITY 

Equity generally refers to the distribution of something 
that has value-Le., costs or benefits-among entities­
i.e., people, regions, or factors-and whether that dis­
tribution is good or bad or better or worse. Part of the 
problem in U1e use of the term is that equity is both de­
scriptive (what the distribution is) and normative 
(whether it is good or bad). 

Many of the standard works on public finance (2, 9, 10) 
include brief sections on definitions and alternative con­
cepts of equity. Current litc1·aturo is sometimes helpful 
(7), but n1cre often it is directed at remote theoretical 
points. Altbougl1 an occasional extended empirical wox·k 
{6) will include transpo1tation as one component, appli­
cations in the transportation field are limited (.!_,; !· ~. 
11). An extensive literature treats lhe shifting and in­
cidence of the property tax. The definitions offered be­
low are generally consistent with this literature although 
there is considerable disagreement and ambiguity within 
it. A first step toward a definition of equity is to group 
applications of the equity concept under two main head-
ings: ' 

1. Horizontal equity-In formal terms, this is the 
equivalent treatment of individuals in equal circum­
stances and relates most directly to popular notions of 

fairness. Suppose, for example, a large transportation 
investment creates benefits to landowners according to 
the schedule shown in Figure 1 but taxes are levied 
uniformly within the two jurisdictions benefited. It can 
be seen that (a) some pers ons in each jurisdiction pay 
for benefits they do not receive while others receive 
more than they pay and (b) one jurisdiction is paying 
more than its share of the total bill. 

2. Vertical equity-The other side of equity refers 
to the distribution of income between different classes 
of incomes. Views on this subject tend to reflect one of 
two lines of thought: (a) The existing income distribution 
is unacceptable and another is preferred, usually one 
that is more egalitarian, or (b) the present distribution 
is tolerable, bul lhe effect::; uf prupu::;ed programs and 
policies should be evaluated to be sure they at least do 
not worsen the situation. The second approach is the 
one taken here, but roughly the same analytic skills are 
required in either case. This means that we are pri­
marily interested in equity impacts, i.e., the incre­
mental change in the aggregate distribution of income 
that results from a project. 

Two types of criteria are used to evaluate impacts of 
vertical equity. One assumes that the size of the pot is 
fixed (thei·e are no efficiency impacts) and the result of 
the policy is labeled either Iavo1·able (low incomes gain 
at the expense of lligh), unfavorable (high incomes gain 
at the expense of low), or neutral (there are no net re­
distributive effects) . The other type of criterion is more 
general, applies to the distribution of costs, benefits, 
and net benefits, and is measured in p1·oportion to in­
come: Costs (taxes) that increase faste1· than income 
as a proportion of income are progressive as are bene­
fits that increase less than proportionately; costs that 
increase less than proportionatelv or benefits that in­
crease faster than income are regressive; and costs or 
benefits that are a constant proportion of income are 
neutral. 

Three examples are shown graphically in Figure 2. 
Empirical estimates of these distributions will be less 
smooth (because of grouping of data by income class) 
and less monotonic than the diagrams shown. 

EFFICIENCY CRITERION 

Maximum social welfare is obtained when, for all out­
puts, the marginal social benefit of the last unit is equal 
to the marginal social cost in terms of what society must 
give up in order to obtain that unit of output. In a per­
fectly functioning market, benefits are reflected by 
willingness to pay and can be represented diagrammat­
ically by a demand curve; social opportunity costs are 
similarly represented by the supply curve, and the inter­
section-the optimum level of output and price-results 
automatically from the market processes. In economic 
theory, this is what is known as efficiency. Horizontal 
equity is satisfied because equal payment is made for 
equal use, and vertical equity is neutral as long as the 
initial distribution of income is acceptable. 

No actual markets function perfectly, so the policy 



question becomes that of determining what kinds of mar­
ket failure exist and what public intervention is war­
ranted. Despite the pervasive presence of the public 
sector in transportation, the types of market failure that 
justify public intervention (notably, the natural monopoly 
characteristic of a large capital investment in a network) 
are few in number. In particular, there is no reason 
why users of the systems should not pay the full social 
costs of constructing and operating those systems. Al­
though there are those who argue otherwise, it is as­
sumed here that transportation does not create external 
benefits. External costs such as pollution and noise are 
ignored. 

INEQUITY OF EFFICIENT PRICING 

Some persons object to efficient pricing because it is 

Figure 1. Horizontal equity 
between jurisdictions. 
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claimed to be inequitable. Of particular concern are 
those potential system users who are dissuaded by the 
level of the user charge. Clearly, many persons who 
would like to use a transportation facility and who choose 
not to in the face of the high price may be of lower than 
average income. The claim may be made that it is the 
poor who are "tolled off" the facility. The reasoning 
for this argument can be stated as follo)¥s: For any 
good or service that is in the broad category of being 
a necessity or is simply generally consumed, the amount 
spent for this item by each household will rise with the 
income of the household (overall, wealthier households 
will spend more for the item), but the proportion of in­
come spent will decline. An increase in price, then, 
will operate like an excise tax, falling more heavily on 
lower income households as a proportion of income. 

An example of the effects of correct pricing is shown 
in Figure 3. Indeed, the increase in price, by itself, is 
regressive. This observation should, however, be 
placed in context: 

1. Equity impacts cannot be estimated without speci­
fying the null alternative. When the price to users is 
below cost, then the deficit must be made up by a trans­
fer from some group of taxpayers to the group of con­
sumers. If, for example, the burden of the subsidy falls 
as shown by line AB in Figure 3, shifting the full cost 
burden onto consumers would result in a net improve­
ment in equity. In the no-free-lunch real world, equity 
is determined not by whether the user pays or not but 
by how things are paid for by users and nonusers to­
gether. 

2. If the higher price is the correct (i.e., efficient) 
one, then the welfare gains exceed the costs to con­
sumers, and it is possible to make everyone better off 
as a result. This can be done through the generation of 
income, if private markets are functioning properly, or 
through direct government action. If the correct price 
is achieved by a tax, then the revenues can be used to 
provide a rebate to low-income households, to improve 
service to persons most adversely affected by the higher 
price (e.g., better commuter bus service), to construct 
new facilities where the demand warrants, or all of the 
above. In most policy contexts there are several feasi­
ble ways to at least approximate neutral or favorable 
equity and at the same time improve efficiency, and 
these actions should be taken in conjunction with each 
other. 

3. If the user is to be undercharged because it is 
more equitable, then the question becomes, How much 
subsidy? Once a major component of the system is sub­
sidized, it becomes harder to deny subsidies to others; 
city bus companies and railroads have joined the ranks 
at the trough in the last decade or so, and the taxicabs 
and intercity bus companies are now starting to get 
hungry. 

It is preferable, then, to separate-analytically­
equity and efficiency and not attempt to achieve equity 
by sacrificing efficiency. Typically, the gains will be 
overwhelmed by the losses when, with a little care, it 
is quite possible to achieve both. 

EXAMPLES 

Response to a Gasoline Shortage 

Three alternative policies for dealing with the situation 
in which there is excess demand for gasoline at prevail­
ing (controlled) prices have been selected from among 
those discussed, proposed, or placed in practice. They 
have been simplified somewhat for discussion purposes, 
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and no attempt has been made to test empirical as­
sumptions used in evaluating the three alternatives. 

1. Plan A imposes a tax on the price of gasoline that 
is large enough to reduce demand to the level of supply 
and uses the revenues to provide a tax rebate on the ba­
sis of income (no other test, such as automobile owner­
ship, is considered). 

2. Plan B allocates available supplies to regions ac­
cording to previous consumption levels. Within those 
regions, the stock of gasoline is allocated to those willing 
to pay the controlled price plus wait in line for the gaso­
line. 

3. Plan C issues rationing stamps to all licensed 
drivers according to need, the total number of stamps 
being equal to the total supply of gasoline. Need is hard 
to define precisely, but it appears to include such notions 
as the lesser need for gasoline among persons living in 
areas served by transit, greater need among persons 
who live far from where they work, and need based on 
automobile ownership and previous consumption. 

The three platts are listed in decreasing order of effi­
ciency (net s ocial benefits). Plan A directs supplies to 
those who benefit most as expressed by willingness to 
pay; plan B includes a time price, which is a less ef­
ficient rationing device; and plan C is least efficient be­
cause it both creates heavy transaction costs and tends 
to encourage at least some inefficient consumers to 
maintain their previous levels of consumption. 

Horizontal Equity 

If persons who consume equal amounts of gasoline make 
equal sacrifices, then horizontal equity is served; in 
other words, persons should pay in <J.Ccordance with the 
amount consumed. Plan A would be the most equitable, 
then, because it would require each consumer to sacri­
fice in accordance with the amount of gasoline consumed. 
Plan B is less equitable because consumers in equal 
circumstances (i.e., who consume equal amounts of 
gasoline) will sacrifice varying amounts in terms of 
time and inconvenience depending on such factors as 
region, location within region, time schedule, and avail­
ability of stand-ins such as wives and children. But at 
least th.a eusts a.i"e fully borne by cvnau.mcr'"" of gasoline. 
Plan C bas the effect of creating income (U\e stamps have 
a value approximately equal to the optimal tax in plan A) 
for a pai·ticular group of consumers (those with automo­
biles, high gasoline consumption, and without access to 
transit) in a way that is arbitrary from the standpoint of 
horizontal equity; plan C is, in fact, perverse because 
it rewards those who are least deserving from the stand­
point of horizontal equity (not necessarily the same as 
vertical). 

Vertical Equity 

Plan B has the most favorable impact on vertical equity, 
but the reasons are somewhat unattractive. If it is as­
sumed that persons with higher incomes also generally 
place a higher value on their time, then the time com­
ponent of the price of gasoline extracts a greater sacri­
fice from them than from those with lower incomes; in 
other words, vertical equity is achieved by making 
everyone worse off but those with higher incomes more 
worse off than those with lower incomes. Both effi., 
ciency and equity can be improved somewhat by allowing 
persons with higher than average values of time to hire 
persons with lower than average values to stand in line 
for them. This becomes, in effect, a transfer payment 
from higher income to lower income people as a function 

of how much time those with lower incomes are willing 
to waste waiting in line. 

Plan A also has a favorable vertical equity impact be­
cause high- as well as low-income people pay the higher 
price but only those with lower incomes receive the re­
bate. Depending on how the surpius revenues (above the 
amount of the rebate) are used, the vertical equity im­
pact could be improved or worsened. 

Plan C again has the least favorable impacts. The 
extent to which the distribution of income would be 
worsened by this plan depends on the distribution of in­
come of needy persons (those with automobiles , a 
driver's license, or high previous consumption) versus 
the distribution of income of nonneedy persons. Whether 
the result would be favorable or unfavorable requires 
matching empirical information with a precise definition 
of need, but it appears plausible that most of the needy 
would be affluent suburban commuters. In addition, 
persons who do not have a driver's license (the poor and 
the elderly) are more likely to come from low-income 
than high-income households. 

The efficiency of plan C could be improved slightly 
by allowing recipients to sell their stamps, which would 
permit a household with high consumption to decide 
whether to maintain previous levels of consumption or 
sell the stamps and consume less, but the equity impact 
would be unaffected by this transaction. Selling the 
stamps simply means that the income in kind (gasoline) 
can be exchanged for money income, and the distribution 
of income is unchanged. 

A summary comparison of how the three plans rank 
in dealing with gasoline shortages is given below: 

Horizontal Vertical 
Ranking Efficiency Equity Equity 

Best A A B 
Second best B B A 
Worst c c c 

In comparing the three plans for dealing with gasoline 
shortages, a conflict or trade-off between efficiency and 
equity appeared only once, and that was where vertical 
equity could be enhanced by making everyone worse off . 
In general, the efficient plan was the most equitable or 
could be made the most equitable by imposing modest 
.... ~rl" nnnrd .. ,,..,;,.,f(""I Dl.-..nY'IOY'C' c:ohn11lrl ha lnnt..incr fn,... UT':l'1'::! 
\:J&."4'-' '-'V.1..1.i..;1".&. L.4.&.LL"W o .L. .&.L.4.~LLL'-'.&. ._, ........................... l'V"' .................... ~ ... b ... ._.... II ..,,_J ...., 

to impose these constraints on efficient solutions rather 
than attempting to redistribute income through trans­
portation policy. 

Vertical Impact of Bay Area Rapid 
Transit Financing 

The cost of constructing the Bay Area Rapid Transit 
(BART) system was paid for primarily from two local 
general revenue sourcei::;: a property tax with an effective 
rate of about 0 .13 percent and a sales tax of $ 0. 00 5 that 
exempts groceries. Given information about the income­
related characteristics of taxpayers and users of the 
system, estimating the magnitudes of flows of costs and 
benefits between income groups requires four steps [the 
empirical information used in discussing this example 
is derived from Hoachlander (8)]. 

Direct Incidence 

Ideally, the property tax paid by each property owner in 
each income class would be calculated by applying the 
tax rate to the value of the owner's property, and sales 
taxes would be calculated by applying the sales tax rate 
to annual local expenditures. A number of difficulties 



make the reality considerably more crude, but only the 
more important ones will be described. First, data are 
grouped into large classes by income, and average values 
of income and property must be used. Second, the orig­
inal source of the information was the 1970 U.S. Census, 
and property and income data are only provided for res­
idential property so that the distribution of the impact of 
the property tax on commercial and industrial property 
is assumed to be the same as the distribution on resi­
dential property. Third, spill-ins and spill-outs (e .g., 
sales taxes paid by tourists) are assumed to be negligi­
ble or no different from the estimated distribution of 
impact based on local residents. 

Market Adjustments 

In many situations, the imposition of the tax will cause 
a change in behavior on the part of those on whom the 
tax is levied. If the policy change were a price increase, 
then consumers could be expected to adapt in various 
ways so as to lessen the impact of the higher price or 
take advantage of a lower price. Sales and property 
taxes can cause consumers to shop in jurisdictions where 
the tax is lower, and property taxes can encourage 
households and firms to locate in other jurisdictions. 
Although this would be possible in the Bay Area case, 
the tax rates are low enough that substantial attempts to 
escape them were probably not made. Of course, if the 
estimates are being made retrospectively, then the ac­
tual distributions of households after the tax was levied 
can be used. 

Tax Shifting 

The extent to which the burden of a tax falls on con­
sumers versus producers (or landlords versus renters) 
depends on the relative elasticities of supply and demand. 
One example in which supply is fairly inelastic and de­
mand is elastic is shown in Figure 4. In this situation, 
the tax falls more heavily on producers because con­
sumers drop out of the market with even small increases 

Figure 4. Incidence of tax on consumers and producers. 
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in price but producers cannot so easily adjust supply. 
If things were the other way around-inelastic demand 
and elastic supply-then consumers would bear most of 
the burden of the tax. It is important to note that it is 
not on whom the tax is levied but market conditions that 
determine incidence. For the conditions shown in the 
diag1·am in Figure 4, the tax could have been charged to 
consumers (a sales tax) instead of producers (an excise 
tax quoted in the price), and the results would still be 
the same. 

Hoachlander assumed that homeowners absorb the 
full burden of the tax on owner-occupied property, that 
the tax on rental property is fully shifted forward onto 
tenants, and that sales taxes are fully borne by the con­
sumer (he used the Internal Revenue Service estimates 
tabled for purposes of itemizing income-tax deductions), 
and the estimates for the cost burden given in Table 1 
(8) reflect these assumptions. On the benefits side, be­
cause only users (or their households) are assumed to 
benefit, the passenger kilometer was chosen as a mea­
sure of benefit. By using recent ridership surveys and 
thus distribution of patronage and average trip length, 
an index of aggregate passenger kilometers of travel by 
income class can be constructed. For convenience, 
total benefits (net of fares) are assumed to be equal to 
the total taxes contributed, so the passenger-kilometer 
index was scaled to give the same total as that for costs. 
This allows the costs and benefits for each class to be 
compared on the basis of relative gain or loss (zero sum). 
The results of estimating benefits and also of subtracting 
costs are given in Table 2 (~. 

Interpretation 

A good way to represent the distributional results in 
graphic form is to measure costs or benefits per house­
hold on the vertical scale and let the width of each band 
be proportional to the size of the income class. In Fig­
ure 5, it is clear that high-income groups have gained 
at the expense of low-income groups, but the magnitudes 
are placed in perspective because the area of each seg­
ment indicates the amount of the transfer into or out of 
each income class. 

Several points should be kept in mind in interpreting 
these results: 

1. Benefits calculated per trip (instead of per kilo­
meter) would appear to be less redistributive but none­
theless unfavorable. 

2. Property taxes are not generally fully shifted and, 
to the extent that this is true, estimates of the cost bur­
den are biased downward; i.e., higher income groups 
actually pay more tax than that shown. 

3. As noted, the estimates of costs are based on 
residential property taxes only, which make up about 
53 percent of BART property taxes. To the extent that 
the distribution of costs initially levied on commercial 
and industrial property differs from the distribution of 
costs levied on residential property, the cost estimates 
are inaccurate. 

Table 1. BART taxes by income class. 
Tax on Homeowners ($) Tax on Renters ( $) Households Tax per 

Income Total Household 
Class ($) Property Sales Property Sales ($) Number Percent ($) 

0-5 000 1310 498 2367 1555 5 730 206 915 27 28 
5 000-7 000 609 290 1068 795 2 762 83 502 11 33 
7 000-10 000 1432 770 1508 1216 4 926 132 348 17 37 
10 000-15 000 3351 1938 1525 1313 8 127 180 632 23 45 
15 000-25 000 3501 2373 828 856 7 558 129 139 17 58 
~25 000 1381 916 213 220 2 730 37 139 5 73 

Total 31 833 769 675 100 
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Table 2. BART benefits by income class. 

Income 
Class ($) 

0-5 000 
5 000-7 000 
7 000-10 000 
10 000-15 000 
15 000-25 000 
~25 000 

Total 

Figure 5. Vertical equity impacts of BART financing. 
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Ridership 
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4. The conclusion that BART created an unfavorable 
income redistribution in the Bay Area cannot be accepted 
without establishing what would have occurred otherwise. 
Previous investments in highway capacity had drawn 
from similar sources in similar proportions and to the 
benefit of similar groups. It is quite likely that the un­
favorable equity impacts of BART are not much, if at 
all, worse than the impacts of a corresponding invest­
ment in highways; BART only looks bad in comparison 
with an ideal sector that is equitably priced and financed. 

5. In principle, fares for the high-quality service 
used by higher income travelers could be set at a level 
somewhat above costs as a bias toward progressivity. 
In the case of BART, however, these same travelers 
have available to them the most heavily subsidized al­
ternative-commuting to and from the suburbs by auto­
mobile. BART could probably raise its fares by a mod­
est amount, but it is severely constrained by prices set 
on competing modes. 

COMPLEMENTARITY OF EQUITY 
AND EFFICIENCY 

If the characteristics of a good or s ervice are such that 
(a) benefits of consumption are entirely captured by 
users (and perhaps passed on along with costs) and (b) 
the existing distribution of income is generally accept­
able, then equity and efficiency can both be served most 
easily by charging full costs to users in accordance with 
use. Accomplishing this with complete accuracy in 
transportation would require that user fees at least vary 
by network segment, time of day, and type of vehicle. 
The system would be entirely self-supporting (covering 
all opportunity and administrative costs) and would con-

Net 
Passenger- Benefits Benefits 

Average Kilometer per per 
Trip 
(km) 

2.75 
2.82 
3.38 
4.32 
4.74 
4.32 

Bene fits Household Household 
($000) ($) ($) 

2 267 11 -17 
1 502 18 -15 
3 338 25 -12 
7 321 40 -4 

11 370 88 29 
6 033 162 80 

31 833 

tribute to sales and property tax revenues. 
Such, of course, is not the case. In general, the 

transportation user underpays, and the underpayment is 
erratic but tends to be greater the higher the cost of the 
service is. Facilities for which demand is either very 
high or very low are especially underpriced. Moreover, 
inefficiencies in resource allocation and utilization also 
lead to undesirable equity impacts, such as the following: 

1. The shortfall must be made up from some other 
source-normally a general revenue instrument, usually 
the property tax. This violates horizontal equity (non­
users pay for services that do not benefit them) and may 
have unfavorable vertical impacts as well. 

2. The nature of the service offered-such as the 
balance between modes-is biased toward higher income 
users. Suburban commuters receive large subsidies 
per trip, whereas transit-dependent travelers receive 
far less service than they would get if all subsidies were 
eliminated. 

3. Minor cross subsidies that might be desirable 
(e.g., for the elderly or school children) are impossible 
because all users underpay. 

4. Attempts to correct inequities on one mode are 
frustrated by the ease with which the relatively affluent 
can escape higher user charges by shifting to another 
mode . 

Certainly, it is not a simple task to evaluate the var­
ious kinds of equity impacts, but the methods and con­
cepts are available and they are no harder to use than 
thu:se rt::lated to t::fficiency. Iviuch improvement in the 
state of the art needs to be made, but in the effort it 
might be discovered that, far from having sacrificed 
equity to efficiency, we have achieved neither. 
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Who Favors Work-Schedule 
Changes and Why 
Anis A. Tannir,11 Saudi Arabian Parsons Limited, Jeddah 
David T. Hartgen, New York State Department of Transportation 

Factors that influence attitudes of white-collar employees toward alter­
native work-schedule changes are examined to determine whether the de­
sire to avoid traffic congestion is a primary determinant of such attitudes. 
A random sample of 110 employees from the main office of the New 
York State Department of Transportation in Albany, New York, were 
given a short questionnaire on travel patterns, attitudes toward compo­
nents of work schedules, and perceptions of impacts of work-schedule 
changes on family life, travel patterns, and working environment. An at­
titude scaling technique known as trade-off analysis was used to deter­
mine the most preferred programs and the characteristics of those in 
favor of and those opposed to schedule changes. Results showed the 
basic motivation behind favoring work-schedule changes is the employee's 
desire to introduce flexibility into family, leisure, and work activities; 
the desire to avoid traffic congestion is a contributing, but not a major, 
factor. The most preferred arrangements are 5-d variable hours, 4-d vari­
able hours, and 5-d individual-specific hours, all with over 65 percent 
support. Support was strongest among younger employees who had 
children in school and weakest among single and older employees and 
car poolers. The policy implications for transportation planning are 
discussed. 

Considerable research has been published on the ap­
plication of staggered work hours as a device to relieve 
commuter congestion in public transit facilities (!., ; 
3, 4). The conclusion of these studies is that peak de­
mands in transit facilities can be reduced by 10 to 30 
percent through widespread use of such policies. Studies 
of the impacts of the 4-d workweek on highway conges­
tion (~, ~ 1_, and a paper elsewhere in this Record by 
Tannir and Hartgen) and other studies @, ~) support 
variable work hours and 4-d workweek policies as a 
possible policy for low-cost shifting of travel to reduce 
traffic congestion. All of these studies, however, have 
cone entrated on large metropolitan areas. 

The impacts of staggered work hours and 4-d work­
week schedules on firms and their employees have been 
studied and generally found to be positive (.!.Q., Q, g_, ~). 
General benefits include improvement in employee 
morale and productivity, reduction in absenteeism and 
overtime, better use of capital assets, extended hours 
of service to clients, improved driving conditions during 

the trip to work, and, under certain conditions, reduc­
tions in energy consumption. 

DATA AND METHOD 

The New York State government offices located at the 
State Campus in Albany, New York, were selected to be 
surveyed in this inquiry. The site is located approxi­
mately 6.4 km (4 miles) west of downtown Albany in a 
predominantly residential area, and there are approxi­
mately 10 042 employees. The campus is accessible 
by way of a highway network of local streets, major 
arterials, and expressways. New York State is the 
only employer on the campus, employment density is 
high, and public transportation does not play a major 
role in the daily movement of employees to and from 
their jobs. White-collar workers constitute the majority 
of these employees. 

Employees on the State Campus were surveyed to 
determine employee characteristics, attitudes toward 
changes in work schedules, and perceived impacts. For 
several reasons, the main office of the New York state 
Department of Transporta.tion (NYSDOT) was selected 
as the focal point for the employee survey. First, it is 
located on the State Campus. Second, the department 
population is generally representative of the entire 
campus population. Third, it was convenient because 
the researchers were familiar with the organizational 
structure and functional units of the department. And, 
finally, permission to conduct such a survey was obtain­
able from management and employee representatives of 
NYSDOT. 

A random sample of 140 employees from the NYSDOT 
main office staff of 1771 were selected and contacted. 
Of these, 110 completed returns were used in the 
analysis. The returned sample was representative of 
the main office population (Table 1). Respondents were 
administered a questionnaire that covered travel and 
demographic characteristics, general attitudes toward 
work-schedule changes, perceived impacts of these 
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Table 1. Comparison of sample population and population of 
NYSDOT main office. 

Main Office 
Sample Population Population 

Category Number Percent Number Percent 

Sex 
Male 86 78 1314 73.7 
Female 24 22 469 26.3 

Total 110 100 1783 100 .0 

State grade level 
1-9 29 28.7 615 34.7 
10-19 42 41.6 676 38.2 
20-29 22 21.8 387 21.9 
30-38 7 6.9 68 3.8 
Unclassified 1 1.0 24 1.4 

Total 101 100 1770 100.0 

Bargaining unit 
Administration 33 30 .5 517 29.0 
Operational 2 1.8 32 1.8 
Professional, 

scientific, and 
technical 60 55.l 1031 57.8 

Management and 
confidential 14 12.8 203 11.4 

Total 109 100 1784 100.0 

Figure 1. Partitioning of the sample. 

n = 140 

Mailed 
Sample 

Return Rate 

Returned 

Trade-Off 
n = 70 (50%) 

Order Order 
1-10 10-1 

n=35 (50%) n=35 (50%) 

Sample n = 23 n = 28 

Categorical Judgment 

n = 70 (50%) 

• 957 

n = 67 

Figure 2. Example of trade-off matrix used in the survey. 

Number of Hours You Work 

7 /Day 8/Day 9/Day 

4-Day, M-Th . I 3 7 

4-Day, Tu.-Fri. 2 4- 'i{ 

5-Day, Mon. -Fri. 5 (,, q 

changes, and attitudes toward various attributes of 
work schedules. In the case of the last item, 50 percent 
of the sample received a questionnaire in the categorical 
judgment format (short form), and 50 percent of the 
sample received a questionnaire that contained attitude 
questions in the trade-off analysis format (long form). 
To control bias resulting from respondent fatigue, this 
group was further divided into two equal subgroups 
(each 25 percent of the total sample), and the sequence 
of questions was reversed (Figure 1). The differences 
in these approaches are analyzed elsewhere (,!!. ~ 16). 

A technique known as trade-off analysis (M,. 17, 18, 
19) was used to develop alternative feasible policies on 
changes in work schedules. This technique requires 
the respondent to rank order the cells of a two-variable 
matrix from most preferred to least preferred, as 
shown in Figure 2. A set of (n) (n - 1)/2 such matrixes 
is administered for the n attributes. These attributes 
and their levels are given below (current schedules call 
for 7.5-h workdays): 

Mean Standard 
Attribute Level Utility Deviation 

Days worked 
Four, Monday-Thursday 0.38 0.08 
Four, Tuesday-Friday 0.37 0.07 
Five, Monday-Friday (current schedule) 0.25 0.11 

Number of hours worked per day 
Seven (current schedule) 0.43 0.11 
Eight 0.33 0.05 
Nine 0.24 0.09 

Times worked 
Fixed (current schedule) 0.29 0.08 
Specific for individual 0.32 0.07 
Variable 0.39 0.11 

Parking location 
Wherever desired (current schedule) 0.39 0.09 
Special place if car pool 0.27 0.08 
Same space every day 0.34 0.01 

Cost of parking 
Zero (current schedule) 0.58 0.09 
$1 /month 0.40 0.03 
$1/week 0.12 0.08 

The trade-off algorithm (17) uses these rank-order 
preferences to produce estimated utilities for each 
respondent by minimizing the differences between the 
observed rankings and the rankings of the cell-product 
utilities. Mean utilities are given in Table 2. This 
information is then inputted to a simulation routine that 
estimates preferences for alternative work-hour pro­
grams based on the preferences of all individuals. 
Shares are codi.puted as follows : Let u1k =the utility 
that respondent i places on attribute level k, U1 ~ -= the 
utUity tha,t res pondent i places on future p, and P10 = 
the preference (percentage Iavorability) given future p 
by respondent i. A linear utility function is assumed: 

uip = 1;uik 
k 

(!) 

A Luce share model is assumed for preference calcula­
tion: 

(2) 

Aggregations of P10 over all respondents reveal total 
market preference, and detailed breakdowns of support 
by demographic and other characteristics reveal which 
groups stand to gain or lose under different work­
schedule policies. 



Table 2. General attitudes toward alternative 
Congestion Response ( %) work schedules. E><perienced 

Attitude on Work Trip Unfavorable 

Toward None (A)' 50 

Neutral Favorable 

6 44 

55 

Percentage 
of Total 

No Response (n = 110) 

0 16.4 
variable Somewhat (B)' 21 15 64 0 48.2 
work hours Considerable-

severe (C, D, E)' 15 72 35.4 

Average· 24 11 64 

Toward None (A)' 28 17 56 
4-d Somewhat (B)' 30 8 62 

0 
0 

16.4 
48.2 

workweek Considerable-
severe (C, D, E)' 13 10 72 35.4 

Average 24 10 64 

a Letters in parentheses denote level of service as described in the Highway Capacity Manual(£}). 

Table 3. Summary of attitudes toward 
Response ( ~) 

personal impacts of work-schedule 
changes. Very 

Unfavorable 
Area of Impact Impact 

Second job 25 
Fatigue 9 
Communication 7 
Rush-hour congestion 11 
Leave time 5 
Gasoline savings 6 
Productivity 0 
Job satisfaction 1 
Family time 3 
Leisure time 2 

RESULTS 

General results of the survey are given in the table below : 

Characteristic Percent 

Family size, number in household 
1 13.6 
2 28.2 
3-4 36.5 
5-6 15.4 
~7 4~ 

Other (blank) 1.8 
Automobile ownership, number of automobiles 
0 3S 
1 %~ 
~2 49.1 
Other 1.8 

Mode to work 
Drive 80 
Automobile passenger 18 
Other 2 

Car pooling 
None 
Occasional 
Car poolers 

The key findings are that 

70.6 
13.8 
15.6 

1. The level of automobile ownership for the sample 
is very high, 

2. The sample is average in relation to family size, 
3. The automobile predominates in travel to work, 

and 
4. Frequent and occasional car pooling is quite 

common. 

The survey also revealed that, for car poolers and non­
car-pool users, average work-trip length was 24 and 18 
km (15 and 11 miles) respectively. 

Data given in Table 2 show that the sample is gen­
erally very much in favor of variable work hours or 

Somewhat Somewhat Very 
Unfavorable Positive Positive Total Weighted 
Impact Neutral Impact Impact (N,) Mean 

5 52 14 5 107 2.70 
17 52 8 14 107 3.03 
13 56 14 10 106 3.08 
9 40 20 20 107 3.27 
5 49 20 21 107 3.49 
4 45 24 21 107 3.50 
7 47 24 22 107 3.60 
5 42 27 25 107 3.71 
4 21 20 52 108 4.16 
2 17 29 50 108 4.25 

4-d weeks (64 percent overall). Favorability appears 
to be sensitive to the perceived level of traffic conges­
tion: The higher the congestion is, the greater is the 
inclination to favor variable work hours. The impact 
of congestion level on attitudes toward a 4-d workweek 
is less pronounced. These findings suggest that the 
desire to avoid traffic congestion has at least a moderately 
important influence on favorability toward work­
schedule changes. 

Table 3, however, suggests that other factors may 
be more important. The respondents felt that work­
schedule changes would have a very positive impact on 
family and leisure time but only a marginally positive 
impact on ability to avoid rush-hour congestion. These 
results suggest that the desire for flexibility in personal 
activities and the desire for more leisure time are the 
primary determinants of attitudes toward work-schedule 
changes. 

Attitudes Toward Work-Schedule 
Arrangements 

As described earlier, the trade-off procedure allows 
the analyst to compare alternative work-schedule 
arrangements with the current fixed-hours schedule. 
The attributes and levels given previously are the basis 
for formulating various work-schedule programs. 

Theoretically, it is possible to structure 243 possible 
programs or five attributes of three levels each. How­
ever, based on a literature search and previous sur­
veys, it became apparent that most of the programs 
that can be structured are either unrealistic or not 
implementable from management, employee, or legal 
viewpoints . Therefore, only selected programs, called 
"futures, " were structured for testing. . Figure 3 shows 
eight such tests along with demographic breakdowns of 
support. It is apparent that only futures 5, 6, and 1 are 
preferred to the current policy. 
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Figure 3. Support for proposed policies (or futures). 
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50% 50% 50% 50% 

Table 4. Profiles of groups that most 
Overall strongly support or oppose the three Preference 

preferred programs. Program (%) 

Future 5 75 
(5-d workweek, 
variable work 
hours) 

Future 6 65 
(4-d workweek, 
variable work 
hours) 

Future 1 65 
(5-d workweek, 
individual-
specific work 
hours) 

Future 5 

Future 5-the 5-d workweek with variable hours­
received the broadest support: 73 percent versus 27 
percent support for the current schedule. This pref­
erence is especially strong among the 25 to 34 age 
group (85 percent) and 35 to 44 age group (80 percent). 
This strong preference can be explained by the fact that 
employees in these age groups tend to be in the child­
raising stage, and variability in work start times pro-

50% 50% 50% 50% 

Strongest Support Strongest Opposition 

Group Percent Group Percent 

Age 25 to 44 80-86 Age 55 and over 43 
Professional, 86 Administrative services 46 

scientific, and 
technical 

Non-car-pool users 77 
Family size ~2 72-100 One-person family 43 
Travel time "30 min 75-100 
Some and considerable 78-86 No congestion 44 

congestion 
Ages 25 to 44 67-7~ Age rn to i4 5U 
Professional, 72-100 Administrative services 38 

scientific, and 
technical; management 
and confidential 

Car poolers 71 
Family size >2 61-83 One-person family 43 
Travel time 20 min 74 Travel time 10 min 44 
Some congestion 78 Severe congestion 40 
Age 25 to 34 78 
Professional, 66-72 

scient_ific, and 
technical; management 
and confidential 

Occasional car poolers 75 Car poolers 43 
Family size ~3 83-89 One-person family 29 
Travel time ~30 min 75 
Some congestion 74 No congestion 44 

vides the flexibility needed to reconcile job and child­
care activities. Employees from families of three to 
four members also favor such arrangements (72 per­
cent support); those who have more than two children 
tend to favor it even more, which further supports the 
hypothesis. 

The only group that does not show enthusiasm is the 
55 to 64 age group (only 43 percent support). This can 
be explained by observing that employees in that age 
bracket axe very much used to the current schedule, 



and any change from it may cause hardships. As ex­
pected, car poolers only moderately support this 
program (57 percent) since car pools might be dis­
solved. Those who occasionally car pool are more 
enthusiastic about it (62 percent) since they most likely 
drive an automobile to work. Traffic congestion also 
plays a part in making this program the most pre­
ferred: Persons who experience more traffic conges­
tion tend to support this program more. When the 
traffic problem is nonexistent, the support is 44 per­
cent; when there is some congestion, the support be­
comes 78 percent; when congestion is considerable, 
the support for variable work hours is 86 percent. 

Future 6 

Future 6-the 4-d workweek with variable hours-also 
generates strong overall support (65 percent). A close 
analysis of the support estimates shows that the pref­
erence trend among the various groups follows lines 
similar to those for future 5. Preferences by age 
groups indicate that the 25 to 34 group favor this 
schedule the most (79 percent) compared with 86 per­
cent favorability for future 5. The 35 to 44 group gives 
67 percent support to future 6 compared with 80 per­
cent to future 5. The 45 to 54 age group gives 58 per­
cent support to future 6 as compared with 67 percent to 
future 5. This degree of favorability underlines the in­
ference that the attitudes of employees in these age 
groups are influenced by their desire to reconcile their 
work schedules with their family obligations. This point 
is further emphasized by the percentage preference 
based on family size. It is evident that households with 
three or four persons and those with five or six persons 
are strongly in favor of future 6-by 61 and 83 percent 
respectively. The 19 to 24 age group is evenly split in 
its support for future 6. Members of this group are 
most likely members of one- or two-person households. 
The support from this group is only 43 percent. 

Future 6 does not appeal to drivers who do not ex­
perience any traffic congestion during their morning 
trip to work. Only 44 percent support this schedule. 
However, those who occasionally encounter traffic de­
lays would greatly support this policy (78 percent). This 
may be caused by their desire to improve driving condi­
tions through earlier work start times. On the other 
hand, those who experience considerable traffic delays 
support this policy by 64 percent. Their support may 
be based on the assumption that a 4-d workweek would 
spread the peak-hour demand, which would result in 
improved traffic conditions. 

A third feasible schedule is a 5-d workweek with 
individual-specific hours (future 1 in Figure 3 ). The 
pattern of support follows similar general lines as those 
for futures 5 and 6. This underlines the desire of 
employees to reconcile their work and personal sched­
ules. The remaining policies are not analyzed here; 
they are left to the reader to contemplate. 

Support and opposition profiles are summarized in 
Table 4. 

CONCLUSION 

In this study, broad support was found among white­
collar state-government employees for changes in work­
schedule arrangements. The most preferred programs 
are those that feature variable work hours. A program 
of this kind with five 7 .5-h days is most favored and is 
followed by a variable-hour program with four 9.4-h 
days. 

The desire for flexibility in work and family schedules 
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is the basic motivating factor behind attitudes toward 
work-schedule changes. This is reflected through age 
and family size, which are the prime demographic fac­
tors in favoring a given program over the current 
schedule. An analysis of perceived impacts shows that 
leisure time and family activities would be the primary 
aspects of personal life that would benefit from such 
changes. A desire to avoid traffic congestion does not 
seem to be a dominant factor in attitudes toward alter­
native work schedules. However, those who experience 
some or considerable traffic congestion tend to be in 
favor of variable work hours. 

These findings have broad policy implications for 
transportation planners and decision-makers who are 
concerned with ways to reduce traffic congestion. Since 
traffic congestion is not the primary factor influencing 
attitudes toward work-schedule changes, attempts to 
sell such programs on the basis of potential travel 
benefits are likely to be ineffective. A better approach 
would be to emphasize positive, achievable impacts on 
family life and leisure time and treat avoidance of 
traffic as an ancillary benefit. Even so, planners should 
recognize that all employees will not be equally affected: 
Flexible work hours will primarily benefit young house­
holds that have children at home to the detriment of 
single-person households, older employees, and car 
poolers. Thus, actions taken to relieve rush-hour 
congestion by introducing flexible work hours may be 
partially offset by the dissolution of current car pools 
and greater difficulty in car-pool formation. To deal 
with such trade-offs, the transportation planner must 
increasingly understand structural relations in family 
and work environments so that actions in one sphere will 
not be offset by unexpected detrimental effects in another. 
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Traffic Impacts of Work-Schedule 
Changes in Medium-Sized 
Urban Areas 
Anis A. Tannir, * Saudi Arabian Parsons Limited, Jeddah 
David T. Hartgen, New York State Department of Transportation 

A test is made of the hypothesis that changes in work schedules can sig­
nificantly reduce traffic congestion in medium-sized automobile-oriented 
cities. By using an extreme case-a single high-density employer in a res­
idential area-estimates are made of the change in peak trips that would 
result from three alternative work-schedule changes. The impact on the 
surrounding street system is then evaluated by using traffic-assignment 
techniques. Results show that even a maximum-impact policy (4-d work­
week) would have only a marginal effect on local traffic, reducing re­
gional travel costs by 0.4 percent and costs in the immediate surrounding 
area by 2.2 percent. Of all the traffic benefits accrued, over 90 percent 
flow to actual participants, primarily through the reduced number of re­
quired work trips. Because of the institutional problems associated with 
implementing such policies on a large scale, it is concluded that efforts to 
reduce highway congestion in medium-sized automobile-oriented cities 
by use of alternative work schedules may not be cost-effective. 

The congestion-reducing approach of shifting travel in 
time and space so as to fit it within existing system ca­
pacity is receiving inc1·easing attention. Numerous re­
cent stµdies (1, 2, 3) desc.ribe the potential savings in 
traffic congestion achievable through such methods, and 

recent federal guidelines on transportation systems man­
agement require the analysis of such methods on a con­
tinuing basis. Some of the most attractive demand­
shifting approaches involve the shifting of work schedules 
to permit greater use of limited facility capacity over a 
longer peak period. Work-shift policies have been given 
considerable attention in relation to transit service, and 
it has been concluded that such policies are capable of 
reducing peak-period congestion in transit facilities (par­
ticularly terminals and stations) by as much as 10 to 30 
percent. However, considerably less is known about the 
effect of such policies on highway operations, particu­
larly in small or medium-sized urban areas. Although 
several studies (2, 4, 5) have identified potential reduc­
tions in congestion as-one of the primary benefits of such 
proposals, it is clear that cities in which a large portion 
of peak-hour trips do not currently use transit services 
will find the implementation of work-schedule changes a 
less feasible method of reducing congestion than larger 
urban areas might find it to be. 



This paper is one of several (6, 7) that have investi­
gated employee attitudes toward work-schedule changes 
and the impacts of such schedule changes on highway 
networks in medium-sized cities. The emphasis of this 
study is on cities in which the automobile is the primary 
transportation mode and public transportation services 
and their use are at a minimum because it is believed 
that such findings are more applicable to cities in the 
United States and elsewhere than are the findings of 
studies of transit services. There are only a few cities 
large enough to warrant transit service studies. 

STUDY LOCATION 

The site selected for analysis was the State Campus in 
Albany, New York. The site is ideally suited for the 
analysis: It is a "spike" of employment (10 000 employ­
ees) in an otherwise residential ar ea, New York State is 
the only employer on the site, patterns of employee 
work travel are primarily automobile-oriented, and 
transit plays a minor role in access to the site. 

EMPLOYEE ATTITUDES TOWARD 
WORK SCHEDULES 

The main office of the New York State Department of 
Transportation (NYSDOT), which has approximately 
1771 employees, was selected as the agency for the em­
ployee survey. A representative sample of 110 employ­
ees returned a questionnaire on travel patterns, attitudes 
toward work-schedule arrangements, and relative im­
portance of the attributes of such programs. TJ1e follow­
ing tlu·ee policies (7) ge11erated the greatest support 
against the current5-d fixed-time policy: 

1. A 5-d workweek with variable work hours (73 per­
cent support), 

2. A 4-d workweek with variable work hours (65 per­
cent support), and 

3. A 5-d workweek with individual-specific work 
hours (65 percent support). 

A full analysis of the results is available in a report by 
Tannir (6) and in a paper by Tannir and Hartgen else­
where in- this Record. The general conclusion of the 
survey, however, was that attitudes toward alternative 
work schedules are influenced primarily by the desire 
of employees to increase flexibility in their personal and 
family lives. 

SHIFTS IN PEAK-PERIOD TRAVEL 

The following analysis shows how trip ends were calcu-

Figure 1. Trip shifts by hour of day (4-d workweek). 
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lated for a 4-d workweek policy. Data on the percentage 
of trips that currently arrive at the campus during the 
peak (morning) hours are available from traffic counts. 
Of the trips that arrive each hour, it is assumed that 
65 percent (from the employee survey) would shift to a 
4-d workweek, which results in the data given below 
(total trips are based on 10 042 daily employees): 

Trips 

65 Percent 35 Percent 
Hour of Percentage of Shifting to Not Shifting 
Day (a.m.) 24-h Trip Ends 4-d Schedule to 4-d Schedule Total 

5:00-6 :00 1.5 98 53 151 
6:00-7:00 10.0 653 352 1005 
7:00-8:00 30.3 1978 1065 3043 
8:00-9:00 28.3 1847 995 2842 

The new distribution of arrival times under the new 
policy can be calculated as follows. Trips not shifting 
to the new policy are assumed to stay at their present 
arrival times. For trips shifting to the new policy, the 
survey data show that between about 25 and 50 percent 
will move backward or forward in time to accommodate 
the new schedule (Figure 1). Thus, for example, the 
final arrival-time distribution for 5:00 to 6:00 a.m. can 
be calculated as follows : 

Category 

Trips opting not to shift to new policy 
Trips shifting to new policy 
Staying at 5:00-6:00 a.m. arrival time (0.25) (98) 
Moving to 5:00-6:00 a.m. from 6 :00-7:00 a.m. 

(0.25) (653) 
Moving to 5:00-6:00 a.m. from 7:00-8 :00 a.m. 

(0.25) (1978) 
Moving to 5:00-6:00 a.m. from 8 :00-9:00 a.m. 

(0)(1847) 

Total 

Number of 
Trips 

53 

25 

62 

495 

0 

735 

Similarly, trip ends for other time periods can be cal­
culated as follows: 

Number of Trips 

Arrival Remaining On 4-d-
Period on Original Workweek Original Difference 
(a.m.) Schedule Schedule Total Distribution (%) 

5:00-6:00 53 682 735 151 
6:00-7:00 352 1500 1852 1005 
7:00-8:00 1065 1112 2177 3043 -28.4 
8:00-9:00 995 0 995 2842 

These data show that the 7:00 to 8:00 a.m. period is still 
the peak hour but the peak is much flatter. The reduc­
tion in peak-hour traffic is 28.4 percent. In similar 
fashion, percentage reductions for the other two feasible 
policies are estimated at 4.0 and 6.0 percent respec­
tively. Since the 4-d-workweek policy results in the 
greatest reduction by far in peak-hour demands for the 
campus area, the analysis of the impact on the local 
street system was continued for this policy only. It is 
assumed that other policies that result in a smaller re­
duction in peak-hour demand would have less impact on 
local street congestion. 

TRAFFIC ASSIGNMENT 

The NYSDOT traffic-assignment model was then used to 
estimate the impact of the reduction in peak-hour de­
mand on the local street system. The NYSDOT package 
is similar to the well-known Urban Mass Transportation 
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Table 1. Highway system operating conditions: 
null versus 4-d workweek. 

Item 

Condition 
Null 
Test 

Change(~) 
Percentage change 

Note: 1 km= 0.62 mile, 

Table 2. Impact of 4-d workweek on vehicle kilometers of travel. 

Vehicle Kilometers of Vehicle Kilometers of 
Travel on Arterials Travel on Expressways 

Difference Difference 
Location Null Test (~) Null Test (<I.) 

Campus area 82 79 -3.9 413 374 -9.4 
Ring 1 1669 1669 0 3434 3405 -0.8 
Ring 2 4184 4152 0.8 3050 3019 -1.0 
Ring 3 1287 1289 +0.1 1195 1185 -0.7 

Note: 1 km = 0.62 mile. 

Administration package and operates by assigning trips 
over minimum time trees computed through the highway 
network. Full capacity-restraint options and distribu­
tion of trip ends by means of the opportunity model were 
used in the tests. The testing sequence to estimate the 
impact on the local street network was as follows: 

1. Determine the flow of present (null case) traffic 

Total System District 38 

Vehicle Vehicle Vehicle Vehicle 
Kilometers Kilometers Speed Kilometers Kilometers Speed 
of Capacity of Travel (km/h) of Capacity of Travel (km/h) 

6 285 300 1 539 200 29.84 339 700 69 000 25.00 
6 277 700 1 536 500 30.00 334 500 67 700 25 .32 
-7 600 -2 700 +0.16 -5 200 -1 300 +1.3 
-0.1 -0.2 +0.5 -1.5 -1.9 +1.3 

Table 2 also indicates that the effect of the 4-d work­
week is highly localized around the campus area and 
dissipates quickly through the surrounding zone struc­
ture. Since this effect is entirely peak-hour travel, new 
peak-hour factors may now be computed for each af­
fected zone that showed a reduction in vehicle kilometers 
of travel. The new peak-hour factors are computed by 
applying the percentage difference between the vehicle 
kilometers of travel to the base peak-hour factors in the 
null condition. The new peak-hour factors thus com­
puted are used to update the distribution of trips among 
the various zones and network lines. 

The analysis above assumes that the trips "removed" 
from the peak hour actually disappear-Le., are not 
made. This is not the case: All of these trips are being 
made but at periods other than the peak hour. This 
means that only a small degree of relief in the traffic 
volume is expected to result from such reduction in the 
peak-hour demand. 

by conducting a full traffic assignment with the campus 
zone (49) at the current number of vehicle trips (N = 6396); 

To simulate this effect, the second assignment took 
into consideration the new peak-hour factors. Results 
are summarized in Table 1 ("null") and the following 
table [the economic analysis assumes 1970 dollars and 
a value of time of about $ 2. 75/h (2_)]: 

2. Determine the spatial extent of the traffic impact 
caused by the 4-d-workweek policy by running an assign­
ment with the campus-zone trip ends reduced to 4542 
(28 percent reduction as determined above); 

3. Quantify the impact of this reduction on local 
travel by comparing vehicle kilometers of travel by zone 
and link type in the above two tests; and 

4. Determine the actual travel impact of the policy 
by rerunning the full assignment with adjusted peak-hour 
factors to represent the smoother flow conditions in the 
peak hours generated by the removal of some of the 
campus-bound trips. 

RESULTS 

A summary of the existing null conditions is given in 
Table 1. Of interest is the average speed on the net­
work of 29.84 km / h (18.5 mph). This spe·ed is the av­
erage of all speeds on all the network segments over a 
24-h period. It takes into consideration speeds under 
free-flow conditions (usually high) and congested con­
clitions (us ually low). Note that district 38, which con­
tains the campus zone, has an average operating speed 
of 25 km/h (15.5 mphl. 

A second traffic assignment was run to project traffic 
volumes under the conditions of the 4-d workweek. This 
run was identical to the first assignment except that the 
number of vehicle trip ends in the campus zone was re­
duced from 6396 to 4542. This run simulates the situ­
ation in which all State Campus employees are given an 
opportunity to be on a 4-d workweek. The results of 
this test are given in Table 2. Generally, the decrease 
in traffic volumes is slight. The drop in traffic of 3.9 
percent on arterials and 9.4 percent on expressways in 
the campus area is clearly a much smaller drop than 
the 28 percent reduction in trip ends that caused it. 

Benefits ($) 

From 
Smoother From Trips 

Item Traffic Not Made Total 

Travel time 710 6664 7 374 
Operation 73 2215 2 288 
Accidents 12 352 364 

Total -.no= n'l"l1 1n nria 
liJi.J iJL.._, I IV VGV 

Clearly, these results show only minimal impact as 
a result of even this extreme policy. A comparison of 
the two tests reveals that the daily travel cost savings 
to the region from the institution of a 4-d workweek on 
the State Campus would be only $ 79 5. These savings 
are concentrated in the immediate area surrounding the 
campus (district 38). Significantly greater travel sav­
ings also accrue directly to State Campus employees who 
participate in the program as a result of the 20 percent 
reduction in weekly work trips (table above). 

CONCLUSIONS 

The central conclusions of this paper are the following: 

1. The congestion-reducing impact of alternative 
work-schedule policies in highway-oriented cities is 
small. Even in surrounding areas of high employment, 
the impact dissipates quickly into the surrounding traffic. 

2. Transportation benefits will accrue primarily to 
those who participate in s uch progr ams as a result of 
(a) the r educed nu mb.er of i·equir ed work trips and (b) 
avoidance of peak-period congestion. The general (non­
participating) peak-hour commuting public will benefit 
only marginally. 



These findings are particularly disturbing because they 
are based on an ideal test: A single, high-density, 
white-collar employer is assumed to adopt the policy 
that has maximum potential traffic impact. Most cities, 
however, have a wide mixture of types of employers and 
jobs dispersed over a wider area, and these employers 
are not all likely to choose the same policy. In central 
business districts, where work concentrations are high, 
the cooperation of numerous small employers may be 
difficult to achieve. Hence, in the general case, the 
congestion-reducing potential of work-schedule changes 
in automobile-oriented cities is probably small. Given 
the inherent problems of implementing such policies on 
a broad scale, even in small communities, the results 
here suggest that the traffic-reduction payoff may not be 
significant. These findings further suggest that, in the 
vast majority of American cities, transportation planners 
should not view alternative work schedules as a panacea 
to effectively reduce traffic congestion. Attempts to 
implement such policies, therefore, should not be mo­
tivated solely by potential reductions of traffic conges­
tion but also by the other real personal benefits in job 
and family activities that they can provide. 
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Development of the California 
Transportation Plan: 197 3-1977 
William S. Weber,* Southern Pacific Transportation Company, 

San Francisco 

The California Transportation Board adopted Recommended Statewide 
Transportation Goals, Policies, and Objectives in March 1977, marking 
completion of the first of six elements of a comprehensive transporta­
tion plan that 1972 legislation originally had mandated must be com­
pleted by January 1, 1976. Because of administration and public criti­
cism of the first draft and legislative failure to adopt the necessary trans­
portation goals and policies, that mandate could not be fulfilled. The 
controversy that arose over the initial plan element suggests that remain­
ing elements may not be completed. However, the California Transporta­
tion Board feels that se.veral recommendations in the completed (or 
policy) element may eventually be adopted, if only piecemeal. This 
paper describes the evolution of the California Transportation Plan from 
development of the initial draft by the California Department of Trans­
portation through various iterations and examines the difficulties that 
surround creation of an objective document in the face of interests that 
benefit from maintaining the status quo. 

In March 19 77, the California Transportation Board 
adopted Recommended Statewide Transportation Goals, 
Policies, and Objectives. This action was the culmina­
tion of 4 years of work that, although it did not result in 
a completed plan, represented an intensive cooperative 
effort by the board( its staff, the California Depa rtment 
of Transportation Caltrans), and an interdisciplinary 
task force. 

The goals, policies, and objectives (or policy) ele­
ment was the first and most important segment of the 
plan because it was to guide development of the remain­
ing four elements. That the plan did not advance beyond 
this element was attributable to the controversy that en­
veloped this first stage. Legislation that mandated the 
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drafting of the plan (Assembly Bill 69 of California Leg­
islature, Chapter 1253, Statutes of 1972) also stipulated 
that the legislature must adopt the goals, policies, and 
objectives before subsequent elements could be com­
pleted. Instead, controversy negated legislative ap­
proval and brought the planning process to a halt. One 
result was the introduction and passage of legislation to 
restructure both the transportation organization and the 
planning process. 

The California Transportation Plan had its genesis in 
the legislation that created Caltrans in 1973. This leg­
islation also mandated a specific transportation plan pro­
cess including the preparation of regional and state 
transportation plans. The regional plans were to be 
an integral part of the state plan. 

CONTENT OF CALIFORNIA 
TRANSPORTATION PLAN 

The original legislation mandated specific elements in 
addition to the regional transportation plans such as 
statewide transportation goals, objectives, and policies; 
statewide forecasts of transportation needs and defi­
ciencies; and an implementation program. 

Also, two progress reports were to be submitted to 
the l egislature-the first l)y July 1, 1974 (1), and the 
second by J anua1·y 1, 1975 (2). -

The legislation specified t hat each progress report 
should contain information such as a definition of state­
wide transportation goals, policies, and objectives; 
recommendations concerning regional goals and poli­
cies; and the manner in which economic, land use, tax­
ation, and other specific criteria would be incorporated 
in the plan. 

Caltrans was to prepare the plan and progress re­
ports under board supervision. In addition, the board 
was to hold public hearings before adopting the plan and 
transmitting it to the legislature by January 1, 1976. 
However, a critical caveat included in the legislation 
stated that the board could not adopt the plan until the 
legislature had approved (or modified) the statewide 
goals, objectives, and policies that the board was to 
submit in the second progress report. 

SPECIAL REPORT TO THE 
LEGISLATURE 

In conjunction with legislative deliberation and ultimate 
passage of the requirement for a transportation plan was 
a request by the legislature that the board prepare a 
special report (3), in advance of development of the plan, 
that would discuss pertinent transportation issues. The 
issues to be studied were provisions for local control 
over future transportation development, discussion of 
the need for creation of regional planning agencies with 
authority to implement their plans, provisions designat­
ing authority and responsibilities for the control of re­
source allocations for transportation, and proposed 
changes to be made in planning practices. These issues 
proved to be very controversial. However, preparation 
of this report provided a good background for the board's 
subsequent work on the plan itself. 

FIRST WORK ON THE PLAN 

After the official establishment of Caltrans in July 1973, 
much of the first year was devoted to organization of the 
new department; some preliminary work on the plan was 
initiated. In April 1974, the first progress report was 
submitted to the board and was in turn transmitted to the 
legislature with the board's independent evaluation of 
progress. 

In its transmittal to the legislature of this first prog­
ress report, the board identified issues that it thought 
required early legislative consideration, including ap­
proval of a statewide transportation goal, efforts to 
eliminate federal bypass grants to local agencies, and 
authorization of the board to serve as arbitrator in re­
solving conflicts between regional and local levels (4). 
In addition, the board noted areas in which, in its view, 
the progress report was insufficiently detailed. The 
board stressed the view of the "ultimate transportation 
system as multimodal ... resisting domination by any 
particular mode." 

The second progress report, an update of the first 
progress report that was to include the first three of 
seven mandated studies, reported on work activities 
completed or nearing completion. This report included 
a caveat that "the first version of the plan could fall 
short of the expectations of a limited few" (2). This 
caveat was added because in meetings between Caltrans 
and the board several members had expressed the view 
that some of the more pertinent issues were not being 
included in the plan. Although these issues were not in­
cluded in the Caltrans second progress report, Caltrans 
assured the board that many would be included in the 
final draft plan. 

In transmitting the second progress report to the 
legislature, the board stated that the issues that should 
be included in the plan and that the department had as­
sured the board would be included were issues dealing 
with energy conservation, air quality, transportation 
deregulation, leverage of private capital in providing 
transportation, transit operating subsidies, the role of 
innovative modes and new technology, and noncapital 
alternatives to transportation improvements. 

In response to a formal statement by the board of its 
concern about these issues in its transmittal to the leg­
islature, Caltrans reported that it would contract for a 
series of issue papers on these topics. The papers were 
to be completed in time for inclusion in the final plan; 
however, Caltrans cautioned the board that, although it 
would have the special consultant reports to augment its 
staff work, not all issues could be addressed in the first 
version of the plan. Caltrans stated, for example, that 
there would be some recommendations but no final stud­
iP-R on P-nP-rgy rnnRP-rv::i_tion; ::iir rprnJity; tr::in.o;it npP-r::iting 
subsidies, and noncapital alternatives. 

The board agreed that Caltrans could not fully address 
each issue, but it would expect some work to be under­
taken. In addition, the board stated that it would not ex­
pect Caltrans to prepare original research on each is­
sue since research on all these issues had been carried 
out by others. Caltrans was urged to make use of such 
research. 

TRANSPORTATION PANEL 

In February 1975, the California Transportation Board 
convened a panel of well-known experts in transportation 
planning to obtain their views of the plan ( 5). The panel 
cautioned the board not to be overly optimistic on what 
a plan could accomplish. Panel members stated that a 
planning document should be an aid in decision making 
and should be specific. l\i1any plans were too general for 
fear of being offensive. The plan should also be com­
prehensive and recognize the relation between life­
styles, land use, and transportation. 

In seeking various views, the board also asked its 
staff to prepare a paper on what the plan should include 
based on staff views and review of research in the field. 
Essentially, the staff paper focused on the need for a 
policy orientation in the state-level plan. 

In response to the board transmittal of the second 



progress report to the legislature, the views of the 
panel, and research work by the board staff, Caltrans 
attempted to shift plan development closer to what the 
board wanted. However, Caltrans cautioned that, if the 
plan was to have more of a policy orientation, much of 
the work would have to be redone and the July 1 schedule 
to begin public hearings probably could not be met. The 
board stated that it did not want Caltrans to make a major 
shift in the work but, to the extent possible, to develop 
the issues that the board had requested. 

ROLE OF BROWN ADMINISTRATION 

When the administration of Governor Edmund G. Brown, 
Jr., took office in 1973, the developing California Trans­
portation Plan was one of the first major transportation 
issues facing his appointees. By early spring, these 
appointees had reviewed Caltrans' work on the plan and 
expressed definite concerns. In his first public state­
ment about the plan, the new secretary of business and 
transportation referred to it as a "veritable wind tunnel 
of rhetoric." Administration appointees involved with 
transportation policy agreed with the board that the plan 
should include a discussion of policy alternatives before 
proceeding to programs. 

In the summer of 1975, a draft (6) was circulated for 
public hearings. Although this draft included a series 
of alternatives that attempted to respond to the board 
and the new Business and Transportation Agency rep­
resentatives, these alternatives were considered in­
complete and limited. Although most highway support 
groups and local governments generally supported the 
plan, most public comment was critical. After the 
hearings, the board met to discuss the plan with a rep­
resentative of the secretary of business and transporta­
tion. 

In summarizing public hearing comments, Caltrans 
viewed the hearings as very supportive and recommended 
steps it proposed to take to complete the plan. The board 
and the administration representative countered that in 
their view there was little support for the plan and the 
direction in which Caltrans was proposing to complete 
the plan was leading to conclusions and recommenda -
tions not substantiated in the plan. 

Board staff summarized the various points that had 
been raised during the public hearings and also noted 
numerous policy deficiencies in the draft plan that the 
board had previously stated should be covered before 
specific programs, project recommendations, or con­
clusions were developed. In addition, in October 1975 
the board staff prepared recomtnendatious conce1·ning 
subsequent action on the plan (Issue Memorandum 35). 
The primary recommendation was not to proceed with 
adoption of the plan because the document did not pro­
vide an adequate base for providing recommendations 
in conformance with either legislative requirements or 
currently accepted planning practices and because of the 
lack of response to concerns previously expressed by 
the board on policy issues. The staff recommended de­
ferral of the adoption mandate and presented several al­
ternatives for board consideration that ranged from 
adoption of the recommended draft with comments to 
rejection. The staff also suggested a new approach for 
developing a satisfactory plan, which included creation 
of an interagency task force that would draw on Cal­
trans, other state agencies, and outside consultants. 

The workshop discussion crystallized the opinions of 
board members, and they found themselves in almost 
unanimous agreement that the plan in its current draft 
form was unacceptable. The board sent a letter to 
Governor Brown and the legislature that in effect rep-
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resented a rejection of the document; although acknowl­
edging that the draft represented tremendous dedication 
and hard work by Caltrans, it pointed out that the mem­
bers had been expressing their concerns for many 
months. The board recommended that an ad hoc multi­
disciplinary task force be appointed by the secretary of 
business and transportation to analyze and redirect de­
velopment of the plan. 

CALTRANS VIEW OF PLAN 
REJECTION 

Management and most of the planning staff of Caltrans 
believed the board was very wrong in its views, and the 
Caltrans director wrote the board expressing his dis­
appointment in the board's action. He also cited what 
he viewed as ambiguity, overambitiousness, and fuzzy 
direction on the part of the legislature, the administra­
tion, the board, and the board staff. In his view, a 20-
year master plan had no chance for broad-based en­
dorsement, and he urged the board to work with him to 
prepare a 5-year plan to assist in state-level transporta­
tion decisions. 

In contrast, the secretary of business and transpor­
tation thanked the board for its thoughtful action, said 
he did not feel the draft plan was usable as a policy or 
program guide for transportation, and agreed to orga­
nize a new planning effort along the lines suggested by 
the board. 

NEW PLAN 

In October 1975, the assistant to the secretary of busi­
ness and transportation presented a work program (7) 
for preparing a new policy-based plan. The basic ap­
proach was the development of various analytical studies 
or issue papers from which elements would be drawn as 
directed by the board to form the plan. The issue papers 
were categorized loosel y in two major groupings: back­
ground s tudies and inventories (set 1) and issue analyses 
(set 2). 

To be discussed under background studies and inven­
tories were issues such as the definition of statewide 
interest or significance in transportation, character­
istics of passenger travel and commodity movement, and 
statutory requirements that affect transportation. These 
studies and inventories paralleled legislative require­
ments that Caltrans either had not produced or had only 
partially developed. 

To be discussed under issue analyses were issues 
such as air quality, energy, land use and transportation, 
the transportation disadvantaged, involvement of the 
private sector in transportation, new technology, and 
alternatives to public investment in and operations as­
sociated with transportation. 

The work program proposed a small interdisciplinary 
task force organized under the Business and Transporta­
tion Agency. This task force was to consist of nine per­
sons from various disciplines such as economics, with 
specialization in public investment and cost-benefit 
analysis, regulatory and market analysis, and welfare 
economics, political science, law , environmental plan­
ning (land use and urban planning) , and transportation 
planning. Caltrans would provide backup staff and sup­
port assistance. Three advisory groups were proposed 
to "review products and provide comments on analysis, 
findings, and recommendations." The first would be an 
interagency advisory group composed 0f representatives 
of other state agencies involved with transportation. The 
second would include representatives from the private 
sector-both those directly engaged in transportation, 
such as modal operators, and those concerned with 
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transportation, such as business people, environmental­
ists, and academics. The third group would be Caltrans 
management. 

The schedule proposed in the work program envi­
sioned starting work in November 1975 and completion 
by July 1976. As a result of delays in recruiting and 
organizing the task force and later delays involved with 
public hearings and redrafts, completion dates were re­
scheduled several times. Ultimately, completion was 
set for l\1arch 1977. 

The skills of task force members actually recruited 
differed from the skills originally sought. The project 
manager was an engineer, and the staff included an 
engineer, a lawyer, two economists (one specializing 
in franspodation economics ~uid regulation), a financial 
expert, an environmentalist, a city planner, and a trans­
portation planner. 

Statewide Significance 

Two issue papers that never completely satisfied the 
board were those on statewide significance and financ­
ing, and the board therefore considered the plan weak 
in these areas. 

The concept of statewide significance derived from 
the costs and benefits of transportation activity, par­
ticularly "spillover" costs and benefits. To justify state 
action or involvement in any transportation activity, the 
activity should involve significant spillover of costs and 
benefits beyond local or regional boundaries. Similar 
spillover criteria could be used to judge whether an ac­
tivity was of regional significance or only of local sig­
nificance. 

Criteria on statewide significance were intended to 
provide the legislature and the administration with the 
opportunity to identify those transportation activities that 
are of significance to the people of the state generally 
and for which the state should be prepared to pay. The 
board did not intend to prejudge but to provide the 
decision maker with a framework for evaluating issues 
and making policy judgements. The board recognized 
that spillover criteria had to be tempered in situations 
where sudden imposition of spillover criteria could cause 
severe dislocation or hardship. However, it was the 
board's desire that future decisions of the legislature 
and the administration. as well as those of regional and 
local officials, would gradually come to be based on 
spillover. 

The board also sought a broader base for determining 
statewide significance than economic criteria alone. But 
the issue paper on this subject did not, in the board's 
view, adequately define the issue so that a determination 
could be made easily based on other than economic cri­
teria or even assist in the many borderline cases. 

As work on the plan progressed, the board began to 
refer to the document as the policy element of the plan. 
Believing that the plan could not do justice to all the re­
quirements of the statute, especiaily the implementation 
program, the board retitled the document California 
Transportation Plan-Recommended Statewide Trans­
portation Goals, Policies, and Objectives. 

After completion of the policy element, an implemen­
tation element that met other requirements of the legis­
lation could be prepared by Caltrans. The implementa­
tion element, of course, was to be based on the policy 
element. It was the lack of a policy base that had caused 
the board to be so critical of the 1975 draft and that the 
board felt had led to the unsubstantiated conclusions in 
that document. 

Public Hearings 

Six public hearings on the new draft were scheduled for 

November at various locations in the state. In advance 
of the hearings, the Business and Transportation Agency 
coordinated a full-time public information program to 
inform the public about the plan and the scheduled 
hearings. 

Because the task force had been created in the agency, 
the director and the agency viewed the draft plan as an 
administration document prepared for the board under 
the board's direction. Only when the board adopted the 
plan, after any redrafting based on the public hearings, 
would it be a board document. The board, supported by 
the agency, purposely attempted to avoid any advocacy 
position in advance of the public hearings to ensure the 
board's objectivity throughout the hearings. This point 
is of interest because later, when the plan became very 
controversial, the administration and the agency quietly 
withdrew mention of their involvement in preparing the 
document. 

The information program conducted by the Business 
and Transportation Agency included over 150 public in­
formation meetings throughout the state, newspaper ad­
vertisements announcing both the information meetings 
and the public hearings, and numerous radio and tele­
vision appearances by representatives of the agency, the 
task force, and the board staff to discuss the plan and 
generate interest in the public hearings. To avoid the 
1975 experience when too few copies of that plan were 
printed and distributed, 4500 copies of the new draft plan 
were printed and circulated early in October, approxi­
mately a month before the first hearing. 

lVIisunderstandings Created by 
Newspaper Reports 

Shortly before the draft plan was completed and circu­
lated for public comment, newspaper articles appeared 
that caused considerable misunderstanding about the 
plan. These news stories, which drew from the content 
of both the issue papers and the draft plan, were the pri­
mary cause of controversy that enveloped the plan from 
that time on. In drawing from the issue papers, the news 
articles in some instances reported on alternatives or 
recommendations that the board had rejected. In re­
ferring to the draft p!an, some articles gave misleading 
interpretations of the intent of the plan. Unfortunately, 
the general public, reacting only to the newspaper stories 
without ever seeing the plan, wrote the governor and 
their legislators to express alarm and indignation. 

The public reacted to stories that reported the state 
was proposing such programs as tolls for use of free­
ways, increases in the gasoline tax of as muc.h as $0.13/ 
L ($0. 50/gal), and other actions to "force" people out 
of their automobiles. These stories were based on is­
sue paper discussion of the extent to which individuals 
were not paying the full cost of their use of transporta­
tion facilities and alternative methods by which a greater 
sJ1are of the total costs of transportation services (in­
cluding environmental costs) might be assigned to users. 
The issue papers cited corroborating examples: e.g., 
the rush-hour freeway use of a vehicle occupied only by 
a driver, an obvious instance of a user's receiving more 
service than that for which he or she pays. 

Although the issue paper acknowledged the impracti­
cability of assessing or collecting for such peak-hour 
use or collecting a full-cost charge for use of the high­
way at any time of day, newspaper articles interpreted 
this discussion as a proposal that the state was planning 
to increase gasoline taxes by as much as $0.13/L and 
to place tolls on the freeways. 

Concerns Expressed 

As the public information meetings and public hearings 



progressed, other misunderstandings became evident, 
and these the board eliminated or modified in the final 
document. This, of course, was the purpose of the pub­
lic hearings. However, the controversy generated by 
the initial news stories and the public reaction was never 
completely overcome. Groups concerned about highway 
programs in their areas were especially critical of the 
plan. They believed that if the policies were imple­
mented there would be drastic reductions in the funds 
available for highway construction and maintenance. In­
terestingly, individuals were more favorably disposed 
to the plan than were representatives of organized in­
terest groups such as chambers of commerce, local 
government, the trucking industry, and automobile clubs. 

The information meetings and extensive media cover­
age generated considerable interest in the public hear­
ings. Over 1000 written comments were submitted to 
the board by individuals who could not personally attend 
the public hearings. 

Revisions Made After Public Hearings 

Extensive textual changes in the plan were undertaken 
as the result of the public hearings. The board at­
tempted to clarify policies and to define the intent of 
principles. Although documentation of each change here 
would be superfluous, a few significant examples illus­
trate the tenor of the amendments. 

Chapter 1-Alternative Directions for 
California Transportation 

This chapter of the plan was principally background dis­
cussion devoted to an exposition of transportation prob­
lems-funding, environmental, and operational-and as­
suming the many advantages of the existing system. 
However, heavy criticism was directed at the negative 
tone. The board accordingly restructured the chapter 
to provide an expanded description of existing system 
benefits, which, in the opinion of many at the public 
hearings, were extensive. 

Chapter 2-Basic Principles 

This chapter describes eight basic principles essential 
to the transportation decision-making process. Two 
principles caused special consternation at the public 
hearings. 

"Full social accounting" was the term used to de­
scribe the importance of considering environmental, 
social, and economic advantages and disadvantages in 
making any transportation decision-a concept that goes 
well beyond the typical evaluation of simple financial 
cost-benefit relations. The term was confused with 
"social engineering," and thus the principle was retitled 
"full consideration of effects" and the supporting narra­
tive clarified. 

Of even greater importance was the concern that 
arose from the principle that called for full assignment 
of costs to system users. The public, in general, ap­
parently believed that, with the exception of mass tran­
sit, users do in fact pay for services received. The 
gasoline tax in California had long been cited as an ex­
ample of a direct charge on highway users that could be 
equated with the cost of highway construction and main­
tenance. The plan draft proposed extension of this prin­
ciple to encompass full cost assignment, including the 
social, environmental, and economic costs that arise 
from use of a transportation service or system. Ac­
complls hillg this would, in users' eyes, have r eqltircd 
a consider ably heavier tax burden (i.e., a stiff \Joost in 
gasoline taxes), a proposition that proved controversial. 
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The principle was therefore redefined to clarify that the 
concept could only be implemented over a long period of 
time and even then only with adequate assistance for low­
income groups and safeguards to minimize dislocations. 
The plan narrative was amended to point out that any in­
crease in user charges must be softened by reductions 
in other taxes and elimination of cross subsidies. 

Finally, as the result of intensive pressui·e fro m the 
trucking industry (both management and labor) , p olicies 
that called for eliminating regulation of intercity truck­
ing were softened. Although the public hearing draft 
recommended elimination of economic rate and entry 
regulation, in rewriting the plan the board stated that 
changes were needed in regulation and further studies 
should be carried out to determine the best approach for 
bringing this about. The basic view of the board, though, 
was that the public would be better served by immediate 
steps toward deregulation in all areas of transportation. 

The Eight Basic Principles 

The policies in the plan are based on the eight basic 
principles in Chapter 2. The policies deal with specific 
institutional issues, resource and environmental issues, 
and transportation issues by mode: highways; public 
transit; bicycles; freight transportation by highway, rail, 
air, water, and pipeline; and intermodal freight trans­
portation: 

1. Government role-The state should allow decision 
making by private enterprise to prevail in as many areas 
of transportation as possible. When government does 
involve itself in transportation decision making, it 
should strive to provide services that are as effective 
and efficient as possible. 

2. Transportation management-Actions to make the 
use of the existing transportation system more efficient 
and effective should be considered before decisions are 
made to add to the system. These actions should be 
adopted when they can be expected to increase trans­
portation efficiency and effectiveness or to improve the 
social, economic, and natural environment or both. 

3. Alternatives-State, regional, and local decisions 
should consider a wide range of reasonable alternatives. 
Analysis of these alternatives should take into account 
different value systems or points of view held by various 
elements of the public that may be involved. 

4. Full consideration of effects-Government de­
cisions of major significance should be informed by a 
full analysis and disclosure of the advantages and dis­
advantages of the decision, including environmental, 
social, and economic effects and identification of the 
different interests that are affected. 

5. User charges-Whenever possible and equitable, 
user charges should be encouraged. Users should be 
required to pay a fair share of the costs that occur from 
their use. User charges should be adjusted gradually 
and only after a careful analysis of their impact. 

6. Equity-Where user charges do not cover at least 
a fair share of the costs, taxpayers who receive services 
should be the ones that pay for them, and those who suf­
fer burdens or damages should be compensated. The 
costs charged should be in proportion to the benefits re­
ceived, and the compensation to the general public should 
be in proportion to the damages suffered. 

7. Basic transportation-Some form of basic trans­
portation should be available to people who need it. 
Transportation policy should not result in low-income 
and handicapped individuals having to pay a dispropor­
tionately large share of their resources for necessary 
transportation in comparison with other individuals. 

8. Government regulation-The California Trans-
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portation Board should cooperate with appropriate enti­
ties such as the legislature, the public utilities com­
mission, the federal government, and affected groups 
in review of regulation of interregional movement of 
goods and people. The amount of regulation should be 
no greater than that required in the public interest. 
Necessary long-range regulatory reform of transporta­
tion should be sought. Short-term reform of transit and 
paratransit regulation within a region or local area 
should be sought with concurrence of the local agencies 
involved. The state should develop and maintain en­
vironmental protection regulations that are necessary 
to preserve a safe and acceptable quality of both com­
munity and natural environments. The state should 
maintain quality-of-service regulation where it is nec­
essary to protect the public welfare. Regulation of 
safety, health, and financial liability should safeguard 
individuals from hazards they are not able to perceive 
or account for but should not interfere with normal risk­
taking choices. 

CHANGES IN THE ADMINISTRATION 
VIEW 

The California Transportation Board held two meetings 
to review public comment and give direction to the task 
force for redrafting the policies. Between the two meet­
ings the board received a joint letter from the director 
of Caltrans and the secretary of business and transporta­
tion that expressed administration concerns about the 
plan as it was circulated for public hearing. 

The current assistant to the agency secretary had 
participated in most board discussions of the plan 
throughout 1976. Previously, the Caltrans director, 
in her former position with the agency, had participated 
with the board during public hearings on the earlier plan 
the board rejected and had drafted the work program for 
preparing the new plan. Thus, the board had the im­
pression that these administration representatives had 
been informing the governor about the plan. As events 
developed, the governor apparently was not that well in­
formed but became actively aware of the plan when crit­
ical newspaper articles and letters began to arrive in 
his office. 

The joint letter from the agency secretary and the 
f"<1ltr<1n"' rlirPr>tnr ""'"' "'"nt tn thP hn<>rrl <>t thP in"'i"'tPnr>P 

of the governor. By that time, the board had already 
directed that clarifying changes be made in the plan in 
most of the areas the administration discussed. Major 
points in the administration letter questioned the equity 
and practicability of the pricing strategy that called for 
vehicle stickers for air quality, "smog taxes" imposed 
by regional agencies, freeway tolls, transportation 
stamps, and other sophisticated pricing mechanisms; 
opposition to any general increase in the level of taxa­
tion; and concern that board policies on deregulation of 
the transportation industry could have profound economic 
consequences for the state. (The plan did not propose a 
general increase in the level of taxes. It did propose 
that, whenever possible, users pay a reasonable share 
of facility costs and that other taxes be decreased. In 
addition, opposition to deregulation had been strongly 
expressed by the trucking industry to the administration 
and to individual legislators who in turn communicated 
their views to the governor.) 

The letter also stated that the plan failed (a) to ac­
knowledge regional transportation plans and unique prob­
lems associated with rural California, (b) to separate 
immediate transportation problems from longer term 
issues, and (c) to define precisely the phrase "full social 
accounting" and take into consideration the full range of 
benefits, as well as the costs, in the decision about any 

particular transportation investment. 
In closing, the letter expressed concern about what 

the administration believed was the generally negative 
approach of the plan in dealing with the various trans­
portation issues and asked the board to consider greater 
use of incentives with correspondingly less use of dis­
incentives. Concern was also expressed about the way 
in which the plan was developed and specifically ex­
pressed the administration view that there had been in­
adequate public participation and consultation with the 
legislature and local governments. 

The letter from the administration was widely re­
ported by the press and interpreted as a reversal by the 
administration of previous support for the plan. The 
press pointed out that the task force was under the Busi­
ness and Transportation Agency and that the agency 
secretary and the Caltrans director had, until they wrote 
the letter, been strong supporters of the policies in the 
plan. After receipt of the administration letter, how­
ever, all reference to the secretary and the Business 
and Transportation Agency was removed by the agency 
in the document prepared for final adoption. 

CONFUSION OF PLAN WITH 
HIGHWAY PROGRAM 

Concurrent with the public hearing process, the draft 
policy plan became confused with another transportation 
document that generated considerable controversy in Cal­
ifornia-a 6-year highway program prepared by the di­
rector of Caltrans. This program proposed drastic re­
ductions in funding of new highway construction and 
placed greater emphasis on highway maintenance and 
safety projects. The California Highway Commission, 
the majority of which was composed at this time of ap­
pointees of the previous administration, was upset about 
the proposed reductions in funding new construction 
projects as were the legislature and various highway 
support groups. The administration was viewed by the 
members of the commission, the legislature, and high­
way groups as philosophically opposed to construction 
of new highways. 

The conflict between the director and Caltrans on the 
one side and the California Highway Commission and the 
legislature on the other generated considerable publicity. 
lloron11C"O hnfh r1nro11't"Yloni-C" Monli- n1H·h f"r'l"'lnC"'t"'l.o"Y"f-.,f-~nn f-h.o. 

5_-;;;; high~ay-p~~g~;;~ ;~-oft-~~ ~-o-;;f~~~d-;-i-th--th;--
policy element of the California Transportation Plan. 
Much of the legislative criticism directed at the admin­
istration's highway policies therefore overflowed into 
criticism of the California Transportation Plan. 

FINAL DRAFT PLAN 

While controversy and confusion were engulfing both the 
transportation plan and Caltrans, the board redrafted 
the plan in response to comments from the public hear­
ings and the letter from the administration and scheduled 
a final public hearing to determine whether the public 
viewed the redraft as meeting all or most of its earlier 
concerns. Copies of this draft were distributed to the 
public a month in advance of the final public hearing on 
March 17, 1977. During this period, an interim secre­
tary of the Business and Transportation Agency replaced 
the secretary who had represented the administration 
during 1975 and 1976. This change required time to 
acquaint the new interim secretary with the plan and the 
history of events involving the plan. (Shortly after the 
plan was adopted, the interim secretary was replaced 
by a new permanent secretary who also had to be ac­
quainted with the plan and its history.) The interim 
secretary wrote the board that in his view major im-



provements had been made toward overcoming the con­
cerns expressed by the public, the legislature, and the 
administration about the earlier draft, and he looked 
forward to the orderly completion of the board process 
and the transmittal of a completed policy element to both 
the administration and the legislature by mid-April 1977. 

ADOPTION OF POLICIES 

Without changing the general philosophy of the policies, 
the plan was redrafted to clarify the areas that had been 
misunderstood by the public and in response to criticism. 
At the final public hearing, the board directed that a few 
final changes be made based on the public comment re­
ceived at the hearing. Most of the changes were not sub­
stantive. Some suggested changes that the board put aside 
for future consideration. In adopting and transmitting the 
policies to the legislature, the board recognized that 
legislative action on the policies was not likely and that 
the remaining planning elements mandated by the legis­
lation would not be undertaken. 

Several members of the legislature, although still 
critical of many of the policies, admitted it was not an 
unreasonable plan and that the document was better 
written and more objective than the October draft. How­
ever, newspaper articles at the time of the first public 
hearing the previous fall had done irretrievable damage. 
The criticism continued, and too much controversy had 
developed around the document for it to be adopted as a 
whole. 

SUPPORT FOR THE POLICIES 

It was the board's belief that many of the policies would 
eventually be enacted into legislation in California, in 
other states, or at the federal level. Although the Cal­
trans director had been a joint signatory of the letter to 
the board in December, she continued to express general 
satisfaction and support for the policies. Outside of state 
government, supporters of the policies have included en­
vironmental groups such as the Sierra Club, the League 
of Women Voters, the railroad industry, a number of 
conservative economists, and numerous shippers. As 
stated earlier, the critics have included automobile 
clubs, the trucking industry, chambers of commerce, 
and numerous local governments. 

DIFFICULTY OF PLAN DEVELOPMENT 

Board staff, and to a lesser extent board members, 
were viewed by Caltrans as expecting too much to be ac­
complished in the first plan. If the board had not re­
jected the plan prepared by Caltrans, it is possible that, 
after several updates, it might have approximated the 
desires of the board. But it is questionable whether a 
plan based on policy issues would have been developed. 

Development of a transportation plan or transporta­
tion policies is difficult, as the California experience 
indicates. If the policies are significant and if difficult 
issues are treated objectively, long-established prac­
tices will be affected. Interest groups will oppose those 
recommendations that propose changes in benefits they 
receive from entrenched procedures. The public is apt 
to misunderstand the purpose of recommended changes, 
and some portions of the public also benefit from the 
status quo. 

The board had been cautioned by the panel of experts 
it had convened in February 1975 that many plans were 
too general for fear of being offensive. In addition, 
criticism is often voiced by the public as well as by in­
terest groups th,at government plans are too general and 
accomplish very little. However, based on the experi-
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ence of developing objective transportation policies, it 
may be that only general, noncontroversial plans are 
possible. 

In California, the policies proposed by the board dealt 
very specifically and objectively with a wide range of 
transportation issues. As a result of the controversy 
that enveloped the plan, the legislature indicated that it 
would not act on the document. It used criticism both 
of the plan itself and of the time taken to develop it as 
one reason for enacting legislation to overhaul the trans­
portation planning process. In doing so, emphasis was 
placed on the development of short-term (up to 5 years) 
plans and improvement programs . This legislation also 
created an entirely new state-level planning body, the 
California Transportation Commission. The new com­
mission must report on long-range issues as it believes 
appropriate-but without any guidance from the legisla­
ture as was required in the statute that governed the 
California Transportation Board. 

It has been argued that the plan would not have be­
come so controversial if there had been more discussion 
with the public and interest groups. This is debatable. 
There were extensive public information meetings and 
public hearings. Also, in view of the considerable length 
of time required in preparing the plan, it is unlikely that 
the political climate would have permitted further public 
hearings since these would have extended the completion 
date even further. 

It is unlikely that far-reaching transportation policies 
and plans can be acted on or implemented from a single 
document. The major benefit of the policies will be edu­
cational. However, if the policies are objective and if 
the issues have been conscientiously studied, many of 
them will in time be accepted and implemented. Political 
pressures and interest groups will stall some policies, 
and a few of them will become outdated because of chang­
ing conditions. But many will survive, and this is the 
challenge. 
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Data Requirements for an Analysis 
of Intercity Passenger Travel by Bus 
StanleyL. Ring, R. L. Carstens, andJamesD. Grove, IowaStateUniversity 

Transportation planners in Iowa have initiated efforts to enhance the 
attractiveness of passenger travel by intercity bus to exploit more fully 
the inherent advantages of that travel mode. However, insufficient data 
have been available to provide a firm basis for such planning. Data tra­
ditionally provided to regulatory agencies are aggregated so as to afford 
little information on patronage for specific cities or specific route seg­
ments. Data from a 100 percent sample of ticket sales for a summer 
month from 23 focal communities in Iowa-including travel volumes, 
trip lengths, and origin-destination information-provided a basis for the 
analysis of bus travel in the state. Additional data were made available 
from a metropolitan station to indicate seasonal and daily variations in 
travel demand and the proportion of on-time service. 

Patronage of intercity buses was at essentially the same 
level in 1975 as it was in the late 1940s in both passen­
gers and passenger kilometers. However, intercity 
travel increased by approximately 200 percent during 
that period. The bus share of intercity passenger kilo­
meters decreased from 5 .6 percent in 1948 to 1.9 per­
cent in 1975 (1). 

There are several reasons for the relative decline in 
importance of buses as carriers of intercity passengers. 
Travel by automobile offers substantially more flexibil­
ity and is generally perceived as more comfortable and 
as having other advantages, and air travel saves time. 
Consequently, these modes have experienced substan­
tial increases in use during the past 30 years. 

A large proportion of current intercity bus users are 
captive to the bus mode. The captive group includes, 
for example, a disproportionate number of persons with­
out access to an automobile and those who are elderly, 
handicapped, or economically disadvantaged. 

Transportation planners frequently express a desire 
to increase bus use by elective riders-those who have 
a choice of modes and are attracted Lu i.Ju!:lel:l in llw in­
terest of economy or efficiency. This desire arises in 
part from the need to slow down the rate of growth in 
ven1ctUar use or mgnways rn response to reaucnons in 
the amount of improvement that can be effected under 
current highway funding programs. Concern about the 
consumption of energy also favors the increased use of 
buses. Although many factors influence comparisons 
of modal energy efficiency, such as circuity of routing 
and passenger load factors, research efforts generally 
have demonstrated that buses have pronounced advan'­
tages in terms of energy consumption per delivered 
passenger kilomete1· . Conclusions from one study, for 
example, were smnmarized as follows (2): "Buses are 
the most fuel efficient mode for all city pairs. " Figure 
1 (2) shows a comparison of modal fuel efficiencies for 
passenger modes and indicates clearly the inherent ad­
vantage of bus travel on the basis of fuel consumption. 

It is possible for changes in government policies to 
exert a significant influence on the attractiveness of 
intercity bus travel. The amount of subsidy provided 
to competitive modes-rail and air-may be decreased. 
In respect to highway fuels, government-induced price 
changes or limitations on their availability will tend to 
decrease highway travel. The traditional government 
role in regulation provides additional opportunities to 
affect the relative use of different travel modes. 

Unfortunately, transportation planners responsible 
for recommending policy changes are severely handi­
capped by limitations on the availability of data on the 

use of intercity buses , In contrast to the wealth of in­
formation available on most aspects of highway travel, 
little information is generally available on bus passenger 
movements on specific routes or from specific stations. 
Data comparable to highway origin-destination surveys, 
travel time and delay studies, or traffic volume counts 
simply do not exist in the context of intercity bus travel. 

Data that do exist on bus passengers are usually ag­
gregated to satisfy the needs of regulatory agencies and 
provide little information suitable for detailed planning. 
Some detail is available on vehicle movements (useful 
for highway planning) but not on person movements (es­
sential for passenger travel planning). Nor are bus 
companies particularly concerned with gathering detailed 
passenger data. As profit-making enterprises, their 
concerns are directed toward the financial aspects of 
operations and result in the accumulation of data that 
may be adapted only with considerable difficulty to the 
needs of transportation planners. In addition, proprie­
tary concerns about such data preclude their release 
in a form potentially useful to competitors. As a conse­
quence, it was necessary to generate almost the entire 
data base concerning bus passenger movements from 
primary sources as part of the research effort reported 
here ~). 

DATA ON INTERCITY BUS 
PASSENGERS 

A duplicate of each intercity bus passenger ticket is re­
tained by the manager of the bus station. These receipts 
constitute a record of passenger revenue that is the 
usual basis for payment of commissions to station man­
age1·s. Periodically (weekly, semimonthly, or monthly), 
these receipts are forwarded to a central office of the 
carrier. Larger carriers normally will not provide re-

Figure 1. Modal comparisons of fuel efficiency. 
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searchers with access to these records. 
One aspect of importance to transportation planners 

is that these records also identify the origin and desti­
nation of each bus passenger. With the permission of 
the carriers involved, this data source was made avail­
able for research on bus passenger travel by the sta­
tion agents at 23 selected cities in Iowa. The cities 
were selected on the basis that they provided a regional 

Table 1. Bus tickets sold in selected Iowa 
Destination 

cities in a typical summer month in 1976. 
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focus for much of the travel that uses common carriers 
within the state. 

A 100 percent sample of all bus tickets sold at each 
of the 23 stations during a summer month was processed 
for this research. Tickets were reviewed immediately 
before being forwarded to the carrier, and a destination 
was recorded for each ticket. Thus, a complete record 
was available of all bus tickets sold at 23 of the primary 

Destination 

City Iowa Out of State Total City Iowa Out of state Total 

Ames 686 431 1 117 Iowa City 1 490 I 003 2 493 
Atlantic 112 167 279 Marshalltown 271 143 414 
Burlington 504 284 788 Mason City 651 520 1 171 
Carroll 97 78 175 Muscatine 212 153 365 
Cedar Rapids 2 302 795 3 097 Osceola 100 68 168 
Clarinda 33 70 103 Ottumwa 492 227 719 
Clinton 174 271 445 Sioux City 800 1 510 2 310 
Council Bluffs 370 96 466 Spencer 110 139 249 
Davenport 754 569 1 323 Waterloo 1 038 740 1 778 
Decorah 149 231 380 West Union 47 9 56 
Des Moines 3 947 3 479 7 426 Total 15 608 12 266 27 874 Dubuque 877 I 050 1 927 
Fort Dodge 392 233 625 

Table 2. Daily travel as a percentage 
of monthly travel for express and Type of 

nonexpress bus service. 
Month Service Sunday Monday Tuesday Wednesday Thursday Friday Saturday 

January Express 2.1 2.5 1.8 1.9 2.4 2.4 2.6 
Nonexpress 13.9 10.0 9.3 11.7 13.3 ~ ~ 
Total 16.0 12.5 11.1 13.6 15.7 18.3 12.8 

February Express 3.3 2.3 1.9 1.9 2.4 2.9 3.0 
Nonexpress 17.5 11.1 ....!!:! 9.4 11.0 16.l 9.0 

Total 20.8 13.4 10.l 11.3 13.4 19;0 12.0 

March Express 2.3 3.1 2.8 2.6 1.8 2.8 3.3 
Nonexpress 13.8 12.0 11.5 12.2 8.9 13.8 9.3 

Total 16.l 15.1 14.3 14.8 10.7 16.6 12.6 

April Express 2.3 2.7 2.2 2.0 2.2 3.5 2.8 
Nonexpress 11.7 11. 5 8.5 9.1 14.4 17.6 9.7 

Total 14.0 14.2 10.7 11.1 16.6 21.1 12. 5 

May Express 2.7 3.1 2.1 1.8 2.8 2.2 2.9 
Nonexpress 13.3 13.6 8.9 8.8 11.5 12.4 13.8 

Total 16.0 16. 7 11.0 10.6 14.3 14.6 16. 7 

June Express 2.7 2.7 3.0 3.4 3.0 3.2 3.5 
Nonexpress 11.2 11.1 11.7 11.3 10.1 13.0 10.1 

Total 13.9 13.8 14.7 14.7 13.1 16.2 13.6 

July Express 2.9 3.6 3.2 3.0 3. 7 4.7 5.8 
Nonexpress 10.1 9.5 8.1 7.7 11.3 13. 7 12.6 

Total 13.0 13.1 11.3 10.7 15.0 18.4 18.4 

August Express 4.6 4.5 3.9 3.1 3.5 2.9· 4.1 
Nonexpress 11.5 10.9 11.1 8.7 ~ 11.9 9.5 

Total 16.1 15.4 15.0 11.8 13.4 14.8 13.6 

September Express 3.0 3.6 2.8 2.6 2.4 3.1 3.3 
Nonexpress 13. 5 13.6 8.7 8.8 9.2 14.6 10.2 

Total 16.5 17.2 11. 5 11.4 11.6 17. 7 13. 5 

October Express 2.2 2.4 2.1 2.3 2.0 2.5 2.4 
Nonexpress 12.1 10.0 9.3 11.0 12.5 19.5 9.5 

Total 14.3 12.4 11.4 13.3 14.5 22.0 11.9 

Noven1ber Express 2.9 2.0 2.3 2.1 2.3 1.9 2.9 
Nonexpress 18. 5 9.1 9.6 13.1 9.3 12.6 11.5 

Total 21.4 11.1 11.9 15.2 11.6 14.5 14.4 

December Express 2.7 3.9 3.2 2.6 1.9 2.5 3.2 
Nonexpress 10.1 14.2 12.1 12.3 8.1 12.5 10.8 

Total 12.8 18.1 15.3 14.9 10.0 15.0 14.0 

Average Express 2.8 3.0 2.6 2.4 2.5 2.9 3.3 
Nonexpress ~ 11.4 9.8 10.3 12.5 14.5 10.5 

Total 15.9 14.4 12.4 12.7 15.0 17.4 13.8 

Note: Data are taken from 1 year's bus passenger records (October 1975 through September 1976) obtained from Des Moines Union Bus 
Station. 
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intercity travel markets in Iowa in a typical summer 
month in 1976. These data are given in Table 1. Note 
that, although specific destinations-have been recorded 
for each ticket sale, data in the table are summarized 
to indicate only the totals of interstate and intrastate 
sales. 

tend to peak in July, August, and December. During a 
typical week, passenger volume is highest on Friday. 
A summary of travel by day of the week and month and 
a further breakdown between express and nonexpress 
services are given in Table 2, and monthly travel as a 
percentage of total annual travel is given below: 

Certain other data required to aid in understanding 
the characteristics of bus travel were obtained from the 
analysis of all arrivals and departures for a major car­
rier at a iarge terminal in Des Moines. A total of 

Month 
Travel (as percentage 
of total annual travel) 

166 126 passengers were recorded as boarding or dis­
embarking as part of this survey . One of the parameters 
determined from this analysis was the seasonal and 

January 
February 
March 
April 
May 

7.26 
6.42 
7.72 
7.39 
7.43 daily variation in bus travel. For example, bus loadings 

Figure 2. Matrix of monthly trip interchanges among 23 selected Iowa cities in 1976. 
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Figure 3. Monthly intercity bus trips 
in Iowa in 1976. 

• hrin 13.• 

JJ..WJ.Q.. 

---500 trips -·-·100-249 trips 

------250-500 trips • 23 selected cities 



Month 

June 
July 
August 
September 
October 
November 
December 

Travel (as percentage 
of total annual travel) 

9.15 
10.45 
10.34 
7.43 
8.28 
8.27 
9.87 

These factors were used to adjust the travel for a typical 
summer month to the same common base. 

Records of bus arrivals and departures also provide 
a measure of on-time service. The results of this sur­
vey are given below: 

On-Time On-Time 
Month Arrivals (%) Departures (%) 

January 82.3 78.3 
February 86.8 78.9 
March 85.2 75.3 
April 90.2 79.7 
May 83.2 73.6 
June 80.4 69.7 
July 80.0 68.2 
August 85.2 71.4 
September 88.2 76.2 
October 85.4 74.4 
November 76.1 65.4 
December 73.8 59.8 
Average 83.1 72.9 
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On-Time On-Time 
Day Arrivals (%) Departures (%) 

Sunday 87.7 76.9 
Monday 86.4 78.1 
Tuesday 83.8 72.6 
Wednesday 82.5 73.5 
Thursday 80.9 71.1 
Friday 77.9 67.0 
Saturday 80.0 67.9 
Average 82.7 72.5 

An on-time arrival or departure was defined for this 
purpose as one that operated not more than 10 min later 
than its scheduled time. 

These surveys illustrate the point that carriers or 
station agents do maintain certain records that are help­
ful to transportation planners involved with intercity 
bus travel. However, such data are not widely dis­
seminated and are not commonly available to planners. 
The surveys described above provided a foundation on 
which to build a planning effort directed to the improve­
ment of intercity bus travel in Iowa. 

ANALYSES 

An initial application of the data on intercity bus pas­
senger destinations for the 23 study cities was to quan­
tify the monthly trip interchanges among city pairs. 
The trip interchange matrix is shown in Figure 2. The 
next step was to plot these passenger demands as desire 
lines on a map of the state. Monthly volumes in excess 
of 100 trips between study cities are shown in Figure 3, 
which graphically identifies the principal corridors for 
intrastate bus travel demand. A distinct focus on Des 

Figure 4. Monthly bus-passenger route volumes for intrastate travel between 23 Iowa cities. 
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Table 3. Analysis of trip-length frequency. 

50 Percent Percentage of Tickets Sold for 
of Tickets Destination Distance Greater 
Sold for Than 
Travel Distance 

City <X km (km) 241 km 322 km 

Ames 177 44 30 
Atlantic 177 40 29 
Burlington 177 44 24 
Car.l'ull 193 41 23 
Cedar Rapids 177 29 23 
Clarinda 209 45 44 
Clinton 225 41 29 
Council Bluffs 193 35 28 
Davenport 241 46 21 
Decorah 193 45 16 
Des Moines 225 47 34 
Dubuque 225 47 19 
Fort Dodge 209 48 36 
Iowa City 209 48 42 
Marshalltown 145 38 27 
Mason City 225 42 36 
Muscatine 290 52 39 
Osceola 257 51 38 
ottumwa 145 28 23 
Sioux City 241 50 36 
$pencer 306 67 23 
Waterloo 177 42 33 
West Union 161 25 9 

Note: 1 km = 0.62 mile. 

Figure 5. Potential for increasing use of motor buses. 
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In a subsequent step, travel trees were developed for 
travel from each study city to all other 22 cities based 
on a minimum travel-time path along primary highways. 
By combining 23 minimum travel-time trees, composite 
volumes were assigned to specific highway links. The 
resulting composite tree and total volumes for each link 
are shown in Figure 4. 

Table 3 gives certain summary information from trip­
length frequency analyses of the monthly ticket sales for 
each study city. Most trips were shorter than 644 km 
(400 miles). Median trip lengths, with few exceptions, 
were 806 km (500 miles) or less. 

The data generated in this study were also used to 
develop a forecasting model for intercity bus use. The 
monthly ticket sales in 1976, as given in Table 1 and 
adjusted to reflect monthly variations given in Table 2, 
were used as the dependent variable. Independent vari­
ables were representative of various social, economic, 

and demographic characteristics of the communities or 
of the level of bus service and quality of terminal facili­
ties available to travelers. Several forms of regression 
equations were tested to evaluate the relation between 
the independent variables and the dependent variable . 

ROLE OF GOVERNMENT 

Various options are available to a government that may 
elect to foster and support travel by intercity bus. An 
objective of government concern in such a case would 
be to increase the motor-bus share of an intercity pas­
senger travel market. However, several factors tend 
to inhibit extensive use of buses today. Abundant auto­
motive fuel at relatively low costs and an extensive high­
way network significantly enhance the relative attrac­
tiveness of the automobile as a travel mode. The cur­
rent imbalance and the forces that influence the use of 
buses and automobiles are shown graphically in Fig-
ure 5. 

A state government can exert relatively little influ­
ence on many of the factors that affect modal use. The 
amount of disposable income available for transportation 
and the cost and availability of fuel are factors that are 
largely beyond state control. However, a state can in­
fluence a choice to travel by bus among elective riders 
by inducing improvements in the level of service, 
through changes in routes and schedules, or by upgrading 
terminal facilities. This suggests a financial induce­
ment to carriers by the state. 

Even in the absence of a policy of subsidizing inter­
city bus carriers to reduce the current imbalance in 
factors of modal choice, it is possible that such a policy 
may arise as a result of limitations in the supply of mo­
tor fuel. In this case, an objective would be to reduce 
the adverse impact on the life-style of a highly mobile 
society that was developed on the basis of affluence and 
an abundance of energy. 

In either case, an enlightened decision as to the ap­
propriate role of government must be based on facts 
concerning bus use and travel characteristics. These 
facts are not currently available to transportation plan­
ners in suitable form. The types of data that can be ob­
tained and used to analyze changes in policy were demon­
strated by this study. Without data that indicate bus use 
!!'!. !~!'~~ 0f ,_r0!1_~!'!'!~~ , t~!!" l'="ne;f-h~ .. ?nn v~rinn~ mP~­

sures of service level, there is little basis on which 
policy makers can justify significant expenditures to 
assist intercity bus carriers. 
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Marginal Weighting of Transportation 
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Two procedures are discussed for calculating cell weights to be applied 
to sample data to ensure that the expanded sample jointly represents the 
population on several background distributions. Deming's procedures 
minimize the squared deviation of cell weights from unity, whereas 
Johnson's procedure iteratively produces weights that match the mar­
ginal distributions, are all positive, and have low variance from unity. 
The theory and calculation procedure of these two approaches are de­
veloped and are illustrated by a simple example. Advantages and disad­
vantages of the procedures are described, and applications to various 
transportation problems are highlighted. The paper concludes that, al­
though the Johnson technique is less well grounded in theory, it pro­
duces reasonable weights, prevents negative estimates, and converges 
quickly. Its use is recommended. 

A common problem in transportation planning is the 
selection and processing of a sample of observations so 
that they represent a larger population. Such activities 
are central in most analyses of transportation policies 
because planners are often concerned with the impacts 
of policies on the general population and its various sub­
groups. Methods of simple random sampling ensure 
representations within statistical limits, but may not be 
cost-effective or feasible. Other sampling procedures 
(strat ification, clustering, multis tage, or quota) can also 
be used, but each has its biases and limitations. These 
problems are further compounded by "micro" samples 
used in disaggregate modeling, and numerous sophisti­
cated aggregation procedures have been evolved to en­
sure model application, even from highly nonrepresen­
tative samples. 

Many conventional analyses, however, still require 
that representativeness be demonstrable, if for no 
other reason than to increase the analyst's confidence in 
the validity of the data. In most surveys, representa­
tiveness is taken to mean that the distribution of sample 
data agrees (within statistical limits) with distribution 
of known demographic or geographic data for the popu­
lation. The underlying assumption of such a test is, of 
course, that, if the demographics are representative, 
other data (such as trips and opinions) will also be rep­
resentative of the population. 

In many transportation surveys, however-particu­
larly small-sample, telephone, and mail-out studies-
it is difficult to achieve representations without very 
great cost. Hence, too many of one group may be sam­
pled and not enough of another. To ensure that the data 
conform to census (or other population) dist-ributions, 
one must generally weight the data by multiplying by ap­
propriate weighting factors. For instance, 5 percent of 
a sample may consist of men aged 15 to 24 whereas cen­
sus figures might show that 8 percent of the population 
is of that type. One would then weight the sample data 
for this group by a factor of 1. 6. 

MARGINALS AND CELLS 

Suppose that a survey sample is categorized according 
to sex, age group, household size, and number of auto­
mobiles owned per household. The data may thus be 
tabulated into a four-dimensional contingency table, one 

cell of which might consist of males aged 15 to 24 from 
two-person households that own one automobile. A 
marginal group may be defined as an aggregate of all 
cells that share a single characteristic-for example, 
the marginal group of persons aged 15 to 24, the mar­
ginal group of persons from two-automobile households, 
or the marginal group of females. [In tabulation, the 
marginal g1·oups would appear in the table margins as 
row or column sums (Table 1).] 

It would be very useful if population data were avail­
able for each cell because then the sample data for each 
cell could be weighted to match the proportion of that 
cell in the entire population. Unfortunately, population 
(e.g., census) data are rarely cross tabulated for more 
than two categories simultaneously. Thus, the best we 
can do is to compute expansion factors for each of the 
cells so that the resulting weighted samples conform to 
census proportions in each marginal group. Marginal 
weighting is any procedure for artificially computing 
those cell expansion factors. This paper describes such 
a method recently programmed by the New York State 
Department of Transportation (NYSDOT) (1) and used ex­
tensively in small-sample transportation Studies. 

MARGINAL WEIGHTING 

Several different procedures of marginal weighting are 
in use, and they generally produce different weights for 
the same data. An illustration is given below for two 
catego·ries: age (in three marginal groupings with census 
proportions of 25, 50, and 25 percent) and sex (in two 
marginal groupings of 50 percent each) . Table 1 g.ives 
sample proportions for each of the six cells and the five 
marginal-group target proportions mentioned above. 

Table 2 gives four sets of weights that, when multi­
plied by the data in Table 1, yield proper marginals. For 
example, for the age 55 and over marginal group in 
Table 2, 0 x 15 + 1.25 x 20 = 25 percent (procedure 1), 
1 x 15 + 0.5 x 20 = 25 percent (procedure 2), 0.82 x 15 + 
0.635 x 20 = 25 percent (procedure 3), and 0. 79 x 15 + 
0.6575 x 20 = 25 percent (procedure 4). Since numerous 
sets of weights can be conducted, we must ask what cri­
teria should be used to compare one possible set of 
weights with another and whether there is a best set 
of weights. 

The following criteria seem reasonable: 

1. The marginal groupings of weighted cells should 
match closely (if not exactly) the corresponding popula­
tion (census) proportions. 

2. The individual weights should tend to be near one. 
That is, the individual cells (particularly those that con­
tain a large proportion of the sample) should be changed 
as little as possible. 

3. Weights should all be positive. Factors of zero 
fail to use all available information, and negative factors 
make even less sense. 

Procedure 1 in Table 2 shows a particularly bad set 
of weights that satisfy the first criterion but violate the 
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Table 1. Sample data. 

Age Group Male( '.{) Female (1) T<ital(\t) 

16 to 24 10 10 20 
25 to 54 20 25 45 
55 and over 15 20 35 
Total 45 55 100 
Census marginal 50 50 

Table 2. Examples of marginal weights . 

Marginal Weighting 

Age 16 to 24 Age 25 to 54 

Procedure Male Female Male Female 

1 5 -2.5 0 2 
2 1 1.5 1.25 1 
3 (Deming) 1.342 1.1575 1.214 1.029 
4 (Johnson) 1.3644 1.1356 1.2253 1.0198 

Tobie 3. Ex;:implc cell weights for skewed samples. 

Census 
Marginals Deming 

Item Ct> Weights 

Cell percentages 20 30 30 0 1 
30 20 70 I 2 

Census marginals, % 30 70 
Cell percentages 20 30 20 -0 .5 l 

Census 
Marginal (iJ 

25 
50 
25 

100 

Age 55 and Over 

Male 

0 
1 
0 .820 
0,7900 

Female 

1.25 
0.5 
0.635 
0.6575 

Johnson 
Weights 

0 .2863 0.8091 
0.8091 2.2863 

0.1125 0.5917 
30 20 80 1 2.5 0.5917 3.1125 

Census marginals, 1> 20 80 

next two. The weights in effect throw away all sample 
information about men over age 24 and reverse any sam­
ple input from young women! Procedure 2 gives a more 
reasonable set of weights, satisfying the first criterion 
and also doing a reasonable job on criteria 2 and 3. 
Generally, no set of weights is optimal with respect to 
all these criteria at once. Marginal weighting methods 
are known for optimizing some of the criteria but gen­
erally at the expense of others. 

Deming Method 

One procedure is designed to optimize the second cri­
terion subject to the constraint of satisfying the first 
exactly (2). Deming measures the second criterion by 
the formlll.a L 1, L 1, L ;11 a1,1l .. . 111 (W1 , .. . 1;,1 )

2 where, in a11 
n-dimensional table of sample data, a1,1, ... 1,, is the pro­
portion of data in cell ii, h, ... , in and W1 1 .. . in is the 
computed weight applied to that cell. This term can 
then be minimized subject to the constraint of exactly 
matching the census target proportions. If there are m 
marginal groups in all, the computation of cell weights 
applies the method of Lagrange multipliers to obtain m 
equations in m unknowns, which are then solved to pro­
vide one coefficient for each marginal group. The cell 
weights are then computed by adding to one the coeffi­
cients of all marginal groupings to which the cell belongs. 
Hence, in the example from Table 1, five simultaneous 
linear equations are solved to yield two coefficients for 
sex (c1 = 0.1849 and C2 = O) and three coefficients for age 
(d1 = 0.1576, d2 = 0.0289, and ds = -0,3650). The cell 
weights (given in procedure 4 in Table 2) are then com­
puted by W;; = 1 + c, + dJ. 

The advantages of the Deming approach are that the 
weights can be directly calculated, the number of com­
putations remains manageable, and the results are 

"optimal." The major disadvantages are that some 
weights can be very far from one or can be even zero 
or negative, especially when the sample marginal pro­
portions are sharply skewed. Deming's weights do seem 
reasonable when the sample is not so severely skewed 
(Table 3). In addition, the computation, which involves 
linear algebra, calculus, and the method of Lagrange 
multipliers, is harder to understand. 

Johnson Method 

An alternative weighting procedure proposed by Johnson 
(3) assigns a coefficient to each marginal grouping; the 
cell weights are then obtained by multiplying· together 
the coefficients of all marginal groupings to which the 
cell belongs. Johnson describes a simple iterative pro­
cedure for producing s uch cell weights so as to match 
exactly the census marginal proportions (criterion 1). 

Assume that sample proportions for n marginal dis­
tributions are given (r~ marginal groups in the k th cat­
egory). There a1·e (r1J (r2) ••• (rn) cell proportions 
a1 1 ... 1? and r1 +~a + ... + rn m~1'ginal target proportions 
Mk,i• ~k = 1, n, ik = 1, r.). First, sum the cell sample 
proportions for each marginal group in the first marginal: 

j = l, r1 

and then rescale the cells in each of these marginal 
groups to match target marginal sums in the first 
marginal: 

(I) 

(2) 

The rescaled cell values a 1 then match the first marginal 
target sums exactly but probably do not match targets in 
other marginals. One then rescales a second time to 
match the second marginal targets: 

j = l, r 2 (3) 

(4) 

and again for each marginal until the last: 

j = l ,rn 

(5) 

This completes the first iteration. 
For the data in Table 1, these calculations are as 

follows: 

SJ = 0.1 + 0.2 + 0.15 = 0.45 

S! = 0.1+0.25 + 0.2 = 0.55 

al, 1 = 0.1(0.5/0.45) = 0.1111 

al,i = 0.2(0.5/0.45) = 0.2222 

a\,J = 0.15(0.5/0.45) = 0.1667 

ab = 0.1(0.5/0.55) = 0.0909 

a!,, = 0.25(0.5/0.55) = 0.2273 

ab= 0.2(0.5/0.55) = 0.1818 

Sf = 0.111 l + 0.0909 = 0.2020 

Si= 0.2222 + 0.2273 = 0.4495 

s~ =0.1667+0.1818=0.3485 

af, 1 =0.1111(0.25/0.2020)=0.1375 

af.2 = 0.2222(0.5/0.4495) = 0.24 72 

af,3 = 0.1667(0.25/0.3485) =0.1196 

aL = o.0909co.25;0.2020) = 0.1125 

ai,2 = 0.2273(0.5/0.4495) = 0.2528 

ai,3 = 0.1818(0.25/0.3485) = 0.1304 

At the end of the first iteration, the rescaled cell values 
ar, ... in will not match exactly any target marginal sums 



except those of the last marginal. However, they will 
tend to match other marginal targets more closely than 
did the original cell values ai, ... in· A second iteration 
can then be performed that repeats the above process 
for each category in turn and finally obtains cell values 
al," ... in• which will tend to match each marginal target 
more closely than did the values ar, ... ;n. One continues 
to iterate until all marginals are matched simultaneously 
to a desired degree of accuracy. In our example, three 
full iterations suffice to obtain values that match all .five 
marginal targets with a tolerance of 10-1• Weights for 
each of the cells are then obtained by dividing the final 
scaled cell values by the original values, as follows: 

(6) 

For our example, those weights appear in procedure 4 
in Table 2. 

The advantages of the Johnson technique are many. 
The iterative procedure is easy to understand and to 
program: One simply multiplies each muginal in one 
category (age, for example) by a factor that makes the 
weighted cell total match the census target for that mar­
ginal. One then repeats this process for each of the 
other categories and then again for all categories and 
so on until all marginals match their census proportions 
simultaneously. Further, the procedure converges 
rather quickly: Weights have been obtained to an accu­
racy of six decimal places in 5 to 15 iterations on small­
sample data that have three categories of three, four, 
and six marginal groupings (72 cells). 

Criteria 2 and 3 are also well satisfied: All cell 
weights are positive and tend to be near 1.0. Values of 
Deming's criterion tend to be low although not the mini­
mum obtainable by Deming's method. The weights ob­
tained look reasonable and seem to be uniquely deter­
mined by the requirement that a fixed weight be assigned 
to each marginal grouping and each cell weight be simply 
the product of the weights of those marginal groupings to 
which the cell belongs. Reasonable weights are obtained 
even in matrixes where 50 to 60 percent of the cells con­
tain no samples as long as each marginal grouping is 
reasonably well sampled. The method is robust: The 
inputted sample can initially be highly skewed from de­
sired marginals as in the case of daytime telephone 
samples. 

DISCUSSION OF RESULTS 

One disadvantage of both the Deming and Johnson pro­
cedures is that the act of subdividing a marginal group 
into several smaller groups changes the weights assigned 
not only to cells of that group but also to cells of other 
groups that were left unchanged. For example, if the 
two lower age groupings in Table 1 are combined, the 
Deming and Johnson weights are as given below: 

Age 
Group Male(%) Female(%) 

16 to 54 30 
55 and over 15 
Total 45 
Census 50 

Deming Weights 

1.2556 1.0667 
0.8222 0.6333 

35 
20 
55 
50 

Johnson Weights 

1.2709 1.0535 
0.7916 0.6563 

Total(%) Census(%) 

65 75 
35 25 

100 
100 

Notice that the weights assigned to the cells for the group 
aged 55 and over are not the same as the corresponding 
ones in procedures 3 and 4 in Table 2 even though the 
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cell descriptions are the same. The differences are only 
a few percent, but the examples show that the numbers 
produced by either method have no natural validity and 
artificially depend on the way one chooses to define 
marginal groupings. 

We attempted to overcome this difficulty by applying 
the Johnson technique to each cell b1dividually. To weight 
one cell, we aggregated all marginals in each category 
except for the marginals that contained the particular 
cell in question. The result was a 2 x 2 x ... x 2 table 
of sample data (categorized only by the marginals that 
defined the cell and the complementary marginal groups), 
one cell of which was identical to the original cell. The 
Johnson technique was then applied to obtain a weight for 
that cell. Cell weights for each cell in the original data 
table were obtained one at a time in this way and are 
given below: 

Age Group 

16 to 24 
25 to 54 
55 and over 

Male 

1.3675 
1.2372 
0.7916 

Female 

1.1325 
1.0102 
0.6563 

The resulting weights depended only on the description 
of the particular cell, the sample proportions of that 
cell's own marginal groups, and the census targets for 
those groups. Hence, changing the definitions of some 
marginal groups would not change the weight of an un­
altered cell. This approach and the pure Johnson pro­
cedure were then applied to small survey samples from 
four small upstate New York cities: Plattsburgh, Water­
town, Glens Falls, and Elmira {4). The sample sizes 
ranged from 209 to 245 and were-tabulated in three cat­
egories divided into three, four, and five marginal 
groups. Between 22 and 32 of the 72 cells in each sur­
vey were empty, and many of the remainder contained 
only one or two samples. The weights so produced 
tended to be closer to 1.0 than those produced by the 
pure Johnson algorithm; Deming criterion values were 
about 20 to 50 percent less. Unfortunately, this indi­
vidual treatment of cells was unable to reproduce the 
target marginal totals (criterion 1). The marginal totals 
after weighting differed from the desired values by 1 to 
10 percent and in a few cases by as much as 30 percent! 
This is unacceptably high. It may well be that such 
losses of marginal accuracy are necessary in any 
weighting procedure whose cell weight function depends 
only on the cell and directly related marginals and does 
not depend on the classification of all other data in the 
sample. 

Returning to the two original weighting procedures 
that do yield correct marginals, we favor the Johnson 
approach for its previously mentioned advantages. 
Johnson points out that the procedure can fail to con­
verge if a large proportion of the cells are empty. Our 
results on the small-city surveys showed that this pro­
portion can be as much as 60 percent and the algorithm 
will still converge in less than 15 iterations. 

The chief distinction of the Deming approach is the 
criterion it optimizes. We conjecture that the Johnson 
method also minimizes a function of the following form: 

(7) 

This is not unreasonable as a criterion. But we can 
give no "elegant" reason why this is an ideal function to 
minimize. 

Marginal weighting techniques have many possible 
applications. The New York State Department of Trans­
portation has found them useful in many of the following 
contexts: 
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Analytical Problems 

Nonrandom samples 
Surveys with missing data 
Limited budget or small samples 
Need for quick turnaround 
Limited population data 

Studies 

Daytime telephone surveys 
Small area surveys 
Transit on-board studies 
Disaggregate data for mode choice 
Community attitude studies 
Travel update studies 
Corridor studies 

NYSDOT has applied these techniques in many contexts, 
including a 1000-household survey, a 300-household 
survey on community attitudes toward transit, a survey 
of 1200 transit riders in Albany, and 200- to 300-
household surveys of community attitudes in six towns. 
In all cases, the method has proved to be useful and 
time saving and to provide reasonable results. The 
procedure develops reasonable weights with manageable 
effort for real-world data even if those data are highly 
skewed with many empty cells. Examples may exist 
that cause the method to fail, but they must be concocted 
for the purpose, would probably not occur in practice, 
and would probably cause other methods of marginal 
weighting to fail also. We feel that both methods are 
valuable additions to thf! repertoire of survey analysis 
techniques used by transportation analysts, and we par­
ticularly recommend the Johnson procedure because of 
its ease of understanding and programming. 
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Demonstration of a Simplified 
Traffic Model for Small Urban Areas 
Donald Rhodes, New Hampshire Department of Public Works and Highways 
Thomas Hillegass, Urban Mass Transportation Administration, 

U.S. Department of Transportation 

A simple and straightforward method for forecasting highway traffic 
that was applied in Plaistow, New Hampshire, is described. The method 
requires an external origin-destination survey, demographic forecasts, 
and good ground counts. No home interview survey or demand model 
calibration is required. The approach combines a Fratar expansion of 
external trip tables with a factoring of internal travel on a link·by·link 
basis to produce a forecast of total automobile travel by link. A unique 
feature is that the link-by-link factoring of internal travel is directly re­
lated to the growth of population and employment in internal zones. 
This is done by means of an artificial trip-generation and gravity model 
that requires no calibration. The method produced logical results for 
Plaistow and appears to have promise for other applications. 

There is widespread recognition today that traditional 
transportation planning techniques are somewhat more 
complex and costly than warranted by the types of prob­
lems to be addressed in smaller urban areas. This rec­
ognition and the desire to direct more of limited planning 
resources toward the solution of short-range problems 
have led to a search for simplified approaches to long­
range travel forecasting that are tailored to the needs 
of smaller urban areas. 

Planners for smaller urban areas are urged to per­
form an analysis of problems, growth, and related fac­
tors and to design study techniques that best suit these 
problems. Yet, lacking proven step-by-step alternatives 
to current forecasting methods, planners for these areas 
are justifiably reluctant to risk new approaches. The 
profession badly needs demonstrations of new methods, 
or new ways of using old methods, that are relatively 
straightforward and are suited to typical problems of 
small urban areas. Both the method and the outcome of 
these demonstrations as well as the types of situations 
to which they are adaptable need to be well documented. 
This paper attempts such a documentation of an approach 
taken by the New Hampshire Department of Public Works 
and Highways to forecasting automobile traffic for the 
town of Plaistow, New Hampshire. 

PLAISTOW 

Plaistow is a 27-km2 (10.5-mile2
) community with an 

estimated 1975 population of 5330 persons. Located on 



the Massachusetts border north of Boston and Haverhill, 
Plaistow is defined by the U.S. Bureau of the Census as 
part of the Lawrence-Haverhill (Massachusetts) urban­
ized area. 

Plaistow is part of rapidly growing Rockingham 
County, New Hampshire, the population of which in­
creased by 40 percent between 1960 and 1970. Plaistow 
itself grew by 60 percent during that decade. The county 
population is projected to increase by over 70 percent 
between 1975 and 1995. During the same period, Plais­
tow' s growth is expected to be more moderate because 
of restraints on land use. The high rate of development 
in surrounding communities will contribute to the in­
crease of commercial activities in Plaistow. 

Approximately 50 percent of the land area in Plaistow 
is developed; of that, about 66 percent is residential, 
21 percent is commercial, and the remainder is indus­
trial and governmental. Nearly 90 percent of the un­
developed land is currently zoned for residential use. 

As part of an urbanized area, Plaistow is subject to 
the requirements of the Federal-Aid Highway Act of 1962 
for continuous, comprehensive, and cooperative trans­
portation planning within urbanized areas. The Plais­
tow Highway Transportation Study is an element of the 
comprehensive transportation plan for the New Hamp­
shire portion of the Lawrence-Haverhill urbanized area. 

METHODOLOGY 

The traffic forecasting approach in Plaistow may briefly 
be described in the following steps: 

1. Data preparation-(a) Functionally classify the 
road system and code the network; (b) conduct an 
external-cordon roadside origin-destination (0-D) 
survey and build trip tables (no 0-D home interview is 
needed); (c) expand the highway counting program to 
cover all main facilities; and (d) assemble zonal popu­
lation and employment estimates (retail and other) for 
the base year and make zonal forecasts of these to the 
future year. 

2. External travel-(a) Assign the external-cordon 
trip tables to the highway network; (b) subtract the re­
sulting assigned volumes from counted volumes on links 
where counts are available (the difference represents 
the internal volume on each link); (c) factor the external 
trip tables to the future year by using the Fratar method; 
and (d) assign the future external trip table to the highway 
network. 

3. Internal travel-(a) By using base-year zonal pop­
ulation as a proxy for "productions" and employment 
similarly for "attractions," apply a pseudogravity model 
and, for F-factors, either use all equal to 1 or borrow 
factors from other sources (the gravity model output is 
in the form of a trip table but does not contain trips be­
cause the productions and attractions were not calibrated 
to equal trips); (b) by using future-year zonal population 
and employment, again solve the pseudogravity model by 
using the same method as in step 1 above; (c) assign both 
base-year and future-year internal tables to the highway 
network; and (d) compute a growth factor for internal 
travel as the link-by-link ratio of future load divided by 
base load. 

4. Forecasts of link traffic-Factor base-year in­
ternal volume on the link (the difference between as­
signed external trip table and full link count as in 2b 
above) by the internal growth factor (3d above) and add 
to this the future external trips (2d above). 

The approach described is basically a link count­
factoring approach to travel forecasting that includes 
the following advantages: 
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1. External travel is forecasted separately and is 
actually assigned to the network. Thus, when diversion 
of such long trips to other routes (e.g., a new bypass) 
is a future possibility, this is accounted for in the 
process. 

2. Internal travel is a link count-factoring process, 
but the factor itself is based on land-use changes (popu­
lation and employment) and thus is more logical and 
policy sensitive than many other count-factoring ap­
proaches. 

The approach requires no model calibration, but it 
does require a coded highway network and the ability to 
apply a Fratar expansion and a simple gravity model. 
Its disadvantages include the following: 

1. Estimating internal travel on entirely new links is 
not straightforward and was not attempted in Plaistow, 
but it probably could be done. 

2. The procedure of assigning external travel and 
subtracting this on a link-by-link basis from total link 
counts (to impute internal link counts) is very sensitive 
to errors in the assignment process. In Plaistow, the 
all-or-nothing assignment with some manual adjustment 
worked satisfactorily. 

Generally, the method has the appealing feature of being 
nonsynthetic, i.e., tied directly into an external 0-D trip 
table so that link counts and radical errors are unlikely 
and would probably be quite apparent if they did occur. 
The approach is somewhat more rigorous than that usu­
ally taken for an area the size of Plaistow; however, the 
small size of the prototype area helped make this demon­
stration feasible. 

The outstanding weakness of the approach is in its 
inability to handle diversion of internal travel to entirely 
new links in the future year since there are no existing 
counts on such links to factor up. A method by which 
the new link is added to the base-year network first, a 
count is then inputted for the link based on reassignment 
of the base-year internal (pseudo) trip table, and then 
future factoring is done seems plausible but was not at­
tempted. Overall, one might conclude that the method 
is best suited where the following conditions exist: 

1. A small urban area of rather slow or moderate 
growth; 

2. An external 0-D survey, land-use data, and com­
puter processes are available or feasible given staff and 
resources; and 

3. Future alternative highways do not include major 
new facilities on entirely new alignments except when 
these are to serve predominately external travel (e.g., 
a bypass). 

In regard to the third condition, it would be most diffi­
cult, for example, to estimate future internal travel on 
a new downtown river bridge if such a bridge were 3 .2 
km (2 miles) upriver from the existing bridge. The 
factoring of internal counts on the existing bridge would 
not produce relevant data for such a new bridge if it 
were located at such a distance from the existing bridge 
that it would attract trips between new internal 0-D 
zones. 

APPLICATION OF METHOD TO PLAISTOW 

Data Pi-epamtion 

The area included in the Plaistow Highway Transportation 
Study (Figure 1) includes the entire town of Plaistow ex­
cept the lightly populated northwest portion along NH-
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121A. The study area was divided into 23 traffic zones. 
To the extent possible, the zones were partitioned so 
that the land use in each would be homogeneous. The 
land use in Plaistow, except along the NH-125 corridor, 
is predominately residential with a scattering of small 
businesses. It would have been impractical to establish 
a separate zone for each business; therefore, businesses 
lUtll"tl inPl11rl'?'1 ~nth'? l"'?<::-i~.c:il"!ti?_l ~0~-e~. '!'!!~ !!":.-!.~~~~~:::,.­

tion network was composed of all roads in Plaistow that 
are part of the federal-aid system. These are the 
streets and highways comprising the arterial and col­
lector systems. 

An external 0-D study was conducted in Plaistow 
during August 1975 to survey travel patterns in the town. 
Twelve interview stations were established and were 
located wherever a collector or an arterial street or 
highway crossed the cordon line. From 6 :00 a.m. until 
8 :00 p.m., as many vehicles as possible from each di­
rection were stopped, and the drivers were interviewed. 
The sample rate varied from 32 to 70 percent depending 
on the traffic volume, the number of personnel doing the 
interviewing at a particular station, and the frequency 
of illegible and illogical interviews. 

All interviews were coded and keyed for computer 
processing. All records were edited, and illogical trips 
were eliminated. The trip origins and destinations were 
coded in six-digit notation that conformed to the external 
zoning system of the New Hampshire Department of 
Public Works and Highways. 

Tables developed for each station, by direction, sum­
marized the trips between each 0-D pair. These 0-D 
tables were factored upward so that the total number of 
trips would equal the average summer weekday traffic 
(ASWT) at the station. The 0-D tables were reduced 
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TRAFFIC ZONE 
BOJNOARIES 

to zone-to-zone tables by replacing the origin or des­
tination or both (if outside the study area) by the station 
through which the trip entered or exited the study area. 

During August 1975 and concurrent with the collection 
of driver interviews, short-term automatic traffic re­
corder counts were taken at selected locations in 
Plaistow. The traffic volumes were expressed in terms 
nf A~UJ"'r 'T'h t;- A8UTT iu?.~ 11~~1'j !'?.th ';'r th_?.!!_ ?." 1'!1J.tl 2.u~~­

age daily traffic (AADT) because it is more representa­
tive of the traffic during the busiest period of the year­
June through August. Eight-hour manual turning move­
ment counts were made at all significant intersections 
in Plaistow during August 1975. These were factored 
to ASWT volumes by using traffic recorder data. 

The population forecasts in this study are based on 
a cohort survival projection of the New Hampshire popu­
lation by the New Hampshire Office of Comprehensive 
Planning. Planning region forecasts were made by using 
the same technique; the regional totals were controlled 
to the state totals. The regional projections were dis­
aggregated to the community level on the basis of (a) 
the potential saturation population of the town, (b) its 
accessibility to nearby urban centers, and (c) its com­
petitive advantage for attracting growth as compared 
with other towns of the region. 

A dwelling unit count by traffic zone has been done 
for Plaistow. The current population was distributed 
among the zones proportionately to the zonal dwelling 
units. The forecast town population was allocated to 
traffic zones on the basis of the number of existing and 
anticipated housing units in each zone. 

Existing employment was obtained from New Hamp­
shire Department of Employment Security data. The 
employers' addresses were given so that the determina-



tion of employment by zone was straightforward. Fu­
ture employment was forecast by analyzing the area 
available for commercial and industrial development 
and estimating the number of employees resulting from 
that development. 

External Travel 

The next step in the process is to assign the base-year 
external trip table to the coded highway network. The 
PLANP AC program for doing this is LOADVN, which 
assigns the trips between a pair of zones to the mini­
mum time path between the zones. This assignment is 
on an "all or nothing" basis; in other words, although 
two pat,hs between a pair of zones may differ in time by 
only a fraction of a miillute, all the trips are assigned 
to the shortest path. Travel times or speeds may be 
adjusted slightly to achieve an optimal assignment. How­
ever, unrealistic assignments still occur where there 
are two or more equally efficient paths between pairs 
of zones. In a large network, such "lumpiness" is often 
masked. However, the problem is more obvious when 
it occurs in a small network such as that of Plaistow. 

In an attempt to model traffic assignments more ac­
curately, a different procedure was tried. The UROAD 
program from the Urban Transportation Planning Sys­
tem (UTPS) has the capability for doing a probabilistic 
multipath assignment in which trips between each pair 
of zones are assigned to more than one path. Each 
"efficient" path receives a fraction of the trips that is 
proportional to exp (-9*DI), where 9 is the user-specified 
diversion parameter and DI is the difference between the 
total impedance of the given path and the minimum path's 
impedance. As 9 approaches zerv, all efficient paths 
become equally likely and, as 9 becomes larger (ap­
proaches 10.0), only the minimum path has a signifi­
cant likelihood. 

Although stochastic assignment programs have been 
available for many years, they have been used only in­
frequently because of their relative complexity, the 
user's lack of control over program operation, and the 
difficulty in determining how a change in the network 
(an increase or decrease of speed on a particular link) 
will affect the assignment. Furthermore, the user must 
specify the value of 9. Trial and error-running the 
program and comparing the output to actual ground 
counts-constitutes the only method of reasonably esti­
mating that parameter. 

The suggested value of 9-0.002-assigns traffic too 
evenly to alternative paths and results in obvious over­
assignment on numerous links and improved loadings on 
only a few links. Higher 9s were tried until 0.200 gave 
results very close to the "all-or-nothing" assignment. 
The very high overassignment on several key links when 
the lower values of 9 are used seems especially per­
plexing and is a good example of the unpredictable na­
ture of stochastic assignments. 

The volumes from the various assignments were com­
pared with the actual ASWT values. The assigned vol­
umes should be less than or equal to the actual traffic 
since only external trips are being assigned. The dif­
ference between the assigned traffic and the actual AS\VT 
volumes provides an estimate of the internal trips on 
each link. 

None of the several assignments proved to be optimal 
for all links. When the all-or-nothing assignment was 
used, certain links were overassigned whereas others 
appeared to have too little traffic. Further refinement 
of the network improved the assignments to certain links, 
but there were generally compensating disadvantages to 
other links. Similar problems arose with the probabil­
istic assignment. Certain links would be improved by 
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the use of that method, but other links would have poorer 
assignments. As smaller values of 9 were used, some 
links become severely overassigned. 

After analysis of the results of the different assign­
ments, it was apparent that the all-or-nothing and 9 = 
0.20 assignments were the most realistic. For this 
study, the conventional all-or-nothing procedure was 
finally selected. It provides the best assignment and has 
the added advantage of being more convenient to use. 

The projection of the base-year external trip table 
was done by using the Fratar trip-distribution model, 
which is based on the assumption that the change in trips 
in an interchange is directly proportional to the change 
in trips in the 0-D zones that contribute to the inter­
change. The required input data are a base-year trip 
table and growth factors for each origin zone. Actually, 
two separate, but merged, tables are input-the 
external-external trips and the external-internal trips. 

The model for zonal growth factors was developed 
by means of regression analysis. The number of 
external-internal trips originating in and destined for 
each zone was obtained from the trip table. These trips 
were the dependent variable. The independent vari­
ables-population and trade and nontrade employment by 
traffic zone-were provided as discussed above. The 
initial run of program BPR02R-the PLANPAC regres­
sion program-included all 23 of the zones in the study 
area. The regression analysis can be summarized as 
follows: 

Trips= 128.22 + 21.44 (trade employment)+ 0.89 (population) 

+ I. 72 (other employment) 

Trips= 259.49 + 12.42 (trade employment)+ 0.89 (population) 

+ 1.14 (other employment) 

Trips= 8.43 (trade employment)+ 1.61 (population) 

+ 1.99 (other employment) 

The F and R2 statistics and standard errors of esti­
mate for the three equations are given below: 

Standard Error 
Equation F R2 of Estimate 

1 41.91 0.869 593.54 
2 14.62 0.745 171.32 
3 60.95 0.920 208.97 

(I) 

(2) 

(3) 

The F and R2 statistics of Equation 1 are very good, but 
the standard error of estimate of 593 is very high. The 
residuals were examined, and four cases that had the 
most extreme residuals (zones 6, 13, 15, and 22) were 
removed from the subsequent regression analysis. 
These zones have employment or population character­
istics that result in atypical trip-generation character­
istics. The second run of the BPR02R program pro­
duced Equation 2, which has lower F and R2 values than 
the previous equation; both values remain high enough, 
however, to ensure a high level of statistical reliability. 
More favorably, the standard error has been reduced 
by 71 percent. 

At this point, projected employment and population 
data were substituted into the model, and future trip 
ends by zone were computed. Future trips divided by 
computed existing trips produced growth factors for each 
zone. Trips to the four zones deleted from the regres­
sion analysis were estimated individually. Future trips 
from all zones were summed and divided by the total 
existing trips. The overall growth factor of 1.34 seemed 
unreasonably low since both population and employment 
are projected to increase at rates greater than 1.40. 
The reason for the relatively low growth rate is the con-
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stant term of 259 .49 in the equation, which causes the 
model to be less sensitive than it would be if the con­
stant was much smaller. To alleviate this problem, a 
third run of BPROZR was made in which the Y-intercept 
(the constant term) was forced to zero. This resulted 
in Equation 3, which is statistically valid and has a stan· 
dard error of estimate of 209. Future-year trips for 
each zone were computed, and the zonal growth factors 
were obtained. The overall increase of external­
internal trips is projected to be approximately 55 per~ 
cent. 

The growth factors at the external stations cannot be 
estimated by the preceding methodology. Where pos­
sible, analysis of the trend in traffic growth is an ac­
cepted procedure for developing growth factors at 
cordon-line stations. However, very few historical 
traffic data are available in the area of Plaistow. On 
NH-125 and NH-108, short-term counts have been taken 
fairly consistently over the past 6 or 7 years. The pro­
jections of these trends were used to temper the growth 
estimates on these two routes. The primary method of 
developing these growth factors was to determine in 
which town or towns the trips through particular stations 
were originating. The population projections made by 
the New Hampshire Office of Comprehensive Planning 
were examined, and growth rates from 1975 to 1995 were 
computed. These growth rates formed the basis for the 
external-station growth factors. For example, at sta­
tion 30, 62 percent of the traffic originates in Atkinson 
and about 26 percent originates in Hampstead. The 
population of Atkinson is projected to increase by a fac­
tor of 3 .30 and that of Hampstead by 2.31 between 1975 
and 1995. A growth factor of 2.6, which moderates the 
traffic growth somewhat, was selected. 

After inputting the growth factors and trip table, the 
FRAT program was run with three iterations. The ratio 
between the attracted trips computed by multiplying 
base-year attractions by the growth factors and the 
iterated trip attractions balanced within 11 percent for 
all zones and stations. The TRIPSO data set from FRAT 
was input to program TRPTAB, and the zone-to-zone 
trip table was output. 

Future external trips were assigned to the highway 
network by using the same methodology as that used for 
base-year trips. 

Internal Travel 

The forecasting of internal trip volumes is a more com­
plex task than is the projection of internal-external and 
external-external trips. Traditionally, in larger 
studies, internal-trip-making data are gathered through 
home interview surveys. However, in smaller study 
areas and recently in many larger areas, home inter­
views have not been conducted because of the excessive 
time and costs involved. One cannot calibrate a mathe­
matical model for forecasting internal trips when no 
home interview survey has been done. The Fratar 
model requires the base-year trip table, which is not 
available for internal trips. The gravity model input 
includes trip productions (P s) and trip attractions (As) 
by zone and friction factors (F) for each impedance in­
crement. Although the F-factors may be estimated 
from similar studies, P s and As depend on socioeco­
nomic characteristics of the study area, which must be 
surveyed. 

The procedure adopted for estimating future internal 
trip volumes by link was a novel part of this study. A 
single-purpose pseudogravity model was the basis of 
this methodology. Two runs of PLANP AC program GM 
were made. In the first, zonal productions were set 

equal to base-year population, and zonal attractions were 
estimated as follows: 

1. For zones whose trade employment is predomi­
nately retail shopping, A = 1.0 (nontrade employment) 
+ 9.0 (trade employment); and 

2. For zones whose trade employment is in other 
categories, such as sit-down restaurants, automobile 
sales, and other lower generating categories, A = 1.0 
(nontrade employment) + 5 .0 (trade employment). 

These relations do not estimate the number of trips at­
tracted. Rather, as in the case of productions, they 
estimate only a rough relative attractiveness of one zone 
versus another. These relative rates were based on 
trip-generation models calibrated elsewhere in New 
Hampshire. 

In the second GM run, the same procedure was fol­
lowed for the forecast year, and projected population 
and employment were substituted for the base-year val­
ues. The other two data sets input to program GM are 
friction factors and impedances, which were the same 
for both runs. The friction factors were all assumed 
to be equal to 1, which means that trips of all lengths 
are equally likely. This is not an unreasonable assump­
tion given a small network and a study area with only a 
few travel-time increments. The impedances are out­
put from the PLANPAC program BUILDVN and reflect 
characteristics of the network. 

The resulting trip table from each GM run was loaded 
onto the network. These are artificial volumes that 
should be approximately proportional to actual internal 
traffic. The growth rates for internal trips by link were 
computed by dividing base-year assigned volumes into 
the assignment for the forecast year. These growth 
factors by link were multiplied by the counted base­
year internal trip volumes to produce forecast-year in­
ternal volumes. 

To test the effect of using F-factors all equal to 1, 
the gravity model program was run twice more by using 
the same 1975 and 1995 Ps and As but normalized fric­
tion factors that ranged from 60 to 2 for 10 time incre­
ments. The F-factors were estimated from Federal 
Highway Administration charts (1). The assigned 1975 
and 1995 internal trips varied by-as much as 30 percent 
when the revised F-factors were used. However, the 
growth factors for nearly all links changed by less than 
10 percent when the more refined factors were applied. 

Forecasts of Link Traffic 

The 1995 ASWT volumes are the sum of the assigned 
external trips plus the product of the 1975 internal counts 
times the link growth factor. Unadjusted computed val­
ues are not used indiscriminately because some individ­
ual links are unrealistic. Where two or more alternate 
routes exist, projected external and internal traffic on 
all links is summed and then divided between the alter­
nate paths. If the base-year external trips had been 
severely overassigned or underassigned or if the artifi­
cial gravity model trips appeared very unrealistic, more 
reasonable estimates of link traffic volumes were de­
veloped. 

It must be reemphasized that, when a small study 
area and network are being considered and the all-or­
nothing assignment is being used, the resulting assign­
ment is lumpy and many links have unrealistic traffic 
volumes. It is therefore inadvisable always to use the 
numbers directly as output from the assignment pro­
gram. 

Projected increases in traffic volume over the 20-



year forecast period on Plaistow' s streets and highways 
vary from less than 50 percent on roadways that serve 
primarily local traffic to more than 150 percent on high­
ways that carry traffic to and from more rapidly growing 
neighboring towns. The major through highway in 
Plaistow, NH-125, is the exception since it has a pro­
jected growth of 40 percent. Since these forecasts are 
based on certain anticipated growth trends, substantial 
changes in patterns of development will affect the pro­
jected traffic volumes. 

Obviously, the anticipated traffic volumes on many 
of the links of the Plaistow network will result in con­
gestion and less than ideal travel conditions. The next 
phase of the Plaistow Highway Transportation Study will 
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compute the hourly capacity of the streets and highways 
in Plaistow and compare these with the forecast volumes. 
In this way, deficiencies in the existing network may be 
identified so that remedial measures can be planned. 

REFERENCE 

1. Urban Trip Distribution Friction Factors. Federal 
Highway Administration, U.S. Department of Trans­
portation, 1974. 

Publication of this paper sponsored by Committee on Transportation 
Planning Needs and Requirements of Small and Medium-Sized Commu­
nities. 

Evaluation of the Impact of Restricted 
Interchanges on Travel Demand 
Ronald J. Fijalkowski and Mark Rosenberg, Delaware Valley Regional Planning 

Commission, Philadelphia 

A study was conducted to develop and apply a low-cost process for as­
sessing the effect on travel demand of a less-than-optimal design for pro­
posed freeway interchanges on 1-476 in Delaware County, Pennsylvania. 
The principal strength of the procedure developed lies in its computa­
tional simplicity. It is primarily manual and, although it does not re­
quire the excessive computer costs associated with the usual set of trans­
portation planning models, it produces the detailed information required 
for such an analysis. The process relies on travel demand, trip length, 
and service provided for each trip movement to isolate possible impacts. 
The diversions expected to result from the constrained interchange de­
signs are then determined based on the conditions of the surrounding 
network. For the two interchanges considered in the study, the process 
provided detailed information not usually associated with typical plan­
ning models. Although little effect on demand was anticipated at either 
interchange, the information generated was used for incorporating de­
sign revisions at one of the locations analyzed to eliminate deficiencies 
in capacity. 

Provisions contained in the National Environmental 
Policy Act of 1969 allow for the transportation-related 
use of parkland or historical sites if and only if no fea­
sible and prudent alternative can be found. In response 
to testimony delivered at public hearings on the draft 
environmental impact statement (EIS) for I-476, the 
Pennsylvania Department of Transportation (P ennDOT) 
modified two interchange designs to avoid the taking of 
such lands. Inherent in these modifications was a less­
ening in the quality of service provided at each inter­
change, where traffic signals replaced previously free­
fl.ow ramp movements at specified locations. 

Concerned over the possible diversion of travel from 
these locations and its effect on the surrounding com­
munities, PennDOT requested the Delaware Valley Re­
gional Planning Commission (DVRPC) to evaluate the 
impacts of the design changes on future travel. In re­
viewing the request, it was deemed impractical to per­
form the analysis by using conventional simulation tech­
niques because of both scope and cost. Such an approach 
would likely conceal the interaction between the system 
and the users and consequently hinder proper evaluation. 
To avoid these shortcomings, it was decided to accom-

plish the analysis by relying on a primarily manual pro­
cess and using accepted techniques wherever possible. 

The procedure developed is divided into two principal 
phases. Phase 1 focuses on traffic demand and operating 
characteristics for the original design of the freeway 
and each interchange. Phase 2 assesses the constraints 
created by the redesigned interchange and determines 
the movements affected. 

This report details the procedure developed by 
DVRPC and presents an evaluation of the modifications 
proposed for the Mid-County Expressway. Figure 1 
shows an outline of the process developed for this analy­
sis and a description of each of the phases discussed. 

PHASE !-ORIGINAL DESIGN 

Define Immediate Area of Impact 

Trips that use the subject interchange will not be equally 
affected by the proposed modifications. Long-distance 
travel by the freeway will likely not divert to an alter­
native path regardless of the localized conditions at the 
interchange. The premise is that the time these trips 
save once they are on the freeway outweighs the time 
lost at the interchange. 

This reasoning does not prevail for short-distance 
travel. Time saved on the freeway can readily be off­
set by time lost at the restricted movements and by the 
more circuitous routing caused by the freeway. 

Trips that use the redesigned interchange and a short 
segment of the freeway should therefore be most se­
verely affected, and the overall impact should be in­
versely related to distance traveled by way of the free­
way. In conjunction with this hypothesis, trip move­
ments by the modified interchange and a single segment 
of the freeway were first isolated for analysis as the 
most critical movements. 

Since the facility under study is proposed, a "select 
link analysis" was performed to define trip movements 
that used the modified and adjacent interchanges. Ser-
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Figure 1. Study methodology. 
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vice areas that surround each of these interchanges were 
then devised based on the select link trip matrixes and 
the logical trip patterns via the available highway net­
work. 

Quantify Affected Trip Movements 

Next, the demand between the defined areas via the free­
way is quantified by relying on select link data from an 
:w::iil::iblP tr::iffi.c ::isshmment. From this assie:nment. 
the number of trips that use 1-476 was extracted for 
traffic analysis zones in each service area and aggre­
gated to establish area-to-area traffic movements. 

The selected link process used design-year (1996) 
traffic estimates forecast for the freeway. Design-year 
forecasts were used because they represent the adopted 
criterion for assessing proper design and denote the 
maximum impact caused by the revision. 

Calculate Travel Times for Original 
Design 

Travel times between service areas via the expressway 
are then calculated by using the original design scheme 
and accompanying travel forecasts. This calculation 
is performed by using peak-hour demand to reflect the 
critical period of maximum impact. The amount of 
travel is best defined during this period, and travel 
speeds can be estimated with reasonable accuracy. 

For the 1-476 analysis, evening peak-hour travel 
times between service areas were tabulated by using a 
relation for speed based on the volume, capacity, speed 
limit, and signal density of each link (1). Speeds were 
computed directionally because the proposed modifica­
tions will not provide balanced service. In addition, sev­
eral modifications will create directional constraints. 

Peak flow by direction was derived from the daily as-

signment by using adjustment factors created for the 
original design of the expressway and data provided by 
P ennDOT on the proposed modifications (_£). 

Calculate Travel Times by Alternate 
Route 

Peak-hour speeds are then similarly computed for com­
peting alternative arterial paths between each service 
area. The predicted speeds that resulted were validated 
by using existing speed and delay data (3). To ensure 
compatibility, travel times for arterial-and freeway paths 
are calculated from common points of divergence located 
at the approximate center of each service area. 

PHASE 2-MODIFIED DESIGN 

Assign Design-Year Travel to Modified 
I nterclla11ge 

Concurrent with phase 1, design-year travel forecasts 
are also assigned to the appropriate movements at the 
redesigned interchanges. Again, evening peak-hour 
travel is allotted by direction. 

Determine Level of Service at Modified 
Interchange 

By using procedures described in the Highway Capacity 
Manual (4), a capacity analysis is conducted for all 
movements at each interchange, and the level of service 
is determined. For I-476, the analysis focused on the 
service provided at the signalized ramp termini intro­
duced at each interchange. A signal phasing plan was 
developed to provide balanced operation wherever pos­
sible under geometric constraints imposed by the design. 
It was assumed in the analysis that the ramp designs 
were adequate to accommodate expected queues. 

Level of service C, the accepted urban design stan­
dard, is the decision variable adopted in the process. 
At service levels A through C, drivers are not objec­
tionably 1·estl'icted and no more than a third of the cycles 
a_re fully loaded (4). Bel ow level of service C (D through 
F), delays to approaching vehicles become substantial, 
aueues develop, and vehicles are often detained for more 
than a single cycle. 

Since drivers are not objectionably restricted until 
service falls below level C, it is reasonable that delays 
created by the modified designs will not be perceived 
by the public. If the capacity analysis then indicates 
future peak-hour service of C or better, the modified 
design is assumed to have-no impact. If, conversely, 
level of service C is not achieved, the analysis must be 
continued to quantify the effect on travel. 

Compute Delay at Modified Interchange 

Where level of service C is not reached, the additional 
delay imposed by the modified design is needed to deter­
mine the new travel time between service areas via the 
freeway. For the analysis ofI-476, this additional seg­
ment of travel time was estimated based on level of ser­
vice and implied load factor. A relation developed by 
May and Pratt (5) that assumes that the surrounding 
signals will not be interconnected was applied. This 
relation is shown graphically in Figure 2. 

Note that no estimate of delay exists for movements 
at level of service Fat which demand exceeds capacity. 
The actual determination of delay in this instance is 
more complex and depends on (a) the period in which 
demand exceeds capacity, (b) the degree to which this 
occurs, and (c) the queue length that results from these 
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Figure 3. Map of 1-476 area studied. 

conditions. For the evaluation of I-476, a munmum 
value of 90 s was assumed in this instance by means of 
extrapolation of the graph shown in Figure 2. This sim­
plified reapproximation rather than a more rigorous 
determination was applied because detailed flow data 
for the periods surrounding the peak hour were not 
available and subsequent design modifications were ex­
pected to correct these conditions. 

Compare Modified and Alternate 
Travel Times 

The appropriate signal delays calculated in the preceding 
step are then added to the travel times determined for 
each movement via the freeway for the original design. 
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The estimated travel time for each trip when the inter­
changes are modified is then compared with the travel 
times previously determined for the alternative arterial 
paths between each service area . 

Identify Probable Diversions 

If travel times for the modified freeway designs exceed 
that for the alternative path, peak-hour trips for the 
identified movements are expected to divert from the 
freeway. Movements that provide faster service via the 
freeway are concluded to be unaffected by the modifica­
tions. As indicated, the alternative assignment assumes 
an all-or-nothing relation. Although a more complicated 
phenomenon assuredly exists, the small magnitude of 
diversions from 1-476 renders a more sophisticated ap­
proach inappropriate. 

Although peak-hour data are principally used in the 
analysis, the trends cited can be considered indicative 
of daily conditions and similar impacts can be expected 
throughout the day. 

Depending on the results of this analysis, service 
areas may be extended to include the next adjacent in­
terchanges along the freeway if the arterial paths indi­
cate a marked improvement in travel time in comparison 
with the modified freeway. This extension would con­
ceivably continue until an equilibrium point is reached 
where the freeway is obviously the faster alternative. 
Additionally, if a sizable magnitude of travel is diverted 
to the arterials, speeds should be recomputed to deter­
mine the impact and the process should be reiterated 
until a balance is achieved. For the I-476 analysis, 
neither of these feedback options was necessary. 

Jl.1ID-COUNTY EXPRESSWAY 

1-476, the Mid-County Expressway, is a proposed six­
lane facility extending 32.6 km (20.2 miles) through sub­
urban Delaware and Montgomery counties in Pennsyl­
vania. The expressway connects 1-95 (the Delawa re 
Expressway) with I-276 (the Pennsylvania Turnpike) 
and is designed to create a beltway facility around the 
city of Philadelphia. Along its route, 11 interchanges 
are p1·oposed, including a third Interstate connection 
via 1-76 (the Schuylkill Expressway). 

The two interchanges for which modifications have 
been proposed are (a) US-30, Lancaster Pike; and (b) 
Baltimore Pike. The locations of I-476 and these in­
terchanges are indicated on the map shown in Figure 3. 

Both of these four-lane arterials that radiate from 
central Philadelphia currently accommodate approxi­
mately 25 000 vehicles/ cl with peak-hour fl.ow near ca­
pacity. If the freeway is constructed as originally pro­
posed, daily travel on these facilities is expected to 
climb in the design year to 40 000 vehicles/ d at Lan­
caster Pike and 35 000 vehicles/ cl at Baltimore Pike. 

Figures 4 and 5 show the original and modified de­
sign schemes and the location of the environmentally 
sensitive tracts that surround each interchange. As in­
dicated, the directional interchange at Lancaster Pike 
has been revised so that all movements are accommo­
dated in the southwest quadrant and these tracts are 
thus avoided. This design uses less right-of-way but 
requires signal control for all movements between Lan­
caster Pike and the Mid-County Expressway. Access 
to the freeway from the east is accomplished by way of 
dual left-turn lanes (movement B-D in Figu.1·e 4). Double 
left-turn lanes are also provided for traffic exiting the 
Mid-County Expressway from the north and destined 
west on Lancaster Pike (D-A). 

At the Baltimore Pike interchange, the proposed 
modifications to the original cloverleaf scheme are less 
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Figure 4. Original and modified schemes for Lancaster Pike interchange. 
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severe. Only those ramps in the northeast quadrant of 
the interchange have been relocated. This causes north­
bound travel both entering and exiting the freeway to 
proceed through a signalized intersection. Again, 
double left-turn lanes will be provided on (a) westbound 
Baltimore Pike for travel destined north on the Mid­
County Expressway (B-D in Figure 5) and (b) the north­
bound exit ramp from the Mid-County Expressway for 
travel destined west on Baltimore Pike (D-A). 

Lancaster Pike 

The study areas that surround the modified interchange 
at Lancaster Pike, including the adjoining interchanges 
at the Schuylkill Expressway and West Chester Pike, are 
shown in Figure 6. The east-west boundaries for the 

Figure 6. Lancaster Pike interchange study 
area. 
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areas of analysis were delineated from the origins and 
destinations assigned to the expressway. 

The major road network that services the delineated 
areas is composed primarily of two-lane undivided facil­
ities and is also shown in Figure 6. Table 1 gives the 
calculated travel times for the original design between 
Lancaster Pike and the adjoining interchanges by way 
of the Mid-County Expressway and the surrounding par­
allel arterials. Note that the travel time between areas 
2 and 6 is less via Matson Ford Road and Montgomery 
A venue even under the original design plan for this in­
terchange. Appropriately, no trips were assigned to 
the Mid-County Expressway between these areas. 

A capacity analysis conducted for the southbound en­
trance and exit of the freeway showed that the signalized 
intersection would operate at capacity in the peak hour 

Table 1. Peak travel times between service 
Mid-County Expressway Arterial 

areas for Lancaster Pike interchange 
(original design). Minutes Minutes 

Between Areas Between Areas 
Service 
Areas Path' Peak Nonpeak Path' Peak Nonpeak 

1-3 1-A-B-E-3 23.5 16.3 1-A-N-0-3 31.9 28.0 
1-A-N-0-F-E-3 37.7 31.8 

1-4 1-A-B-E-F-4 21.1 19.3 1-A-N-0-F-4 22.3 21.5 
1-A-B-C-D-P-4 28.5 21.5 

1-5 1-A-B-G-K-5 7.7 6.3 1-A-M-L-K-5 9.8 9.0 
1-6 1-A-B-G-H-6 7.1 10.1 1-A-M-I-H-6 13.6 11.5 
2-3 2-D-C-B-E-3 32.9 25.2 2-D-C-N-0-3 38.3 32.7 

2-D-P-F-E-3 42.3 37.9 
2-D-C-N-0-F-E-3 44.2 38.5 

2-4 2-D-C-B-E-F-4 29.0 26.0 2-D-P-4 32.3 25.1 
2-D-C-N-0-F-4 32.6 31.1 

2-5 2-D-C-B-G-K-5 16.8 15. 7 2-D-C-I-J-K-5 21.6 19.4 
2-D-C-I-H-G-K-5 25.0 18.8 

2-6 2-D-C-B-G-H-6 19.1 17.5 2-D-C-I-H-6 18.1 15.3 

a See Figure 6. 
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(level of service E). A similar analysis performed at 
the northbound off-ramp connection with Lancaster Pike 
indicated this to be the more critical juncture. Peak­
hour volumes are expected to exceed capacity at this 
location and produce significant delays and intersection 
failure (level of service F). The table below gives the 
results of these analyses for specific movements at the 
interchange and also the delay incurred at the intersec­
tion because of the signalized control (no delay is added 
for movement E-F since the signal is currently in op­
eration and level of service is not affected): 

Entrance or 
Exit Point for Additional 
Mid-County Level of Delay 
Expressway Movement Service (min) 

North Exit F-E F 1.5 
North Exit H-F F 1.5 
North Exit E-F A None 
North Exit H-E F 1.5 
South Exit D-B B 0.3 
South Exit D-A D 0.7 
Entrance A-D E 1.2 
Entrance B-D E 0.7 

The additional delays encountered for each movement 
produce the expected travel times when the modified 
interchange is in operation. For the Mid-County Ex­
pressway paths, Table 2 gives the travel times for each 
movement with the original and modified interchange, 
the number of peak-hour and daily trips between the 
respective service areas, and movements for which a 
faster alternative path exists. 

In Table 2 the modified design will increase travel 
time through the interchange from 0.3 to 2.2 min de­
pending on the specific movement. This range is appli­
cable for all travel that passes through the interchange 
including the long-distance trips not directly analyzed. 

For short-distance trips, the average increase is 1.4 
min/vehicle. With this change, two-way trips between 
the Villanova and Marple Township areas (1 to 4) and di­
rectional trips from the Villanova to Conshohocken areas 
(1 to 5) are provided a slightly faster routing by way of 
PA-320. Although the maximum time savings is limited 
to approximately 20 s, it is reasonable to expect these 
trips to divert when one considers the expected conges­
tion near the interchange and its psychological impact 
on driver behavior. 

The impact on the remaining trips that approach the 
interchange from the south and those that originate in 
the Villanova area (area 1) is less clear. The estimated 
travel times on the Mid-County Expressway are faster 
than on the alternative arterial paths available. How­
ever, all of these movements will encounter the level 
of service F conditions cited. Depending on the degree 

Table 2. Travel times Peak Direction 
between service areas 
via Mid-County Number of 
Expressway for 1996 Travel Time (min) Trips' 
Lancaster Pike Service 
interchange. Areas Original Modified Peak Daily 

1-3 23.5 25.0 80 600 
1-4 21.1 22.6 40 300 
1-5 7.7 9.9 10 100 
1-6 7.1 9.3 10 100 
2-3 32.9 34.4 380 2900 
2-4 29.0 30.5 80 600 
2-5 16.8 18.0 70 500 
2-6 19.1 20.3 0 0 

8 Data summarized from selected link. 
bMovements that must use approach operating at level of service F. 

of congestion reached at this location, some of this 
traffic may choose to avoid the location. 

Assuming that this condition is tolerable, the analy­
sis indicates that approximately 600 trips will divert 
from the Mid-County Expressway to the parallel section 
of Sproul Road (PA-320) and an additional 100 trips will 
divert to the parallel section of PA-320 and Spring Mill 
Road if the modified interchange is constructed. 

Baltimore Pike 

The service areas and major road network that sur­
round Baltimore Pike are shown in Figure 7; Sproul 
Road (PA-320), Providence Road (PA-252), and Wood­
land Avenue (PA-420) are the principal alternative arte­
rial facilities to the Mid-County Expressway. The al­
ternative paths considered and their respective travel 
times are given in Table 3. Again, the area-to-area 
movements that have no trips are afforded faster travel 
by way of the arterials even with the original design 
plan for the Baltimore Pike interchange. 

The capacity analysis conducted at the approaches 
i::i ::iummad:.1ed below (see Figure 5 for movements): 

Entrance or 
Exit Point for Additional 
Mid-County Delay 
Expressway Movement Level of Service (min) 

North Entrance B-D D 0.7 
North Entrance A-D Nonsignalized 

free-flow 
movement 

North Exit D-B B 0.3 
North Exit D-A D 0.7 
Intersection B-A A 0.1 

Overall service at the signalized ramps is favorable: 
Level of service ranges between A and D for specific 
movements. The D conditions are recorded at the 
double left-turning movements both on and off the north­
bound section of the Mid-County Expressway. 

A comparison of peak-hour travel times with the 
original and modified interchange design plan and the 
number of local trips affected are given in Table 4. 
Only 10 of the possible 16 movements are affected by 
the modified design, and the average additional delay 
is calculated at 0 .4 min or 25 s/vehicle. Individual 
delays range from 0.0 to 0.7 min/vehicle movement. 

This table, used in conjunction with the alternative 
route travel times given in Table 3, indicates that move­
ments assigned to the Mid-County Expressway are still 
served better via the freeway. As a result, no diversion 
is expected with the modified design plan proposed at the 
Baltimore Pike interchange. 

Nonpeak Direction 

Number of 
Condition Travel Time (min) Trips Condition 
of of 
Movements Original Modified Peak Dally Movements 

1' 16.3 18.5 60 600 1 b 

2' 19.3 21.5 30 300 2' 
2' 6.3 6.6 10 100 
1' 10.l 10.4 10 100 

25.2 26.4 250 2900 1• 
26.0 27.2 50 600 1 b 

15. 7 16.0 50 500 
2' 16.5 16.8 0 0 2' 

cMovements with faster arterial path when Lancaster Pike interchange is modified. 



Figure 7. Baltimore 
Pike interchange study 
area. 

Table 3. Peak travel times between service 
areas for Baltimore Pike interchange 
(original design). 

Table 4. Travel times between service areas 
via Mid-County Expressway for 1996 
Baltimore Pike interchange. 

Service 
Areas 

1-3 

1-4 

1-5 
1-6 
2-3 
2-4 
2-5 
2-6 

'See Figure 7. 

Service 

N .... 
BJ SERVICE AREA DESIGNATION 

H NODE AT INTERSECTION 

Mid-County Expressway Arterial 

Minutes Between Areas 

Peak Nonpeak 
Path' Direction Direction Path 

1-B-C-F-G-3 5.3 4.7 1-B-L-G-3 
1-A-L-G-3 

1-B-C-F-4 5.3 4.7 1-B-L-G-F-4 
1-B-C-D-E-4 

1-B-C-I-5 15.7 13 .4 1-A-J-5 
1-B-C-I-K-6 10.5 9 ,1 1-B-H-K-6 
2-C-F-G-3 7.9 6.4 2-C-B-L-G-3 
2-C-F-4 5.4 4.9 2-D-E-4 
2-C-I-5 17.4 13.8 2-C-B-A-J-5 
2-C-I-K-6 10.8 9.5 2-D-H-K-6 

Peak Direction Nonpeak Direction 

Number of 
Travel Time (min) Trips' Travel Time (min) 

Minutes Between Areas 

Peak Nonpeak 
Direction Direction 

6.2 5.1 
6.2 6.2 
7.5 6.3 

14.2 10.9 
11.9 11.4 
20.0 18.0 
12.9 10.4 

5.8 5.8 
20.9 17.8 
9.2 8.4 

Number of 
Trips 

Areas Original Modified Peak Daily Original Modified Peak Daily 

1-3 5.3 6.0 30 300 4.7 5.0 30 300 
1-4 5.3 6.0 90 900 4.7 5.0 90 900 
1-5' 15.7 16.0 0 0 13.4 13.5 0 0 
1-6 10.5 10.8 10 100 9,1 9.2 10 100 
2-3 7.9 7.9 70 700 6.4 6.4 70 700 
2-4 5.4 5;4 140 1300 4.9 4.9 140 1300 
2-5 17.4 18.1 30 300 13.8 13.8 30 330 
2-6' 10.8 11.5 0 0 9. 5 9.5 0 0 

8 Data summarized from selected link. 
b Movements with faster arterial path when Baltimore Pike interchange is modified. 
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CONCLUSIONS 

The process developed achieved the objective of the anal­
ysis. By using negligible computer modeling and relying 
on accepted relations, specific information was produced 
that detailed the probable effects of each modification 
on travel movements. 

The process appears most appropriate for analyzing 
the many alternatives that often result from the EIS pro­
cess, as in the case of !-476. Its rational as well as 
computational simplicity allows for a clear presentation 
of impacts to the public, which facilitates development 
of an alternative that will achieve the desires of the com­
munity and its decision makers. 

For I-476, the effect of the modified design plans at 
both interchanges will be predominately restricted to 
the localized area around each interchange. At Lan­
caster Pike, the probable diversion of 600 vehicles is 
relatively minute and should be considered negligible. 
The prime concern at this interchange should focus on 
alleviating the intersection problem expected at the 
terminus of the northbound off-ramp from the Mid­
County Expressway. It is the magnitude of the associ­
ated congestion that will dictate the acceptability of the 
design and determine the extent to which travel through 
the interchange is altered. 

For the Baltimore Pike, less severe modifications 
combined with smaller daily demand result in no travel 
diversion from the Mid-County Expressway. Here, ca­
pacity can adequately accommodate anticipated demand 
with only two movements below normal design standards. 

In essence, the modifications do not measurably di­
vert traffic, but a lower quality of service is provided to 
the users. 

After the completion of the study, improvements were 
introduced by PennDOT at the Lancaster Pike inter­
change to eliminate the level F service cited in the anal­
ysis. Additional left-turning lanes have been introduced 
for movements G-F and H-E (Figure 4). In addition, 
widening of Lancaster Avenue to accommodate an addi-

tional lane of through travel from the east is assumed 
(6). These modifications improve the level of service 
to D in all cases. 
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Interactive Computer Graphics for 
Station Simulation Models 
Gregory P. Benz and Jerome M. Lutin, Princeton University 

A model developed for the Urban Mass Transportation Administration 
(UMTA) as an aid to the designers of transit stations-the UMTA Station 
Simulation (USS) model-was originally designed to give tabular output 
of numeric data on a batch-process computer. The potential for inter­
active running of the program with graphic as well as tabular output is 
studied. The 22 output reports of USS are examined for their ability to 
answer basic design questions. The following four types of computer 
graphics presentations are discussed as means of improving the ability of 
USS to answer such design questions: station animation and three types 
of static displays-histograms, station diagrams, and performance charts. 
Prototype graphic displays have been developed for each of the three 
static presentations and matched to present USS output. 

A computer program developed for the Urban Mass 
Transportation Administration (UMTA) as an aid to de-

signers of transit stations-the UMTA Station Simulation 
(USS) model-is a discrete-event, Monte Carlo type of 
simulation model programmed in FORTRAN for use on 
IBM 360/370 computers. A semi-interactive version of 
USS was developed at Princeton University by using the 
IBM virtual machine (VM) operating system on an IBM 
370/158 computer. A convexsational monitoring system 
(CMS) EXEC program was written to create a user­
oriented dialogue to handle language for file manipulation 
and job control. The semi-interactive version of USS 
reduced the cost of running the program by 95 percent 
in comparison with the conventional version (5). 

The semi-interactive version of USS has made the 
program a more responsive part of the designer's cre­
ative process. Current research at Princeton and Avia-



tion Simulations International is aimed at improving the 
program in the areas of data input and program capa­
bilities to make USS more flexible and easier to use. 

USS currently provides tabular output on times, vol­
umes of people, and areas per person for the station be­
ing simulated. The development of graphic displays of 
data will improve the ability of USS to provide readily 
usable information and answer basic design questions. 
Data must be presented in a manner that not only an­
swers these design questions but also allows the de­
signers to perceive the performance of individual ele­
ments relative to the performance of the entire station 
network. Since designers communicate their ideas 
graphically, graphic display of information and ideas 
is the best way to communicate the "whole picture" and 
relate individual elements within their context. Thus, 
if a simulation model is to communicate effectively with 
designers, it should do so in a graphic form. This paper 
discusses several interactive computer graphic displays 
developed by the authors for incorporation in USS. 

BASIC DESIGN QUESTIONS 

Designers of transit stations need answers to basic de­
sign questions such as the following: 

1. How many turnstiles or fare-collection devices 
are required? In determining the proper number of de­
vices, designers try to maximize passenger convenience 
while minimizing cost. This trade-off has become es­
pecially critical with the increasing use of automatic 
fare-collection devices, e.g., in the Washington, D.C., 
Metro system where magnetic card readers are required 
for both entry and exit. 

2. How many escalators or stairs are needed? The 
provision of vertical circulation, particularly by me­
chanically assisted means such as escalators or ele­
vators, also requires designers to balance passenger 
convenience against increased cost. Deep stations, al­
though sometimes considered cheaper to build than cut­
and-cover stations, increase the necessity for adequate 
vertical circulation capacity and also increase the cost 
per unit of vertical circulation. 

3. Where might congestion occur and what will be 
the level of service? The area per person in a given 
space determines the level of service for pedestrian 
movement and comfort (3). Designers need to identify 
potential points of congestion that might cause low levels 
of service, and they also need to know the duration of the 
low levels. 

Figure 1. USS report 1 : link statistics 
in numeric order. 
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4. How long does it take to walk through the station? 
Travel-time penalties imposed on the passenger by sta­
tion design can influence the decision of an individual to 
use transit. The user should be able to walk as directly 
to his or her destination and as close to desired walk 
speed as possible. 

5. How much area is needed for the platform? In 
sizing a platform, especially in a station that has a high 
volume of people, overdesign of the platform area can 
be avoided if the dynamics of passenger flow and crowd­
ing are examined over a time period. 

6. What is the overall station performance? The 
proper arrangement of individual elements determines 
the overall performance of transit stations. This is true 
even though the design may contain a sufficient amount of 
space and number of devices for the design volumes. 

Designers wish to know answers to the above ques­
tions under three station conditions: (a) high volume of 
inbound transit users (arriving at a constant rate, in 
groups1 or both); (b) high volume of outbound transit 
users \departing in groups); and (c) high volume of in­
bound and outbound transit users (at platforms). The 
use of the term inbound has been chosen by convention 
to represent generally the direction taken by pedestrians 
who enter a transit station and proceed to a platform to 
board a transit vehicle or train. Outbound is the op­
posite direction (~. 

USS OUTPUT 

USS produces up to 22 different reports of station opera­
tions. The first 8 are standard reports produced for 
every simulation run; the remainder are optional reports 
requested by the user. Each report is summarized here 
from the USS user's guide (~. 

Standard Output Reports 

Report 1-link statistics in numeric order-shown in 
Figure 1 ( 2), provides summary statistics for each link, 
or pathway~ of the network (in asce11ding numeric orderJ, 
including the maximum number of people on the link at 
any one time, the minimum square feet per person 
(occupancy) in the link movement area (link length x link 
width) at any one time (because the model discussed here 
is calibrated for U.S. customary units of measurement, 
no SI equivalents are given), and the total volume of 
people who traversed the link. 

Report 2-link statistics in ascending order by oc-

USS REPORT I 

LlllK STATISTICS IN NUMERIC ORDER 

HAU11UH occu- TOTAL 
l !llK PEOPLE PANCY VOLUHE -----
1- 6 11 10.7 56 
1- 31 5 15.4 22 
2- 4 6 41,.3 16 

23- 3 10 11.s 30 
21,- 3 IZ 10. 5 32 
25- 3 ll 9.1 39 
26- 3 14 12.5 39 ,,_ 

8 6 2q.o 53 
4- ~8 3 J9. 3 2l 
6- 9 10 27.4 "5 
e- q 6 20 .5 53 
8- 20 3 33.3 22 
e- 31 3 42.6 22 
9- 10 4 23. 7 36 
9- 11 3 28.3 34 
9- 12 4 23.7 27 

10- 13 4 IB. 0 35 
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cupancy-is identical to report 1 except that the links 
are listed in ascending order of minimum square feet 
per person to aid in the quick identification of the worst 
spots of congestion in the station. 

Report 3-node statistics in numeric order-provides 
a summary description of queuing and queuing-device 
activity at each node. Statistics are given for both in­
bound and outbound sides of the node including maximum 
number of persons in queue, the maximum recorded use 
of the queue area expressed as percentage of queue area 
capacity, the total volume of persons passing through 
the node, and the percentage of time that the device rep­
resenting the node was in actual use (utilization). 

Report 4-node statistics in descending order by use­
is identical to report 3 except that the nodes are ordered 
in descending percentage of use of the queue area. 

Report 5-total walk time for station-is a histogram 
that shows the distribution of walk time for passengers 
from the time they enter the station until they leave. 
Histograms are discussed in more detail later in this 
paper. 

Report 6-total time in queue for station-is a histo­
gram that shows the distribution of time in queue for 
passengers from the time they enter the station until 
they leave. 

Report 7-total time in system for station-is a histo­
gram that shows the distribution of the total time pas­
sengers spend in the station, walking and in queue, from 
the time they enter the station until they leave. 

Report 8-overall station impedance by access-egress 
mode- shown in Figure 2 (2) has two parts. Pad 1 
gives for each station origin-destination pair the num­
ber of persons who arrived at the given origin and were 
assigned to leave at the given destination and the num­
ber of these who actually left the station. Part 2 gives 
the corresponding station impedance (minimum, mean, 
and maximum walk time, queue time, and total time in 
the system) in seconds as experienced by travelers who 
left the station. 

Detailed Output Reports (Optional) 

Report 9-link occupancy report-lets the user see the 
dynamics of individual link activity at discrete intervals. 
The report is divided into two parts. Part 1 gives the 
number of persons who enter and ieave the iink move­
ment area for both inbound and outbound directions, the 
number in the link movement area, and the proportion 

Figure 2. USS report 8: overall station 
impedance by access-egress mode. 

of persons on other links who shared part of their move­
ment area with the subject link, all during the last time 
interval. Also included are the total number of persons 
and the area per person in square feet in the movement 
area. Part 2 gives the observations for the A-node and 
B-node queue areas inside the link (A-B) at the end of 
each time interval for the number of persons inside the 
queue area, the area in square.feet required for those 
in the queue area, and the number of persons outside the 
specific queue area. 

Reports 10 through 18-link occupancy histograms-
show the distribution of individual link data in report 9: 

1. Report 10-number of arrivals at link, 
2. Report 11-number of departures from link, 
3. Report 12-number in movement area on link, 
4. Report 13-people from other links that compete 

on link, 
5. Report 14-total people in the area associated with 

link, 
6. Report 15-area per person in area associated 

with link, 
7. Report 16-number in queue at node, 
8. Report 17-required queue area for node, and 
9. Report 18-people outside queue area at node. 

Reports 19, 20, and 21-path impedance histograms-
show the distribution of walk time, time in queue, and 
total time respectively along a path between a specified 
pair of nodes. 

Report 22-individual path analysis-is a link-by-link 
trace of a single passenger as he or she moves from 
zone of station access to zone of station egress. This 
report is described in more detail later in this paper. 

Table 1 gives the 22 reports provided by USS and in­
dicates the ability of each report to answer specific de­
sign questions. Despite the tremendous amount of in­
formation available in these reports, in many cases the 
data are presented in a form designers cannot readily 
use. The time and uncertainty involved in transforming 
the vast amount of data into a readily usable form­
especially for reports 9 through 21, which must be spec­
ified for each pair of nodes for which the designer wants 
information-may discourage the regular use of USS in 
the design process. 

POTENTIAL GRAPHIC OUTPUT 

If data produced by USS could be graphically displayed 

USS RE PORT 8 

OVERALL STATION IMPEDANCE BY ACCESS/EGRESS HCDE IPART 11 

ORIG DEST --ARR I VAL S---- ---CEPARTURES--
NODE llllDE HODEil JflE P EDP LE HOOE/LINE PEOPLE - - --- -·--------

1 z BUS 1 0 0 
l 3 BUS l 5b IUIL l 36 
2 1 0 BUS 1 0 
z 3 56 RAIL 1 4Z 
) I RAIL 31 eus 1 22 
3 z RAIL 31 u 

OVf.RALL STAT ION IHPEDANCE BY ACCESS/EGRESS HOOE I PAP.T 21 

ORIG DEST ---llALK TIHE--- --TIHE IN QUEUE--- -TIHE IN SYSTEK--
NODE llODE MEAN HIN HAX "EAN H [r; HAX HEAN HIN MAX 
- - ~--

l 2 o.o o.o o.o o.o o.o o.o o.o o.o o.o 
l 3 58.1 39.2 95.B 42.7 8.5 85.2 100.e 63.S 159.4 
i! o.o o. o o.n n.o n " 1.::? -·- ... 
:? 3 .... ~~.:.. :;3.:i .:.z.3 s ... .;z..~ "' .u .. b.3 166.6 
) l 5b.9 38. 0 109.1) 30.T 4.b e .... 3 87.6 42.6 lSb.4 
3 z 5Eo.9 l8.b 9ib,." 18.l .. ·" .. '/. 4 75.1 44.2 IU.4 



Table 1. USS reports: ability to answer design questions and form of graphic output. 

Design Question 

Number 
Type of Report of Vertical 
Report Number Title Devices Circulation 

Standard Link statistics x x 
output (numeric order) 

2 Link statistics x x 
(ascending order) 

3 Node statistics x x 
(numeric order) 

4 Node statistics x x 
(ascending order) 

Total walk time 
(station) 

6 Toi.al queue time 
(statlonl 

7 Total time in system 
(staUon) 

8 Station impedance 

Detailed 9 Link occupancy x x 
occupancy 

Link 10 Number of arrivals x x 
occupancy at link 
histogram 11 Number of departures x x 

at link 
12 Number of movements x x 

on link 
13 People from other links 

who compete on link 
14 Total people In link area 
15 Area per person In link x x 

area 
16 Number In queue at x x 

node 
17 Required queue area x x 

for node 
18 People outside queue x x 

area at node 
Path Im- 19 Walk time, node A to x x 

pedance node B 
histogram 20 Queue time, node A to x x 

node B 
21 Total time, node A to x x 

node B 

22 Individual path x x 
analysis 

Potential H 
graphic aid 

Note : D • station diagram, H • histogram, 1 = individual path analysis chart, and 2 - erea performance chart. 

Figure 3. USS report 5: total walk 
time for station. 
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Overall Form of 
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in a form more easily used by designers, USS could be 
used more readily and be more valuable. The potential 
types of graphics discussed in this paper are (a) station 
animation, (b) his tograms, (c) station diagrams , and (d) 
pel'for mance eJia rts (individual path analysis chart a nd 
ar ea perfo1·mance charts ). 

Table 1 gives the graphic form that can i:;ummarize 
the information in each USS report. The graphic form 
that potentially can aid in answering the basic design 
questions is also indicated. One or two charts can do 
the job of many reports by combining the information 
contained in several reports and displaying it in a form 
that designers can readily perceive and use. 

Station Animation 

Animation is a useful cognitive tool for visualizing and 
aiding in the comprehension of complex processes. In­
tegrated with an interactive computer simulation model, 
computer animation can be created and viewed in real 
time directly at an interactive terminal. A demonstra­
tion project that applied computer animation to a station 
simulation model showed that, despite current high cost, 
time consumption, and program rigidity, animating a 
model enables designers to visualize intricate spatial 
and temporal relations of transit station-vehicle activi­
ties (1). 

Aviation Simulations International is currently inves­
tigating the potential of USS results for animated com­
puter graphics (4). Potentially, station animation can 
be very valuable-:- Currently, however, it requires so­
phisticated computer hardware and software beyond the 
capacity of most users for whom USS is intended. For 
the near future, therefore, any graphic presentation by 
USS should be within the capabilities of the most readily 
available output device - a line printer or simple cathode 
ray tube (CRT) terminal . Ultimately, however , station 
animation will provide valuable assistance in the visual­
ization and comprehension of transit station designs. 

Histograms 

Histograms that show the distribution of particular sim­
ulation data represent the most common output format of 
the original USS program (see the last column and the 
bottom line of Table 1}. Figure 3 (2} shows an example 
of a USS r eport that uses a histogram as graphic output. 
In this histogram (report 5-total walk time for station), 
the distribution of simulated walk time for passengers 
from the time they enter the station until they leave is 
shown. The vertical scale on the left is total walk time 
in seconds divided into 5-s interval groups. The hori­
zontal scale is the number of observations for each in­
terval group. 

Station Diagrams 

Diagrams that represent the station network could be 
produced by USS on a line printer or other output device 
to display the data from several USS reports (see the 
last column of Table 1). USS reports provide data on 
individual elements of the station but not on total sys­
tems or networks (except report 22). The performance 
of individual elements is not of much value to the de­
signer unless it is easily related to the whole station 
network. One reason is that poor performance of one 
element may not be a problem of the element itself but 
may actually be the result of the poor performance of 
an adjacent element. Another reason is that an element 
may appear to be performing poorly when isolated from 
the station network and yet within the network may ac-

tually be performing properly. Finally, representation 
of individual elements is open to bias because of sub­
jective judgments by the analyst in coding the station 
network. Station diagrams allow the designer to view 
the performance of an individual element relative to the 
station network as a whole. 

Figure 4 (6) shows a computer-drawn plan of a typical 
tt·aus it station with a platform, concourse, and several 
cor ridors. In Figure 5 (6), this station layout is s hown 
as a computer-drawn network representation with 22 
nodes as required for analysis by USS. Node numbers 
are circled. The train is represented by node 1, the 
train doors by nodes 2 through 9, and the station exit by 
node 21. 

Figure 6 (6) is a diagram of the station network that 
shows the percentage of the total passenger volume that 
used a particular link. Numerical results posted on the 
links are the percentage of total passenger volume that 
used each link. Rectangles are drawn to the right of link 
centerlines to indicate direction. The widths of the rec­
tangles are proportional to link volumes (single lines 
represent trip volumes less than 1 percent of total 
origin-destination volumes) . 

Viewing this picture of the network annotated with 
numeric results provides an easier means of interpreting 
data than scanning through tables of numbers. Link vol­
umes are shown here, but a similar diagram can show 
node volumes. 

Performance Charts 

Two types of charts that will aid the designer in evaluat­
ing station performance have been developed: the indi­
vidual path a nalysis chart (1 in Table 1) and area per-
formance chru:ts (2 in Table 1). / 

Individual Path Analysis Chart 

The individual path analysis chart is a graphic repre­
sentation of the data produced in USS report 22-indi­
vidual path analysis. Report 22 is a link-by-link trace 
of a single passenger as he or she moves from station 
entrance to exit or transit vehicle. When the passenger 
exits, the program begins tracing another individual be­
ginning at a different entrance. A separate report is 
printed for each person traced. A sample report is 
shown in Figure 7 (2). The report shows the individ­
ual's exogenous attributes, i.e., an identification num­
ber, origiu- destination uodes, desired walk speed, and 
mobility status (handicapped or nonhandicapped). The 
endogenous attributes, which are printed as the passen­
ger completes travel along each link defined by the From 
Node and To Node columns, include a series of time 
measurements related to the simulation clock time 
printed under the Time column. All times are in sec­
onds. The link time measurements include time in 
queue, cumulative time in queue, link walk time, cu­
mulative walk time, time on link (sum of walk time and 
time in queue), a nd cumulative time in system. As 
shown in Figure 7, it took the passenger 76 s to travel 
from node 3 to egress node 1 (2). 

To establish a graphic display of these tabular data, it 
is assumed that perceived travel time is more often used 
for evaluation of travel time by a transit user than actual 
travel time. Time spent walking is, within certain lim­
its, perceived as making progress or time well spent. 
Therefore, it has a speed equal to the slope of a line de­
fined by distance and time (speed =distance/time). Time 
spent in queue is not perceived as making progress or 
time well spent. The1·efore, its slope is equal to zero. 

The individual paU1 analysis chart (Figure 8) is 



Figure 4. Transit station 
plan. 

Figure 5. Network 
representation of transit 
station. 

Figure 6. Percentage of 
total passenger volume 
using each link. 
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readily constructed from the information given in report 
22 and is a graphic representation of the data shown in 
the report. Chart 1 consists of a planar graph in which 
the horizontal axis plots time in seconds from start 
(point O) to finish and the vertical axis plots distance in 
feet from origin (O feet) to destination {X feet away) . 
The slope of any line ii; equal to the ::;peed of the indi­
vidual whose progr ess is being plotted: Slope = (Ax+ 
A Y) = LAFT/ASEC) =speed (feet per second) . Tilus, 
the steeper the siope is, the faster is the speed. When 
the slope equals zero, the person is standing still (i.e., 
in queue). This chart plots the speed between the nodes 
along a desired path between two zones. The designer 
can now graphically view the progress of an individual 
from origin to destination, noting where queues occur 
and where speed is reduced because of congestion or 
some other factor. To facilitate the analysis, the node 
numbers are indicated adjacent to nodes along the path 
at their appropriate distance and time. On the right 
side of the chart, the link speeds (SP) of the individual 
are listed. When link time consists of walk time and 
gueue time, walk titne is plotted up to the node distance 
{s lope = speed), and then the queue time is represented 
as a flat line (slope "' O) that grapltically s hows the 
amount of time spent in that queue (QT). This graph­
ically reinforces the assumption that a person perceives 
time spent walking (pr ogxess) differently from queue 
time (no progress). The individual path analysis chart, 
accompanied by a printout of report 22, allows quick 
examination of the performance of a passenger's path 
through the station. 

Figure 7. USS report 22: USS 
individual path analysis. 
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Area Performance Charts 

One measure of platform, or area, performance with a 
high volume of people is area per person. The measure 
determines the level of service for pedestrian movement 
and comfort (3). The less the area per person is, the 
poorer the level of service is. However, area-per­
person criteria alone are not sufficient for evaluating 
the performance of a transit station platform (or area). 
Periods of platform crowding are tolerable if their du­
ration is relatively short (perhaps less than 10 sl. In 
the case of a transit station that has a high volume of 
passengers entering (inbound) and exiting (outbound) a 
transit vehicle during a given time period, extremely 
low values of area per person will exist while the in­
bound and outbound passengers are on the platform to­
gether. 

The platform performance charts consist of two parts: 
The platform population chart plots the number of people 
on the platform (or other area) over time; platform area 
per person is the result of the total fixed area of the 
platform divided by the total number of people on the 
platform over time. Currently, USS does not have the 
ability to simulate the platform as an area, but future 
modifications should allow this. 

Part A-Platform Population Chart 

The platform population chart (Figure 9) has along its 
Y-axis the number of people on the platform and along 
the X-axis time in seconds. The graph plots the number 
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Figure 9. Area performance chart: 
part A-platform population. 
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Figure 10. Area performance chart: 
part B-platform area per person. " ,, 

• HI 

" 
~ .. • ,, 31 

~ 
w 13 

: '! .... _ .. _______ .... ,_ .... ,_ ......... _ ..... _. . .................... ,.. __ ... ___ ... ____ .. c 
" . . .. z 3 ,,_ ............. ____ ,,,, __ ................. _ ....... _ ... ... _ .. ,. .. .................. .................... . 

" a --------------.. ----··----.-.. --... ---·--····---·-----··---- • 
• • , 

, 
aat 

, ..... ~~~~ ...... ~~~~~ ...... ~~~~ ....... --~~~~--
• .. • 

T TIM CG'COHllS I 

of people on the platform at any one time-total, inbound, 
and outbound populations. Inbound passengers arrive 
either at some rate (people per second) or in groups at 
specific time periods (Y1 people at T1, Y2 people at T 2, 
and so on). T11e frain anives at a specified time and 
discharges its passengers (outbound) at some rate (peo­
ple per second). When the outbound passengers are off 
the train, those passengers who were on the platform 
(inbound) boa.rd the train at some rate (people per sec­
ond). When all those who desired to boa.rd the train have 
done so, the train departs. Meanwhile, those who exited 
the train (outbound) are leaving the platform at some 
rate (people per second) after taking a specified number 
of seconds from time of exiting the train to reach the 
exits of the platform. 

Part B-Platform Area per Person Chart 

The platform area per person chart (Figure 10) has along 
its X-axis time in seconds and along its Y-axis area per 
person in square feet. This chart allows the designer to 
see the area per person at any time during the simula­
tion. The total population of the platform at each second 
in part A is divided into the total fixed area of the station 
platform. The lowest value plotted on the chart is the 
minimum area per person during the simulation. This 
allows the designer to see the minimum area per person 
and when it occurred. The chart also allows the designer 
to examine the duration of low values of area per person. 
Low values are acceptable if their duration is for short 
intervals. Because the area of the platform is fixed, the 
change in area per person from X people to X + 1 people 

,., L.OG 5CAt.E OH LllltTICM. MIS 

has a diminishing rate of significance: lim I::. area per 
person = 0 and X _, =. This problem is particularly ap­
parent at the critical peak volumes. Therefore, a loga­
rithmic scale is used along the Y-axis to improve the 
visual perception of the condition. The Fruin levels of 
service are listed on the right side of the chart. The 
chart summarizes the data given in USS reports 1, 3, 
and 9 through 20. 

A variation of part B, which would also be derived 
from part A or USS report 9-link occupancy-would be 
a nomograph that showed the required area for a plat­
form as a function of passenger population over time for 
the various levels of service. 

CONCLUSION 

Interactive computer graphics has the potential to make 
the USS computer program an effective part of transit 
station designers' creative process. A review of the 
USS output reports showed that, although they can aid in 
answering basic design questions, the information in the 
reports often is not in a form that designers can readily 
perceive and use. Four types of graphics can improve 
the ability of USS to aid designers: 

1. Station animation allows designers to visualize 
intricate spatial and temporal station-vehicle activities. 

2. Histograms show the distribution of particular 
simulation data. 

3. Station diagrams allow the designer to relate the 
performance of individual elements to the entire station 
network. 
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4. Two types of performance charts graphically 
summarize a great deal of information on (a) individual 
paths through the station and (b) the population and area 
per person in a particular space. 

The last two types of graphics were developed by the 
authors from data already present in one form or another 
in USS reports. 

Although the use of these graphics was described in 
the specific context of the USS computer program, their 
use is open to application in many other types of design 
problems that involve movement of people and vehicles . 
The use of computer graphics, and especially the de­
velopment of the innovative display techniques demon­
strated in this application, serve to highlight problem 
areas and focus attention on specific aspects of simula­
tion modeling. Graphic tools provide a superior format 
for computer output that enables the designer and the 
analyst to interpret the simulation results more quickly 
and apply them to the design problem. 
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Use of Interactive Computer Model 
STREAK for Transportation 
Planning 
Robert S. Scott and Bernard Mendes, De Leuw, Cather and Company, Los Angeles 

STREAK, an interactive set of computer programs for transportation 
planning, is described in both nontechnical and technical terms, and some 
experience in its use is discussed. The program uses portable desk-top 
terminals and conventional telephone lines. Outputs on the portable 
terminal include responsive dialogue (questions and answers), tabular 
arrays, and data plotted by coordinates for use with overlaid maps. 
Capabilities of the model include multimodal network development, 
pathfinding in multimodal networks, travel demand estimation for all 
modes, travel assignment, and outputs in map coordinates or tabular 
form under direct user control. The primary advantage of STREAK in 
planning studies is its ability to evaluate and report findings on an al­
ternative in a matter of seconds. A secondary advantage is the ease with 
which the model performs data corrections and network modifications 
directly via the terminal . The model has proved its value in several 
studies. 

An interactive set of computer programs has been de­
veloped to assist planners with problems that require 
the testing of many candidate solutions. Although pri­
marily designed for sketch-planning studies, the pro-

grams have proved to be useful for a variety of planning 
problems including many that involve only a few alter­
native solutions . The programs, called Strategic Trans­
portation Evaluation and Analysis Kit (STREAK), are 
actuated by means of a portable desk-top terminal and 
a conventional telephone line. The purpose of this paper 
is to describe the role of STREAK in the planning pro­
cess, provide a brief technical description of the models, 
and discuss experience to date with their use. 

STREAK AND THE PLANNING 
PROCESS 

STREAK is well suited for network evaluation, travel 
demand forecasting, locational analysis, and accessi­
bility calculations. Though primarily intended for sketch 
planning, it can also be used for detailed studies of small 
to medium-sized areas. 

The major capabilities of the model include the fol­
lowing: 



1. Multimodal network development and modification 
in which links can be rapidly added deleted, or modi­
fied (specifically or by class codesl to activate alterna­
tive systems such as highway networks, bikeways, pe­
destrian paths, or bus lines on highway links; 

2. Non-line-specific coding scheme for simplified 
transit network representation, which significantly re­
duces the time required to evaluate alternative transit 
networks; 

3. Pathfinding in multimodal networks, subject to a 
variety of user-specified constraints; 

4. Travel demand estimation by use of default trip 
distribution and mode-split models, default models with 
user-selected parameters, or user-specified trip dis­
tribution and mode-split models; 

5. Assignment to optimal paths via minimum time, 
cost, or combb1ed impedance; and 

6. Inputs and outputs displayed in map (printer plot) 
or tabular form under direct user control. 

STREAK essentially provides the same capabilities 
as standard transportation planning packages: network 
development, updating, pathfinding, travel demand pro­
jection, trip assignment, and so on. Assuming the same 
network and parameters, STREAK will produce results 
similar to those produced by other transportation plan­
ning packages. The major advantages of STREAK over 
standard batch processing are 

1. Near-instantaneous response to many "what if" 
questions that a planner should ask in designing or evalu­
ating a transportation system, 

2. Minimal processing time, and 
3. Quick and easy modification of network data, which 

permits many alternatives to be tested rapidly. 

Although STREAK could be used for much of the 
standard work of travel estimation, its conversational 
capabilities are best suited to the following areas: 

1. Initial development of transportation network al­
ternatives, especially corridor evaluation, technology 
assessment, or alignment studies; 

2. Comparative accessibility analyses of alternative 
networks to measure how well each system provides ser­
vice to jobs, activity centers, population concentrations, 
transit dependents, or other relevant groups; 

3. Location studies of public facilities such as tran­
sit stations, fire stations, schools, or activity centers 
to provide quantitative inputs in testing of alternative 
locations; 

4. Immediate evaluation of proposals and suggestions 
in meetings of the public and planning committees. 

STREAK operates in an interactive mode. The funda­
mental assumptions that underlie interactive planning are 
the following: 

1. Overall network system performance can be eval­
uated on the basis of how a limited number of major or 
typical destinations are served-Le., by evaluating an 
alternative network based on travel between all zones 
and, say, only the downtown area, the airport, a major 
shopping center, and a typical residential zone. 

2. Locations of stations (or other facilities) can, in 
a first-cut approach, be analyzed on the basis of acces­
sibility to population and employment sites-Le., without 
regard to travel demand. 

These two assumptions differ significantly from the 
standard practice of processing all zone-to-zone trips. 

In the two cases above, influence areas, travel-time 
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contours, service levels, patronage estimates, capacity 
evaluations, and link loadings can be provided in a mat­
ter of seconds by using a time-sharing environment and 
a limited number of representative destinations. An 
analyst would then keep modifying station locations, 
spacings, network connections, speeds, frequencies of 
service, and mode-choice parameters to improve the 
alternative. At the same time, he or she would be doing 
a sensitivity analysis of the alternative. The final plan 
developed in this fashion should be fully evaluated in the 
standard manner by processing all zones. This can be 
more economically produced off-line, but using the re­
sults of the STREAK analyses can make the batch runs 
far more cost-effective. 

The interactive methodology, therefore, only comple­
ments and does not replace standard batch processing. 
Properly used, it should greatly increase the quality and 
scope of the comprehensive planning process and provide 
a variety of useful evaluation measures. It also lends 
itself to immediate answers at meetings and sessions, 
helping to channel discussions into profitable and con­
crete (as opposed to speculative) directions. 

The planner communicates with STREAK in a brief 
but powerful command vocabulary. One subset of com­
mands modifies the network components: nodes, links, 
and their attributes. Another subset is used to control 
the operation of STREAK pathfinding and other algo­
rithms. A third subset modifies the models by imposing 
constraints, redefining parameters, or providing alter­
nate sources of input. A final subset causes data to be 
displayed in report and printer-plot format. 

TECHNICAL DESCRIPTION OF 
STREAK 

The STREAK interactive computer program contains 
several standard transportation planning functions within 
one logical shell. The program is amenable to sketch 
and detailed planning studies that involve composite­
mode, abstract, or conventional transportation networks. 
STREAK is written in FORTRAN and is operational on 
the CDC NOS system. 

Planning Network 

The input network is composed of links and nodes. The 
user selects a subset of nodes to serve as zone centroids 
(trip-end locations) or sources (roots of minimal im­
pedance trees). Network encoding is simplified by a 
novel scheme that is capable of storing all connectivity 
info1·mation in (links +streets) cells. 

Each network link or node may be tagged with four 
class codes. By using this feature, the program easily 
partitions the network (for example, by jurisdiction or 
by street type) for purposes of input, mode-split pro­
cessing, or display of results. Other input data include 
coordinates, terminal capacities, impedances, demand 
data in various guises, scaling factors, program con­
trols, and model parameters. 

The first time a network is used, input is in the form 
of a card-image file. After structural changes have 
been made in the course of running the program, the re­
quired intermediate networks are saved in an eqltivalent 
binary format. The final modified network of one plan­
ning session then becomes the input to a later session. 

Tree Builder 

The tree builder uses a variation of the Moore-Dijkstra 
minimal path algorithm (1), which makes the process 
suitable for allocating resources over networks subject 
to capacity constraints. The process builds on one im-
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pedance variable and accumulates three others, and in 
addition optionally applies link access-egress times, 
terminal times, behavioral factors, and transit waiting 
times. The expected wait time is computed from tran­
sit service data by means of the Dial-Loubal non-line­
specific waiting-time algorithm originally developed for 
inclusion in the Urban Transportation Planning System 
of the Urban Mass Transportation Administration 
(UMTA) (2). 

T1·ees are built simultaneously or iteratively. Simul­
taneous building from seve1·al root (sink) points produces 
nonoverlapping drainage areas. Iterative building pro­
cesses root points in succession, reaching all network 
links with each tree. This logic is mandatory whenever 
trip distribution is performed. 

Demand Acquisition 

Trip-related data may be input either as trip tables or 
as trip ends. When several purposes represented in the 
trip-table input are to be assigned, the user selects the 
order in which the tables are accessed and the trips are 
assigned. 

Alternatively, trip productions and attractions are 
accepted by a procedure that proportions P's to A's or 
A's to P's as the user may desire according to the basic 
distribution formula 

(I) 

where 

TiJ =trips from a network point i to point j, 
AJ =trip attractions associated with network point j, 
f!J =friction factor computed as a function of tiJ 

where tq is the path impedance from point j to 
point i, and 

Pi =trip productions associated with network point i. 

STREAK aocepts friction factors defined by the user 
(fixed index interval) or assists the user by equating f IJ 

to tlte expression t~J·, the exponent of which (a) may be 
supplied by the user or by the model as a default value. 

Assignment 

The t1·ip-loading logic is nondestructive, backwards, 
all-01· -nothing assignment. In a mode-split context, the 
planner can ask the program to assign the trips from 
eithe1· mode (or neither). The trips can be loaded con­
ventionally onto nodes identified as zone centroids or 
directly onto every link within a zone instead of onto a 
zone centroid. For this latter option, the lin!{ loading 
is done in proportion to length of link in the zone divided 
by the total zonal link lengths. Specifically, the trip 
volume on a link is given by the following formula: 

where 

v 1 = trips on link i from zone j, 
VJ =trips in zone j, 
w i =weight assigned to link i (1.0 unless the user 

supplies other values), and 
di =length of portion of link i contained in zone j. 

(2) 

Mode Split 

The program can separately save input and result data 
for two modes and exercise a mode-split process on the 
calculated total demand based on those data and external 
factors. STREAK has four built-in mode-split models: 
multivariate logit, simple logit, elementary step func­
tion, and a simple service ratio model. Specifications 
of model parameters are under the user's control in 
each case. 

Program Commands 

By typing just one command on a computer terminal, the 
analyst sets in motion a chain of planning actions. For 
example, the command statement 

R2ML 

will build trees outward from previously designated 
nodes, distribute demand and perform mode-split calcu­
lations, and load demand onto the network. 

The program has been kept flexible by triggering 
much of the operational logic through command state­
ment options. Thus, in the example above, demand as­
signment would not occur unless the L were keyed in. 
The command cited, R, has more than 10 options, each 
with suboptions. Options are usually prespecified by the 
user, but the program strikes a balance by eliciting sub­
options as part of the interactive dialogue. 

Program commands fall into five categories. The 
first controls changes to the network, adding new links, 
deactivating old ones, creating new zones, and modifying 
their attributes' values. The second comm.and group af­
fects program parameters, such as the maximum per­
missible path length, or the index to the vector that con­
tains the control impedances for tree building. The third 
classification controls planning model execution and is 
necessarily the most complex in contents and results. 
The fourth category implements the optional report ca­
pability. Input and generated data become displayable 
in tabular and print-plotted formats. The last set of in­
structions lets the user reinitialize the current terminal 
session or end it. 

The experienced user has little need for computer 
Pi'umpting. STREAK pt:rmiis this analyst to speciiy a 
series of commands that takes shortcuts through the logic 
(and dialogue) maze. However, other actions, such as 
adding new links, always require scrutiny because limits 
exist on the checks the program can perform for reason­
ableness. A user's manual has been prepared that de­
scribes network coding procedures, program logic, and 
program commands (!). 

Cost of Operation 

Different network characteristics and control parameters 
made it difficult to provide the performance curves for 
the prog1·a.m. However, in the course of many runs in 
the Los Angeles South Bay study (4), it was noted (for 
the CDC Cyber-75 computer) that STREAK could build 
two 1000-link trees and distribute and assign trips over 
the total network in less than 3. 5 s while testing a large 
set of constraints. Most interactive commands are pro­
cessed in fractions of a second although normal time­
sharing delay prolongs the response time. In a matter 
of a few seconds, then, STREAK provides the analyst 
with influence areas, travel-time contours, service 
levels, patronage estimates, capacity evaluations, and 
traffic volumes. 



USE OF STREAK 

The initial input of data and network description is nor­
mally done in the conventional manner with cards or card 
images. Existing data bases and networks can generally 
be used as a starting point. A zone system must be 
overlaid on the network, link lengths must be measured 
node to node (and by segment within a zone for the op­
tional assignment process), a destination node must be 
selected in each zone, and zonal trip origins must be de­
termined. If one wishes to use the plot capabilities of 
STREAK, coordinates must be determined for each node 
and input to the data base. 

After the initial input of data, all data corrections and 
updates and network modifications are made directly 
from the terminal keyboard. In addition, it is possible 
to run partial assignments of one zone or a related set 
of zones, to examine individual trees, or to perform 
various other quick tests. By operating in this manner 
directly from the terminal, the time required to correct 
the data files, clean up the networks, and calibrate the 
models is significantly reduced. Calibration of the dis­
tribution model generally involves the proper selection 
of the friction factor exponent to achieve the proper av­
erage trip length and total unit distance of vehicle travel 
for the study area. Calibration of a mode-split model 
involves the proper selection of time and cost coefficients 
for each mode. 

After development of a clean data base and network 
and calibration of the models, the planning analysis can 
begin. In exercising the program, the user can select 
the entire data base (all zones) or a subset of data or 
zones of interest. Use of subsets of data and zones per­
mits faster processing and quicker terminal response 
times and facilitates examination of a large number of 
alternatives. Examples of planning considerations that 
can effectively use data subsets are 

1. Travel-time contours for site and network alter­
natives; 

2. Population or employment within a given travel 
time (e.g., 5, 10, or 15 min) of activity centers or other 
key locations via alternative transportation networks; 

3. Maximum time or distance needed to reach a given 
percentage (e.g., 50 percent of population or employment 
from various locations for each alternative); 

4. Plots of fastest or shortest paths between points 
in a network; and 

5. Determination of catchment areas for candidate 
sites-transit stations, schools, ambulance locations, 
and fire stations-and identification of the parts of a re­
gion best served by each site so that travel time is 
minimized. 

In comparison with the processing of all zone-to-zone 
trips for such planning cases, in a time-sharing environ­
ment all the needed influence areas, travel-time con­
tours, service levels, patronage estimates, capacity 
evaluations, and link loadings can be provided in a mat­
ter of seconds. An analyst would then keep modifying 
station locations or spacings, network connections, 
speeds, frequencies of service, and mode-choice pa­
rameters to find improved plan alternatives. By similar 
modifications, the analyst could perform a sensitivity 
analysis around any major plan alternative. 

In studies that deal with determinations of modal 
choice or major facility analysis, all zones should be 
processed. This can also be done on-line, but for large 
networks it is more economical to print the results off­
line on a batch computer. Examples of studies that use 
zonal subsets and those that use all zones are discussed 
in the following section. 
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CURRENT EXPERIENCE WITH STREAK 

Experience is growing in the use of STREAK as a plan­
ning tool. De Leuw, Cather and Company has used the 
models in several areas including Boulder, Colorado; 
F1orida's east coast; Los Angeles County· Sacramento, 
California; Burke Mountain, British Columbia (a new 
town planned for the vicinity of Vancouver); Parramatta, 
Australia (a suburb of Sydney); and Melbourne, Australia. 

Burke Mountain, British Columbia 

The Burke Mountain study illustrates the planning-speed 
capabilities of STREAK. The computer analysis for this 
study was accomplished in less than a week. In this 
study, transportation relations of the proposed new town 
to the Vancouver region were described in terms of 
travel-time contours, accessibility measures, and addi­
tional highway volumes projected to result from the new 
development. 

Boulder, Colorado 

The Boulder study provides a good example of the use 
of STREAK in its primary role as a sketch-planning tool. 
Four transit systems were defined and analyzed for the 
study area: baseline bus, advanced bus, light rail with 
background bus, and elevated guideway with background 
bus. The following measures or maps were produced 
for each alternative: 

1. Travel-time (isochron) contours, by highway and 
transit, for several activity centers and residential 
areas; 

2. Population (or employment) totals within 10, 20, 
and 30 min of selected locations for various network 
configurations; 

3. Travel time needed to reach 50 percent of the 
population (or employment) for different locations; 

4. Maps of transit/automobile travel-time ratios for 
several locations; 

5. Expected transit waiting times for various desti­
nations from important origin locations; and 

6. Forecast patronage of the transit system. 

Figures 1 and 2 are taken from the Boulder report 
(5). The link values were produced on-line, a map was 
overlaid, and the caption was added to produce the final 
figures. Note in Figure 2 that the transit/automobile 
time ratios are high for short trips close to the node be­
ing examined. This is a result of the fact that walking 
plus waiting times for short trips are much larger than 
automobile times whereas for longer trips walking and 
waiting times become less significant and the travel­
time ratio approaches the inverse operating-speed ratio 
of the two modes. 

In the Boulder study, interactive capabilities of the 
model were used to examine a multitude of different con­
figurations in the design of the three proposed transit 
alternatives. The interactive features were also used 
at many meetings between the consultant and community 
staff personnel, elected representatives, and citizen 
groups. 

South Bay, Los Angeles County 

The South Bay STREAK analysis in Los Angeles County 
(4) focused on short- and long-term highway proposals. 
This study represented a departure from previous 
STREAK applications in several important aspects: 

1. The study area was contained in a large metro-
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Figure 1. Use of STREAK in the Boulder transit study: transit access 
times for node 48 in tenths of a minute. 

HIGH VALUES APl'EAR ON 
LONG WALK·ACCESS LINKS 

politan area and consequently experienced a high per­
centage of external trips. 

2. The highway network was much larger than had 
previously been analyzed with the model. 

3. A high degree of detail for the highway assign­
ment was desired for the purpose of analyzing highway 
improvements as well as network modifications. 

These problems and model demands were successfully 
met by a combination of model n1odifications (to handle 
large networks and more zones) and an innovative meth­
odology for isolating the s tudy area from the rest of the 
metropolitan region (6). To cope with the highway com­
plexities of the South Bay subregion, the original pro­
gram was modified to permit the input of detailed net­
works that contained as many as 1500 links and 150 
zones. 

To isolate the study area from the rest of the region, 
the following actions were taken : 

1. Future cordon crossings were obtained from a 
subregional traffic assignment previous ly prepared by 
the state of California. These volumes were modified 
in accordance with more recent demographic and travel 
forecasts. 

2. A buffer area was established between the study 
area boundary and the cordon line for network analysis . 
The purpose of the buffer area is to provide a transition 

Figure 2. Ratio of transit/automobile times (x 100) for node 48 in 
the Boulder transit study. 

VALUES ARE SHOWN ONLY FOR 
LINKSWITll TR.ANSIT s1mv1cE. 
THE VALUE 999 DENOTES MORE 
THAN 10.FOLD TRANSIT/AUTO 
TIME RATIO 

zone from the more detailed STREAK network simulation 
in the study area to the coarser subregional representa­
tion at the cordon line. 

3. Penalties were developed for external trip attrac­
tors to represent the composite times and costs of travel 
outside the study area based on average internal-external 
trip length. 

4. Different procedures were developed for assigning 
internal trips, internal-to-external trips, and external­
to-external trips. The three processes were used in a 
single assignment by accumulating the link volumes for 
the three trip types. 

Since detailed and accurate highway network volumes 
were desired, the complete set of zones was assigned 
during each of the model runs for the highway analysis. 
However, the interactive capabilities of the model were 
extensively used in data preparation, network develop­
ment, model calibration, development of the study area 
isolation methodology, and development and evaluation 
of the highway alternatives. In fact, in every step ex­
cept the final output runs, the interactive capabilities of 
the model-such as partial assignment, path building, 
data correction, and network change-were extensively 
used. 

Outputs for the South Bay analysis included simulation 
of current traffic volumes, forecast 1995 volumes on the 
existing network, and forecast traffic volumes under 
various highway improvement alternatives. For ease of 
comparison, maps were prepared for each of the simu-
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Figure 3. Use of STREAK in the Los Angeles South 
Bay study: traffic impacts of extending 223rd 
Street to Madrona Avenue. "' > -a; J1---- ---- E+---+--"-.o:._ 
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lated highway alternatives to show the projected volume 
changes in absolute numbers and percentages. The maps 
for a given alternative show every link that is projected 
to experience a change in volume of :.1000 vehicles/ct. 
Hence, the maps show projected use of the proposed 
projects, changes in use on nearby facilities, and the 
total extent of the network impact of the proposal. Fig­
ure 3 shows an example of one of the maps from the 
South Bay study (this figure is redrawn since the original 
report used a colored basemap). Approximately 100 
highway projects were analyzed during this study. Many 
of these projects were evaluated by means of screenline 
and volume-capacity analysis, whereas others were sub­
jected to the more extensive analysis shown in the figure. 
Since the study area was large, an on-llne printing of 
link values would have required five parallel strips of 
terminal printout paper. Hence, in this study the link 
values were printed in tabular form and then plotted on 
maps by hand. 

Parramatta, Australia 

The study in Parramatta, Australia, involved the analy­
sis of three public transport corridors, each of which 
has three possible modes and several possible route 
alignments. STREAK was used to analyze flows toward 
the regional center-Parramatta. The STREAK network 
was built to represent all possible combinations of route, 
mode, station location, and speed. Alternative systems 
were rapidly analyzed by means of the class code ma­
nipulation ability of STREAK. Patronage, mode split, 
diversion from existing rail lines, average travel times 
and trip lengths, and trip distribution within the sub­
region were some of the key characteristics examined 
by using STREAK. The corridor analysis team used 
STREAK to evaluate alternative station locations and the 
effect on patronage of various operational and route con­
straints. The STREAK exercises were performed over 
a period of 1 month, and a month was needed for network 
and data preparation. 

Melbourne, Australia 

In Melbourne, Australia, the Ministry of Transport has 
obtained STREAK sketch-planning capabilities. The 
model has already been used on their strategic zone sys­
tem, and future applications include investigation of the 
Melbourne underground, pedestrian movement in the 

I 
Sepulveda ~lvd. 

city, and road staging studies. 
Another application in Melbourne involved analyzing 

long-term impacts and construction staging for a com­
plete outer ring freeway system. STREAK was used in 
conjunction with the De Leuw, Cather transport and 
land-use interaction model TRANSTEP to evaluate the 
effects on accessibility, travel time, and road loadings 
for different construction sequences of the outer ring. 
Eight selected areas were analyzed in detail, and 
STREAK provided an indication of how the benefits 
from each section of the ring were distributed through­
out the total metropolitan area. The road network was 
coded by members of the Melbourne Joint Road Planning 
Group, who also participated in the STREAK on-line 
analysis sessions. The total STREAK exercise was 
completed within 2 months; the analysis was completed 
in 2 d. 

SUMMARY 

An interactive computer planning program called 
STREAK has been used and debugged through applica­
tion to several studies. When used in its primary role 
of sketch planning, the planning package has demon­
strated advantages of cost and time savings in com­
parison with conventional batch-loaded planning pro­
grams. STREAK also provides ease of data-file cor­
rection and network modification, an ability to quickly 
examine many alternatives, and an ability to respond 
interactively to a wide variety of planning questions by 
means of a portable terminal. For the planner who 
wishes to examine several alternatives on a limited 
budget or in a short time, STREAK may be a more ap­
propriate tool than the conventional batch-loaded com­
puter program. 

STREAK is not a planner's panacea. Although the 
model currently can handle networks as large as 1500 
links, STREAK is not recommended for applications of 
large highway networks with capacity restraint and iter­
ative assignments. Even in such studies, the model 
would still provide some advantages in data and network 
preparation, but most of its other special features, in­
cluding much of the savings in cost and time, would be 
rendered useless. However, in sketch planning and in 
many other planning applications such as those dis­
cussed in this paper, STREAK offers several advantages. 

In addition to economic and time considerations, many 
planners will welcome the ability to work directly with 
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the data, the networks, and the alternatives without the 
intermediary steps of coding, keypunching, computer 
running, and printout . Instead of taking problems to 
the computer, perhaps planners should try bringing the 
computer to their problems. 
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Creation of Urban Transportation 
Network Models From DIME Files 
Jerome M. Lutin, Princeton University 

The development of a set of computer programs that use U.S. Bureau of 
the Census geographic data to create urban transportation network 
models is reported. The process uses the Dual Independent Map Encod· 
ing (DIME) files created by the U.S. Bureau of the Census for each of the 
major standard metropolitan statistical areas of the United States. 
Manual coding of networks is reduced to a minimum, and highly de· 
tailed network models can be created. Functioning and use of the pro· 
gram are documented, and the way in which computer graphic displays 
are readily generated from DIME file data is demonstrated. Examples of 
computer graphic output from the program are presented. 

Transportation planners have long been faced with the 
problem of analyzing vast amounts of data. Although 
the use of computers has made data handling easier and 
advanced mathematical techniques have provided power­
ful tools to test hypotheses and find underlying struc­
tures, the planner still has difficulty in using all the 
nwnerical output received through the process. As a 
result, the planner, working under time constraints and 
monetary budgets, has less opportunity to analyze alter­
native plans. 

This paper documents the development of a methodol­
ogy to create models of urban transportation networks 
from available U.S. census data. The methodology re­
volves around the use of new computer software to mini­
mize network data collection. In addition, it provides 
the basis for graphic displays of transportation system 
planning information. 

Much of the transportation planner's task involves 
analysis of transportation systems such as streets, bus 
routes, and rail lines. Dealing with these systems nu• 
merically often requires creating an abstraction of the 
system by using graph theory in which street or line 
segments are represented as links or "edges" and inter­
sections or stations are represented by nodes. Numeri­
cal values that represent speed, capacity, distance, and 
other system characteristics are assigned to each link 
and node, and this results in a network simulation that 
can be analyzed by using computerized mathematical 
models. 

MODELING TRANSPORTATION NETWORKS 

Modeling a transportation network involves three stages 
of work. First, one must specify the network to be 
modeled. This involves making a nwnber of important 
decisions including (a) the zonal structure or geographic 
subdivisions of the area being modeled, (b) the scale or 
level of detail of the model, and (c) the nwnber of ele­
ments-links and nodes-to be included in the model. 
Second, one must prepare the data for machine pro­
cessing. This includes (a) specifying link characteris­
tics, such as length (distance), time, and capapify; (b) 
coding the network, which includes nwnbering nodes 
and determining nodal x-y roorrlinHtes; Hnrl (r) preparing 
the input data cards or records. At this point, the net­
work model is ready for machine processing. 

Machine processing of the network model includes 
several tasks. First, one must create a computer file, 
or historical record, of the network. Next, zone-to­
zone routes through the system, or minimum paths, 
must be calculated. These files of sequential links and 
nodes, known as trees or vines, must be stored and 
verified. Often, manual searching through tables of nu­
merical output is required to see if the computer­
generated routes are reasonable and error-free. From 
these minimum path files, individual link travel times 
and costs are summed to derive zone-to-zone travel 
times and costs. Finally, zone-to-zone travel demand 
is matched to the network to determine the amount of 
traffic flowing over each route. Other types of network 
analysis are possible as well, but the procedure outlined 
above is the one most commonly used. 

Two common difficulties have been found in creating 
and analyzing network models. First, a great deal of 
information must be collected to supply an adequate 
representation of a network. Urban areas typically have 
thousands of streets and hundreds of kilometers of bus 
lines. A computerized network model may have several 
thousand links and nodes that require thousands of data 
items punched on computer cards. This process, known 



as coding, becomes a time-conswning task that must be 
repeated for each network to be analyzed. Second, for 
each network, the analyst must examine vast amounts 
of computer output material that contains volumes of 
numbers. This complicates the task of evaluating the 
results of each network simulation. 

Planners recognize that graphic tools, such as charts 
and maps, are often the best means of presenting nu­
merical data for transit systems. For example, one 
may wish to use a graphic representation of fl.ow vol­
umes on a street network in which the width of the band 
indicates the number of trips that use each link of the 
system. This graphic presentation conveys far more 
information than the same data presented in tabular 
form. 

Federally sponsored libraries of computer programs 
have been developed for the analysis of urban transpor­
tation systems and are currently widely used throughout 
the country. Some of these programs have been written 
or modified to produce graphic output of data. In par­
ticular, the Urban Transportation Planning System 
(UTPS) of the Urban Mass Transportation Administra­
tion (UMTA) and the computer programs of the Federal 
Highway Administration (FHWA) have been modified to 
produce graphic displays of networks on plotting devices 
attached to computers (and line printers as well). 

However, the production of graphic output for trans­
portation networks requires even more data collection. 
It is necessary to establish a coordinate system or grid 
to locate each point to be displayed. Two nwnerical co­
ordinate values, one for the horizontal or x-direction 
and one for the vertical or y-direction, must be calcu­
lated for each point. These values must then be punched 
on computer cards or added to the data bank representing 

Figure 1. Flow chart of network process using DIME files. 
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the coded links and nodes of the network. Typically, this 
process has been done largely by hand. The develop­
ment of electronic digitizers now allows the analyst to 
record the network by tracing lines from a map onto a 
sensitized tablet that electronically records numerical 
x-y coordinates for each point. Even with digitizing 
equipment, however, the process of network creation 
is a laborious task. 

DUAL INDEPENDENT MAP ENCODING 
(DIME) F1LES 

For the 1970 Census, the U.S. Bureau of the Census de­
veloped the Geographic Base File (GBF) and a computer 
program-Dual Independent Map Encoding (DIME)-that 
contains x-y coordinate files for most streets and many 
natural boundaries. The resulting areas are roughly 
equivalent to city blocks. DIME files are currently 
available for most of the more than 200 major U.S. 
cities that the bureau describes as standard metropolitan 
statistical areas (SMSAs), and the system is being ex­
panded to include all SMSAs. If these files were prop­
erly linked to transportation planning computer pro­
grams, the result would be near elimination of the man­
ual effort to code and describe even the most complex 
network. It would provide the desired graphic display 
information as well. 

The Princeton University Transportation Program 
has used the DIME files to produce x-y coordinates for 
each bus route in Trenton, New Jersey. The files were 
also used in conjunction with the Bureau of the Census 
ADMATCH program to allocate employment records to 
traffic zones. 

In developing the DIME files for urban areas, the 
Bureau of the Census adopted a format for data storage 
that best suited its purpose-primarily, the location and 
coding of street addresses for automated processing of 
data and census data collection by mail. Thus, the 
DIME file records are grouped mainly by census block 
and are not directly usable for describing a transporta­
tion network. Each record in the DIME file is 300 char­
acters long and represents a block face or geographic 
boundary segment. Since most streets and natural 
boundaries are located in the DIME files, it is possible 
to extract required data and reconstitute a street net­
work that is appropriate for most urban transportation 
planning. The main problem involves the manipulation 
of DIME records into "chains" of links that represent 
entire streets. 

SOFTWARE DEVELOPMENT 

This project has developed a method whereby census 
data can be more effectively used by planners within the 
framework of the lffr'ban Transportation Planning System 
(UTPS). A set of three computer programs has been 
developed that can read the DIME files and, on user re­
quest, output a selected file of nodes and node coordi-
1)3.tes in a variety of formats (such as tape files or 
punched cards). It will be possible to use these, in turn, 
as inputs to the UTPS network-building programs UNET 
and HR. The end product will be a computer package 
that provides the interface between census data and the 
UTPS package. 

Through use of these programs, it is expected that 
the effort required to code data for many transportation 
planning projects can be greatly reduced. It will enable 
transportation planners to model and analyze more al­
ternative transportation networks within a given time 
and cost budget. Basically, the provision of a software 
link between the DIME files and transportation network 
simulation models has three objectives: (a) to provide 
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Figure 2. Bureau of the Census block map of Trenton urbanized area. 

Figure 3. Computer-drawn map of Trenton DIME file. 
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Figure 4. Enlargement of Trenton DIME file map. 
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a data base s uitable fo1· graphic dis play of a nalysis re­
s ults , (b) to r educe data - ha ndling r equi r ements for 
trans portation planni ng, and (c) to provide the capability 
for developing very detailed network models for special­
ized projects. 

PROGRAM OPERATION 

Figure 1 shows a general flow chart of the operating 
sequence of programs currently under development. 
Functioning of the programs is described below. 

Step 1-DIME Editing 

The first step involves reading the raw DIME files. 
Here, the user is provided with measures that indicate 
the completeness of the DIME files. Errors (tape er­
rors, missing data, and out-of-range values) are given, 
counts of records are taken, street names and boundary 
names are listed, and maximum dimensions of the net­
work are determined. 

The program outputs printed reports plus, if desired, 
plots of the network, with street names, node numbers, 
and a planning grid overlay, for determining new coordi­
nates. At the same time, the program creates an out­
put file of links chained together according to street or 
boundary name. Each chain is assigned a number for 
ease of reference. All nodes in t he DIME file (each 
record contains both a "from" node and a "to" node and 
four-digit node numbers by tract) are assigned unique, 
new node numbers. Each DIME file is grouped according 
to map number to correspond to the Metropolitan Mapping 
Series (MMS) of the Bureau of the Census. Thus, the 
user can select various segments of the urban area for 
inclusion in the network. 

Step 2-Editing of Chain Files 

The second step in the process involves reading the chain 
files produced by step 1. In this step, the user can add 
new links to the chain file, modify and restructure 
street chains, and correct node coordinates. Step 2 pro­
duces several output files of links chained together at 
the option of the user. For example, one can obtain a 
zone boundary file, a transit network file, and a high­
way network file. This stage also produces reports of 
changes and plots of the networks. 

Step 3-Creation of Link Files 

This stage produces output files of links in forms suit­
able for analysis by network-building programs. The 
program reads selected chain files, combines links (by 
deleting unused nodes), and renumbers nodes to cor­
respond with conventions used in network-building pro­
grams. Link lengths or distances are calculated, and 
various attributes, such as type of facility and speed 
limit, can be added to each record. In many cases, de­
fault values for link characteristics are supplied to sim­
plify network coding. Files of x-y coordinates are pro­
duced so that the output link files can be graphically dis­
played. The user-selected output files produced at this 
stage are correctly formatted for use by UMTA network 
processing programs HR and UNET for highway and 
transit analysis respectively. 

PROGRAM OUTPUT 

A number of output reports are produced at each stage 
of processing. For example, in stage 1, a comprehen­
sive street chain directory is produced. For each chain, 
the report lists chain number, name, number of links, 



number of nodes, and the node number and x-y coordi­
nates for each node in sequence. Other reports, includ­
ing reports of errors found and a dictionary of corre­
sponding new and old node numbers, are also produced. 

However, the main value of the program lies in its 
ability to produce graphic output and to pr oduce networks 
capable of graphic display. Figure 2 (1) s hows a seg­
ment of the Bureau of the Census MMS-map of a portion 
of Trenton, New Jersey. One can see that each street 
is included as well as block and tract identification, some 
major open areas (parks and cemeteries), and major 
rail lines. This map is the basis for the geocoded DIME 
file for the Trenton area. Figure 3 shows a computer­
drawn map of the same approximate area that uses chain 
files extracted from the Trenton DIME file. A coordi­
nate grid (of the same scale as that used in the DIME 
file) is overlaid on the map. In Figure 4, the scale has 
been enlarged four times, and street chain numbers and 
street names are both included. 

These maps were drawn on the face of a Tektronix 
4013 cathode ray tube (CRT) terminal by using a pre­
liminary version of the software described above. Stan­
dard CALCOMP plotting routines were used for legends 
and alphanumeric characters. These figures show the 
great level of detail available in the DIME file,s. 

CONCLUSIONS 

Although some work remains to be done in testing and 
improving the programs, the work reported here has at­
tained two major objectives: 

1. The feasibility of using the DIME geocoding sys­
tem as a basis for transportation network modeling has 
been established. 

2. A methodology for processing the DIME data files 
has been developed. 

Increasingly, transportation planners are being asked 
to provide more detailed and more specific analysis of 
transportation systems in urban areas. This requires 
detailed network models. Use of the software described 
here and the available Bureau of the Census DIME files 
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will enable the planner to create detailed network models 
with a minimum of manual intervention. Although many 
errors and gaps have been found in DIME files, the Bu­
reau of the Census is striving to obtain complete and 
correct DIME files for all SMSAs. The software de­
scribed here provides for human intervention, primarily 
to detect and correct errors. Although the process can­
not be completely automated, the amount of effort re­
quired to create a network model will diminish as the 
quality of DIME file data improves. In the future, it is 
expected that DIME-based networks, which can be 
readily matched to other demographic census data, will 
be in widespread use among transportation planning 
agencies. 
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Computer Geocoding of Travel 
Surveys 
Priscilla Sawyer Cornelio and Joseph M. Manning, Urban Transportation 

Systems Associates, Inc., Newton, Massachusetts 

Computer geocoding of travel survey data, which involves use of a geo­
graphic base file and a series of user-oriented computer programs, is a 
workable and preferable alternative to manual geocoding, which is te­
dious and time-consuming. The basis for the computer geocoding sys­
tem is the Dual Independent Map Encoding/Geographic Base File 
(DIME/GBF) developed by the U.S. Bureau of the Census. The DIME/ 
GBF, which exists for all standard metropolitan statistical areas, con· 
tains detailed information on street segments, including street name, 
direction, range of house numbers, and census tract and block. Two 
programs developed by the U.S. Bureau of the Census, ZIPSTAN and 
UNIMATCH, are used to perform the actual geocoding. ZIPSTAN is a 
preprocessor program that arranges the addresses before being linked by 
address to the DIME/GBF by use of the UNIMATCH program. Geo-

coding on-board and travel surveys in the Boston area indicate that 70 
to BO percent of all addresses can be geocoded to a detailed zone level at 
a processing cost of $2.12/1000 addresses. Addresses not geocoded 
automatically are generally incomplete or contain invalid information. 
The basis for this system, the methods and procedures used in the Boston 
area, the results of the matching operation, and the costs involved in the 
effort are presented and discussed. 

Planners and engineers frequently use travel and attitude 
surveys to determine existing travel patterns and latent 
demand for new or improved transportation facilities. 



106 

These surveys are an important tool to officials who use 
the data generated to determine the feasibility of im­
provements. 

Trip tables are necessary to analyze origin and des­
tination survey data effectively and are generally con­
structed to indicate traffic or person movements be­
tween analysis zones. These zones can be of any size, 
ranging in area from a block to a town. To build a trip 
table, the origins and destinations indicated on each 
survey form must be assig·ned to analysis zones, a pro­
cess known as geocoding. 

In many surveys, geocoding is performed manually. 
This involves locating the address either on a map or in 
an address coding guide and coding the tract or zone on 
the survey form for data transcription. The complexity 
of manual geocoding is proportional to the level of analy­
sis zone used. If a town code is sufficient, geocoding is 
a simple operation. However, if there are different 
analysis zones for odd and even house numbers on each 
street and each block or group of blocks represents a 
zone, the time involved to code each survey can be sub­
stantial. 

Obviously, when a large number of addresses must 
be geocoded, the manual process can be expensive be­
cause of the staff time required to code and quality-check 
the forms. In addition, it is inevitable that results may 
be inconsistent when the judgment of a coder is neces­
sary-for example, in determining if a building is on the 
odd- or even-numbered side of the street. A substantial 
amount of human error also can be introduced during 
analysis zone coding and data transcription phases when 
digits can be transposed or incorrectly transcribed. 

Computer geocoding is a workable and preferable al­
ternative to manual geocoding. The process uses a geo­
graphic base file and a series of user-oriented computer 
programs. It can result in a better product for less 
money because the computer can perform sophisticated 
functions rapidly, economically, and consistently. 

DEFINITIONS 

Before describing the automatic geocoding process, it 
is necessary to understand the three major inputs to the 
process. These are 

1. The 1Jual !ndependent Map Encoding/Geographic 
Base File (DIME/GBF), 

2. The ZIP Code Standardizer (ZIPSTAN) program, 
and 

3. The Universal Matching (UNIMATCH) program. 

DIME/GBF 

The DIME/GBF, developed by the U.S. Bureau of the 
Census, forms the basis of the reference file used for 
geocoding. The DIME/GBF contains records that de­
scribe street segments, legal boundaries, and topo­
graphic features including rivers, railroad tucks, and 
canals (3, 4, 6). Each segment contains a vro:iety of in­
formation.- Included for street addresses are the street 
name, street prefix and suffix, highest and lowest house 
number ranges for both sides of the street, city code, 
county code, state code, ZIP code, and census tract and 
block designations. In addition, the file contains X- Y 
coordinates and to and from node numbers that can be 
used for mapping. 

Figure 1 shows a sample of the map used to construct 
a DIME/GBF. Each street segment between node points 
has its own data record, which contains the information 
given in Table 1 (4). 

The U.S. Bureau of the Census, with substantial as­
sistance from local areas, has constructed a DIME/GBF 

for the urbanized areas of each of the 233 U.S. standard 
metropolitan statistical areas (SMSAs). The file for any 
SMSA may be purchased from the bureau for about $ 80. 
However, the files for some cities may be more com­
plete than those for others. The bureau encourages plan­
ning agencies to correct and update their files to elimi­
nate errors such as incorrect ZIP codes or missing 
streets. Some DIME/ GBFs have been carefully edited, 
corrected, and updated whereas others have not. 

ZIPSTAN 

The ZIPST AN program is a preprocessor that arranges 
the addresses before being linked by address to the 
DIME/GBF by using the UNIMATCH program. ZIPSTAN 
standardizes addresses by ensuring that house numbers 
and city names are in specific locations on the data 
records. The program uses equivalency tables that con­
tain possible abbreviations and common misspellings of 
street prefixes, suffixes, names, and street types and 
provide the appropriate conversion of each. Because 
the DIME/GBF uses numeric city, county, and state 
codes, an alphanumeric table of equivalents is required 
input for ZIPSTAN. For example, a city table converts 
the city of Boston to a county-city code of 017005. 
ZIPSTAN appends to each address record a 100-
character matchkey that includes the standardized 
address (2). 

UNIMATCH 

The UNIMATCH program is used to match the addresses 
to be geocoded with the DIME/GBF and to attach zone 
information to the data record (1). The UNIMATCH 
program can be set up to attemPf an exact match of 
house number, street name, and city code. If an exact 
match is not possible, the program applies weights and 
penalties set by the programmer to misspelled street 
names and blank or nonmatching street types, direc­
tions, and house numbers. Thus, data records are 
linked with reference file entries that have a high prob­
ability of being the same but have some missing ele­
ments in their address constructions. 

To illustrate how the UNIMATCH program operates, 
if the address to be geocoded is missing a street-type 
suffix (for example, 100 Summer ), and the reference 
file has a Summer Street with a house-number range of 
1 to 50 and a Summer Road with a house-number range 
of 75 to 300, the program can be set to select the most 
probable reference file entry, 100 Summer Road. The 
programmer also has the option of instructing the com­
puter to assume Street for all addresses with a blank 
suffix. Thus, if the reference file contained entries for 
1 to 200 Summer Street and 75 to 300 Summer Road, the 
program would select the Summer Street entry. 

The UNIMATCH and ZIPSTAN programs have certain 
computer requirements. They are written in IBM Sys­
tem/360 assembler language and are designed for com­
puters that use the IBM System 370/360 operating sys­
tem. The programs will opemte under the following 
configurations: (a) primary control program, (b) multi­
programmil)g fixed task, (c) 1nultip1·ogrnmming variable 
task, and (d) VSl or VS2, the virtnal systems. 

GEOCODING PROCESS 

Initial Steps 

To take advantage of automatic geocoding, certain data 
elements are necessary. The origin and destination 
addresses must contain a house number or street name 
including prefix and type. If more than one city or state 



Figure 1. DIME/GBF 
map. 
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is involved, municipality and state names are required. 
City names often can be replaced with ZIP codes be­
cause ZIP codes generally follow municipal boundaries. 
Street intersections are not valid input unless an inter­
section reference file has been created. 

Before keypunching is initiated, all questionnaires 
should be edited to ensure completeness and consistency. 
The editing procedure consists of checking for blank 
fields and transferring erroneous field entries to the 
correct location. For example, a house number that 
was written in the street-name field should be moved to 
its proper position on the form. Although many of these 
deficiencies can be overcome by ZIPST AN, this editing 
procedure consistently leads to better matching in sub­
sequent steps. 

Computer Geocoding 

Figure 2 shows the process involved in a simple geo­
coding p1·oject. In a more complex task, manipulation 
of the DIME/GBF or additional matches against refer­
ence files may be necessary. 

Before geocoding, input data record addresses are 
reformatted to one address per record. If a record 
contains tlu·ee addr esses (origin, destination, and park­
ing location), the record is r eformatted to three sepa ­
rate records, each containing an address and a unique 
serial number and record position number. These ele­
ments permit rejoining the addresses in subsequent 
processing. Because the ZIPSTAN and UNIMATCH 
programs reference only one location per record for 
matching, reformatting the data allows processing of 
all addresses in one pass. 

The steps involved in the geocoding process are the 
following : 

1. The DIME/GBF is arranged in alphabetical order. 
The records are sorted by city or town and alphabetized 
by the street name records in each town. They are fur-

Figure 2. Computer geocoding process. 
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Step 1 ZIPSTAN 

Sort Addresses 

Sort Addresses 

Step 4 

UNI MATCH 

ther sorted within house number, and the file is then 
ready for accessing. A printout of the file could be used 
as a guide for manual geocoding. 

2. Organization of the data records is initiated, and 
ZIPST AN is used to arrange them in a consistent format. 

3. After ZIPSTAN has standardized the addresses, 
they are sorted in the same fashion as was the 
DIME/ GBF. Following that sorting, a coder could 
manually code most of the data by visually inspecting 
each list and identifying the matches. 

4. The UNIMATCH program is used to link the ad­
dresses to be geocoded with the DIME/GBF and to attach 
the appropriate census tract, block, and traffic zone to 
the travel data record. 

RESULTS 

The success rate for computer geocoding varies accord­
ing to the quality of the respondents' answers, the qual­
ity of editing, the accuracy of data transcription, and 
the allowable weights and penalties specified by the user 
of the UNIMATCH program. 

The editing process is more important in computer 
geocoding than in manual coding because, to a point, the 
machine cannot interpret what the respondent meant. 
For instance, unless specifically informed in the 
ZIPST AN preprocessor, the computer does not regard 
BOS to be the same as Boston. In addition, the ZIPST AN 
and UNIMATCH programs do not have the capability of 
determining that Beaconstreet is actually Beacon Street. 
Beaconstreet would be treated as a street name, missing 
a street type. These problems can be solved easily by 
using the ZIPSTAN equivalency tables; however, it is 
difficult to anticipate what misspellings and other errors 
will occur, and to correct such errors requires a second 
pass. 

Inaccurate data transcription can negate the effects 
of precise editing. A space or letter punched before the 
beginning of a name, such as Beacon or BBeacon, or a 



reversal of letters, such as Ebacon, precludes a suc­
cessful match. Experience has shown that the computer 
time and storage requirements for a match that allows 
all letters to be misspelled are excessive because al­
most every reference file entry becomes a possible 
candidate for a match. A solution to this difficulty is 
to specify program weights to require an exact match 
on the first two or three letters in a name, such as 
Bea , and allow misspellings for matching the re-
maining letters. Thus, Beacno Street and Beanco Street 
can be matched with Beacon Street in the reference file. 

The final variables that affect the match rate are the 
programmer-specified weights and penalties . It is pos­
sible to require an exact match in which house number, 
street name, prefix, suffix, and city must correspond 
exactly to the reference file entry, but exact matches 
have a low success rate. If street misspellings and 
omissions of prefix, suffix, and house numbers are al­
lowed, the match rate increases proportionately, 

Experience with on-board surveys conducted for the 
Massachusetts Bay Transportation Authority OOT A) and 
with travel surveys performed as part of the Central 
Artery Study in Boston has shown that a 70 to 80 percent 
match rate can be expected with computer geocoding if 
flexibility is provided within the UNIMATCH program (5). 
If exact matches had been required in the MBT A and -
Central Artery Study surveys, the match rates would 
have been 6 and 4 percent respectively. Note that the 
UNIMATCH program is, in effect, making the same 
probabilistic choices that would be made in manual 
coding. The difference is that the computer is always 

Figure 3. Cost comparison of 
computer and manual 
geocoding. 
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In the MBTA survey, a major generator file, later 
expanded for the Central Artery Study, was constructed. 
This file contained the names of buildings such as City 
Hall and the State House and places such as Harvard 
Square and Copley Plaza, which were not in the 
DIME/GBF. The locations of these generators were 
manually coded, transcribed on tape, and processed 
against addresses that did not match with the DIME/GBF. 
In smaller surveys, this additional step is often unnec­
essary because the addresses of certain major gener"" 
ators can be entered on the survey form during the ed­
iting step. However, in large surveys, this secondary 
match is required. 

The table below gives a summary of the results of 
geocoding in the Central Artery Study survey: 

Number of Match 
Condition Addresses Rate(%) ---
Exact match 5 026 4 
Probable match 84 375 69 
Generator file match 22939 19 
Non match 10 524 8 

Total 122 864 100 

The supplemental match with the generator file increased 
the match rate from 73 to 92 percent. Altogether, 
112 340 records were geocoded to a detailed zone level. 
The remaining 10 524 addresses were subsequently coded 

1\000 

Computer Geocoding 

Manual Geocoding 

llCJOO 1QOOO 12,000 14,000 

Number of Addresses 
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to a town level. One hour and 17 min of computer pro­
cessing unit (CPU) time and 576 K of virtual storage on 
an IBM 370 computer were required to geocode 89 401 
addresses by using the DIME/ GBF exact and probable 
match capabilities of the UNIMATCH program. The 
match with the generator file, which had 1900 entries, 
took about 13.5 min and used 64 K of virtual storage. 
As these figures indicate, the CPU time and storage re­
quir ements are a function of the number of fields being 
matched (city, s treet name , prefix, suffix, and house 
number versus city a11d building name) and the number 
of reference file and data file entries. 

The MBT A and Central Artery Study addresses were 
geocoded on state computer facilities. On other geo­
coding projects, the computer costs associated with 
ZIPSTAN and UNIMATCH processing on a private com­
puter facility average approximately $2.12/1000 ad­
dresses. Depending on the complexity of the DIME/GBF, 
the entire geocoding process, including development of 
ZIPSTAN tables and UNIMATCH specifications, can be 
developed, set up, and pretested at a cost of from $1000 
to $4000. The costs for a major DIME/ GBF such as 
Boston's, which has over 90 000 records, is at the higher 
end of the scale, and the costs for smaller DIME/ GBFs 
are correspondingly lower. 

As previously mentioned, some manual coding was 
necessary to construct the major generator file. Of the 
1891 entries in the file, about 700 were unique locations; 
the remainder were variations of a place or building 
name. The 700 unique locations required about 48 person 
hours, or about 4 min/ address, to geocode. At a cost 
of $ 4/h, excluding overhead and supervision of coders, 
this results in a cost of $0.267/ address or $267/ 1000 
addresses. 

Figure 3 shows a graph that illustrates the cost re­
lation between manual and computer geocoding. In con­
structing this figure, the setup cost for the computer 
geocoding was assumed to be $ 2000 and the processing 
cost $2.12/ 1000 addresses. The manual cost is 
$267/ 1000 addresses. As Figure 3 indicates, at these 
costs it is more economical to geocode by computer 
when there are about 7500 addresses or more. How­
ever, if smaller surveys, such as on-board bus sur-

veys, are to be conducted on a continuing basis, it is 
more cost-effective to develop the computer geocoding 
capability. 

Once they are set up, the DIME/ GBF, major gener­
ator file, and ZIPSTAN and UNIMATCH programs can be 
used almost interchangeably on any on-board or other 
type of travel survey an agency may wish to conduct. 
Although a somewhat substantial start-up cost is re­
quired to implement a computer geocoding system, it 
can be more than recovered through the multiple uses 
of the system. 
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Network Base File System for 
Transportation Analysis 
Claus D. Gehner, University of Washington 

Development of the Network Base File System (NETBASIS), which has 
been under way at the University of Washington since 1974, is described. 
NETBASIS, which is implemented in an interactive graphic computer en­
vironment, explicitly builds on geographic base file data to provide a 
general-purpose transportation network data base together with the re­
quired data manipulation and display software. In addition to the stan­
dard capabilities of data base input, editing, and retrieval provided by 
the host data base management system, software has been implemented 
to allow the user to extract geographic or functional subsets of the net­
work (e.g., arterials only). This extracted network can then be abstracted 
to remove nonintersection nodes and thus produce an efficient network 
model that can be used within most existing transportation planning 
tools. An interactive graphic network editor is also provided that allows 
the user to modify the extracted and abstracted network to reflect plan­
ning options to be analyzed. Segment-specific transportation data, such 

as transit lines, speed, and capacity, are added to the data base by a 
FROM-ON-TO coding scheme, which significantly reduces costly and 
error-prone intermediate data coding. Use of a commercial data base 
management system with a FORTRAN interface has resulted in signifi­
cant cost savings in the development of the data input, editing, and re­
trieval software required to allow users easy access to the network data 
and to provide maximum flexibility of base file content and structure 
for adaptation to changing user requirements. 

The existence of U.S. Bureau of the Census geographic 
base files (GBFs) for most larger urban areas offers 
a significant resource for the network models required 
as part of many transportation studies. The thrust of 
the development of the Network Base File System 



(NETBASIS) at the University of Washington is to build 
explicitly on this existing GBF data resource to provide 
a general-purpose transportation network data base to­
gether with the required data manipulation and display 
software. The purpose of this paper is to present a 
status report on the development of NETBASIS as of 
April 1978. 

Initial development of NETBASIS was begun in 1974 
and was documented by Gehner in 1975 (1). This work 
was found to be siniilar in a number of ways to a project 
conducted by Lutin at Princeton University (2). 

A network base file system such as that described 
here is intended to provide a useful data resource for 
the entire spectrum of transportation planning activities, 
from long-range sketch planning to short-range imple­
mentation planning. Based on these intended uses and 
users, NETBASIS is characterized by requirements in 
two major dimensions: information content and func­
tional capabilities. 

INFORMATION CONTENT 

The backbone of the network data base is a complete de­
scription of the street network in the urbanized portion 
of the Seattle-Everett standard metropolitan statistical 
area (SMSA). The geographic and topological descrip­
tion of the street network is derived from the local Dual 
Independent Map Encoding/Geographic Base File 
(DIME/GBF) (3, Section 2.1) and is shown in summary 
in Figure 1. Appended to this network description are 
a number of data items relevant to various transport a -
tion analyses. A summary of the current set of such 
transportation attributes is shown in Figure 2. 

The functional codes (items 27 to 35) are used to in­
dicate primary and secondary functions of a given street 
segment. Classification into freeways, arterials, col­
lectors, and local streets is based on the Highway Ca­
pacity Manual (4). Municipal engineering departments 
tend to use these or Urban Arterial Board route and 
section codes (items 46 and 47) or both in their own 
functional classification schemes. The additional codes 
for transit, bicycle, and walk are used to flag segments 
used for those modes either exclusively or in conjunction 
with a primary mode. Note that a given segment can 
have more than one functional code. Thus, for example, 
a segment may be a collector street with a bikeway, 
usable by pedestrians, or it may be an exclusive bike­
way. 

Figure 1. Contents of 
geographic base file. 

Figure 2. Contents of 
network base file. 
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The walk-access and drive-access functional codes 
are derived codes to flag segments that, in an extracted 
and abstracted network, provide walk or drive access 
from zone centroids to the network. This follows the 
network conventions used by transportation analysis 
software of the Federal Highway Administration (FHWA) 
and the Urban Mass Transportation Administration 
(UMTA) (5). 

Currently, the base file is capable of storing three 
separate speeds per direction. This follows the con­
vention used in the UMT A Urban Transportation Plan­
ning System (UTPS), which differentiates network speed 
characteristics for the morning peak, the evening peak, 
and off-peak periods. The sources for this data are 
municipal and county engineering departments. The 
Seattle Engineering Department, for example, conducts 
speed-delay studies on a regular basis on all arterials 
within its jurisdiction. 

Segment length and travel time are derived attributes. 
Length is calculated from coordinates (items 21 to 24 in 
Figure 1) based on the state plane coordinate system. 
Each coordinate unit corresponds to 3 m (10 ft). The 
travel times are in turn calculated from the segment 
length and the particular speed of interest depending on 
the proposed use of the network. 

By definition, each segment can accommodate only 
one transit stop per direction. The transit stop number 
(item 40) refers to a record in a transit stop file that 
describes such characteristics of stops as transit lines 
served and location relative to the nearest intersection. 
This information is available from transit operators who 
collect such stop inventories for maintenance purposes. 
The other dimension of the transit system definition in 
NETBASIS is given by a transit route file that , for 
each transit line (or route) in the system, stores the 
ordered sequence of segments traversed by that line. 

FUNCTIONAL REQUIREMENTS 

To be useful as an information base for transportation 
analysis, NETBASIS must have the capability to input 
and update the data base, edit the street and transit net­
work, extract areal and functional subsets of the net­
work, and abstract the extracted network down to the 
level of detail required for a given analysis. Some 
simple network analysis capabilities, such as minimum 
path calculations, have also been found to be useful. 

Assuming, as we do here, that the backbone of the 
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data base is given by the GBF, the maintenance of which, 
for the time being, is outside the scope of NETBASIS, 
the input and update function r efers primar ily to 
tra nsportation-related data such as link types (e.g., 
a rterial or freeway), speeds, and capacities , which 
must be added to the GBF data. Specification of the data 
for input or update from the user's point of view should 
be independent of the internal organization and structure 
of the data base (e .g., it should not require knowledge of 
the node and segment numbering scheme). Furthermore , 
such data specifications should be in a format that is as 
close as possible to the format in which the data are cur­
rently maintained and collected to avoid error-prone 
intermediate coding. 

Network editing consists of selective addition or de­
letion of network links (or street s egments) or shifting 
of the location of a node (or street intersection) or both. 
Past experience has shown that this function is signifi­
cantly aided by graphic input-output capabilities. 

Network extraction is defined here to encompass the 
selection of a subset of the network data base. The se­
lection criterion can be geographic (e .g. , windowing for 
use in a detailed corridor analysis) or functional (e.g., 
selection of an expressway and arterial network for use 
in a regional highway-oriented study) . 

Network abstraction, finally, is the process of ag­
gregating links to the point where only the minimum set 
of nodes is retained . Thus, if one had previously ex­
tracted an arterial-expressway network, only those nodes 
would be retained that are intersections between arteri­
als and expressways. This function ensures that the re­
sulting network model is the most efficient possible in 
terms of applying to it the many existing netwoJ'k analy­
sis algoritluns (e.g., minimum path), the computational 
cost of which is often proportional to the number of nodes 
and links. This abstracted and extracted network can 
become a new, derived data base to which the above 
input-update and network editing functions can be ap­
plied, allowing the user to "design" the specific net­
work model needed for a given analysis. 

IMPLEMENTATION 

Objectives 

The implementation of NETBASIS was guided by four 
general objectives: 

1. Minimize the time and cost required for software 
development, 

2. Minimize data collection requirements, 
3. Maximize system flexibility in terms of types of 

data files to be accessed and modification and expansion 
of functions, and 

4. Maximize accessibility of the system to the user. 

Strategies 

In pursuing the four stated objectives, four implementa­
tion strategies were identified. 

GBF as a Network Resource 

A large amount of time and money has been expended 
nationally to develop , validate, and maintain geographic 
base files and the associated geoprocessing software. 
These existing GBFs represent a valuable data resource 
that the NETBASIS development has exploited to obtain 
detailed transportation network base files at a low cost 
and within a short start-up time. This is possible be­
cause the GBF is essentially a network model that con­
tains node and link information for all street segments 

(and nonstreet features such as natural boundaries) in 
an urban area. 

Use of Data Base Management System 

An important aspect of information system development 
is the provision of easy, quick, and inexpensive capa­
bilities of data storage, retrieval, modification, and 
report generation. Developing, testing, and putting in 
operation these low -level data-handling capabilities in 
most instances consumes a large portion of the person 
hours required in development of a data base system. 

This project has circumvented much of this develop­
ment cost by using the capabilities of commercially 
available data base management systems (DBMSs). Al­
though they were developed primarily for business ap­
plications, modern DBMSs are sufficiently flexible and 
general in purpose to be applied to other types of proj­
ects, such as the implementation of NETBASIS. Spe­
cifically, aside from providing powerful data manage­
ment capabilities, many DBMSs provide for a "host 
language interface" (FORTRAN or COBOL), either in 
terms of a precompiler or through a set of subroutines, 
which allows high-level application programs to access 
the data bases and make use of the efficient data re­
trieval capabilities. It is primarily through this host 
language interface that this project has made use of 
DBMS capabilities (~. 

Use of Interactive User-Oriented 
Command Language 

In an effort to maximize accessibility of the system to 
a wide range of users, including those with little or no 
background in computer applications, a highly user­
oriented command language is used to input to the pro­
grams the data necessary for proper execution. Thus, 
the user interacts with the software through a series of 
commands that consist of keywords and data to direct 
program execution. 

Use of an existing software package for design and 
interpretation of command syntax-LANGPAK (7)-oon­
tributed to achieving the objective of minimizing the 
costs of software development. LANGP AK includes a 
feature for the interactive design and testing of syntax 
for new or modified commands. This feature signifi­
cantly adds to the ability to modify and expand the 
NETBASIS package to meet new and evolving user needs. 

Use of Graphic Input-Output Devices 

A final important implementation strategy for NETBASIS 
is that it uses an interactive graphic computing environ­
ment . The selection of an appropriate network model 
for a given analysis or planning effort through the use 
of editing, extraction, and abstraction functions is 
basically a design process in which real-time inter­
action with the computer can be very important. The 
implementation of NETBASIS thus makes use of a graphic 
cathode ray tube (CRT) ter minal as the primary inter­
face between the computer and the user. Specifically, 
the Tektronix 4014 terminal allows the display of maps, 
networks, and other spatial data and allows the user to 
input points and vectors in two-dimensional space by 
means of user-controlled cross hairs. 

The use of graphics significantly enhances the flexi­
bility of the system in that it allows the user much more 
control over the types of data displays that best suit the 
particular needs of the analysis. 

In addition to the CRT terminal, displays can also be 
routed to a CALCOMP plotter, which produces high-



quality graphics suitable for presentations and repro­
ductions. 

APPLICATIONS OF NETBASIS 
FUNCTIONS 

In describing the NETBASIS functions implemented to 
date, a window of the Seattle-King County network is 
used. We start with the basic network file and describe 
the addition of a freeway that runs through the selected 
area but was not part of the original GBF. This demon­
strates the network editing functions. Some network at­
tributes are then added to the base file-specifically, a 
definition of the subset of arterial streets and their 
speeds to demonstrate input-update capabilities. The 
extraction and abstraction functions are demonstrated 
by deriving a network that consists only of the freeway 
and arterial streets. Finally, the utility of the minimum 
path algorithm is used to calculate and display travel­
time contours. 

The user-computer dialogue occurs in the form of a 
command language, as discussed above. Commands 
basically consist of key words and (where needed) data 
items. The specific commands described in this report 
are only intended as examples and do not show the full 
range of options available within each function. A * is 
used to prompt the user that the system is ready to ac­
cept a user command. 

Figure 3. Base network window display. 

Figure 4. Window display after addition of several new links. 
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In addition to the command input described above, a 
number of functions call for the graphic input of coordi­
nates. This implies that a (portion of a) network is dis­
played on the CRT screen with reference to which co­
ordinates are located. In general, the transmission of 
a set of coordinates will cause the node nearest to that 
point to be selected. If, however, the coordinates are 
transmitted with the N key, the programs will interpret 
this as a new node for insertion into the base file. Trans­
mission of coordinates with 0 (zero) will terminate 
graphic input. 

Network Windowing 

To select that portion of the Seattle network on which the 
description of the example applications will be based, 
the network windowing function, which is equivalent to 
the selection of an areal subset, is invoked. The follow­
ing command is used: 

~WINDOW MAPS 5,6,14,15 ,23,24 
.!.. 

In this case, we have chosen to specify the window on 
the basis of map numbers that are used to organize the 
area into square-mile sections (the system is calibrated 
in U.S. customary units of measurement). The other al­
ternative is to explicitly specify coordinate extrema, 
either numerically or graphically, by using the cross 
hairs. The second option implies that a subset of the 
currently displayed window is to be selected ("zooming 
in"). The final * is displayed after the current function 
is completed, which indicates that the programs are 
ready for the next command. 

Displaying the Currently Selected 
Network Subset 

At any time, the currently selected window of the net­
work can be displayed on the CRT screen. This is ac­
complished by the following command: 

~PLOT NETWORK 
!. 

This command results in a display such as that shown in 
Figure 3. 

Network Editing 

Network editing is accomplished by four separate sub­
functions: 

1. Divide a segment by inserting a new node any­
where between its current end points. 

2. Insert new segments between existing and new 
nodes. 

3. Move an existing node. 
4. Delete an existing segment. 

The function of dividing a segment is currently used 
primarily to prepare for the addition of new segments. 
Thus, for example, if a freeway exit ramp is to be in­
serted that merges with an existing street at its mid­
point, that intersection must first be created. This 
function is invoked by the command 

!.DIVIDE SEGMENT 

The user then graphically specifies the end points of the 
segment to be split and subsequently points to the loca­
tion of the new node. This sequence of three graphic 
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inputs for each segment to be split can be repeated until 
a 0 (zero) is transmitted. 

The process of inserting new segments is the most 
complex in terms of the input required from the user. 
A typical dialogue, which results in the new segments 
shown in Figure 4, is as follows: 

"'-NETWIN MAP 5 
"'-PLO TN 
"'-ADD SEGMENTS 
<:_INTERSTATE 5 FY:FW=!,AMR=55 (graphic input of segments) 
2-82 EXIT RP N:FW=l ,AMR=30 (graphic input) 
2-LAKE CITY EXIT RAMP NORTH:FW=l ,AMR=35 (graphic input) 
dNTERSTATE 5 FREEWAY:FW=l,AMR=55 (graphic input) 
2-LAKE CITY ENTER RP S:FW=l,AMR=35 (graphic input) 

After specifying and displaying a smaller window (only 
map 5) in an effort to obtain better resolution during the 
editing process, the add-segment function is invoked by 
using the appropriate command. The user is then 
prompted with > to input the name and any desired at­
tributes of the segments to be added. Segment attributes 
are specified by a name or abbreviation, as defined in 

Figure 5. Highlighting of arterials and freeways in network display . 

Figure 6. Display of extracted network. 
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the DB1v1.S (FW =freeway function code and Al\lffi = a.m. 
peak speed on right segment side), and the values they 
are to assume. In this example, we are specifying that 
the new segments are part of the freeway system and 
have varying a.m. peak speeds. 

After each such input, the cross hairs with which the 
user can input one or more (continuous) segments appear 
on the CRT screen. End-point nodes for each new seg­
ment that is inserted are displayed with a * 1 and the new 
segment appears as a dashed line (Figure 41. A new se­
quence of segments is terminated with the 0 key. At this 
point, a new street name and attribute input is prompted 
for. The user can terminate the add-segment function 
by inputting a carriage return. 

The ability to move an existing node is often useful 
for "cleaning up" a network. Thus, if, for example, in­
spection of a network display in comparison with a base 
map shows one or more nodes out of place, the user first 
points to the node to be moved (graphic input) and then 
to its new location. 

Finally, to complete the network editing capabilities, 
a function to delete segments has been implemented. The 
user again uses the cross hairs to point to the end points 
of segments to be deleted. 

Input- Update Network Attributes 

Based on e:xperience with a number of local agencies, 
it was found that large amounts of transportation-related 
data are collected and maintained in a format keyed to 
street names and street intersections. This has led to 
the development of a general-purpose FROM-ON-TO data 
input scheme. This specifies the segments to be af­
fected as having the ON street name between the inter­
sections with the FROM and TO streets respectively. 

A typical dialogue that uses this input scheme to 
specify arterial streets and their speeds would be as 
follows: 

"'-LINK ATTR TO BALARD.NET 
~CORLISS WAY N & BANNER WAY NE & NE 75TH:MA=l,AMR=30, 

AML=25 
~NE 7 STH & 34TH A VE NE: 
2-BAGLEY AVE N & N 80TH ST & I AVE N: 
2-NE 70TH & ROOSEVELT WAY NE & NE 50TH:MA=l,AMR=25, 

}~.1L-15 

The input-update function is invoked by use of the com­
mand, as shown. TO BALARD.NET specifies that the 
attributes are to affect the network data base stored 
under that name. The implicit input mode in the ex­
ample shown is alphanumeric from the terminal key­
board. There are two other options available. The key 
word and data in the command FROM<filename> would 
indicate that a batch input file named filename has been 
prepared that contains all information normally typed in 
from the keyboard. This is useful for large volumes of 
data. Alternatively, the key word GRAPHIC would in­
dicate that the cross hairs are to be used to point to 
intersections (nodes), replacing the FROM-ON-TO 
specifications. 

After invoking the function, the user is prompted to 
input the FROM-ON-TO street names, specifying the 
sequence of segments to be affected and the attributes 
to be changed. The attribute input is identical to the one 
described in the previous section. In the example sI:iown, 
we are specifying that the segments are to be classed as 
major arterials (MA =l) and that their right and left a.m. 



peak speeds are to be 30 and 25 mph respectively. 
Figure 5 shows the set of arterials in the test area 

that were specified in this way. Note that in this dis­
play the arterials have been differentiated from other 
segments. 

Network Extraction 

Network extraction, defined earlier, is defined here as 
the selection of an areal or functional subset of a net­
work. The command to invoke this function is 

"'-SUBSET TO< filename> SEARCH MA.EQ. l .OR.FW.EQ.1 

The example shown indicates a SEARCH for all segments 
that have an arterial or freeway function code equal to L 
The command also specifies that the extracted network 
data base is to be stored under <filename>. A display 

Figure 7. Display of abstracted network. 

Figure 8. Display of travel-time contours. 
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of the extracted network is shown in Figure 6. 

Network Abstraction 

The network abstraction function operates on previously 
extracted networks, as defined above. The function is 
invoked by the command ABSTRACT, and no additional 
specifications are required. As defined here, network 
abstraction consists of aggregating segments of a given 
street name between its end points or remaining bona -
fide intersections or both. 

The resulting network is shown in Figure 7. The 
number of segments has been reduced from 362 in the 
extracted network to 113 in the abstracted version. As 
mentioned previously, this derived network can now be­
come the subject of editing and input-update functions, 
providing the user with great flexibility in designing a 
network model to suit any given transportation analysis. 

Calculation and Display of Travel­
Time Contours 

The calculation and display of travel-time contours in­
volves a number of separate functions that are not de­
scribed in detail here. The following set of commands 
was used to generate the contour overlay shown in Fig­
ure 8: 

"'-DERIVE TTR=LL/AMR/1.47,TTL=LL/AML/l.47 
"'-MINPATH TIME ROOT NE 45TH & 17TH AVE NE 
"'-CONTOUR TO CONTR.DAT, BET 0 600 INT 60 
"'-PLOTC FROM CONTR.DAT 
"'-

The first step is to derive segment traversal times 
based on link length (LL) and a.m. peak speeds (with 
conversion to seconds). The second step involves the 
execution of the minimum path tree algorithm based on 
time (as opposed to distance) from a single root at NE 
45TH and 17TH A VE NE. The third step consists of 
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using this minimum path data to calculate contours be­
tween 0 and 600 s at intervals of 1 min. The final com­
mand requests that these contour data be displayed on 
the CRT screen. 

FUTURE DIRECTIONS FOR NETBASIS 

During the current academic year, the Urban Trans­
portation Program at the University of Washington, 
sponsored by a continuing research grant from UMT A 
and a contribution from Seattle Metro Transit, is con­
ducting a detailed analysis of an on-board origin­
destination survey recently completed by Metro. For 
this purpose, development of the NETBASIS data base 
is continuing with the addition of transportation attri­
butes for additional subareas within Seattle-King County 
and the coding of a substantial portion of the transit stops 
and routes. Furthermore, an existing interactive 
graphic analysis and display system is being coordinated 
with NETBASIS. 

Using these tools, the research project will empha­
size interactive graphic analysis of origin-destination 
data at a very detailed scale in an effort to evaluate the 
usefulness of the tools and the data to the ongoing plan­
ning and analysis functions of Metro Transit and other 
cooperating agencies. The experience gained during the 
course of this project is expected to result in significant 
changes and additions to the functional requirements for 
NETBASIS. Future projects will have to be defined to 
implement these changes. 
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