
TRANSPORTATION RESEARCH RECORD 6 8 4 

Tunneling 
and 
Underground 
Structures 

TRANSPORTATION RESEARCH BOARD 

COMMISSION ON SOCIOTECHNICAL SYSTEMS 
NATIONAL RESEARCH COUNCIL 

NATIONAL ACADEMY OF SCIENCES 
WASHINGTON, D.C. 1978 



Transportation Research Record 684 
Price $3.00 

modes 
1 highway transportation 
3 rail transportation 

subject areas 
21 facilities design 
25 structures design and performance 
33 construction 
1>3 soil and rock mechanics 

Transportation Research Board publications are available by order­
ing directly from the board. They may also be obtained on a regular 
basis through organizational or individual supporting membership in 
the board; members or library subscribers are eligible for substantial 
discounts. For further information, write to the Transportation Re­
search Board, National Academy of Sciences, 2101 Constitution 
Avenue, N.W., Washington, DC 20418. 

Notice 
The papers in this Record have been reviewed by and accepted for 
publication by knowledgeable persons other than the authors ac­
cording to procedures approved by a Report Review Committee 
consisting of members of the National Academy of Sciences, U1e 
National Academy of Engineering, and the Institute of Medicine. 

The views expressed in these papers are those of the authors 
and do not necessarily reflect those of the sponsoring committee, 
the Transportation Research Board, the National Academy of 
Sciences or the sponsors of TRB activities. 

To eliminate a backlog of publications and to make possible 
earlier, more timely publication of reports given at its meetings, 
the Transportation Research Board has, for a trial period, adopted 
less stringent editorial standards for certain classes of published 
material. The new standards apply only to papers and reports 
that are clearly attributed to specific authors and that have been 
accepted for publication after committee review for technical con­
tent. Within broad limits, the syntax and style of the published 
version of these reports are those of the author(s). 

The papers in this Record were treated according to the new 
standards. 

Library of Congress Cataloging in Publication Data 
National Research CoUJ1ciL Transportation Research Board. 

Tunneling and underground structures. 

(Transportation research record; 684) 
Includes bibliographicai references. i. Tunnding-Cungcesses. 

2. Underground construction-Congresses. I. Title. II. Series. 
TE7.H5 no. 684 [TA800J 380.5'08s (624'.19) 79-15352 
ISBN 0-309-02829-9 

Sponsorship of the Papers in This Transportation Research Record 

GROUP 2-DESIGN AND CONSTRUCTION OF TRANSPORTA­
TION FACILITIES 
Eldon J. Yoder, Purdue University, chairman 

Structures Section 
Ivan M. Viest, Bethlehem Steel Corporation, chairman 

Committee on Design of Underground Transportation Structures 
Don A. Linger, Federal Highway Administration, chairman 
Rubert B. Begir1, 0. H. Be11tu11, James Dirkmyt:r, Gilbert L. Butler, 
G. Wayne Clough, R. Kenneth Dodds. Philip Egilsntd, Eugene L. 
Foster, W. W. Hakala, Delon Hampton, A. J. He11dro11, Jr. , Frank 
P. Hurka, Jerome S. B. Iffland, J. Donovan Jacobs, Robert S. Mayo, 
Russell K. McFarland, Phillip R. Mcol/ough, Ikuo Nagai, Forrest H. 
Stairs, Jr., Donald N. Tanner, Samuel Taradash, James D. Washington 

Construction Section 
David S. Gedney, Federal Highway Administration, chairman 

Committee on Tunnel Construction 
Ellis L. Armstrong, Armstrong Associates, chairman 
Vinton W. Bacon, J. Barry Cooke, Edward J. Cording, Frank E. 
Dalton, Edward D. Graf, J. Donovan Jacobs, Robert G. Lenz, 
William C. Maurer, Robert S. Mayo, Phillip R. Mco//ough, Norman 
A. Nadel, E. Donald Phinney, Pierrepont E. Sperry, Victor L. 
Stevens, Roger B. Stevenson, Samuel Taradash, Lyman D. Wilbur 

Lawrence F. Spaine and William G. Gunderman, Transportation 
Research Board staff 

The organizational units and officers and members are as of De­
cember 31, 1977. 





Analysis of Nationwide Demand for 
Urban Transportation Tunnels 
M. G. Myers and R. K. Wood, Logistics Management Institute, Washington, D.C. 
L. B. Blattenberger, Congressional Budget Office 
Armando M. Lago, Ecosometrics, Inc., Bethesda, Maryland 

For the purpose of determining estimates of the amount of transportation­
related tunneling activity likely to occur to 1990, a methodology was de­
vised whereby the conditions necessary to justify the application of tun­
nel segments for mass transit facilities were identified and matched against 
the number of situations in which these conditions are likely to be ful­
filled. A corollary outcome of the analysis is an appraisal of factors that 
affect the preference of one type of mass transit system over others and 
an understanding of the sensitivity of preferred system choice to these 
factors. A technical evaluation of supply and demand for alternative 
types of mass transit systems was conducted to determine the future 
viability of such systems for cities that do not have them. Results of 
city-by-city application of the methodology developed revealed that, 
with current construction costs and property values, three cities cur-
rently without mass transit systems-Detroit, Cincinnati, and Denver­
would meet necessary conditions for tunneled systems by 1990. At the 
other extreme, tunnel distance was computed for conditions in which 
tunnel construction costs in real terms were postulated to fall to 40 
percent of today's cost and right-of-way values to rise by 5 percent/ 
year. Other sensitivity results for ·the preference of tunnels to new 
right-of-way and for the forecast of nationwide tunnel construction un­
der other assumptions are also reported. 

A tunnel is used by transportation planners as a device 
to bypass obstacles that obstruct or otherwise make 
more costly the movement of freight and passengers. 
Justifying the use of this expensive technique to solve 
transportation problems involves consideration of the 
direct and indirect benefits and costs unique to the par­
ticular obstacle to be bypassed. The intent of this paper 
is to summarize a research methodology (1) to identify 
the underlying economic, demographic, and technologi­
cal forces that jointly influence the decision to tunnel in 
urban areas and to present estimates of the likely extent 
of tunneling in the future based on this methodology. 
Emphasis is placed on tunnels used in conjunction with 
urban mass transit systems where the major obstacles 
to be bypassed are centers of high-density activity and 
where right-of-way costs and system capacity require­
ments and costs may call for tunneling as a solution. 

The following procedure was used in the study: 

1. Develop an analytical framework to indicate con­
ditions in terms of ridership, cost for new rights-of-way, 
facility costs, operating characteristics, and social 
costs where alternative bus or rail modes with surface 
and subsurface guideways are preferred. 

2. Develop estimates for future values of these vari­
ables, and identify the location and extent of justifiable 
urban transit systems (both bus and rail) with tunnel 
segments. 

3. Base forecasts of future tunneling on alternative 
assumptions of urban growth for estimates of ridership, 
cost of new tunnel construction, and cost of new right­
of-way for future at-grade systems. 

First, ridership forecasts made at various census 
boundaries emanating from the central city for each of 
the 35 largest U.S. s tandard metropolitan statistical 
areas (SMSAs) are p resented. Transit ridership is ex­
plained in terms of residential and employment distribu­
tion by using statistical regression techniques. The sup­
ply side of the analysis is next concerned with establish-

ing, through parametric costing techniques, the condi­
tions by which bus or rail transit is preferred to alter­
native surface and subsurface guideway options. Finally, 
the results of the analysis of transit demand and supply 
are merged with forecasts of urban population growth, 
construction costs, and costs for new right-of-way to 
provide a nationwide forecast of warranted system dis­
tance for tunneled segments. These results are useful 
(a) in assisting designers and planners in establishing 
criteria for system specification under existing and 
future conditions and (b) in framing the impacts that 
may result from federal policies toward urban growth 
patterns and research and development expenditures to 
alter or reduce costs for new tunnel construction. 

FORECASTS OF URBAN TRANSIT 
RIDERSHIP 

Paramount among the factors that influence the choice 
of preferred urban transit systems is the prospective 
level of ridership. The level, geographic dispersion, 
and time distribution of demand must be known to di­
mension system capacity, which in turn is the basis for 
costing system capital and operating expenses for each 
alternative considered. The methodology for demand 
forecasting is designed to produce estimates of peak­
hour, primary-direction transit ridership at each of four 
geographic boundaries. The estimation procedure is 
evaluated under two alternative assumptions for the dis­
tribution of urban growth: (a) that historic population 
trends for the central city and the suburbs will continue 
and (b) that current population distribution will prevail 
in the future. 

The procedure for demand estimation, shown in Fig­
ure 1, consists of two components: the determination of 
daily primary-direction work trips at three outer cor­
dons and the determination of total peak-hour flows at 
the central business district (CBD) cordon. In the first 
instance, daily primary-direction work trips are con­
verted into total peak-hour trips and, for both compo­
nents, total primary-direction, peak-hour trips are con­
verted first into corridor-specific flows and then into 
transit ridership. The need for separate treatment of 
CBD traffic flows and flows at other boundaries reflects 
the unique nature of the CBD as the geographic center of 
an urban area and the consequent use of the CBD as a 
conduit for traffic that neither originates nor terminates 
in the CBD. 

Daily work trips crossing the three outer cordons in 
1970 (corresponding to the concentric census boundaries 
called rural a11d scattered urbau, urbanized area, and 
celltral city except CBD) can be derived from a recent 
publication of Ute U.S. Department of Transportation (2 ). 
This publication presents for each of the 35 largest -
SMSAs 1970 census data for the journey to work in the 
format of an origin-destination table in which trip origins 
and terminations correspond to the five concentric cen­
sus rings. From this data source, primary-direction 
radial work trips at the other three cordons can easily 
be found by summing at each outer cordon boundary the 
number of trips that originate outside the boundary and 
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Figure 1. Procedure for demand estimation. Locations: 

Sequence of 
Procedures: 

terminate in an inner census ring. A conversion pro­
cess to translate daily primary-direction radial work 
trips to peak-hour trips for all purposes was then de­
veloped by using two average factors: peak-hour trips 
as a percentage of total daily work trips (factor 1) and 
peak-hour work trips as a percentage of total peak-hour 
trips Uactor 2). These adjustment factors, applied to 
daily work-trip flows, provide peak-hour trips for ali 
purposes. These two factor s, which cover a total of six 
cities, are (a) factor 1, 21.87 pe1·cent (standard devia­
tion 2.77); and (b) factor 2, 73.35 percent (standard de ­
viation 3.48) (3, 4). 

For the critical CBD cordon, a more involved pro­
cedure was used since it is well known that a significant 
fraction of CBD traffic neither originates nor terminates 
in the CBD. Meyer, Kain, and Wohl (5) cite pre-1960 
data for a small sample of cities that suggest that from 
30 to 70 percent of CBD traffic is of this nature. A sta­
tistical _procedure was developed to provide a relation 
for estimating total peak-hour CBD cordon crossings 
based on the total number of work-trip terminations in 
the CBD, the number of intraring work trips in rings 
adjacent to the CBD, and the distance of these intraring 
trips. 

Data for peak-hour CBD cordon crossings were as­
sembled for 19 out of the 35 largest SMSAs together with 
values for the city-specific explanatory variables listed 
above. In many instances, data for CBD cordon cross­
ings were for other than census years; interpolation was 
thus required to provide consistent data observations. 

Regression equations were computed in linear and 
log-linear form by using the following as explanatory 
variables: CBD workers, intraring work trips in rings 
adjacent to the CBD starting with the nearest adjacent 
ring and adding more distant rings, and the radial dis­
tance from midpoint to midpoint of the adjacent rings. 
The theory being tested was that traffic across the CBD 
was explained by both CBD attraction and through-trip 
generation and that the greater intraring traffic is and 
the shorter the distance represented by radial trips 
through the CBD is, the more CBD trips occur. 

Preliminary results that used CBD workers as the 
single explanatory variable indicated that the inclusion 
of New York City in the data set was unduly affecting the 
results (New York City had a peak-hour flow nearly as 
large as the combined values of 15 out of 19 remaining 
cities) and, consequently, this data point was dropped 
from further regressions. Furthermore, these pre­
liminary results indicated that CBD workers explain a 
large fraction of the variability of peak-hour CBD cor­
don crossings; the dependent variabie appeared to be 
elastic with respect to CBD workers. Larger cities 
show a higher elasticity, which indicates that peak-hour 
traffic increases more than proportionally to the num-
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ber of CBD workers as the city becomes larger and 
probably reflects a greater proportion of white-collar 
employment. A final statistical check was used to test 
whether the error term was systematically increasing 
with increasing values of the dependent variable since 
large variability of the independent variables is present 
in the sample. A ratio test that compared the sum of 
squared residuais for separate regressions fit Lu large 
and small values of the dependent variables revealed the 
presence of heteroscedasticity for the linear specifica­
tion but not for the log-linear formulation. Consequently, 
a log-linear specification was selected. 

Regressions that use first intraring trips and radial 
distance for the closest ring adjacent to the CBD and then 
the next adjacent ring were then computed. Only trips 
within the closes t adjacent ring (central city) proved to 
be statistically significant, so the process was stopped 
at this point. The regression results, which consider 
first CBD workers and then add the closest intraring and 
corresponding radial distances, are given below (t­
statistics in parentheses): 

log(Y)=-0.187 + l.044log(Xi) R2 = 0.736 
(6.89) 

log(Y) = -0.135 + 0.9341og(X 1) + 0.437 logX2 
(5.63) (2.89) 

- l.0131og 0 2 R2 = 0.876 
(-4.05) 

log(Y) = -0.546 + 0.999 log (Xi)+ 0.534 log X2 

(5.31) (3.U) 

- 1.624 log D2 - 0.197 log X3 
(-2.43) (-1.16) 

+ 0.779 log 0 3 R2 = 0.888 
(0.84) 

where 

Y =peak-hour CBD cordon flow, 
X1 = CBD workers, 

( l) 

(2) 

(3) 

X:i =trips that originate and terminate in the central­
city ring, 

D2 = radial distance from midpoint to midpoint of the 
central-city ring, 

X:i = trips that originate and terminate in the urbanized 
area, and 

D3 = radial distance from midpoint to midpoint of the 
urbanized area. 

On the basis of statistical properties, the second re­
gression equation was used for forecasting purposes. 
The resuits oi this equation suggest thai peak-hour CED 
cordon flows increase nearly in proportion to increases 
in CBD workers, that work trips within the ring adjacent 
to the CBD have a positive but less than proportionate 



effect on peak-hour CBD cordon crossings, and that the 
impact of through traffic is directly proportional to the 
radial distance across the next adjacent ring to the CBD. 
Nearly 88 percent of the variability of CBD peak-hour 
crossing is explained by this relation. 

The peak-hour cordon flows developed above can be 
used to generate estimates of future traffic flows once 
residential and employment patterns-the explanatory 
variables-are themselves projected. Historic trends 
reveal that an increasing share of the U.S. population 
resided in metropolitan areas until 1970, at which point 
relative growth rates for urban and rural areas equal­
ized. Within metropolitan areas, central-city popula­
tions have declined on a relative basis. After 1970, ab­
solute declines in central-city populations were observed. 
Employment trends generally follow the same pattern. 
A universal tendency for population to reside close to 
the place of employment was observed. In the five 
largest SMSAs, between 61 and 67 percent of workers 
reside and work in the same census ring. In the five 
smallest SMSAs, the comparable percentages range from 
53 to 58 percent. The average for the entire 35-city 
sample is 55 percent. 

To forecast employment and residential levels and 
distribution, we first projected employment by census 
ring and assumed that the probability of a worker resid­
ing in ring i, given that that worker is employed in ring 
j, remains unchanged from the probability of 1970. 
Levels and distribution of employment are thus assumed 
to determine residential decisions; employment levels 
are forecast by using the assumption that historic rates 
of growth among census rings remain unchanged: 

!:::.E/E = (E1 /E)(!:::.E1/E1) + (E2/E)(!:::.E2/E2) 

(!:::.E1/E, )/(!:::.E2/E2) =ex 

(4) 

(5) 

(6) 

where E is employment and o: is historic relative growth 
rates. 

By way of illustration, total metropolitan employment 
consists of employment in rings 1 and 2 (E1 and E2 r e ­
spectively). Projected over all growth in employment 
AE/E equals the weighted growth in each ring AE1/E1 

where the weights are base-period shares E1/E and are 
found after correction for changes in geographic bound­
aries attributed to annexation. By using Equations 5 and 
6, each ring's growth rate can be found from a., E/E, 
and AE/E for the pr ojected area. The third value was 
obtained from U.S. Department of Commerce projec­
tions (6). 

A se cond forecast was also prepared that assumed 
uniform growth rates in each census ring or that the dis­
tribution of employment remains unchanged. Note that 
this assumption is equivalent to setting a. = 1 in Equa­
tion 6. 

Employment projections that use historic trends show 
32 out of 34 cities to have higher suburban employment 
growth relative to central-city growth. The exceptions­
Pittsburgh and San Antonio-will therefore show higher 
forecasts of traffic flow when trends are used than when 
the forecast that assumes uniform growth in all census 
rings is used. Thus, in general, forecasts that assume 
uniform growth will produce higher CBD and central-city 
boundary flow rates than the comparable rates obtained 
by assuming continuing historic relative growth. Two 
SMSAs-Houston and Dallas-have the highest central­
city growth rates and the most balanced growth between 
the central city and suburban rings. For these two 
cities, forecasts of traffic flow under the two alterna­
tive assumptions can be expected to be similar. 
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The forecasts of residential and employment levels 
by SMSA are next substituted into the previously de­
veloped peak-hour relations. The distribution of peak­
hour primary-direction flows into corridor-specific 
flows is based on the number of existing corridors in an 
SMSA and their existing share of traffic. A mode assign­
ment to transit is also based on existing observations 
that show higher transit shares as the absolute volume 
of peak-hour traffic increases. 

COST ANALYSIS OF URBAN TRANSIT 
SYSTEMS 

A cost analysis was performed to identify critical levels 
of demand, property values, and tunneling construction 
costs at which tunneling could compete in cost with the 
best surface alternative . 

A three-step procedure was used: 

1. System specifications were prepared to reflect 
the major competing transit system types under consid­
eration. 

2. Cost parameters were obtained for all of these 
systems. 

3. A parametric cost model was used to solve for 
a locus of property values and tunnel construction costs 
that define conditions in which tunneling should be used. 

Results were obtained by parametrically varying rider­
ship to cover the range encountered in American cities. 

Specifications 

The systems to be discussed all consist of a line-haul 
and a CBD component. All would require feeder lines 
but, since tunneling is improbable for a feeder route, 
no feeder systems were costed. Bus and rail rapid 
transit systems, the two major urban transit alterna­
tives currently in use, are compared. 

The roadway options included in the study are tunnel, 
aerial, and three surface options-dedicated lanes, 
acquisition of new right-of-way, and median strip of an 
existing roadway. Comparative analysis was eventually 
limited to new right-of-way versus tunnel. Station spac­
ing was set at an average of 0.5 km (0.33 mile) in the 
CBD and 2.4 km (1.5 miles) in the line-haul. This spacing 
approximates that of systems currently under construction. 

To normalize for differences in the speed of opera­
tions between the modes, bus service is taken as half 
express and half local whereas rail service is strictly 
local. Provision of only one track in each direction 
simplified computations and allowed adequate passenger­
carrying capacity for all cities currently without rail 
transit. Service is provided 20 h/ d on weekdays (with 
two peak hours each morning and evening) and 18 h/ d on 
weekends and holidays. Demand is based on peak-hour 
major-direction passengers per hour, and secondary di­
rections or off-peak, one-way flows are set at 15 per­
cent of the peak flow. Minimum service frequency is 15 
trains or buses/hat the peak and 6 at the off-peak. A 
train has a maximum of eight 23-m (75-ft) cars in mar­
ried pairs or 182 m (600 ft) of length. 

Although bus and rail systems were required to pro­
vide similar performance for purposes of cost compar­
isons, it did not seem realistic to make seating standards 
or speeds identical. The purpose of the analysis is to 
predict tunnel construction based on systems that will 
actually be in use in the next decade or two. Instead, 
the number of seats per length of railcar was equated 
to standards of a 12-m (40-ft) bus or 50 seats/bus and 94 
seats/railcar. At peak, some standing is allowed for 
railcars (30 percent of seating) and local buses (20 per-
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cent of seating since there is less standing room in the 
narrower bus) but not for express buses, which remain 
full for the entire route. Average speeds for buses vary 
from 19 km/ h (12 mph) in the CBD on dedicated lanes to 
61 km/ h (38 mph) on the line-haul for au express bus on 
a special busway. Rail speeds average 60 km/ h (37 
mph) on the line-haul and 32 km/ h (20 mph) in the CDD. 

Bus and rail differ in two other respects that do not 
affect service but do affect costs. First, bus stations 
may be larger (i.e., have more platforms) in the CBD 
than in the line-haul where fewer buses may be stopping 
provided the minimum service frequency is met. How­
ever, rail stations must always accommodate one train 
at the platform; station costs have therefore been based 
on 182 m of length. Second, buses on special busways can 
make the return trip on local streets by using excess lo­
cal street capacity so that only one-way capacity is re­
quired, whereas rail always has one track in each direc­
tion. 

Costs 

System costs, like system specifications, are intended 
to be representative rather than specific to any one city. 
Operating and capital costs were derived from the past 
experience of existing systems and modified by expected 
future trends in technology and prices. Other costs­
externalille:::; lo nonusers, lravel time, accidents, dam­
age to property during construction, and property val­
ues-cannot easily be documented and were either es­
timated or treated as parameters for sensitivity analysis. 

Qperating costs were based on the American Transit 
Association (ATA) reports of bus and rail transit com­
panies (7). Costs were divided into costs per vehicle 
mile, costs per vehicle hour (chiefly drivers' wages), 
and maintenance costs per vehicle, per station, or per 
lane mile. 

Costs of operation and maintenance of underground 
busway and rail or bus stations were not available from 
AT A reports. The major cost element for operation of 
underground busways is ventilation; lighting, washing, 
and signaling also contribute to the total. A rough es­
timate of $0.12/ bus-km ($0.20/bus-mile) was used to 
cover these costs. 

Station operating costs were derived from a repo1·t 
prepared for the Washington, D. C., Metro system (8). 
For underground st8Jions, 8Jmost half the r.ost of op­
eration is for electricity, and about half of that is for 
lighting. Underground stations are twice as expensive 
to operate as surface stations. 

Costs of construction of vehicles, roadway, and sta­
tions were also obtained from the current experience of 
several systems. Bus stations were included in bus sys­
tems to make them comparable to rail but, since there 
is little current cost experience with bus stations for 
local urban transit, it was necessary to estimate bus 
platform costs at a tenth of the cost of a rail station per 
platform. The factor of one-tenth was based on both 
the physical size of the platform and passenger use. 

All capital costs were annualized by using a discount 
rate of 10 percent and lifetimes similar to those used by 
other authors (§._, ~· The lifetimes are given below: 

Life (years) 

Item Rail Bus 

Line 
Surface 50 35 
'' --' -·-·- __ , ~n 50 UllUt::l~IUUllU vU 

Stations 50 50 
Yards 50 40 
Vehicles 30 12 
Land 

Tunnel costs were obtained for three types of tunnels: 
earth (soft), rock (hard), and cut-and-cover. In reality, 
an infinite variety of tunneling conditions can be en­
countered, and these three types were intended to be 
representative of the relevant ranges. Since Washington, 
D.C., and San Francisco have conducted a great deal of 
recent tunneling construction, the cost figures relied 
heavily on data from these two systems. Supplemental 
data were, however, obtained from other cities (10, 11, 12). 

The final figures cited below include all extras and­
all stages of construction-engineering, administration 
and contingencies, track, signaling, and ventilation for 
bus tunnels as well as all other categories-in 1975 
prices (1 km= 0.62 mile): 

Tunnel Type 

Cut-and-cover 
CBD 
Line-haul 

Earth 
CBD 
Line-haul 

Rock 
CBD 
Line-haul 

Cost ($000 000) 

Per Rail - Per Bus-
Line-km Line-km 

29 36 
27 34 

21 23 
20 22 

14 15 
13 15 

Per Rail 
Station 

17 
15 

22 
22 

Per Bus 
Station 
Platform 

1.4 
1.1 

2.0 
1.6 

The table compares costs of three kinds of tunnels and 
underground stations for bus and rail systems. Bus and 
rail route costs are given for double-track (lane) kilo­
meters; rail station costs are per station, and bus station 
cos ts are per platform (a station may have many plat­
forms). A total cost comparison is therefore possible 
only by using this table with estimates of the level of 
passenger demand. No earth stations are listed since 
stations are generally cut-and-cover in soft conditions. 
Note that, although cut-and-cover line is more expensive 
than other alternatives, the stations are cheaper so that 
station frequency will determine which alternative pro­
vides the lowest cost. 

The following table (10, 11, 14, 15) shows the percent­
age breakdown of tunneling costs by various components: 

Category 

Rou te construction 
Mobilization 
Excavation and mucking 
Utility relocation 
Underpinning of buildings 
Traffic maintenance and street deck ing 
Lining and structures 
Backf i ll and restoration 

Guideway 
Signaling 
Electrification 

Cut-and-Cover 
Tunnels 
(%) 

88-92 
3-7 
24-36 
4-16 
4-16 
4-16 
30-50 
4-8 
2-3 
2-7 
2-3 

Round 
Tunne ls 
(%) 

86-90 
2-10 
40-66 
0-5 
0-5 
0 
24-40 
0 
3-4 
3-8 
3-4 

The distribution of costs for the different categories is 
only illustrative and may vary substantially in different 
tunneled segments. Bus terminals have an additional 
cost component of $4 to $9 million/ km ($6 to $14 mil­
lion/ mile) for ventilation (13). The smaller number is for 
round tunnels (earth or rock), which are able to use part 
of the tunnel cross section above and below the roadway 
for transverse ventilation structures. Ventilation of cut­
:inrl-~nver hmnP.ls requires r.onstruction of additional 
ducts and is more costly given present technology. 

Total costs were adjusted for accidents, damage to 
property during construction, and noise-shielding de­
vices. These costs generally do not account for more 



than 6 percent of total costs. They therefore do not play 
a decisive role in preferences of one mode over another. 
The value of passenger time, on the other hand, can be 
a major cost component. Time was valued at $1. 94/h at 
the peak and $0.97/h at the off-peak. The peak figure 
is 40 percent of the average hourly wage for 1975 and is 
typical of time values found by other researchers (8). 
When costs of travel time are included in improved 
evaluation of systems on a more comparable basis, 
they account for as much as half of total costs depend­
ing on which system alternative is specified. 

Parametric cost analysis was used to find the critical 
property value at which tunneling becomes feasible. Tun­
neling should proceed from the center of the city out to 
the point where estimated property values drop below 
this critical value. A gradient of land values was conse­
quently estimated for each city. 

Unfortunately, little evidence is available about pat­
terns of land values in American cities. Data on the as­
sessed value of land and improvements were collected 
from city assessment directories for 85 properties each 
in Washington, D. C., and Baltimore. The assessed val­
ues were converted to market values according to as­
sessment practices in these cities (the ratio of assessed 
to market value is 0.55 in Washington and 0.50 in Balti­
more). A regression on these data yielded the following 
coefficients, with t-statistics in parentheses (these equa­
tions were formulated in U.S. customary units; therefore, 
no SI equivale1lts are given): 

Y = -683 - 0.187 X1 - 0.758 X2 - 0.126 X3 R2 = 0.69 (7) 
(4.70) (10.96) (3.25) 

where 

Y = log10 property market value (CBD property value, 
$ /ft2

); 

X1 = log10 residential density (CBD worker density/ 
mile2

); 

X2 = log10 {distance to CBD, miles); and 
X:i =dummy variable (1 if Baltimore, 0 if Washington). 

CBD property values for other cities were calculated 
as follows. Rental values per unit of area of floor space 
in many cities were obtained from realtors in each city. 
Floor space per CBD unit of area was then estimated 
for each city based on CBD worker density. Next, rental 
values were capitalized into property values by a con­
version based on monthly rent equal to 1 percent of 
property value. Finally, these CBD property values 
were used to obtain property-value gradients by applying 
the regression equatio11 (with the dummy equal to 1 for 
small cities and 0 for large cities). Property values of 
$376/m2 ($35/ft2), a critical value for tmmel feasibility 
found from sensitivity analysis with the parametric cost 
model, would be found at 0.6 km (0.4 mile) from the CBD 
of small cities and 1.3 km (0.8 mile) from the CBD of 
large cities. Air rights costs were computed at 75 per­
cent of surface acquisition costs ( 16). 

This method is admittedly crude, but some measure 
of urban property-value gradients is necessary to gauge 
tunnel applicability. It should be noted that explicit val­
ues for right-of-way acquisition were necessary to pro­
duce a definitive tunnel forecast. However, the identi­
fication of required right-of-way values by use of the 
parametric cost model is itself an important planning 
factor. 

Results of Cost Analysis 

The cost analysis computed costs of alternative systems 
for a 16-km (10-mile) line-haul and a 1.2-km (0.75-mile) 
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CBD component for a range of values of capacity rider­
ship, tunnel construction costs, and property values. The 
comparisons were based on annual totals rather than on 
peak-hour costs alone, which avoided the issue of proper 
allocation of capital costs to peak and off-peak users. 
Tunnel construction costs were a "basic" cost (average 
of earth, rock, cut-and-cover) of $18_6 million/km 
($30 million/ mile) of double track and $17 million/rail 
station. Tunneling costs were, however, treated as a 
parametric variable that ranged from 0.25 to 1.30 times 
the base case costs; this represents different geological 
tunneling conditions encountered across U.S. cities given 
current technology as well as possible future advances 
in technology. 

Figure 2 shows how CBD system preference depends 
on the level of demand. All values for this illustration 
were computed by using a property value of $1076/ m2 

($100/ ft2). Tunneled systems may be competitive for 
ridership levels greater than 8000 to 10 000 passengers/h 
depending on tunneling costs. The next best option is 
rail aerial, but many cities have chosen to exclude this 
alternative. Note that the sensitivity of system costs to 
levels of tunnel construction cost is identified by the tun­
neling cost index, which measures the proportion of base 
case costs included in those systems that have tunnel 
components. 

The program also computed property values above 
which tunneling is preferred. First, the cheaper tunnel 
option (bus or rail) was selected for the particular level 
of peak-hour ridership. The program then solved for 
the property value that inade the cheaper tunnel option 
equal in cost to the best (cheapest) surface alternative. 

Figures 3 and 4 show these trade-offs for tunnels 
versus surface systems on new right-of-way. Asterisks 
are placed at levels of ridership for which rail tunnels 
are preferred to bus tunnels. In the line-haul, bus tun­
nels are preferred because bus stations are smaller and 
only one-way capacity is provided. In the CBD, rail 
tunnels are preferred for a peak demand of 8000 to 
12 000 (or more) passengers/h/corridor. At current 
construction costs (l.O in Figures 3 and 4), tunnels 
compare favorably with surface systems 'in the CBD 
when surface systems require new right-of-way that 
costs more than $1076 to $1184/m2 ($100 to $110/ft2). 
This level of necessary right-of-way costs remains con­
stant for systems that are required to meet peak-hour 
capacity greater than 8000 passengers/h in a corridor. 
Further, increases or decreases in tunnel construction 
costs produce right-of-way values to justify tunnels that 
rise and fall roughly in proportion to the relative changes 
in costs. However, dramatic reductions in tunnel con­
struction costs to 40 percent of today's value would make 
tunnels compare favorably with surface systems in the 
CBD for a right-of-way value of only $161/m2 ($15/ ft2). 
For the line-haul, a comparison between tunnel and sur­
face systems that require new right-of-way shows that 
tunnels are preferred when right-of-way costs approach 
$376 to $430/m2 ($35 to $40/ft2). Proportionate changes 
in the costs of tunnel construction appear to produce pro­
portionate changes in the right-of-way value required to 
favor tunnels. 

The major cost categories that affect tunnel com­
petitiveness in the CBD are given in Table 1. It can be 
seen that the cost of acquisition of new right-of-way 
dominates the cost of surface systems on new right-of­
way and the cost of roadway and stations dominates the 
cost of underground rnutes. Stations represent the fol­
lowingfraction of overall (line and station) tunneling costs: 
line-haul rail, 29 percent; line-haul bus, 11 percent; CBD 
rail, 75 percent; CBD bus, 41 percent. Thus, a one-third 
reduction in station costs would reduce overall tunnel 
construction costs for CBD rail by about 25 percent. 
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Figure 2. Cost per passenger of CBD transit 
systems ( 1975 costs in 1975 dollars). 
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Figure 3. Critical property values: tunnel versus new 
right-of-way for CBD. 

150 1614 

140 1.3 
1506 

130 1399 

120 1291 

110 -.. 1184 
• /; 1-.:IOO 1076 ~ 

~ ... 
~ 90 "' 968 ::. 
0:: RO 861 ~ .... 

~ ... 
"' "' 70 753 0.. 

~ "' ::! 60 646 3 .70 .... -J 

~ 50 538 
0 
C) 

40 

30 

20 

10 

.40 

4 12 16 2 0 24 2 8 3 2 3 6 

ONE WAY PEAK-HOUR PASSENGERS PER CORRIDOR 

(THOUSMDS) 

430 

323 

215 

108 

There is a striking difference between the cost of 
underground roadway for bus and rail in the CBD. This 
can be accounted for in three ways. First and most im­
portant, there will be two lanes in each <ii.ri;:cLiuu fu1· Lu:, 

traffic. A lane capacity of 200 buses / h was used in this 
computation, so the corridor peak demand of 12 000 
passengers/his close to the marginal level of adding an 
extra lane. In fact, estimates of bus-lane capacities by 

Figure 4. Critical property values: tunnel versus new 
right-of-way for line-haul. 
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other writers and from actual experience vary consider­
ably (17). Second, bus tunnels are more expensive. 
Third~us stations are off line whereas rail stations 
are necessarily on line, and two 182-m stations/ km 
(three 600-ft stations/mile) in the CBD means that much 
less distance is required in the roadway category for 
rail. 

FORECAST OF TUNNELS TO 1990 

A procedure was u eel to integrate the l'es1llts of the 
preceding sections to identify (a) where tunneling is a 
suitaUl~ aiiei~ nat-lvt; and {b) the extent cf tur-..nclcd co:1 
struction activity that is justified under a cost­
effectiveness criterion. Projections for three critical 
factors are used to forecast the 1990 level of justifiable 
tunnel kilometers: the average level of tunnel construction 



costs, the rates of peak-hour transit use in the two 
heaviest corridors, and property values along corridors 
as a proxy for surface right-of-way costs. 

The method used to integrate these factors for each 
forecast was to determine from the results of the cost 
model the minimum necessary or critical property value 
that must be satisfied to justify either a bus or rail sub­
surface segment when the least costly tunnel mode is 
compared with the least costly surface system. Critical 
property values are found by using the cost model for 
both CBD and line-haul given the level of transit use 
(rlde1·ship) and the level of tunnel construction cost as­
sumed in the particular scenario. The critical property 
values are then superimposed on estimated city-specific 
property value tapers-property values versus distance 
from the center city, today and after 5 percent annual 
shifts to 1990-and the amount of justifiable tunnel mile­
age is identified. This technique is shown in Figure 5. 

An identification of justifiable tunneling mileage was 
conducted across the sample of 35 candidate cities for 
the following alternative scenarios: 

1. A base case that uses current average costs of 
tunnel construction and the current level of property 
value estimates developed during the course of this study, 

2. A moderate forecast in which average costs of 
tunnel construction are assumed to fall to 70 percent of 
the current level because of technological change and 

Table 1. Total annual costs in 1975 dollars for 1.2-km (0.75-mile) 
CBD segment of four possible systems [demand of 12 000 passen­
gers/h/corridor and property values of $1076/m2 ($100/ft2 )]. 

Cost for Express Bus 
($000) 

New Under-
Category Right-of-Way ground 

Roadway 597 6 056 
Stations 443 3 275 
Right-of-way 6 704 118 
Vehicles 331 331 
Operation 1 188 1 640 
Time 2 444 2 440 
Noise, accidents, 746 1 015 

and damages 

Total annual costs 12 453 14 859 

Figure 5. Integration of supply and demand . 

Cost for Rail Rapid 
Transit ($000) 

New 
Right-of-Way 

506 
1 212 
4 323 

718 
657 

1 955 
642 

10 063 

' ' I 
I 

Under-
ground 

1 450 
4 640 

108 
718 
694 

I 955 
747 

10 312 
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Q: 
lu 
"­<:> 

:l: 

7 

right-of-way costs are assumed to increase relative to 
other cost factors at a rate of 5 percent/ year to 1990, and 

3. An optimistic scenario in which average costs of 
tunnel construction are assumed to fall to 40 percent of 
the current level and right-of-way costs are assumed to 
increase at a relative rate of 5 percent/year to 1990. 

Results of city-by-city application of this methodology 
for the two heaviest corridors for the base case revealed 
that three cities currently without systems would meet 
necessary conditions for tunneled systems by 1990: 
Detroit, with 15.5 combined kilometers (9.6 combined 
miles) of tunnels; Cincinnati, with 7. 7 km (4.8 miles); 
and Denver, with 5.5 km (3.4 miles). This gives a two­
corridor total of 29 km (17.8 miles) of tunnels. When 
these additional system distances are combined with 
"hard" forecasts of tunnel distance for extensions to 
existing systems and systems under construction, they 
produce a total forecast of 223 km (138 miles) of tunnel 
by 1990. For the moderate scenario, the same proce­
dure produced justifiable tunnel segments for all of the 
35 candidate cities except San Jose and Tampa. In the 
heaviest corridor, all qualifying cities showed tunneled 
segments for the entire CBD. When it was combined 
with the line-haul distance, the overall justifiable dis­
tance amounted to 223 km of tunnels. In the second 
heaviest corridor, the overall distance increased 
slightly because of lower critical property values in 
certain instances caused by a switch from rail to bus in 
the comparison between lowest cost tunnel mode and 
lowest cost surface mode. The aggregate justifiable 
distance in both corridors amounts to 448 km (278 miles) 
in 1990. When the hard estimates for extensions and 
systems under construction are combined, the moderate 
forecast results in a total of nearly 645 km ( 400 miles) 
of tunnels by 1990. 

For the optimistic scenario, all candidate cities qual­
ified for some tunneling. This scenario produced a fore­
cast of 976 tunnel km (605 tunnel miles) by 1990. 

The table below gives kilometers of nationwide trans­
portation tunneling under each scenario (1 km= 0.62 mile): 

Pessimistic Forecast Moderate Optimistic 
If Plans Forecast Forecast 

Category 1990 Implemented (1990) (1990) 

Extensions to 90 90 90 90 
existing systems 

PROPERTY VALUE TAPER 

DISTANCE 

._-.,_...; 
JUSTIFIABLE 
CBD TUNNEL 

DISTANCE 

JUSTIFIABLE 
LINEHAUL TUNNEL 

DISTANCE 
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Pessimistic Forecast Moderate Optimistic 
If Plans Forecast Forecast 

Category 1900 Implemented (1990) (1990) 

Systems under 104 104 104 104 
construction 

Forecast of addi - 29 284 449 782 
tiona I systems 

Total 223 478 643 976 

Included in this table, under "if plans implemented," are 
284 km (175.9 miles) of tunnel construction that would re­
sult if cities that have applied for federal grant money or 
have completed feasibility studies were actually to imple­
ment existing plans. 
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Fracture Control in Tunnel Blasting 
Donald B. Barker, William L. Fourney, and James W. Dally, Department of 

Mechanical Engineering, University of Maryland 

This paper describes a procedure for achieving control of the fracture 
plane in construction blasting. The conventional drill·and-blast technique 
is modified in three ways. First, side notches that extend the length of 
the borehole are used to control the initiation site for the cracks that 
produce the fracture plane. Second, the pressure in the borehole is 
maintained between specified limits by using light and cushioned charges. 
Third, stemming length is increased to avoid venting that could produce 
premature arrest of the crack that produces the controlled fracture plane. 
The procedures suggested have been validated by using fracture mechan­
ics computations, two-dimensional experiments in rock and polymeric 
models, and field tests in large rock boulders. Fracture control in tunnel 
blasting can reduce the time and equipment required to make the open­
ing cut while increasing the size and improving the quality of the cut. 
Fracture control can also reduce the cost of contouring the walls and 
roof of a tunnel and at the same time improve tolerances and reduce 
structurnl damuge tu the remaining rock. 

Excavation in hard rock is usuallv accomplished bv a 
drill-and-blast procedure: A hol~ is drilled in the rock, 
packed with high explosive, and stemmed, and the ex­
plosive is detonated. The detonation pressures are ex-

tremely high, and an extensive amount of energy is dis­
sipated in the process. Very little of this energy is used 
to create the specified fracture planes required for the 
excavation. Energy is expended in producing a radially 
outgoing stress wave that crushes the adjacent rock and 
in producing a dense radial crack pattern about the hole. 
These radial cracks arrest quickly and only about 8 to 
12 randomly oriented cracks extend any significant dis­
tance from the borehole. The stress wave reflects from 
a free face and initiates an additional set of cracks at 
the location of flaws in the rock far removed from the 
borehole (!). The fracture pattern is largely random 
in this pro~P.ss, anci VP.ry littlP. control can be exercised 
in forming the specified fracture plane. 

When control of the fracture plane is important, the 
conventional drill-and-blast process has been modified. 
Presplitting, postsplitting, and smooth-blasting pro­
cedures that offer some degree of control have been de­
veloped. 

In presplitting, a row of closely spaced and highly 



charged holes are detonated simultaneously. The result­
ing stress waves interact to produce cracking in the 
region between the holes where the stress waves overlap 
and double the dynamic stresses. Unfortunately, highly 
charged holes produce extensive cracking and weaken 
the wall of an excavation. In addition, simultaneous 
detonation results in excessively high ground shocks in 
populated urban areas. Postsplitting is similar except 
that the holes are fired after the central core of the ex­
cavation has been fragmented. Postsplitting is usually 
used in highly stressed rock where the residual stress 
system diverts the cracks. Removal of the central core 
alters the distribution of residual stress, and the cracks 
can be directed along the contour of the opening. The 
disadvantages of presplitting also apply to postsplitting. 

In smooth blasting where a face is available, the holes 
are drilled on centers sufficiently close to ensure inter­
cepting radial cracks along the specified fracture plane 
with cushioned charges. As control is obtained by spac­
ing the holes, delays can be used and the ground shock 
reduced. Smooth blasting gives satisfactory results 
when enough holes are drilled and when the charge is 
properly cushioned; however, the number of holes that 
must be drilled and loaded increases the cost of the ex­
cavation. 

This paper describes an alternative procedure in 
which a high degree of fracture control can be achieved 
while the ground shock associated with detonation of the 
charge is minimized. This alternative procedure greatly 
reduces the number of radial cracks that extend into the 
wall of the excavation. Reducing these cracks improves 
the strength and stability of the walls and minimizes the 
need for auxiliary support from rock bolts, shotcrete, 
and frames. Precise control of the excavation contour 
in tunnels will also greatly reduce the costs associated 
with either overbreak or underbreak. 

This paper describes a simple method for achieving 
control of the fracture plane by using longitudinal grooves 
at the borehole to direct properly the cracks that form 
the cut and by using highly cushioned charges to elimi­
nate random parasitic breakage. Analytical results and 
experimental demonstrations in both the laboratory and 
the field are presented to illustrate the concept and to 
define the important operating parameters. Application 
of the method to a new parallel hole cut and the final con­
tour of a tunnel round are suggested. 

FRACTURE CONTROL IN 
EXCAVATION OF HARD ROCK 

Fracture control implies exercising control over all 
three phases of the fracture process-crack initiation, 
crack propagation, and crack arrest. Control of crack 
initiation involves specifying the number of cracks to be 
initiated and the location of the initiation sites on the 
wall of the borehole. Control of the propagation phase 
requires orienting the cracks (usually in the radial di­
rection) and providing a stress field that will produce 
the strain energy required to maintain the desired crack 
velocity. Finally, control of crack arrest necessitates 
maintaining a stress intensity that is sufficiently large 
to avoid crack arrest until the crack has achieved its 
specified length. If all three aspects of the fracture 
process can be controlled, then a blasting round can be 
designed for optimum performance. 

Fracture control can be achieved by using a modified 
drill-and-blast process in which the borehole is grooved 
and loaded with a light, cushioned charge. This pro­
cedure has been developed from experiments conducted 
at the University of Maryland over the past few years. 
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Control of Crack Initiation 

The concept of using longitudinal notches on the side of 
a borehole is not new. Langefors and Kihlstrom (2) in­
dicate that notches can be used to initiate cracks and 
control the fracture plane. Indeed, notching was de­
scribed by Foster (3) in 1905 as a method of promoting 
fracture. -

Notching is an effective means for concentrating 
stress at the borehole and ensuring that cracks initiate 
at the notch location. However, cracks will start at 
other locations (4) about the borehole when the detona­
tion pressure is s ufficiently high and the beneficial ef­
fect of the notch is nullified. A certain pressure range 
must be achieved to control initiation. If the pressure 
is too low, the cracks will not initiate even at the 
notches. When the pressure is too high, cracks will 
form at the natural flaws on the side of the borehole. 

Dally and Fourney (5) have used linear elastic frac­
ture mechanics to deter mine the range of allowable pres­
sure for control of crack initiation. Three parameters 
that significantly affect the allowable pressure range in­
clude the depth of the groove, the grain size of the rock, 
and the fracture toughness K1c of the rock. A typical 
example of the allowable pressure ,,i: a~e for granite 
with K1c = 2.2 MP a Jill (2000 lbf/ i11"'1jn) is given in 
Table 1. 

In theory, the notch or groove serves as a starter 
crack and should be very sharp and as long as possible 
to facilitate initiation at the lowest possible pressure. 
However, in practice the grooves will be cut with a 
notching tool that will wear so that the sharp point will 
become rounded. In addition, the cutting forces and the 
time it takes to notch the borehole are both reduced if 
relatively shallow notches are used. 

Experiments were conducted to determine the effects 
of the notch geometry on the crack-initiation phase of 
controlled fracture (6). It was shown that notch depth 
should be at least %0 the diameter of the borehole to initiate 
the crack reliably at the specified location on the bore­
hole. However, a deeper groove is suggested for con­
struction blasting to accommodate the taper that occurs 
in drilling relatively long holes and to compensate for 
tool wear. A groove depth of 6 mm (0.25 in) is recom­
mended for a 38-mm (1.5-in) borehole as shown in 
Figure 1. The suggested radius of 1 mm (0.040 in) 
should be sufficiently sharp for the groove to act as a 
crack yet large enough to resist rapid wear. The 45° 
included angle is to enhance gas flow into the crack and 
to provide for a sufficient shear area on the broaching 
tool that is used to cut the grooves. 

The charge required to initiate the cracks will depend 
on the fracture toughness of the rock. Preliminary cal­
culations based on scaling the results from the labora­
tory tests indicate that 330 to 495 grains/m (100 to 150 
grains/ft) of primacoi·d (PETN) would be sufficient in 
granite [Kie= 2.2 MPa vm (2000 lbf/in2 Viri:)J and that 165 
to 247.5 grains/m (50 to 75 grains/ft) of primacord would 
initiate the control-plane cracks in limestone. These 
charge densities are preliminary and represent reason­
able estimates for the first trial. Adjustments of the 
charge size should be made after an inspection of the 
fragmentation pattern that results from a trial charge. 

Control of Orientation of Fracture Plane 

If the residual stress is small, as is usually the case in 
near- surface excavations, the cracks will propagate in 
a radial direction. Control of the crack path along radial 
lines is achieved if crack branching or forking can be 
prevented. Crack branching will occur for two reasons. 
First, if the crack intersects a large flaw in the rock 
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structure, the flaw can arrest, divert, or bifurcate the 
crack. Flaws present a serious problem in control of 
the fracture plane and dictate that the center-to-center 
distance between holes must be less than the flaw spac­
ing. The second reason for crack branching is overdriv­
ing the crack. If the strain energy available is much 
greater than the minimum strain energy required to 
propagate a crack, the crack will branch. 

The role of small, natural flaws in rock in the con­
trol of the fracture plane does not appear to be important 
if the stress wave is suppressed by using small, highly 
cushioned charges. In fracture control tests on slabs 
of a fine pink westerly granite, flaw-induced branching 

Table 1. Pressure range for controlling crack initiation by means 
of side grooving. 

Rock Grain Notch 
P r essure (MPa) 

Size Si:::e 
Type (mm) Type (mm ) Pm~' P m1n prn~,/Pm1n 

Very fine 0.025 Deep 5.00 110 7.6 14. 5 
Fine 0 .050 Medium 2. 50 76 11.0 6. 9 
Medium 0 . 125 Medium 2. 50 48 11.0 4.4 
Coar s e 0 ,250 Shallow 1.25 34 15. 9 2 .2 

Note: 1mm = 0,039 in; 1MPa=145 lbf/in 2 • 

Figure 1. Suggested dimensions for grooves to control crack 
initiation. 
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Figure 2. High-speed photographs showing development of fracture 
control plane in pink westerly granite. 

BEFORE DETONATION AFTER DETONATION 

LATE IN EVENT VERY LATE IN EVENT 

has not been observed (Figures 2 and 3 ). Field tests in 
small limestone boulders at Tamaqua, Pennsylvania, 
showed that the fracture plane could be closely controlled 
and that branching caused by small, natural flaws could 
be suppressed. Results obtained in a small limestone 
boulder are shown in Figure 4. 

Branching caused by overdriving the crack has not 
been observed except when the amount of explosive used 
was excessive. In these cases, fracture control was not 
achieved because of excessive borehole pressures that 
initiated unwanted radial cracks . 

Propagation of a crack across a large flaw such as a 
fault , joint, or bedding plane is a function of the material 
in the flaw and the angular orientation of the intersecting 
crack. As it intersects this large flaw, the crack can 
(a) arrest, (b) pass through the flaw with no change in 
orientation, (c) pass through and continue in a new direc­
tion, or (d) arrest and then turn in the flaw and cleave 
the rock along the poorly bonded fault plane. 

When a running crack intersects a large open fracture 
or flaw, it will arrest. The crack will also arrest if the 

Figure 3. Result of fracture control test in pink westerly 
granite. 

Figure 4. Field test of control of fracture plane in limestone boulders 
indicating that branching caused by natural flaws can be suppressed . 



Figure 5. Field test of control of fracture plane in sandstone boulder. 

material that fills the flaw is of appreciable thickness 
and has a greater fracture toughness than the surrounding 
material. In such a case, two boreholes must be used­
one on either side of the flaw-with fracture control 
planes that intersect at the large flaw. 

If the material that fills the flaw is very thin and has 
a reasonable fracture toughness, the crack will pass 
through the flaw with no change in orientation. If the ma­
terial is thick and sufficient stress intensity is driving 
the crack, the crack can bifurcate in the flaw. When the 
crack reinitiates in the material on the other side of the 
flaw, there is only sufficient strain energy to drive one 
branch. Thus, the crack will continue but in a slightly 
different orientation. A large flaw can also trap the 
propagating crack, especially if the angular orientation 
between the two is less than about 45°. In this case, the 
crack will turn, propagate in mixed mode, and cleave 
the rock along the poorly bonded fault plane. 

The behavior described above has been observed in 
polymeric models in which an adhesive was used to sim­
ulate a poorly bonded joint plane. The significance of 
these comments is that large flaws such as joints, faults, 
and bedding planes do not always adversely affect control 
of the orientation of the fracture plane. 

Large, open fracture planes or flaws affect the conven­
tional techniques of presplitting or postsplitting and smooth 
blasting to an even greater extent. The drill-and-notch 
technique is superior for the simple reason that less 
charge is required and unwanted radial cracks are sup­
pressed. All techniques require that a borehole be 
placed on opposite sides of a large, open flaw. 

Control of Crack Length 

Crack length is controlled by maintaining the stress in­
tensity factor at the crack tip above a critical arrest 
toughness K 1m (7). If the explosive gas is confined to the 
borehole, the Stress intensity factor K decreases with 
increasing crack length until K < K 1mand the crack ar­
rests. However, if the gas flows into the opening crack 
and pressurizes the fracture surface, the stress inten­
sity at the crack tip increases with increasing crack 
length, and there is no reason for cracks to arrest ex­
cept that the gas supply is depleted because of the in­
crease in the volume of the cavity. 

Experimentally, the maximum propagation distance 
of a crack has not been determined because the models 
have been too small. In one test on a sheet of a brittle 
polymeric material, the ratio of crack length to bore­
hole diameter (s/D) was 2 5, and the cracks did not ar­
rest. If s/D ;,, 25 can be achieved in planar models 12 
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mm (0.47 in) thick where the gases from the explosive 
are free to vent from the crack at both surfaces, it ap­
pears that 25 < s / D < 50 can be achieved in a well­
stemmed tunnel or bench round that will not vent. A 
crack extension of s/D = 50 has been obtained by 
Plewman (8) in excavating an underground chamber with 
notched boreholes. These results imply that gas will 
flow into the crack, maintaining its velocity and extending 
the fracture plane over very long distances (50D ), if the 
wall of the hole is not crushed by too much pressure dur­
ing detonation of the explosive. 

The gas pressure must be maintained over the period 
of crack propagation. The time of confinement of the 
gas pressure is short (of the order of a millisecond). 
Since the crack velocities are very high, pressure re­
duction because of thermal losses will be small. Dally 
and Fourney (7) have shown that the pressure reduction 
caused by the cavity expansion that results from exten­
sion of two diametrically opposed cracks will not cause 
crack arrest. 

If gas flows into the crack, the length that can be 
achieved before arrest will be limited by the loss of 
pressure caused by venting. Venting occurs with the 
loss of the stemming or when the cracks intersect the 
free surface of the rock. The time required to blow 
the stemming from a borehole can easily be controlled 
by adjusting the length l of the stemming column. For 
instance, with a borehole pressure of 69 MPa (10 000 
lbf/in2

) , which is about as high as would be used in con­
trolled blasting, a stemming column of 0.3 cm (12 in) 
provides 2 ms of propagation time. 

Venting by intersection of the cracks with the face is 
more likely to occur. As the cracks are driven from the 
boreholes, they grow in both the radial and longitudinal 
directions. By following the crack fronts at intervals 
of time during the dynamic event, it can be shown that 
surface venting will occur before complete formation of 
the fracture plane unless the stemming length l is half 
the borehole spacing s. For a spacing of s = 50D, the 
stemming length will be 25D, which is much longer than 
that required to avoid loss of gas from the hole. because 
of loss of stemming. 

DEMONSTRATION OF FRACTURE 
CONTROL 

An experimental program that was instrumental in de­
veloping a controlled blasting technique used small, two­
dimensional polymeric and rock models and high-speed 
photography for visualizing the dynamic fracture process. 
After mechanisms of failure were established and 
concepts for fracture control were explored in many 
low-cost laboratory tests, a few of the most promising 
techniques were tested in the field. In these field tests, 
methods of fracture control were evaluated on boulders 
of limestone and sandstone (Figure 5). 

Dynamic photoelasticity is an optical method of stress 
analysis that permits full-field visualization of the state 
of stress associated with explosive loading and the simul­
taneous observation of the initiation and propagation of 
cracks. A two-dimensional photoelastic model is fabri­
cated from a brittle, transparent, polymeric material 
and loaded with a small explosive charge. The photo­
elastic fringe pattern that represents the explosive­
induced stress waves is photographed with a Cranz­
Schardin multiple-spark camera (9 ). This camera can 
record 16 frames of dynamic information at rates that 
can be varied from 30 000 to 800 000 frames/s. 

The polymeric material used in the model is known 
commercially as Homalite 100 and is available from 
G&L Industries in Wilmington, Delaware. The dynamic 
fracture characteristics of this material have been de-
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termined by Kobayashi and Dally (7), and the initiation 
toughness Kic, arrest toughness K-;-m, and branching 
toughness K1b are known. It is interesting to note that 
the Kic of Homalite 100 is less than that of Salem lime­
stone (10). Thus, the polymeric material is actually 
more brittle than one of the most commonly quarried 
rocks. 

A demonstration of fracture control in a two­
dimensional Homalite 100 model is given by the sequence 
of high-speed photographs shown in Figure 6. Four of 
the 16 frames shown cover a period of 615 µ.s after det­
onation of 60 mg of PETN. The dark, circular central 
section in frame 3 is a pressure-retaining cap held over 
the borehole by a through bolt. The dark, diagonal line 
indicates the fracture control plane. In this frame, the 
dilitational or P type of stress wave has propagated into 
the model and the shear or S wave is following behind. 
No cracks are evident yet. 

Because of the problems associated with placement 
of metal inserts in boreholes, it was decided to use 
grooves cut into the borehole wall to introduce the stress 
concentrations required for control of the fracture plane. 

Field tests are being conducted in Bethesda, Mary­
land, in granite boulders. The 44-mm (1. 7-in) boreholes 
are being notched by driving into the hole a sharpened 
tool bit fastened onto the end of a drill rod. 

FRACTURE CONTROL APPLIED 
TO TUNNELING 

Tunnel construction is one of the more difficult applica­
tions of fracture control, but the potential benefits are 
tremendous because of the high costs and difficulties 
encountered in tunneling in urban areas. Fracture con­
trol can be applied in two different operations to improve 
the tunneling process: first, to reduce the time and 
equipment required to make the opening cut while in­
creasing the size of this cut and improving its quality; 
second, to reduce the cost of contouring the walls and 
roof of the tunnel while improving the tolerances that 
can be achieved and reducing the structural damage to 
the remaining rock. 

Parallel Hole Cuts 

In subterranean drill-and-blast construction, the most 
difficult step in driving anv heading is to make the initial 
opening into the solid ~ock. The first boreholes det­
onated create an opening, called a "cut," and produce a 
free face toward which the rest of the rock is succes­
sively blasted. The amount of advance per round is de­
pendent on the type, depth, and success of the first cut. 
Care exercised in drilling a precise borehole pattern 
for the cut often means the difference between breaking 
a full round or obtaining only a small part of the specified 
advance. 

The most common parallel hole cut used in modern 
tunnel blasting is the cylinder cut. In this cut, the 
random cracks produced by detonating a live hole are 
directed toward a single but large-diameter dummy 
hole. As the charges in the first, second, and sub­
sequent live holes detonate, the rock between the live 
hole and the dummy hole is broken and ejected through 
the conduit provided by the large-diameter dummy hole. 
The dummy hole is successively and uniformly (cylindri­
cally) enlarged over its entire length. The depth of the 
cut is restricted only by the deviation of the drilled holes 
since close control over the spacing of the hole pattern 
must be maintained. 

Barker and Fourney (11), in an experimental investi­
gation of the detailed mechanism of the fracture process 
in a cylinder cut, concluded that driving cracks from the 

live hole to the dummy hole was a difficult process to 
control. Since the crack orientation from the live hole 
is random, failure of the cracks to properly clear the 
area between the charged and dummy holes can be antic­
ipated. 

It appears that a better approach-one that uses con~ 
trol of the fracture plane-would be to isolate a hexagonal 
block of rock that is then fragmented and ejected. The 
concept shown in Figure 7 involves initiation of cracks 
from each of the three triangularly spaced outer holes 
at an ~nch1ded angle of 12o". The six control)eq fracture 
planes form a hexagonal block of rock that extends into 
the face that is isolated. The central borehole is highly 
loaded to fragment the hexagonal block and eject it from 
the opening. Since the hexagonal block is isolated from 
the surrounding rock by smooth fracture planes, there is 
little tendency for the fragments to jam before ejection. 

The concept of isolating and then fragmenting the 
hexagonal region was demonstrated in the laboratory. 
The results shown in Figure 7 show that the hexagonal 
region is isolated by fracture control planes in spite of 
significant crack deviations. The delayed detonation of 
the highly loaded center charge produces a dense, radial 
crack pattern that intersects the bounding fracture con­
trol planes in many locations. 

Although the work described here pertains only to 
laboratory models, it is believed that the hexagonal cut 
can be used effectively in tunneling. There appear to 
be several advantages of the hexagonal cut: 

1. In comparison with the double spiral cut, which 
requires six holes plus the expensive and time­
consuming large-diameter hole, the hexagonal cut re­
quires only four small-diameter holes. This should 
reduce both drilling time and cost. 

2. The success of the cylinder cuts depends on very 
close tolerai1ce drilling. The hexagonal cut does not 
require the same degree of precision in drilling the pat­
tern. The hexagonal cut should be insensitive to errors 
in location and inclination of the holes if the hexagonal 
area does not increase with depth. 

3. The isolation of the hexagonal area is accom­
plished by means of light decoupled charges. This con­
serves explosives and reduces ground vibration. The 
isolation reduces the passage of the stress waves to the 
surrounding area by the concentrated charge used to 
frae;ment the cylindrical core, which again minimizes 
ground vibration. 

4. The walls of the hexagonal conduit are relatively 
smooth, and velocity of radial fragments is low. Both 
of these features should promote clean ejection of the 
fragmented hexagonal area. 

Tunnel Contouring 

Excavation for underground facilities requires close con­
trol over the contour of the opening and retention of the 
strength in the rock walls and ceiling. Obviously, any 
cracks directed into the remaining walls will weaken the 
structure and may require auxiliary support from rock 
bolts, shotcrete, and frames. The drill-and-notch tech­
nique of controlled blasting essentially eliminates these 
cracks that can damage the remaining walls. 

In the contouring operation, a series of holes are 
drilled to outline the desired opening; the ratio of bore­
hole spacing to borehole diameter (s/D) approaches 50. 
The boreholes are grooved so as to trace the tunnel out­
line with the fracture control planes. Corners or sharp 
curvatures can also be cut because the grooves in the 
boreholes do not need to be diametrically opposed. The 
resulting tunnel contour will be composed of smooth, 
flat sections that extend from each borehole to the inter-



Figure 6. Sequence of dynamic photoelastic fringe P.atterns showing 
stress wave and crack propagation. 

FRAME 3 , 50J.LS. FRAME 5, 153J.Ls. 

FRAME 12, 468J.LS. FRAME 15,615/Ls 

Figure 7. Hexagonal cut using control of fracture plane. 

- NOTCHl::D BOREHOLE 

(a) HEXAGONAL CUT SCHEMATIC 

(b) BEFORE AND AFTER FRAGMENTATlvN 

section of the fracture control plane from the adjoining 
borehole. Few if any cracks will extend into the remain­
ing rock walls at the boreholes as with conventional 
techniques. 

Current controlled blasting techniques of presplitting, 
postsplitting, and smooth blasting outline the contour of 
an excavation with holes spaced on s/D ratios of 8 to 16. 
Thus, if the drill-and-notch technique is used, the num­
ber of boreholes required on the contour is reduced by 
a factor of 3 to 6. 

Experience has indicated that it is possible to control 
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the location of the fracture control plane to well within 
±5° of the notch location. The notch can be located 
within the borehole well within ±2°. For boreholes on 
50D centers, the resulting overbreak or underbreak 
would be less than 0.12D; e.g. , 50-mm (2-in) boreholes 
on 1.25-m (50-in) centers will give a maximum deviation 
from the control plane of only 153 mm (6 in). 

If the tunnel is located any appreciable distance below 
ground level, stresses are present because of the weight 
of the overburden. This "residual stress" makes it more 
difficult to control the fracture control planes. Dally 
and Fourney (5) have examined the static solution of a 
pressurized borehole in the presence of a uniaxial con­
fining stress and have found that the path of the crack is 
affected by the confining stress field. 

In blasting at depths of 30 m (100 ft) with carefully 
cushioned charges, crack curvature caused by confining 
stress can become an important consideration. In these 
situations, the curvature can be taken into account either 
by limiting the length of the path of the crack (shorter 
distance between holes) or by accommodating the effect 
of curvature by adjusting the location of the groove on 
the borehole wall. By rotating the initiation plane rela­
tive to the fracture control plane, a curved fracture sur­
face can be produced that does not deviate significantly 
from the control plane. 

If the confining stresses are large, as is the case in 
deep excavations, contours are easily formed by post­
splitting. Inpostsplitting, the central region of the ex­
cavation is removed before the contour cut. The cavity 
formed is roughly the shape of the contour, and the con­
fining stresses are redistributed so that they are 
parallel to the contour of the excavation. This state of 
stress is such that any tendency for crack curvature out 
of the fracture control plane is eliminated. 

Plewman (8) has used this postsplitting process suc­
cessfully in adeep underground mine in South Africa. 

SUMMARY 

Control of the fracture plane can be achieved by using a 
modified drill-and-blast process in which the borehole 
is notched and loaded with a very light and cushioned 
charge. Notching makes it possible to control the initia­
tion site of the cracks that produce the specified fracture 
plane and reduces the borehole pressures required for 
initiation. 

Concepts of fracture mechanics that use crack initia­
tion toughness indicate that the borehole pressures re­
quired to initiate cracks at notches range from about 
7 to 35 MP a (1000 to 5000 lbf/in2

) fol' most common 
types of rock. Higher pressures are possible, but pres­
sures in excess of 35 to 175 MPa (5000 to 15 000 lbf/in2

) 

will cause crack initiation at small, natural flaws on the 
borehole wall. 

The fracture plane is produced by radially outgoing 
cracks that will not branch provided the pressure in the 
borehole is not excessive and the branching toughness 
of the rock material is not exceeded. Field experience 
indicates that small, natural flaws will not produce 
branching; however, large flaws can cause the cracks to 
deviate from the control plane or arrest. Crack curva­
ture caused by confining pressures can be significant 
whenever the ratio of p/ao < 500. In tunneling with post­
splitting techniques, the confining stresses act to im­
prove control of the direction of the fracture plane. 

The fracture plane can be extended over a consider­
able distance (s = 50D) provided the gas flows into the 
cracks. Crack arrest occurs because of venting of the 
pressure when the cracks intersect the surface. Prema­
ture arrest can be avoided by using stemming columns 
of length 1 = s/2 = 25D. 
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The drill-and-notch procedure has several advantages 
in blasting the contour of a tunnel: 

1. Drilling costs should be l'edu ced. Langefors and 
Kihlstrom (2) recommend s / D ratios of 16 and 8 for 
smooth blasting and p r e splitting respecti v.ely. Increas­
ing the s/D ratio to, say, 50 will reduce the number of 
boreholes required on the contour by factors of 3 and 6 
respectively. 

2. Relatively few cracks will be produced in the wall 
that remains after excavation. This should improve its 
strength and stability and thus minimize the need for 
auxiliary support such as rock bolts, shotcrete, and 
frames. 

3. Control of the fracture plane should reduce the 
possibility of overbreak and underbreak. Thus, the 
costs associated with scaling forms and concrete should 
be greatly reduced. 

4. There will be a cost savings since the relatively 
low-density c.h::i_q~es of 0 .03 kg/m for 3.8-cm diameter 
(0.02 lb/ft for 1.5-in diameter) specified for use with 
notched boreholes reci.uire less e"-'}llosiv than the more 
highly loaded 0.12 kg/ m fo1· 3.!l-cm diamete1· (0 .08 lb/Ct 
for L 5-ln diameter), smooth- blasting i·ounds. In addi­
tion. since low explosives m::iy he user! instead of high 
explosives, further cost reductions for explosives may 
be achieved. 

5. Fracture control used in the hexagonal opening 
cut reduces the time required for opening the heading. 
The major advantage is the elimination of the very ex­
pensive, large-diameter dummy hole. In addition, the 
number of smaller holes is reduced, and the tolerance 
on the drilling pattern can be relaxed. 

6. Finally, in both contouring and opening, using re­
duced and highly cushioned charges will greatly reduce 
ground vibration and thus reduce the number and fre­
quency of complaints about blasting in heavily populated 
urban areas. 
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Improvement of Ground-Support 
Performance by Full Consideration 
of Ground Displacements 
C. W. Schwart1.1 and H. H. Einstein, Department of Civil Engineering, 

Massachusetts Institute of Technology 

A conceptual description of the ground behavior around a tunnel and a 
quantitative analysis of the effects of the more important factors that 
influence tunnel support loads are presented. Axisymmetric finite ele­
ment models of the advancing tunnel were used for the quantitative 

analysis. The variables considered in the investigation were the relative 
stiffness of the ground and the support, the constitutive behavior of the 
ground, and the delay of support installation. The conclusions of the 
study are that decreasing the relative stiffness of the support or increas-
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ing the delay of the support installation generally reduces the forces in 
the tunnel support but at the same time may induce greater amounts of 
detrimental yielding in the ground mass. Comments on the optimiza­
tion or minimization of tunnel support loads are also included. 

Tunneling excavation creates a complex pattern of move­
ments in the ground mass around the tunnel. These dis­
placements, a significant portion of which occur in the 
region ahead of the advancing tunnel face, cause the 
shearing resistance of the ground to be mobilized and 
can result in substantially reduced support loads. Un­
fortunately, however, the exact magnitude of the ground 
movements near the face and the quantitative effect that 
these movements have on support loads are generally 
unknown. Because the relations between ground char­
acteristics, near-face movements, and resulting sup­
port loads have not been adequately established by field 
measurements and analytical studies, no rational model 
of the mobilization of ground resistance or of corre­
sponding support loads is possible. 

The purpose of this paper is to improve the under­
standing of this ground-support interaction by investi­
gating the effects of several ground and support parame­
ters on tunnel performance, i.e., on ground displace­
ments and support loads. Three major variables were 
considered in the investigation: (a) the unsupported 
length behveen the face of the tunnel and the point of sup­
port installation, (b) the ground behav'io1· al'ound the tun­
nel (elastic and inelastic), and (c) U1e relative stiffness 
of the support to the ground. Analytical finite element 
models were used in these studies since they permit one 
to examine easily and inexpensively a range of ground 
and support parameters. The results of these finite 
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element analyses are not intended to represent the be­
havior of any particular real tunnel but can be used as 
guidelines for improving the efficiency of tunnel supports. 

QUALITATIVE BEHAVIOR OF GROUND 
AND SUPPORT 

The behavior of the ground around a tunnel as it inter­
acts with the support is extremely complex; loading and 
unloading, fracture and plastic yielding, postfailure 
strength and stiffness deterioration, seepage, creep, 
consolidation, or swelling can all occur around a tunnel. 
Many of the factors that influence the behavior are inter­
related, and separating their effects is difficult. How­
ever, the conceptual description presented in this section 
will provide a better understanding of this behavior and 
the various factors that affect it and will form a basis 
for the interpretation of the results of the quantitative 
analytical study. 

Only those aspects of interaction behavior that are 
relevant to this analytical study are described here. A 
more complete treatment of this topic is given by Ein­
stein and others (4). 

Ground-Structure Interaction 

A good overview of the patterns of stress changes and 
ground movements that occur around an advancing tunnel 
may be gained by considering a typical cycle in the tunnel 
construction sequence. Figure 1 shows the conditions 
that exist in the tunnel immediately before a new round 
of excavation. The tunnel support has been installed up 
to a point a short distance behind the face. (The exact 
details of the support conditions at the face depend, of 
course , on the ground type and on the details of the con­
struction procedure.) The changes that occur after an 
advance are shown in Figure 2. The removal of ground 
at the face induces a change in the stress field or a re­
distribution of load around the tunnel. Most of the re­
distributed load is transferred to the tunnel support­
both to the support already in place and to the newly in­
stalled segment-but a significant portion is also trans­
ferred to the unexcavated ground ahead of the face. Con­
currently, this redistribution of load causes a pattern 
of movements within the ground mass. Behind the face, 
predominantly radial deformations toward the tunnel oc­
cur around the excavated section while, in the region 
immediately ahead of the face, the combination of the 
increase in stress caused by redistribution of load and 
the removal of lateral support (the excavated ground) up 
to the new face results in both longitudinal and radial 
ground displacements. The radial displacements ahead 
of the face are particularly significant since they may 
be a sizable fraction (20 to 30 percent or more) of the 
eventual total radial ground movement around the tunnel. 

The load redistribution around an advancing tunnel 
will produce failure in the ground mass when the shear 
stresses that result from the excavation exceed the shear 
strength of the material. In other words, failure occurs 
when the difference between the major and minor prin­
cipal stresses exceeds some maximum allowable value. 
In an unlined tunnel, the largest difference in principal 
stresses occurs at the tunnel wall where the radial 
stresses approach zero. 

The primary purpose of the tunnel support is to pro­
vide a counterstress to the ground mass around the tun­
nel to maintain the stability of the opening at an accept­
able level of deformation. The unloading of the ground 
mass that follows excavation results in the loading of the 
tunnel support; this relation can be seen most easily by 
using the conceptual tool of characteristic curves. Fig­
ure 3 shows the characteristic curves for both the ground 
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Figure 4. Effect of support delay on support loads. 
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and the support. In this highly idealized situation, the 
excavation of the ground corresponds to a decrease of 
the internal tunnel pressure along curve AB. The sup­
port is assumed to be in place before any excavation 
star ts , and thus any excavation (i.e., unloading of the 
ground ) immediately i·es ults in a loading of the support 
along curve OC. The intersection of the two curves is 
the equilibrium point: P, is the tunnel support load and 
u, is the correGponding inward radial displacement at 
equilibrium. Of course, the support characteristic 
curves need not have the idealized linear shape shown 
in the figure; the curves should represent the actual load­
d.isrl~. c t?mP11t cha:ra.rte:ristirs of the s 12ppo:rt [Lombardi 
(5) gives examples of nonlinear suppor t systems]. 
- The development of support forces as the support de­

forms with the ground and the concurrent restraining ef­
fects these forces have on further ground movement is 

the ground-structure interaction around the tunnel. The 
essential feature of this interaction phenomenon is that 
the support and the ground mass are in contact and de­
form together. This can happen in two ways: (a) The 
support is installed so close to the face that further ad­
vances of the tunnel result in additional ground move­
ments and support deformations, and (b) the ground and 
support movements continue after the support has been 
installed because of a variation in the ground properties 
with time. In reality, both types of interaction often 
occur simultaneously as soon as the in situ state of 
stress in the ground has been altered by the excavation. 
However, for the purposes of the present discussion, 
only the time-independent, or instantaneous, interaction 
is considered. 

The instantaneous ground-structure interaction is 
greatly affected by any ground movements that occur be­
fore the support is constructed. The magnitude of these 
ground movements depends to a large extent on exactly 
h.-..nT .C,.,.'" l-.r.h::""...:J ....... ,.. .C,..,..,.. l-1..,.. ..,n""'""",.......,l- .;..., .;,.......,,,.,...,11,.....:J T.i' '-l-.n 
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support is installed right at the face, the presupport 
ground movements will be very small, substantial ad­
ditional movements will take place as the excavation 
proceeds, and the eventual support loads will be rela­
tively large. On the other hand, if the support is in­
stalled farther behind the face, more ground movements 
will have already occurred, less interaction will take 
place between the ground and the support, and conse­
quently smaller support loads will develop (provided no 
detrimental ground loosening occurs). 

The effects of s uppo1•t delay (the spatial lag of sup­
port installation behind the face) on the ground-structure 
interaction and on the resulting tunnel support loads are 
shown in Figure 4. As shown in the upper part of the 
figure, the radial ground movements begin at approxi­
mately one to two tunnel radii ahead of the face and in­
crease very rapidly near the face. By the time the sup­
port is constructed, the ground has already deformed by 
an amount uo. This movement corresponds to a partial 
unloading of the ground mass before support; any further 
movement of the ground will cause deformations and 
internal forces in the tunnel support. Preexcavation 
support of the tunnel (i.e., the suppor t is somehow in­
stalled before excavation) would give an equilibrium sup­
port p ressur e equal to P, ; the one-rndius s uppo1·t delay 
would result in the reduced equilibrium pressure P~ (6). 
T...., ,,....,.. ..... ,..,...,...1 .;....,,..'",..,....,.;....,,,.... .J.hn. ,..,~•"'"'""'"'- ...:JnlnTT ..:lnn'"on~o~ .J..h-;::;" 
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support loads if the support delay is not too large. An 
excess ively large delay allows the ground to loosen and 
leads to larger s upport loads (Figure 4). 

In addition to the delay of support installation, another 
factor that has an extremely important effect on ground­
structure interaction and the resultant support loads is 
the relative stiffness of the ground mass and the support. 
This can be seen conceptually by considering the ground­
structure interaction as a sharing of load by two dis­
similar but intimately connected structural elements 
much in the same way as load is shared between steel 
and concrete in a reinforced concrete column. The 
stiffer element (the steel in the reinforced concrete col­
umn) carries a proportionately larger share of the load; 
increasing the stiffness further increases the load on the 
element. Similarly, increasing the stiffness of the tun­
nel support relative to the ground mass results in larger 
support loads if all other factors are held constant. As 
Figure 3 shows, the stiffness of the ground and the sup­
port are directly related to the slopes of their character­
iEti c cur".'es ( 6). 

The effect on the tunnel support loads of ground yield­
ing or failure is shown in Figure 5. The straight line AB 
represents the elastic ground behavior, and curve AC is 
the ground characteristic curve when yieldin~ occurs. 
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Table 1. Cases analyzed. 

Ground Properties' Support Properties• 

Case Description of Ground E/P v ¢ c/P E,/P v, t/ R c• • 

lA Dense sand, badly fractured rock 180 0.30 35° 0.0012 37 440 0.30 0.0358 0.134 
2A Undrained clay 60 0.48 0 0.200 37 440 0.30 0.0358 0.052 
2B Loose sand, drained silty clay, very badly fractured rock 60 0.30 25° 0.0012 37 440 0.30 0.0358 0.044 
SS Massive soft rock (e.g., sandstone) 24 000 0.30 37 440 0.30 0.0358 17.9 
LLE' Drained soft ground 60 0.40 24 000 0.15 0.1 0.028 
LEPl' Drained soft ground 60 0.40 30° 0.168 24 000 0.15 0.1 0.028 
LEP2 4 Undrained soft ground 60 0.40 o• 0.168 24 000 0.15 0.1 0.028 

' In situ ground stresses: av =on = 575 kPa ( 12 000 lbf/ft2 ); corresponds to a depth of approximately 30 m (100 ft) . 
'R • 3 m (10 ft) in all cases. 
cc•= [ER {1 - "':)] /[E2 t(l - 1/2 )] =measure of stiffness of ground relative to support, 
dFrom Ranken and Ghaboussi (2). 

Table 2. Summary of analysis 
results. 

Case Type of Analysis 

IA Elastic 
IA Elastic 

Support Delay 
(lu/R) 

0 
0.5 

Finite Element 
Closed Form 

u/R T/PR Z,/R' (T/PR) 

0.001 I 0.77 0. 91 
0.002 2 0.51 0.91 

IA Elastoplastic (¢ = 35°, c/P = 0.0012) 0 0.001 I o. 75 0.25 0.91 
IA Elastoplastic (¢ ~ 35°, c/P = 0.0012) 0.5 0.002 2 0.50 0.25 0.91 
2A Elastic 0 0.003 8 0.84 0.97 
2A Elastic 0. 5 0.006 2 0.61 0.97 
2A Elastic 1.0 0.015 0.25 0.97 
2A Elastoplastic (¢ = 0, c/P = 0.200) 0 0.009 4 0.65 1. 75 0.97 
2A Elastoplastic (q> ~ 0, c/P = 0.200) 0 .5 0 .014 0.45 2.0 0 .97 
2A Elastop lastic (¢ = 0, c/P = 0.200) 1.0 0.029 0.35 2.0 0.97 
2B Elastic 0 0.002 6 0.83 0.97 
2B Elastic 0.5 0.004 6 0.58 0.97 
2B Elastoplastic (¢ = 25°, c/P = 0.00121 0 0.002 8 0.81 0. 75 0.97 
2B Elastoplastic (¢ = 2 5°, c/P = 0.0012) 0.5 0 .004 9 0.64 0.50 0.97 
SS Elastic 0 0.000 048 0.054 0.074 
SS Elastic 0.5 0.000 051 0.030 0.074 
LLE ' Elastic 0 0.002 8 0.88 0.98 
LLE' Elastic 1.0 0.015 3 0.29 0.98 
LEPl' Elastoplastic (¢ = 30°, c/P = 0.168) 0 0.002 8 0.88 0.50 0.98 
LEPI' Elastoplastic (¢ = 30°, c/P = 0.168) 1.0 0.017 7 0.30 0.60 0.98 
LEP2' Elastoplastic (¢ = 0, c/P = 0.168) 0 0.004 I 0.80 1.5 0.98 
LEP2' Elastoplastic (¢ = 0, c/P = 0. 168) 1.0 0.018 8 0.45 1.8 0.98 

"Zn == extent of yie lded zone ahead of face. b From Ran ken and Ghaboussi fl) . 

The same support system (stiffness, strength, installa­
tion delay) is used in both cases, but in the case of 
ground yielding the equilibrium support pressure and 
displacements increase. This increase may be viewed 
conceptually by considering the effective stiffness of the 
ground in the two cases. As yielding occurs, the ground 
within the failed zone becomes plastic and considerably 
less stiff. The stiffness may even become negative (at 
least theoretically) in severely strain-softening mate­
rials. This decrease in stiffness in the failure zone in 
turn causes a reduction of the effective stiffness of the 
ground mass as a whole or, in other words, a decrease 
in the stiffness of the ground relative to the support. The 
support loads must, as a consequence, increase. 

Minimization of Support Loads 

It has been shown that the load sustained by the support 
in a tunnel is not a fixed quantity. The support pressure 
can be varied over a moderate range by suitably adjust­
ing factors such as support stiffness and delay of in­
stallation. Obviously, then, these factors should be 
adjusted in such a way as to minimize the support loads 
or, stated in another way, to mobilize the maximum 
strength of the ground mass without exceeding maximum 
admissible displacements from the viewpoint of stability 
or operation. 

Minimizing the support load is conceptually nothing 
more than an attempt to intersect the ground character­
istic curve at its lowest point. Figure 6 shows this min­
imum and some typical nonrninimum cases (curves AB 

and GH); it also shows that more than one support sys­
tem can produce the minimum support load for any given 
tunneling situation (curves CD and ED). This conceptual 
framework puts the following analytical study of the fac­
tors that influence the ground-support interaction into 
its proper context. 

ANALYTICAL STUDIES OF GROUND­
SUPPORT INTERACTION 

Purpose 

Some of the factors that most influence ground-support 
behavior around a tunnel-ground properties (strength 
and deformability), the relative stiffness of the support 
and the ground, and the delay of the support installation­
have already been described conceptually. It has also 
been shown to be possible, at least qualitatively, to ad­
just these factors to yield a minimum support load. How­
ever, in practical tunnel design it is necessary to assign 
quantitative values to these factors, and that is the pur­
pose of this analytical study. In this study, the major 
factors are varied to investigate which ranges of their 
values are most important in optimizing the design of 
tunnel support. However, the investigation is not in­
tended to be a detailed parametric study. 

Two sets of analytical studies were used. The first 
set consists of the finite element analyses reported in 
the literature by Ranken and Ghaboussi (7), who used the 
GEOSYS program (1). The studies in the second set are 
the finite element analyses that we conducted under the 
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Figure 7. Analysis results for undrained clay (case 2A). 
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sponsorship o[ the U.S. Department of Transportation. 
The computer program ADINA (2, 3) was used in these 
analyses. Details of these studies-are given below. 

Description 

The analytical studies were conducted to study the ef­
fects of three major factors that influence ground­
support interaction: (a) the delay of the support instal­
lation (it s hould be recalled that delay refers to a lag in 
space r ather than time)-ins talla tion of the s upport either 
right at the face, half a tunnel radius behind the face, or 
one full radius behind the face; (b) the g.round behavior­
either linearly elastic, frictional elastic and perfectly 
plastic (¢ I- O), or purely cohesive elastic and perfectly 
plastic (¢ = O); and, to a lesser extent, (c) the relative 
stiffness of the support and the ground. The idealized 
tunnels are all 6 m (20 ft) in dianieter at a centerline 
depth of 30 m (100 ft). The in situ vertical and hori­
zontal ground stresses are both 575 kPa (12 000 lbf / ft 2

), 

i.e., K = 1. In nearly all cases, the ground properties 
are characteristic of soft ground-either soil or badly 
fractured or shattered rock . One intact rock case was 
analyzed to determine better the effects of the relative 
stiffness of the ground and the support. The support 
properties in the cases we analyzed were based on typi­
cal dimensions for precast concrete liner segments; the 
support properties used in the analyses performed by 
Ranken and Ghaboussi correspond to 30-cm (1-ft) thick 
concrete liner. Complete details of all of the cases, in­
cluding those of Ra nken a nd Ghaboussi, a r e given in 
Table 1 (E = modulus of elasticity, c = cohesion, and 
C* = comp1·ess ibility ratio) . 

Because of the assumption of uniform in s itu ground 
slre · · · (Le., K = 1), twu-<lime1u;io ual axisymmetric 
finite elements can be used to analyze the behavior near 
the tunnel face. Sequential excavation of the initially 
stressed ground and the installation of the liner elements 
,... ._,,.... .-.: .......... ~1,..J..,...,.J 1.-.. ..... ..J,...,... .... L!---.J..!- ...,.. ,... .... - -L!---L!.-- -1 -. .• _ -.--L- -L 
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appropriate stages of the calculations. Fourteen 
excavation-installation steps were used in most of the 
analyses that we performed. 

The details of the finite element analyses performed 

by Ranken and Ghaboussi are described in their original 
report (:?}. 

Results 

The pertinent data from the analyses performed for this 
study are summarized in Table 2. The results of most 
interest are u/R, the normalized radial ground displace­
ments at the tunnel wall, and T/PR, the normalized sup­
port thrust (P = overburden p1·essure and R = tunnel 
r a dius ). Als o given in the table i Z., Ute extent of the 
plastic zone ahead of the tunnel face, and a reference 
value for the normalized support thrust obtained from a 
closed-form elastic plane strain solution (4). 

Some important trends can already be discerned in 
the data presented in Table 2. All of the cases except 
SS (the intact rock case) have roughly similar values for 
T/PR independent of the ground type or the ground 
strength parameters. Only the delay of the support in­
stallation has an important influence. Wrum the suyport 
is i nstalled right at the face (lu = O), T/PR varies be­
tween 0.6 and 0.9 (and in most cases between 0. 75 and 
0.88); when the support is delayed (lu = 0.5R or l.OR), 
T/ PR ranges from 0.25 to 0,65. 

If the intact rock case SS is compared to the other 
cases, the effect of the relative stiffness of the ground 
to the support loads becomes apparent. The compres­
sibility ratio C* (defined in Table 1) varies between the 
narrow limits of 0 .028 and 0 .134 for all cases except 
case SS. In contrast, case SS has a compressibility ratio 
two to three orders of magnitude higher (C = 17.9) and a 
much lower thrust coefficient (T/PR = 0.054 for lu = O). 
Thus, the intact rock, which is much stiffer than the soft 
ground of the other cases, carries a proportionately 
larger share of the load around the tunnel, which leaves 
little to be sustained by the tunnel supports. This is ex­
actly the result predicted qualitatively earlier. 

The variation of ground displacements and support 
thrusts with distance from the tunnel face is shown in 
Figure 7 for case 2A, a purely cohesive soft ground 
(¢ = O) (the data for the other cases are not presented 
but are similar in nature). The results for both elastic 
and elastoplastic fully supported and partially supported 
(support installed at a distance lu behind the face) analy­
ses are presented. In all of the cases, the radial ground 
movements begin approximately three to four tunnel radii 
alwa<l of foe face. Nearly all of the ground displacement 
around these partially or fully supported tunnels occurs 
ahead of the face; the installation of the support and the 
rapid development of the support thrust quickly arrest 
further ground movement. Plane strain equilibrium 
conditions for both the displacements and the support 
thrusts are reached one to two radii behind the face in 
all cases. 

The extent of the yielded zone for the elastoplastic 
analyses of case 2A is also shown in Figure 7. Yielding 
occurs principally in the region immediately ahead of the 
face, and the partially supported cases (1. = 0. 5R - l.OR) 
generally exhibit more yielding than the fully supported 
cases (lu = O). The counters t1·esses applied to the ground 
mass by the tunnel support reduce the extent of the 
yielded zone around the support in the plane strain re­
gion. This "collapse" of the plastic zone, which was 
found in all of the cases we analyzed, is somewhat dif­
ferent from the findings obtained by Rau.ken and GJ1aboussi 
(7); in t heir elastoplastic analyses, ins tallation of the sup­
port prevented any further increases in the extent of the 
,.,.! ...,, l..J.-....J ~-. •• -. 1- .• J .l! . 1 . • - J • • - .1 . . - - !J . - ! - -! .. IL- .. - . ! . . . • r 
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plane strain. From conceptual considerations, however, 
a decrease in the extent of the yielded zone would be ex­
pected after the support is installed. Excavation causes 
a radial unloading and tangential loading of the ground 



Figure 8. Effect of support delay on final 
radial ground displacement. 
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Figure 9. Effect of support delay on support 
thrust. 
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near the tunnel wall; interaction with the support re­
verses the sense of this loading and should therefore 
cause a partial return to elastic behavior. 

The effect that the delay of the support installation 
has on radial displacements is shown in Figure 8. The 
final radial ground displacements have been normalized 
by dividing by the equivalent displacements for the fully 
supported cases (1 0 = O); thus, the figure shows the per­
centage increase in ground displacements that results 
only from the support delay. A delay of 0. 5R yielded a 
70 percent average increase in radial ground displace­
ments; further increasing the delay to 1.0R increased 
the ground movements 350 percent above the fully sup­
ported cases. Whereas the elastic and frictional (¢ IO) 
elastoplastic analyses yielded similar percentage in­
creases in ground movements , the increases for the 
purely cohesive (¢ = O) elastoplastic analyses were 
smaller, possibly because of the absence of postfailure 
dilatancy in the ¢ = 0 analyses. 

Figure 9 shows the corresponding effect that support 
delay has on support thrust. In this figure, the support 
thrusts obtained from the finite element analyses have 
been normalized by using the thrusts calculated from the 
closed-form, plane strain solution (Table 2). As ex­
pected, based on the qualitative behavior described 
earlier and on Figure 4, delaying the support in­
stallation substantially reduces the support forces: 
A delay of 0. 5R yielded a decrease in thrust of about 
30 percent. Further increasing the support delay to 
LOR had a variable effect on support thrust. The 
increase in delay reduced the support thrust for the 

Figure 10. Effect of ground yielding on final 
radial ground displacement. 
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elastic cases by another 30 percent; however, in the 
elastoplastic cases the thrust decreased only slightly 
as the delay was increased from 0. 5R to 1.0R. The addi­
tional yielding in these elastoplastic cases appears to 
have counteracted any benefits of the longer support 
delay. 

The last factor considered in this study was the effect 
of failure in the ground mass on ground displacements 
and support forces. As expected, based on the earlier 
qualitative prediction and on Figure 5, ground yielding 
or failure should increase ground displacements and sup­
port forces. Figure 10 shows the increase in ground 
displacements obtained from the analyses. The vertical 
axis represents the final radial displacements in the 
elastoplastic cases divided by the equivalent elastic dis­
placements, and the horizontal axis represents the 
amount of ground yielding measured by the extent of 
the plastic zone ahead of the face ( z0 ) . There is con­
siderable scatter in the data, but the general trend is 
an increase in displacements with increased yielding. 

The effect of ground yielding on support forces was 
inconclusive. As shown in Figure 11, increased ground 
yielding in the fully supported cases (lu = O) slightly de­
creased support thrusts. In the partially supported 
cases (10 = 0. 5R and 1.0R), however, increased yielding 
in the ground mass did increase support forces but by 
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an unexpectedly small amount. An interaction appears 
to take place in which the detrimental aspects of ground 
yielding are counteracted by the beneficial effects of sup­
port delay. Yielding of the ground mass increases the 
distance between the tunnel support and the unyielded, 
stiffer ground regions ahead of the face and results in 
what might be called an increase in the effective unsup­
ported length. In some instances, this effect might lead 
to a net reduction in the support thrusts. This is one 
possible explanation for the slight decrease in support 
thrust that occurred in the fully supported tunnels as the 
extent of the yielded zone increased. 

CONCLUSIONS AND RECOMMENDATIONS 

This study has attempted to show the following effects 
that support delay, ground yielding, and relative support 
stiffness have on the ground displacements around a tun­
nel and on tunnel support loads: 

1. Support delay-Out of the three major variables 
considered in this study, delay in the support installation 
had the most dramatic effect on tunnel performance. De­
laying the support installation to a point one tunnel radius 
behind the face increased the average radial ground 
movements by 350 percent and decreased the average 
support thrust by 60 percent. These findings agree well 
with the qualitative predictions. 

2. Ground behavior (yielding or nonyielding)-The 
results of the finite element analyses were inconclusive 
on this point. Yielding in the ground mass increased 
radial ground movements in all cases, but it decreased 
the s upport thrusts in the fully supported cases (support 
installed at the face) and increased the thrust in the par­
tially supported tunnels (support installed one-half to 
one radius behind the face). Qualitatively, ground yield­
ing should increase both ground displacements and sup­
port thrusts in all cases. There appeared to be some 
interaction between the detrimental aspects of ground 
yielding and the beneficial effects of support delay. In 
some cases, ground yielding might be considered to in­
crease the total distance between the support and the 
stiff, unyielded ground ahead of the face or, in other 
words, to increase the effective support delay. 

3. Relative stiffness of ground and support-Increas­
ing relative stiffness (as measured by the co mpressi­
bility ratio) by over two orders of ma!!;nitude reduced 
support thrusts by nearly 1700 percent. However, radial 
ground movements depended primarily on the absolute 
ground stiffness rather than the stiffness of the ground 
relative to the support. 

The forces in the tunnel support can be reduced by de­
laying the support installation or by decreasing the stiff­
ness of the support relative to the ground. However, this 
reduction may be offset by the accompanying increase in 
ground yielding (especially if the ground is strain­
softening). The radial movements of the ground increase 
with increasing support delay and decrease with increas-

ing ground and support stiffness. The optimum combina­
tion of support delay and support stiffness that minimizes 
the support loads depends also on the amount of yielding 
in the ground mass. Although further investigations are 
required to assess the full effect of ground yielding (par­
ticularly for strain-softening ground behavior, which was 
not considered in this study), this study does show the 
beneficial effect of small support delays (unsupported 
length = 0. 5 to 1.0 radius) and moderate reductions in 
support stiffness on tunnel support loads. 
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Tunnel-Boring Penetration Rate 
and Machine Design 
F. D. Wang and Levent Ozdemir, Colorado School of Mines 

The experimental and theoretical findings of an ongoing research pro­
gram on tunnel borability at the Colorado School of Mines are presented. 
A theoretical approach has been used to formulate predictor equations 
to calculate the forces involved in rock cutting with sharp and dull disc 
cutters. Concurrent with the theoretical analysis, extensive laboratory 
testing was undertaken with both sharp and artificially dulled disc cutters. 
These tests were carried out in three rock types and with full-size field 
cutters. Penetration, spacing, and edge angle, in that order, were found 
to affect cutting forces to a large extent whereas cutter diameter was 
found to be a variable of small significance. The effect of cutter wear 
on cutter forces was found to depend on the spacing of cuts and to de­
crease with im;:reased spacing. It was concluded that wear is more detri­
mental to cutter performance at closer spacing of cuts. Predicted cutter 
forces were found to agree very well with those measured in laboratory 
cutting experiments. The theoretical behavior of dull cutter forces con­
firmed experimental observations in that the closer cuts were spaced the 
greater was the reduction in cutting efficiency of a disc cutter because 
of wear. Field boring data from a Jarva machine currently in opera-
tion in Chicago were procured and compared with predicted values, and 
agreement was very good. This represents an initial success in the ap­
plication of the predictor equations to boring cases in the field. 

The need for more efficient, faster underground excava­
tion techniques has been well expounded in the literature 
in recent years. Mechanical tunnel boring offers a great 
potential for meeting the requirements of efficient under­
ground excavation although its application to hard rock 
boring is yet to become widely accepted. Among other 
factors, inaccurate predictions of borability have been 
the major cause of many failures experienced in the ap­
plication of mechanical tunnel boring to hard rocks. 

This study is concerned with establishing a theoreti­
cal approach to predicting field boring performance. 
Because of its simple geometry and wide use in mechan­
ical tunneling, the theoretical analysis has centered on 
the disc roller type of cutter. Based on the geometry 
of cutting and some fundamental assumptions, predictor 
equations have been developed to predict disc cutting 
forces. 

This paper gives a brief account of the steps followed 
in deriving the predictor equations. A detailed descrip­
tion of these equations and an in-depth discussion of lab­
oratory cutting tests performed concurrently with the 
theoretical analysis are given elsewhere (:!_). 

THEORETICAL ANALYSIS OF DISC 
CUTTER-ROCK INTERACTION 

Figure 1 shows an idealized representation of a system 
of disc cutter-rock interaction together with the param­
eters involved. Essentially, these parameters can be 
grouped in two main categories : those that describe the 
geometry of the disc cutter (edge angle and diameter) 
and those that pertain to the geometry of the cutting 
(cutter penetration and spacing). 

Several predictor equations for disc - cutter perfor­
mance are offered in the litera ture , but these analyses 
r elate to a single , independent cut and therefore cannot 
be used to predict field borability because the effects of 
spacing are not known. 

To formulate a predictor equation that includes the 
effect of spacing and other effects, a comprehensive un­
derstanding of cutter-force behavior with varying levels 
of spacing must be established. Miller (.!) and Ozdemir 

(2), by using two different scales of laboratory rock­
cutting devices, obtained extensive laboratory cutting 
data that enabled them to observe the effect of spacing 
on disc cutting forces. Figure 2, which shows some of 
their findings, shows the influence of an increase in the 
spacing of cuts on the vertical force required to obtain 
a fixed penetration. Regardless of cutter geometry and 
rock type, the vertical force on the cutter required to 
achieve a given penetration shows a continual increase 
as spacing increases because of the larger volume of 
rock that needs to be broken by each cut. 

What is important, however, is the particular trend 
the force curve follows. As shown in Figure 3, the 
overall force behavior with increasing cut spacing can 
be divided into three distinct zones. Zone 1 covers the 
low spacing values that result in extensive crushing of 
the rock, zone 2 corresponds to those spacing values 
over which the force increase is nearly linear, and zone 
3 includes the spacing values beyond optimum, a point 
at which the increase in force departs from linearity. 
When one examines this observed relation between force 
and spacing, it is not difficult to realize that the rela­
tion, especially for zones 1 and 2, can be expressed by 
means of a linear equation of a certain slope and inter -
cept as shown in Figure 3. The intercept of the predic­
tor behavior is taken as the load on the cutter that re -
sults from a series of cuts positioned on a rock surface 
in a situation such as that shown in Figure 4 so that 
complete crushing of the rock occurs. This situation 
exists at a spacing value somewhere within zone 1 and, 
depending on the exact location of this spacing, the pre­
dictor curve will be above or below or will exactly coin­
cide with the observed behavior. Nevertheless, the ar­
rangement of cutters shown in Figure 4 will result in 
individual cutter forces of 

F1 = C x AC (I ) 

where 

Fr= vertical force on the cutter (i.e., intercept of 
the predictor curve), 

C = rock uniaxial compressive strength, and 
AC = area of contact of the cutter with the rock mea­

sured at the level rock surface. 

The area of contact is represented in Figure 5 by the 
shaded portion of the boat-shaped area. Note that this 
area is half the total contact area because the cutter is 
rolling over the cutter surface and the rock behind the 
vertical axis of the cutter is already broken and cannot 
exert any forces on the cutter. The desired area of con­
tact, which can be determined from geometrical consid­
erations , is R2

( ¢ - sin¢ cos¢ )tancx/ 2. Thus, the intercept 
of the predictor curve becomes 

F 1 = CR2 (¢ - sin ¢cos¢) tancx/2 (2) 

To determine the slope of the predictor curve, the exact 
mechanism of rock failure between two adjacent cuts 
must be known. 

There are two possible means by which a disc cutter 
can cause rock failure between adjacent cuts. Rock can 
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fail either by tension or by shear. A combination of 
these two mechanisms, one succeeding the other, is also 
probable. In this study, a detailed analysis of rock fail­
ure was performed for the purpose of determining which 
failure mode prevails. To determine the conditions in 
which a shear failure would be most likely to occur, sev­
eral types of qualitative observations were made: 

1. Analysis of fracture patterns beneath craters pro­
duced by disc cutters, 

2. Examination of high-speed films of disc cutting 
action, 

3. Microscopic examination of rock failure surfaces, 
and 

4. Extensive observation of rock surface profiles 
found in laboratory studies that used disc cutters. 

How a shear failure of the interlying rock material 
between two adjacent cuts would occur is shown in Fig­
ure 6. The figure shows the geometry of adjacent cuts 
and the approximate loading of the interlying material 
by the pressure bulb that surrounds the penetrating edge 
of the cutter. Finely crushed rock contained in this bulb, 
which behaves in a near-plastic manner, is in a state of 
triaxial compression and produces a hydrostatic loading 
on the surrounding intact rock in a fashion shown by the 
arrows. This loading configuration then causes a pure 
shear failure of the rock material that lies between two 
adjacent cuts. Note that it is said to be a pure shear 
failure since no normal loading is exerted on the failure 
plane. It is also believed that the radial tensile cracks 
formed around the pressure bulb aid in shearing action 
by creating an initial path for the shear plane to follow. 

Figure 1. Rock cutting with disc cutter. >.. - Culler included edge angle 

Figure 2. Vertical force versus cut spacing 
at fixed cutter penetration of 0.25 cm. 

Figure 3. Vertical force versus cut spacing: 
observed behavior and behavior to be 
predicted. 
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Once the occurrence of a shear failure of rock mate­
rial between two adjacent cuts is determined, the sec­
ond part of the predictor equation-the part that defines 
the slope -can easily be obtained by determining the 
force required to cause this shear failure. Consider 
the idealized multiple-cut situation shown in Figure 7. 
The crushed zone was not superimposed in this figure 

Figure 4. Limiting condition of 
interaction of adjacent crushed zones. 1----·-1 
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to preserve graphical clarity. To generate a shear fail­
ure of rock toward the existing cut or cuts, the side 
force f, should be large enough to overcome shearing 
resistance. That is, 

f,=rx SA (3) 

Figure 5.' Area of contact of disc cutter 
with rock. ~'"''"""""""" 

Figure 6. Shear failure of rock between 
adjacent cuts. 

\ 
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Figure 7. Geometry of disc penetration. 
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where 

T = rock unconfined shear strength (cohesion) and 
SA= area of failure surface. 

At the instant of chip formation, the failure surface 
will have a nearly rectangular configuration with a length 
that approaches the chord length {Figure 5) and a width 
approximately equal to the spacing of the cuts minus the 
width of the crushed zone. Thus, the area of the failure 
surface is SA= R¢(s - 2p tanoi/2), which results in the 
following expression for side force: 

f, = rRrj>(s - 2p tana/2) 

Assuming there is no cutter-rock friction, the re­
sultant is perpendicular to the side of the cutter edge. 
Therefore, we can write fv = f. x tanoi/2 or fv = 
TR¢(s - 2p tanoi/2)tana/2 since F2 = 2fv; then 

F2 = 2r Rrj> (s - 2p tana/2) tana/2 

(4) 

(5) 

where F2 is the vertical force required to shear the rock 
on both sides of the cutter. If there is a previous cut on 
only one side of the cutter, the preceding analysis and 
results still hold true because of a required balance of 
forces on the cutter edge. Having determined the two 
parts of the predictor equation, one then only needs to 
combine these two effects {Equations 4 and 5) to arrive 
at an equation for the total vertical force on the cutter. 
Thus, VF = F1 + F2 or 

VF= [CR2 (rj>-sinrj>cosrj>) + 2rRrj>(s-2p tana/2)] tana/2 (6) 

As presented, Equation 6 will provide a theoretical 
estimate of cutter thrust for given levels of penetration, 
spacing, cutter geometry, and required rock properties. 
However, it may be desirable, as it would be in field 
boring practice, to calculate the cutter penetration for 
a given value of cutter thrust. This can be accomplished 
by rearranging the equation so that the penetration is the 
unknown parameter, but such a process is difficult be­
cause angle ¢ is a function of penetration. It is feasible, 
however, to simplify the equation by inserting reason­
able approximations for the cutter-rock contact area and 
angle ¢, which gives 

VF= Dv' p3 i2 [ 4/3C + 2r(s/p - 2 tana/2)] tana/2 (7) 

The results provided by Equation 7 were found to be in 
excellent agreement with those from the exact solution 
(Equation 6) with a maximum deviation of around 2 per­
cent for the most likely levels of pertinent variables. 

Rearranging Equation 7 gives 

(4/3C - 4rtana/2)p3i 2 + 2rspy, - (VF/D'1' tana/2) = 0 (8) 

which can then be solved for penetration by using vari­
ous methods given in the literature. 

The rolling (tractive) force on the cutter can now be 
obtained by multiplying the developed vertical force 
equation (Equation 7) by a constant that reflects the geo­
metrical relation of these two force components. ThiG 
constant {3) is commonly referred to as the cutting coef­
ficient (CC) and is found to be 

riri-r1 ---...1.\?/f,t _! __ J ___ J\ 
'-''-' - \.i - vuCJlpJ /\..f./J - Mw.µi...,u':'ir.p) 

where¢= cos-1 [(R - p)/R]. 

rm 
VJ 

Since rolling force (RF) is defined as RF = VF x CC, 
inserting the predetermined values of VF and CC pro-

vides the following analytical expression for the rolling 
force: 

RF= [Cp2 + 4rrj>(s - 2p tana/2)/D(</>-sin</>cosrj>)] tana/2 (10) 

To summarize the results of the foregoing theoretical 
analysis, the following equations were derived for pre­
dicting the vertical and rolling forces on a disc roller 
cutter (because the equations were formulated in U.S. 
customary units of measurement, no SI equivalents are 
given): 

VF= Dv' p3 i2 [ 4/3C + 2r(s/p - 2tana/2)] tana/2 

and 

RF= [Cp2 + 4rrj>(s - 2p tana/2)/D(</> - sin</>cosrj>)] tana/2 

where 

VF = vertical force on the cutter (lbf); 
RF = rolling force on the cutter (lbf); 

(11) 

(12) 

C = rock uniaxial compressive strength (lbf/in2); 
T = rock unconfined shear strength (cohesion, 

lbf/in2); 
D = cutter diameter {in); 
oi = cutter included edge angle (deg); 
s = spacing of cuts (in); 
p = cutter penetration (in); and 
¢ = cos-1 [(R - p)/R] where R is the cutter radius 

(in). 

The foregoing analysis and subsequently developed 
predictor equations expressed the force-spacing behav­
ior with a linear equation of a certain intercept and 
slope. As discussed earlier, laboratory cutting results 
with disc roller cutters showed a linear increase in 
forces with increasing spacings up to an optimum value, 
and thereafter the increase in force followed more of a 
curvilinear trend. Thus, from a theoretical viewpoint, 
the developed equations characterized the force behav­
ior over the spacing values below the optimum. Al­
though the rock failure mechanism for spacings beyond 
the optimum is generally understood and confirmed by 
laboratory observations, no attempt was made to modify 
the developed equations to describe the force behavior 
.!_. J..L.!- ----.!--- 1-------- 1-\ J..L- --~-1-1---- --~-- ..... .-. .i...-.. L..,.. 
.111 LU.1tj .l'l:t;!Ull UL.:CU.UUL: ~i..l) Lllt::: !'.l UU.lt::'.111 L1.lJJ:JIC'LtJ. C LU IJ'=I' 

complicated and probably needs a separate, in-depth 
study and (b) force behavior in this region does not de­
part appreciably from linear trend, especially up to 
maximum spacing values [about 7.5 cm (3 in)] commonly 
used on hard-rock-boring machines. Thus, the developed 
prediction equations are assumed to apply to spacings 
beyond the optimum as well. 

The developed predictor equations are meant to be 
used in estimating forces on sharp disc cutters. Since 
most tunnel-boring machines operate with cutters in 
some stage of dullness, the developed equations should 
be modified to consider the effect of wear on cutter per­
formance. Before any modification, the wear surface 
to be analyzed should be defined. In this study, a toroi­
dal wear surface was chosen to describe the geometry 
of worn disc cutters based on a survey of patterns of 
cutter wear in the field and discussions with manufac -
turers of cutters. Assuming a toroidal wear surface, 
the equations developed for sharp disc cutters were 
then modified to incorporate the presence of a wear sur-
.c ............ -1---~ J..l.. .... ---"-"--- -..J~ .... ~----.:..J.: ..... ,...,. ...... ...................... +. ... .c ...... ,... ... .... 
.J.a..Lot a.J.uu5 Lllt:; LULLtJ. tu5v, }J.LUVJ.U.J.J.15 a. ll'CiVV OGL U.L \:>Y._u.a..-

tions for estimating the forces on dull disc cutters. Be­
cause of the complexity and length of the resulting equa­
tions, those equations are not presented in this paper. 
The equations and a detailed description of the steps 



followed in their derivation are given elsewhere (~. 

LABORATORY EQUIPMENT, 
INSTRUMENTATION, AND 
TESTING PROCEDURE 

The laboratory testing for this investigation was carried 
out by using a large, stiff, linear rock-cutting machine. 
This equipment has been described in full elsewhere (1, 
2, 3). The instrumentation included a triaxial load cell 
capable of resolving the load on the cutter into its three 

Figure 8. Predicted vertical forces versus 
vertical forces measured with sharp disc 
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mutually perpendicular components and time-based dig­
ital integrators for recording forces. 

The average values of the three force components 
(vertical, rolling, and side) were measured, and peak 
readings were taken. Occasionally, XYY' plotters were 
introduced into the bridge circuits to provide analog 
copies of cutter forces and to allow visual observation 
of their behavior and interdependence. 

The rock types tested were samples of St. Cloud gray 
granodiorite [trade name Charcoal Gray Granite (CG)], 
Holston limestone [trade name Tennessee Marble (TM) J, 
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and orthoclase-bladed porphyritic granite of the Colorado 
red granite type [trade name Colorado Red Granite (RG)]. 

The testing procedure involved setting the disc at the 
required level of penetration and then traversing it over 
the rock surface and measuring the forces that act on 
the cutter. Each test consisted of making several 
passes over the rock surface; each pass contained sev­
eral cuts taken at a fixed spacing. The test started with 
a smooth rock surface. Data for the first two or three 
passes were discarded, and these passes were used to 
condition the rock to create a rock surface similar to 
that found on a tunnel boring face. 

The entire laboratory testing was carried out at a 

cutting velocity of 25 cm/ s (10 in/ s). This choice was 
based on the experimental results reported by Ozdemir 
(2) since cutting velocity was found not to affect cutter 
forces in the range above 12.5 to 25 cm/s (5 to 10 in/ s). 

LABORATORY CUTTING RESULTS 

A very ambitious laboratory testing program was car­
ried out with both sharp and artificially dulled disc 
cutters. All of these tests were performed according 
to designed experimental plans to permit the application 
of various statistical procedures to cutting results. For 
tests with sharp disc cutters, Latin square experimental 

Figure 10. Predicted vertical forces versus 
vertical forces measured with dull disc 
cutters in Colorado Red Granite. 
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Figure 12. Predicted vertical forces versus 1eo 
vertical forces measured with dull disc 
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Table 1. Comparison of predicted and measured penetration rates 
for tunnel-boring machine in use in Chicago. 

Machine Rate of Penetration (m/ h) 
Machine Thrust Thrust 

Sta tion Pressure (kPa) (kN) Measured Predicted 

269+41 13 793 6703 1.69 1.59 
269+41 17 241 8379 2.33 2.22 
266+27 18 620 9050 2.36 2.48 
258+73 18 275 8880 2.27 2.42 

Notes: 1 kPa = 0, 145 lbf/in2 ; 1 kN = 225 lbf; 1 m = 3.3 ft. 
Av1:1@ge rock unconfined compreHive strength during lt!Jtl = 81 896 kPa ( 11 875 

lbf/ln2 ), average rock tensile untngth during tests= 9724 kPa ( 1410 lbf/in 2 ), and 
estimated rock shear strength (cohesion) during tests= 13 103 kPa (1900 lbf/in 2 ). 

plans were constructed and used for cutting each type of 
rock; each plan included the following variables and their 
respective levels (1 cm= 0.39 in and 1 mm = 0.039 in): 

Variable 

Cutter edge angle (a), 
0 

Cutter diameter ( D), cm 
Cutter penetration ( p), mm 
Spacing of cuts (s), cm 

Level 

60, 75,90, 105, 120 
20,25, 30,35,40 
1.25, 2.5, 3.75, 5.0, 6.25 
2.5, 3.75, 5.0, 6.25, 7.5 

The cutting results obtained from testing many 
planned combinations of the above levels of the variables 
were analyzed to determine the relative significance of 
each variable in affecting cutter forces and also to es­
tablish empirical relations between each variable and the 
cutter forces. Penetration, spacing, and edge angle, in 
that order, were found to affect cutter forces signifi­
cantly whereas cutter diameter was shown to be a vari­
able of minor significance. 

In tests that used artificially dulled disc cutters, the 
following variables and their levels were investigated: 

Variable 

Cutter edge angle, 
0 

Cutter wear (measured as tip loss w) , mm 
Cutter penetration, mm 
Spacing of cuts, cm 
Rock type 

Level 

60, 75,90 
1.56, 3.90, 6.25 
1.25, 2.5, 3. 75 
2.5, 5.0, 7.5 
RG, CG, TM 

In these tests, a partial factorial design that required 

a total of 81 laboratory tests was constructed and used. 
The results showed the pertinent variables to affect the 
dull cutter forces in much the same way that they affect 
sharp-disc cutter forces. That is, the presence of wear 
surface along the cutter edge did not seem to affect the 
characteristic behavior of disc cutter forces at increas­
ing levels of the variables investigated. It was also 
found that the degree to which cutter wear affects cutter 
forces depends on the spacing of cuts and becomes 
smaller with increasing spacing. It was concluded that 
cutter wear would have a small effect on boring perfor­
mance for the spacing values most commonly used on 
tunnel-boring machines equipped with disc roller cutters 
[about 7. 5 cm (3 in)]. Cutter wear, however, was found 
to reduce cutting efficiency considerably when cuts were 
spaced close to each other. 

COMPARISON OF EXPERIMENTAL AND 
THEORETICAL RESULTS 

By using the developed predictor equations (Equations 7 
and 10), theoretical force values were calculated and 
compared with those measured in laboratory tests per­
formed with sharp and artificially dulled disc cutters in 
three rock types. The goal of successfully predicting 
the vertical force on the cutter was given the most at­
tention because it is the vertical force on the cutter that 
determines how much the cutter can penetrate a given 
type of rock at a given cut spacing. 

To observe visually the degree of correlation, the 
theoretical vertical force values are plotted against the 
measured ones in Figures 8 through 12. At first glance, 
these figures indicate good agreement between the mea­
sured and predicted vertical forces. To assign a form 
of statistical confidence to the degree of correlation, 
two separate regression analyses-standard and forced­
were performed. The former is a well-known regres­
sion technique that uses the least-squares analysis 
method. The latter constitutes the regression line, which 
has an imposed slope of one. That is, the slope was 
taken as one, and thereafter the intercepts and the cor­
relation coefficients were determined for each set of 
data by regression analysis. As seen in these figures, 
the correlation coefficients for all rock types tested are 
high enough to confirm the validity of the developed equa-
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tions for both sharp and dull cutters. 
For rolling forces, again the predicted and the mea­

sured values agreed very well, but the correlation coef­
ficients were lower than they were for the vertical 
forces. It was suggested that ignorance of the cutter 
bearing friction in the development of the rolling force 
equation and the enormous sensitivity of rolling force 
to cutter penetration were responsible for the observed 
deviation of the predicted and measured values. 

PREDICTION OF FIELD BORING 
PERFORMANCE 

The field boring data supplied by Jarva, Inc., from one 
of their machines currently in operation in Chicago pro­
vided an excellent opportunity to verify the developed 
predictor equations for their applicability to predictions 
of field boring performance. Since the Chicago machine 
is boring through a relatively homogeneous and compe­
tent dolomitic limestone formation '.llith very little joint­
ing, the field data were considered ideal for comparison 
with the predicted values. 

Theoretical advance rates were calculated by using a 
computer program that incorporated the developed pre­
dictor equations and was specifically written for use in 
predictions of field boring performance. The calculated 
advance rates and actual rates measured in the field are 
given in Table 1. The predicted rate of penetrations is 
clearly very close to those measured. This initial suc­
cess in predicting field boring performance does not, of 
course, mean that the equations can be universally ap­
plied to cases of tunnel boring. To arrive at such a 
conclusion, more field data from different machines 
operating in different rock formations must be collected 
and compared with predicted data. 

SUMMARY AND CONCLUSIONS 

The developed predictor equations successfully predicted 
the forces acting on disc roller cutters in laboratory 
studies of borability with sharp and artificially dulled 

disc cutters. Moreover, they closely predicted the field 
rate of penetration of a Jarva tunnel-boring machine cur­
rently operating in dolomitic limestone in Chicago. 

It is obvious that more field boring data must be col­
lected and compared with the predicted values before the 
equations can be considered universal. In addition to 
parameters of machine design and operation, these data 
should also include any existing geological features in 
order to understand their effect on the predicted values. 

Future work on this project will concentrate on col­
lecting and procuring more distinct field boring data. 
The theoretical analysis performed for disc roller cut­
ters will also be extended to include other commonly 
used rolling cutters such as disc-button and multikerf 
cutters. 
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Soft-Ground Tunneling by Ground 
Freezing: A Case History 
John S. Jones, Law Engineering Testing Company, Washington, D.C. 
Ralph E. Brown, Law Engineering Testing Company, Atlanta 

A brief introduction to artificial ground freezing for temporary excava· 
tion retention during construction is presented. The major aspects that 
affect the suitability of ground freezing in a particular project are dis· 
cussed. To illustrate the applicability of artificial ground freezing, a 
case history in Washington, D.C., is presented. The project consisted of 
a circular 3.8·m (12.5-ft) diameter sewer tunnel approximately 33.5 m 
(110 ft) in length that passed 2.7 m (8.9 ft) beneath four &ets of rail· 
road tracks. The design process, including the frozen·soil laboratory 
testing program and the computer modeling, is presented. An instrumen­
tation program was used during construction to monitor the performance 
of the project. The instrumentation consisted of thermocouples to moni­
tor gruunci t~rnpt:rai.ur~5 and eittvaliun 111u11u111tmi.5 i.u 111u11ii.ur !::fJUuf1J 
movement during construction. 

Temporary ground freezing is one of the more promising 
techniques for soft-ground tunneling. Ground freezing 
is particularly suitable where more conventional sys­
tems such as grouting or compressed air are unfeasible 
since ground freezing is effective in any soil that con­
tains some pore water. Stratification and variations in 
permeability have little effect on freezing but can seri­
ously affect the success of grouting. Fine sands and 
silts can be successfully frozen but are difficult if not 
impossible to grout because of their low permeabilities. 
Freezing eliminates the hazards of using compressed 
air, such as blowouts and dangers associated with work­
ing under high pressures. 

The purpose of this paper is to provide an insight into 



the applicability of temporary frozen-earth support sys­
tems for tunnels. The paper presents a brief introduc­
tion to ground freezing for temporary construction as 
well as the major factors that affect the suitability of 
ground freezing. These considerations are then illus­
trated by a tunneling case history in which ground freez­
ing was used to support loads imposed by trains passing 
directly over a tunnel. 

PROCESS OF GROUND FREEZING 

The basic concept in ground freezing is the removal of 
heat from the ground so that the pore water freezes and 
acts as a bonding agent (8, 19, 21). The heat removal is 
accomplished by using coolantSthat circulate through 
pipes embedded in the zone of ground to be frozen. Cur­
rently, the most commonly used and least expensive 
freezing method is the Poetsch process, which was de­
veloped in Germany approximately 100 years ago. This 
system consists of a refrigeration plant (ammonia or 
Freon) used to cool a secondary coolant (usually calcium 
chloride brine) that is circulated through the freeze pipes 
embedded in the soil. 

Various alternative freezing systems are also avail­
able, including a primary Freon plant with an in situ 
evaporator, a reliquefaction plant with an in situ second 
stage, and expendable refrigerant systems that use liq­
uefied nitrogen or carbon dioxide (8, 21). These alterna­
tive methods generally offer a much lower freezing tem­
perature and faster freezing time but are currently more 
expensive than the Poetsch process. 

The design of any freezing system requires a thorough 
knowledge of the mechanics of the freezing process and 
its effects on the soil. Some of the major considerations 
involved in designing a freezing system include thermal · 
considerations, associated ground movements, strength 
of the frozen soil, and the cost of the freezing system. 
Each of these considerations is discussed below. 

Thermal Considerations 

A detailed discussion of the thermal design of a freezing 
system is beyond the scope of this paper. Therefore, 
only a brief overview is presented. Closed-form heat 
transfer solutions have been developed for very simple 
geometries (17). These solutions are based on two­
dimensional heat conduction theory, which assumes iso­
thermal boundary conditions at the freeze pipes and in 
the surrounding soil at some large distance from the 
pipes. The finite element method offers an alternative 
approach for cases of unusual geometry and complex 
soil stratigraphy (16). 

Shuster (21) has presented a graph that shows the ef­
fect of the size and spacing of the freeze pipes on typical 
times required to freeze a zone of soil by various types 
of freezing methodr. (Figure 1). Additional factors that 
affect the time required to freeze a zone of soil include 
the thermal properties of the soil and coolant and the 
rate of groundwater flow (21). The freezing time is di­
rectly proportional to the energy to be removed from the 
ground and inversely proportional to the required freez­
ing temperature. The thermal energy requirements are 
also related to the water content of the soil. As a rough 
rule of thumb, the energy requirement in kilojoules per 
cubic meter of soil frozen is approximately 2200 to 2800 
times the water content in percentage (21). 

Available literature (3, 5, 21) indicates that most of 
the problems and the rare failures associated with ground 
freezing have been related to high rates of groundwater 
flow. Soil cannot be frozen if the groundwater flow in­
troduces more energy into the zone to be frozen than is 
being removed by the freezing system. The maximum 
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rate of groundwater flow that can be tolerated in using 
the Poetsch process is approximately 0.01 to 0.02 cm/s 
(0.0039 to 0.0078 in/s) (~ 17, 21). 

Ground Movements 

Potential ground movements associated with artificial 
ground freezing come from three sources: frost ex­
pansion during the freezing period, stress relief during 
the excavation, or consolidation during the thawing 
period. 

Ground movements associated with frost expansion 
are the result of two phenomena (25). The first is the 
expansion of the pore water duringthe phase change 
from water to ice. The volume change during the phase 
change is about 9 percent; therefore, the maximum ex­
pansion is 9 percent of the pore-water volume if all of 
the pore water freezes and there is no drainage. If the 
soil can drain at the same rate at which the freezing 
front progresses, such as in a free-draining sand, no 
frost heave can occur. The second potential cause of 
heave is pore-water migration and ice segregation at the 
freezing front or in the frozen zone. This will not re­
sult in ground movement if the confining pressure is 
greater Utan the pressure developed by the freezing soil­
water system. Williams (25) has developed equations 
for estimating when the second phenomenon will result 
ip. frost heaving. These equations are dependent on the 
pressures in the ice and in the water and the surface ten­
sion and radius of the ice-water interface. Figure 2 
shows a graphical representation of Williams' work de­
veloped by Shuster (21). Although the figure is not pre­
cise, it does illustrate that the more fine-grained the 
soil is, the higher is the frost expansion pressure that 
is developed. However, as Figure 2 also shows, the 
rate of frost expansion also decreases in the types of 
clayey soils that experience large expansion pressures. 
The combined pressure curve in Figure 2 represents 
the maximum pressure that can be developed if a source 
of water is available. In clayey soils, the pressures are 
also influenced by temperature-Le., they are higher 
for colder temperatures (10). 

The second cause of ground movement, stress re­
laxation during excavation, is common to any excavation. 

The third cause of movement is thaw consolidation. 
Tsytovich (22) has presented equations for calculating 
the time rate and magnitude of thaw consolidation. Endo 
( 4) has observed that the amount of settlement attributable 
to thaw consolidation appears to be about 20 percent 
larger than the amount of heaving during the freezing 
period. This additional settleinent has also been ob­
served by various other investigators (13, !!). 

Strength 

Frozen soil behaves viscoplastically in that it creeps 
under stress. The strength and deformation of frozen 
soils depend on both the internal friction between soil 
particles and the cohesion. The internal friction com­
ponent depends on ice content; grain size arrangement, 
distribution, and shape; and the number of graln-to-grain 
contacts (20). Sayles (20) has shown that the angle of 
internal friction of frozen Ottawa sand, after overcom­
ing the initial peak strength, is very nearly that of un­
frozen ottawa sand. The cohesion can be attributed to 
(a) molecular forces of attraction between particles, 
(b) physical or chemical cementation of particles, and 
(c) particle cementation by ice formation in the soil 
voids (20, 24). 

The behavior of frozen soil depends strongly on time, 
temperature, and stress level. Sayles (19) has pre­
sented the following concept of the behavior of frozen 
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soil under stress. When a load is applied to a frozen 
mass, stress concentrations occur between the soil par­
ticles at their points of contact, and this results in melt­
ing of the ice. Differential water surface tensions are 
produced that result in the unfrozen water migrating to 
regions of lower stress at which the water freezes. As 

grains. At the same time, there is also a weakening in 
cohesion and a possible increase in the amount of un­
frozen water. If the applied stress is less than the long­
term strength of the frozen soil, the weakening process 
is offset by the strengthening. If the applied stress ex­
ceeds the long-term strength, where the strengthening 
process does not compensate for the weakening process, 
the rate of deformation increases with time. Structural 
failure of the frozen mass eventually results. The load­
deformation curve for frozen soils is similar to the 
classical creep curve for metals (19). 

a result of the melting of the ice and movement of the 
water, a breakdown of the ice and structural bonds oc­
curs with plastic deformation of the pore ice and a re­
adjustment in the soil particle arrangement, which re­
sults in the time-dependent deformation phenomenon of 
creep. As deformation occurs, there is a denser pack­
ing of the soil particles that results in a gain in strength 
attributable to an increase in internal friction between 

The ultimate compressive and tensile strength of 
frozen soil depends strongly on the freezing temperature. 
Both compressive and tensile strengths increase with de-

Figure 1. Generalized relation between size and 
spacing of freeze pipe and required freezing time. 

Figure 2. Typical frost expansion pressures and 
rates as a function of permeability. 
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creasing temperature. The strength of frozen soil is 
also a function of the moisture content of the soil. The 
strength increases with increasing moisture content up 
to complete saturation. 

Vialov (23) has developed equations to describe the 
creep of frozen soil by using the theory of hereditary 
creep. Sayles (~ 19) has prol(osed the use ol equations 
based on strain rate. Rein {16) has proposed the use of 
two separate equations that define an approximate bi­
linear stress-strain curve that discounts a continuous 
stress-strain function over the entire stress range. A 
detailed discussion of these relations is beyond the scope 
of this paper. 

Cost 

Because so many variables influence the cost of a freez­
ing system, it is impossible to assign a cost per cubic 
meter of material to be frozen. The major items that 
affect the cost of the Poetsch process include ground 
conditions, spacing of freeze pipe, the available time 
for freezing, and the length of time the system has to 
be malntained. Typical costs associated with freezing 
are about $60/ m 2 ($5.60 / ft 2

) of frozen surface area to 
install a single row of freeze pipes and around $2/week/ 
m 2 ($0.18/wee)</ft 2

) of frozen sur(ace area to maintain 
the system. Therefore, the length of time the system 
has to be maintained has. a strong influence on the total 
cost of freezing. 

In comparing the cost of a freezing system with that 
of more conventional systems, one also has to consider 
the potential cost savings that may be realized by elim­
inating the necessity for dewatering, compressed air, 
and the like. Although the freezing process often ap­
pears expensive in direct comparison with other meth­
ods, our experience indicates that many freezing sys­
tems have been less expensive than more conventional 
systems as a result of time and cost savings in the over­
all project. This has been particularly true when the 
contractor was able to complete the freezing portion of 
the project within a relatively short time period and 
minimize the energy costs associated with freezing. 

STUDY PROJECT 

To illustrate the applicability of the freezing method, a 
case study is presented in which ground freezing was 
evaluated as temporary support for a tunnel that was to 
pass beneath multisets of railroad tracks. The railroad 
company involved in the project specified that the tunnel 
be designed to support a Cooper E-80 engine loading on 
two adjacent sets of track above the tunnel. The re­
quixement resulted in a line load of 152 kN/m (10 400 
lb/ft) for each track or a distributed stress of 61 kPa 
(1270 lbf/ft2

). 

The project consisted of a circular sewer tu1mel 
3.8 m (12.5 ft) in diameter in Washington, D.C. The 
tunnel was approximately 33. 5 m (110 ft) in length and 
passed 2. 7 m (8.9 ft) beneath four sets of 1·ailroad tracks. 
Figure 3 shows a plan view of the study project. 

The subsurface conditions, shown in Figure 4, con­
sisted of clayey sand, sand, and gravel with varying 
amounts of clay and silt to a depth of 7. 6 m (2 5 ft). Stan­
dard penetration resistances in the material varied from 
7 to more than 115 blows/m (2 to more than 50 blows/ft) 
with an average value of 66 (20). The average moisture 
content for the clayey sand material was about 34 per­
cent. Beneath this material was a thick stratum of silt. 
The average standard penetration resistance in this stra­
tum was 13 blows /m (4 blows/ft). Typical moisture con­
tents in this lower stratum were in the range of 60 to 80 
percent. The gradation characteristics of representa-
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tive samples of the two materials are given below. Dgo, 
Dao, Dso, and D10 are the grain-size diameters at 90, 60, 
30, and 10 percent of the sample passing respectively 
(1 mm = 0.039 in): 

Gradation (mm) 

Type of Material ~ ~ ~ £1.Q_ 

Clayey sand 
Silt 

0.7 0.2 0.008 
0.03 0.003 -

DESIGN ASPECTS OF STUDY CASE 

Design of a frozen tunnel requires an economic balancing 
of freezing temperature and time, configuration of freeze 
pipe, and frozen soil thickness plus verification that 
freezing will not damage adjacent structures or under­
ground utilities. These factors are all interrelated and 
depend on such factors as the configuration and depth of 
the tunnel, subsurface conditions, and loading conditions. 
For example, as the design temperature is lowered, the 
strength of the frozen soil increases, thus allowing use 
of a thinner frozen soil zone. However, the cost of the 
freezing system or the freezing time increases as the 
design temperature decreases. As Figure 1 shows, the 
smaller the spacing of the freeze pipe is, the faster the 
soil can be frozen; however, the cost also increases as 
the spacing of the freeze pipe decreases. Therefore, 
experience and judgment are very important in obtain­
ing an economical and safe freezing system. 

Selection of a freezing temperature is an important 
consideration in the design process for a frozen-soil 
tunnel. Typical brine temperatures for commercial re­
frigeration plants are around -25°C to -40°C (-13°F to 
-40° F). A temperature of - 5°C to -15°C (2 3°F to 5°F) 
can normally be attained throughout the zone to be frozen 
at reasonable freezing times and freeze-pipe spacings. 
Based on previous experience, the thermal properties of 
the soils, and judgments, a design temperature of -10° C 
(14°F) was selected for the Washington tunnel. 

The configuration of the freeze pipe is a very impor­
tant design consideration. The two major types of freez­
ing configurations are (a) a circular or elliptical frozen 
zone in which the freeze pipes are placed horizontally 
around the perimeter of the tunnel and (b) an arch-shaped 
configuration in which the freeze pipes are placed ver­
tically or inclined from the ground surface. The first 
configuration is shown in Figure 5. The freezing sys­
tem must prevent bottom heave; this can be accomplished 
by using either configuration. Because of the relatively 
small diameter and length of the Washington tunnel and 
since access was available from the ends of the tunnel, 
horizontal placement of the freeze pipes was selected. 

A third consideration is the thickness of the frozen 
soil, which has to be sufficient to provide an adequate 
safety factor against structural failure or excessive de­
formation. The selection of the soil thickness is highly 
dependent on the loading conditions and freezing temper­
a.ture. The selected thickness must be verified by stress 
analyses (discussed in a later section). A 1-m (3.3-ft) 
thick zone of frozen soil was selected for the Washington 
tunnel. 

The potential for frost heave and subsequent damage 
tO adjacent structures or underground utilities also has 
to be considered in the design of the tunnel system. A 
method for analyzing the potential for frost heave has 
already been presented. An evaluation of the potential 
for frost heave at the study site indicated that approxi­
mately 5 to 13 cm (2 to 5 in) of heave could be expected­
the larger amount at the south end of the tunnel where 
the soft silt stratum was at the bottom. Most of the an­
ticipated heave was expected to occur as a result of ex-
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pansion of the pore water in the soft silt stratum during 
the phase change from water to ice. It was decided that 
the expected amount of frost heave could be tolerated 
without causing damage. 

The next step in the design process was to develop a 
laboratory test program to simulate the field behavior 
of the in situ frozen soils and to determine the stress and 
deformation states for the frozen tunnel configuration 
selected. 

Figure 3. Plan view of Washington, D.C., tunnel. 
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LABORATORY TESTING PROGRAM 

The laboratory testing program was designed to deter­
mine the strength and deformation characteristics of the 
frozen soil under the specified design loading and in situ 
conditions. Design of the testing program consisted of 
selecting the type of strength tests and test temperatures, 
considering undisturbed versus remolded samples, and 
evaluating the necessity of tensile testing. 

The specified design criteria required that the frozen 
tunnels support large-magnitude static loads until the 
permanent tunnel liners were installed. Therefore, 
long-term triaxial creep tests were conducted to obtain 
strength and deformation parameters for the analyses. 

A freezing temperatu1·e of -10°C (14°F) was used in 
the testing program to simulate the average freezing 
temperature in the field. Since high-quality, undisturbed 
samples of the fill soils were impossible to obtain, re­
molded samples were used in the laboratory testing pro­
gram. The use of remolded samples was considered ac­
ceptable since the study soils, with the exception of the 
soft silts near the bottom of the tunnel, did not have a 
sensitive structure. 

Since the laboratory testing program was intended to 
allow an evaluation of the field behavior of the frozen 
soil, it was necessary to decide whether tensile stresses 
would occur in the field and, if so, whether tensile test­
ing would be necessary. Our experience and the avail-
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able literature both indicated that only nominal tensile 
stresses could be expected in the smaller tunnels. The 
available literature (9, 19, 22) indicated that the frozen 
soil would have tensile strengths in excess of the an­
ticipated stresses. It was therefore decided not to con­
duct tensile tests. 

Since only the very bottom of the tunnel passed through 
the organic silt, the strength of the frozen fill material 
would provide the major support for the tunnel. It was 
therefore not considered necessary to test the strength 
of the frozen silt. 

Preparation of Samples 

The samples were uniaxially frozen to a temperature of 
-10°C (14°F). Uniaxial freezing was used to simulate 
actual field freezing behavior since the in situ soil 
freezes in a radial direction emanating from the freeze 
pipes. A temperature of approximately 1°C (33.8°F) was 
maintained around and at the top of the uniaxial freezing 
chamber while the bottom of the chamber was maintained 
at the freezing temperature. The freezing chamber was 
sufficiently rigid to prevent radial expansion. Water was 
supplied to the samples since they were obtained below 
the water table. After a minimum freezing period of 
24 h, each sample was ejected from the freezing cham­
ber and inspected for formation of ice lenses. No ice 
lenses were observed during the testing program, how­
ever. Each sample was then placed in the triaxial cell 
after a rubber membrane was placed around the sample. 
The process of transferring the samples from the uni­
axial freezing chamber to the triaxial cell was performed 
in a cold room at a temperature of approximately 
-10°C (14°F). 

The remolded samples were formed in a split lucite 
mold at a predetermined water content. The split mold 
was designed to fit directly into the controlled freezing 
chamber to allow uniaxial freezing. A moisture content 
of 34 percent was used for the clayey sand fill in the 
Washington tunnel. The samples were uniformly com­
pacted to aver age field densities in five equal layers. 
The compacti on was perfo1,med with a 2. 5-cm (1-in) 
diameter tamper. The surface of each layer was scari­
fied before placement of an additional layer. The sam­
ples were then frozen in the uniaxial freezing chamber 
to the design temperature for a minimum period of 24 h. 
After that time, the sample was ejected from the mold, 
the rubber membrane was placed around the sample, and 
the sample was placed in the triaxial cell. 

Equipment 

A schematic of one of the triaxial cells is shown in Fig­
ure 6. The freezing unit used to cool the sample con­
sists of a primary Freon r efrigeration plant that cools 
a 190-L (50-gal) bath of agitated ethylene glycol. The 
ethylene glycol is pumped through the copper coils sur­
rounding the sample as shown in Figure 6. The ethylene 
glycol in the coils cools the antifreeze that is used as the 
triaxial chamber fluid. To maintain a uniform temper­
ature throughout the sample, the antifreeze is agitated 
by a motorized propeller. In addition, the samples are 
isolated from the base pedestal and top cap by lucite 
discs. The temperature throughout the system is mon­
itored by copper-constantan thermocouples. The tem­
perature was regulated to ±0.4°C (±32. 7°F). 

Procedure and Results 

Static creep tests were performed on remolded samples 
of the clayey sand material, which would be expected to 
have the lowest strength and deformation properties of 
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the fill material. Figure 7 shows a plot of the reciprocal 
of the applied axial stress versus the recorded time to 
failure. Figure 8 shows the stress-strain curves ob­
tained for various loading times. 

SUMMARY OF FROZEN SOIL 
PROPERTIES 

The frozen soil parameters and the unfrozen soil proper­
ties selected for use in the analyses are given below 
(1 kPa = 20.9 lbf/ft 2 and 1 kg/m3 

= 0.062 lb/ft3): 

Clayey Sand and 
Sand Silt 

Parameter Frozen Unfrozen Frozen Unfrozen 

Modulus of elasticity, kPa 95 760 28 728 4788 
Unit weight 'Y, kg/m3 1 857 1 857 1440 
Poisson's ratio µ 0.3 0.3 0.45 
At-rest earth pressure 0.54 0.54 0.35 0.38 

coefficient K0 

Angle of internal fric- 0 20 0 
tion </>, 0 

Cohesion C, kPa 814 0 24 

The slope of the stress-strain curve for the frozen soil 
for various loading times indicated the material could be 
modeled by hyperbolic functions. However, our previ­
ous experience and the available literature indicated the 
stresses in a 1-m (3.3-ft) thick zone of frozen soil would 
be in the linear portion of the stress-strain curve and 
would be nominal in the tensile range. The moduli were 
therefore selected for stress levels of 50 percent of the 
ultimate stress. 

STRESS ANALYSES 

The tunnel investigated in this study is transverse to the 
direction of train travel. To obtain an accurate deter­
mination of the stress and deformation states in the 
frozen soil, a three-dimensional analysis was con­
sidered. Because of economic constraints, however, 
it was decided to use conservative two-dimensional 
models. 

Stress analyses were conducted in which all the tracks 
were assumed to be fully loaded with Copper E-80 engines. 
Since the ratio of the tunnel diameter to the available 
loading distance along the longitudinal axis of the tunnel 
was small, the train load could be approximated by a 
large area load. Therefore, a large area load that was 
infinite along the longitudinal axis of the tunnel was ap­
plied at the ground surface to simulate the train loading. 

As discussed previously, linear elastic stress-strain 
moduli were used in the finite element analyses to model 
the behavior of the frozen soil. A plane strain finite 
element model was used to calculate tunnel stresses and 
deflections. The maximum calculated shearing stress 
in the frozen zone was 337 kPa (7040 lbf/ft2); the cor­
responding normal stress in compression was 370 kPa 
(7730 lbf/ft 2

). The maximum shearing stress occurred 
at the springline. The calculated levels of stress in the 
Washington tunnel were considered to be well within ac­
ceptable ranges . The maximum tensile principal str ess, 
which occurred at the crown, was 262 kPa (5470 lbf/ft 2

). 

The maximum shear stress at the crown was 154 kPa 
(3220 lbf/ft 2

). 

A factor of safety of two was maintained on the shear­
ing stresses. The maximum calculated tensile stress 
of 154 kPa (3220 lbf/ft 2

) was considered to be within an 
acceptable range. Haynes (9) has reported uniaxial ten­
sile strengths greater than 2500 kPa (52 2 50 lbf/ft 2

) for 
frozen Fairbanks silt at -9. 5°C (14.9°F) tested at very 
slow strain rates. 
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Figure 6. Frozen soil triaxial 
cell. 
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EVALUATION 

Steel pipes 9 cm (3. 5 in) in diameter and spaced approx­
imatel y 0.9 m (3 ft) on center were used as the refriger­
ation pipes. To ensure closure of the freeze wall during 
a reasonable time period, it was necessary to have fairly 
accurately placed pipes or, if not, to know the deviation 
of the pipes. The pipes were driven from two coffer­
dams placed at each end of the tunnel. Placement of the 
pipes was first attempted by use of an air-actuated 
"down-hole" device that pulled the freeze pipes behind 
it. It "vvn.c extremely difficult tc m~int3-in 3.Ccu.~ate alig!'!.­
ment with this self-drilling device; therefore, it was de­
cided to abandon this system in favor of horizontally 
driving the pipes. To improve the alignment of each 
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Figure 9. Readings of ground TIME IN DAYS 
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pipe, the freeze pipes were not driven from one coffer­
dam completely through to the other cofferdam. Instead, 
the pipes were driven only halfway through the tunnel 
distance with a 1. 5-m (5-ft) overlap midway along the 
tunnel. The location of each freeze pipe was deter­
mined by use of a borehole deflectometer. In several 
instances the deflectometer revealed significant devia -
tions of the pipe. In the areas where large deviations 
occurred, a second freeze pipe was installed to ensure 
that the required freeze zone would freeze within a 
reasonable time period. 

Freezing was begun on March 21, 1978. Twelve 
thermocouples were used to record the temperature of 
the soil to be frozen. Figure 9 shows a time history of 
ground temperatures at selected locations throughout the 
period of freezing. Thermocouple 1 was located in a 
horizontal monitoring pipe installed from the north ac­
cess shaft and was pos itioned at the eight o'clock posi­
tion (southwest quadrant) in the zone to be frozen. Ther-
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mocouple 4 was in a horizontal monitoring pipe installed 
from the north access shaft and was positioned at the six 
o'clock sector. Thermocouple 1 was in a horizontal 
monitoring pipe installed from the south access shaft 
and was positioned in the three o'clock sector of the 
tunnel. The readings indicated that an average temper­
ature of less than -10°C (14°F) (the design temperature) 
was attained in the planned frozen zone. 

Mining operations were initiated on April 21, 1978, 
1 month after the freezing plant was turned on. However, 
based on the temperature measurements, mining opera­
tions could have begun earlier than after the 1-month 
freezing period. Because of the extended waiting period, 
the inside section of the tunnel-and not just the 1. 5-m 
(5-ft) thick annular ring as planned-was frozen. Before 
April 28, 1978, the freezing unit operated continuously. 
After that date, the freezing plant was operated on a 
maintenance mode, which required operation only 8 h/d. 
Mining operations were completed on May 22, 1978; how-



36 

ever, the freezing unit was turned off on May 16, 1978. 
Heave measurements were obtained throughout the 

course of the freezing operations. In addition to mea­
suring the elevations of the railroad tracks, five per­
manent settlement monuments were embedded in the 
ground surface. The locations of the monuments are 
shown in Figure 3. Figure 10 shows a record of heave 
measurements. As expected, the major portion of heave 
occurred during the phase change of the pore water to 
ice and mainly in the soft silt material. Also as ex­
pected, the greatest amount of heave occurred at the 
south end of the tunnel because a greater thickness of 
soft silt was frozen at that end. 

Unfortunately, there is currently no acceptable method 
for directly measuring stress in frozen soil. Therefore, 
there was no verification that the calculated stresses in 
the frozen zone were correct. 

CONCLUSIONS 

The design of a frozen soil lining for temporary support 
of a tunnel beneath mainline railroad tracks in Washing­
ton, D. C., illustrates the basic decisions that must be 
made during the design process for an artificially frozen 
ground-support system. Instrumentation data in the form 
of temperature readings and measurements of ground 
movement were obtained and presented for the study 
project. Although it was not possible to obtain direct 
data on stresses in the frozen soil, the instrumentation 
data provided verification of several of the design de­
cisions. Based on this case history study and the in­
strumentation data obtained during the actual construc­
tion of the tunnel, ground freezing offers a viable system 
for use in soft-ground tunneling. 
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Practical Design of Concrete 
Diaphragm Walls 
Jerome S. B. Iffland, Iffland Kavanagh Waterbury, New York City 

Diaphragm walls constructed by the slurry trench method achieve their 
greatest economy when it is possible to use them as part of the perma­
nent underground structure. To use these support-of-excavation struc­
tures as permanent components of a structure, engineers must be as­
sured of their compatibility with structures built in an open eJ{cavation. 
There should be consistent reliability in applied loads, levels of stress, 
watertightness, durability, and performance. It is suggested that the use 
of diaphragm walls of precast concrete panels can provide reliable strength 
and durability and that use of a cement bentonite grout on the backside 
of the diaphragm wall to displace excess slurry can meet waterproofing 
requirements. It is recommended that plastic analysis be combined with 
ultimate strength methods in the design of these walls to resolve the 
problem presented by the complicated residual stress patterns generated 
in the diaphragm wall by the construction processes of excavation; in­
stallation, prestressing, and removal of braces; and backfilling. In addi­
tion, use of a built-in hinge in the diaphragm wall at the lowest brace 
facilitates control of residual moments. This approach can satisfy the 
need for reliability in stress levels in the structure. A structure so de­
signed and constructed will be compatible with one built in an open ex­
cavation. 

A large share of both the theoretical and the experi­
mental research currently available on the subject of 
diaphragm walls constructed by the slurry trench 
method is associated with construction methods and 
problems, trench stability, design of slurry, ground 
movements and loss of adjacent ground, and the design 
of these walls as temporary support-of-excavation 
structures. Little attention has been paid to the prob­
lems of the structural engineer when diaphragm walls 
are incorporated in a permanent underground structure. 
When these temporary support-of-excavation structures 
are to be permanent, the engineer is concerned with 
designing these walls for consistent loads, stress levels, 
watertightness, and durability and overall structural 
compatibility with the rest of the permanent structure. 
Criteria for the performance of temporary structures 
are generally not satisfactory for the performance of 
permanent structures. 

This paper discusses some of the problems that arise 
when diaphragm walls are incorporated in permanent 
underground structures and suggests design approaches 
and construction details to resolve these problems. In­
cluded is a discussion of soil-structure interaction, 
soil properties, temporary and permanent loading con­
ditions, effects of construction excavation and bracing 
procedures and techniques, the advantages of precast 
concrete walls over cast-in-place concrete walls, 
methods of establishing continuity between the diaphragm 
wall and the remaining portions of the permanent struc -
ture, concrete durability and quality, and watertightness. 
Based on the discussion and the conclusions drawn, a de­
sign synthesis for incorporation of diaphragm walls in 
permanent underground structures is recommended. 
The design philosophy is presented from the point of view 
of the structural engineer· rather than from that of the 
geotechnical engineer. 

NOTATION 

The following symbols are used in this paper: 

c cohesion intercept, 
K. coefficent of at-rest lateral earth pressure, 

¢ internal angle of friction, 
Y unit weight of soil, 
H height (depth) of excavation, 
N standard penetration resistance, 

KA coefficient of active earth pressure, 
d depth to water table, 

Su undrained shear strength, 
q surcharge load, and 
K modulus of subgrade reaction (spring constant). 

ASSESSMENT OF DESIGN PROBLEMS 
AND ASSUMPTIONS 

A number of problems must be resolved by the struc­
tural engineer in designing permanent diaphragm walls. 
Perhaps the fundamental problem is the fact that the 
stresses within the wall are continually changing during 
the construction process. These stresses are subject 
to the vagaries of both the excavation and bracing tech­
niques used and the removal of bracing and the back­
filling process. Typical movement of a braced wall 
installation during excavation and the resulting stresses 
are shown in Figure 1. Similar movements (and 
stresses) occur during removal of bracing and back­
filling. The problem is further complicated by the fact 
that the designer has almost no control over these 
procedures. For consistent performance of structures 
that do not incorporate temporary components in the 
permanent structure, the residual stresses that arise 
from the construction process must be considered in 
the analysis. 

Another major problem is the quality of the con­
struction. Although slurry walls are acceptable in 
many cases, they have been known to have extremely 
rough and out-of-alignment surfaces as well as large 
sand pockets, understrength concrete, or other struc­
tural defects. Once they are built, corrective measures 
are not practical. The structural engineer must con­
sider the real possibility of such defects in a design. 
Other problems arise-Le., waterproofing the diaphragm 
wall and connecting it to the remainder of the structure 
to be built within the excavation. Assumptions, design 
procedures, and construction techniques to be used in 
resolving these problems are considered. 

Soil-structure Interaction 

Before an assessment of soil properties or earth 
pressures can be made, a decision on the use of a 
mathematical model of soil-structure interaction to 
implement the basic design approach must be made. 
Use of such a model will affect the type of soil infor­
mation needed and assumptions concerning earth pres­
sure loading. 

The state of the art of mathematical modeling of the 
mechanical behavior of soil masses is sufficiently 
advanced to give serious consideration to the use of 
such a soil-structure interaction model for solution of 
the problem of designing diaphragm walls. The com­
plexity of the problem and the availability of finite 
element techniques and computer technology suggest 
such an approach. Wong (14) has developed one such 
solution by using finite element techniques. The ca-
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pabilities of this solution have been extended by Jaworski 
(10) and also by Clough and Tsui (2). The solution must 
incorporate a soil constitutive model. Developing con­
stitutive equations to represent the mechanical proper­
ties of the soil mass is the main problem in soil­
structure interaction solutions. Considerable attention 
was devoted to the subject during the Second Interna­
tional Conference on Numerical Methods in Geome­
chanics held at the Virginia Polytechnic Institute and 
State University (3). Additional valuable information on 
the subject has been made available in an American 
Society for Testing and Materials (ASTM) symposium 
on concrete pipe and the soil-structure system (1) 
and by Gudehus (7) . -

Currently, the following deficiencies can exist in 
such solutions: 

1. Our ability to furnish appropriate material 
properties and boundary conditions of the soil mass is 
limited compared with our ability to formulate mathe­
matical models and solve theoretical problems. 

2. Existing solutions can be unrealistically sensitive 
to changes in the physical parameters that define the 
problem. 

3. Existing solutions can be plagued by gross in­
accuracies lw.cause of the truncation of matrixes and 
round-off errors. 

4. Existing solutions have given reasonable results 
for the distribution of earth pressure behind diaphragm 
walls but poor results for displacements and the cor­
responding stresses they produce. 

It is cone luded, therefore, that, although they are a powerful 
tool, finite element solutions are not yet practical for 
solving design problems of this type. Soils are ex­
tremely complicated materials, and their mechanical 
behavior is governed by very complex factors. Sophis­
tic ated solutions that incorporate finite element methods 
may not be more realistic than solutions obtained by 
using good engineering judgment. The results could 
also be grossly in error and misleading. 

Soil Properties 

Soil mechanics has been aptly described as an art rather 
than a science. This definition is inherent in the nature 
of soil. It is usually a heterogeneous material, some­
times artificially dP.pnRitArl, subjected to v~ryL11g de­
grees of consolidation, surcharge loads, and pore-water 
pressure, and all of these conditions are subject to 

Figure 1. Typical movement of braced walls during stages of 
excavation. 

STAGE I 
EXCAVATION 

considerable variation from one point in the ground to 
another. Even the best available methods for deter­
mining the parameters that define soil properties give 
results that might vary 100 percent from actual condi­
tions. When the variations of properties from point to 
point are considered, assessment of average soil 
properties for design purposes becomes an art and 
not a science. The soil mechanics engineer rightfully 
uses science and all the modern means of testing and 
analysis in evaluation. However, these results must be 
judiciously applied in view of the overall nature of the 
complex heterogeneous soil mass. The nature of the 
problem suggests avoiding complexity and using simple 
assumptions. 

It is suggested that the assumptions used for soil 
properties by Wickham and Tiedemann (13) generally 
be used in designing diaphragm walls. They used an 
average angle of internal friction ¢ and zero for the 
soil cohesion c. Most soils encountered will have some 
cohesion, but use of an equivalent ¢-even if c = 0 for 
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many cases. Soil loading conditions as well as the unit 
soil weighty, undrained shear strength Su, standard 
penetration resistance N, and the knowledge of sur­
charges and the existence and levels of groundwater 
are to be determined from these parameters. Even if 
a value of c is used, the number of parameters that 
define the soil properties is relatively small and can 
be obtained from reasonably reliable and simple testing 
procedures. 

Loading Conditions 

Assumptions for earth pressure and its distribution 
should be consistent with those used for the parameters 
that define the soil properties . Field measurements of 
earth pressure behind braced retaining structures show 
considerable variation. Actual performance cannot be 
correlated with sophisticated assumptions, and there is 
little justification for their use. Earth pressure and its 
variation are materially affected by the method of ex­
cavation, the sequence of construction, and the installa­
tion and the possible prestressing of bracing. The 
engineer does not have control over or even postdesign 
knowledge of many of these factors. 

Therefore, as in the case of soil parameters that 
define the properties of the soil, simplifying assump-
t;,..., .. u::i ir::t.')'9.o. 111'1"},..,..".lln..f-orl ;...,. o c+..-.hl.:ehh· .. no ,;lnCl.Wl"M"lo n.n...,.f-'h """"'""O-
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sures on diaphragm walls . Goldberg, Jaworski, and 
Gordon (~) have made a comprehensive study of earth 
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pressures on lateral support systems . Their recom­
mendations are shown in Figure 2, where they have 
taken the first three cases from Terzaghi and Peck 
(12). These pressure diagrams were developed from 
empirical data for flexible walls. Goldberg, Jaworski, 
and Gordon (5) have shown that higher pressures develop 
behind stiffer diaphragm walls. However, this was a 
theoretical study and, at the present time, some (6), 
but not sufficient, empirical data are available for 
pressures behind braced diaphragm walls to justify 
any significant change from the pressure diagrams 
shown in Figure 2. For practical purposes, the tern-

Figure 2. Design diagrams of earth pressure for internally 
braced, flexible walls (hydrostatic pressure not shown). 
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porary earth pressure to be used in design can be taken 
as a constant uniform load, as shown in Figure 3. The 
hydrostatic water pressure and any surcharge loads 
must be added to this . Prestressing of the braces is 
recommended as a mandatory requirement for stability 
considerations. 

Figure 3 defines the recommended loading conditions 
on a braced diaphragm wall. Once the wall is incor­
porated into the permanent structure, earth pressures 
change with time. For buried structures, at-rest 
pressures are recommended (6). There is also always 
the distinct possibility of unbalanced asymmetrical 
earth pressures on the adjacent sides of an underground 
structure since these pressures do not necessarily de­
velop equally. The unbalanced load is taken by friction 
along the bottom of the structure. One-half at-rest 
pressures acting on one side, without consideration of 
the temporary bracing loading conditions, and full at­
rest pressure action on the other side are recommended . 
Any change in water levels during and after construction 
must also be considered . 

These loading conditions on the permanent structure 
are shown in Figure 4. Figure 4 shows that the 
diaphragm wall must be designed for the loads shown 
in Figure 3 plus the increment of at-rest pressure that 
results from incorporation of the wall into the per­
manent structure . The loads on the remainder of the 
permanent structure and its interaction with the 
diaphragm wall will also cause additional stresses in 
the diaphragm wall. Some continuity at the junctures 
must be provided, or the permanent structure will be 
unstable. 

Additional loads on the permanent structure are the 
roof loads and the base reaction. To accommodate both 
external and internal continuity conditions, some sort 
of soil-structure interaction at the base is required. A 
finite number of individual springs that corresponds to 
the number of discrete elements used in the structural 
analysis is used. The soil modulus or stiffness of 
these springs is varied to obtain an overall pressure 
pattern consistent with observed behavior. An example 
of this approach is shown in Figure 5 for a station de­
sign in the Washington, D.C., subway system. The 
shape of the pressure diagram was established from 
principles of soil mechanics. The subgrade modulus 
was varied as shown in the figure to obtain the shapes 
desired . 

This approach is used in Figure 6 to show the loading 
on the diaphragm wall before backfilling operations . 
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Figure 4. Loading conditions 
on permanent structure. 
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Figure 5. Station arch in Washington, D.C., subway 
system: long·term design loads. 
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Figure 7. Final loading condition for permanent 
structure. 
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Figure 8. Effect of support movement 
in plastic analysis. 
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Note that the surcharge on each side of the structure 
can be different. Another loading condition, which is not 
shown, would be the asymmetrical earth-loading condi­
tion previously discussed. Active earth pressures could 
be used at this stage of the loading. However, because 
the lower portion of the diaphragm wall will eventually 
be subjected to at-rest pressures, these pressures are 

used in the design since it is questionable how long it 
takes for them to develop . 

Finally, backfilling and removal of the bracing take 
place, and the final loading condition is shown in Figure 
7. The asymmetrical condition and any water table 
changes related to the construction process or future 
conditions must also be investigated. 

Plastic Analysis 

What has been neglected so far in the synthesis of the 
problem is the movements and stresses that take place 
in the diaphragm wall as braces are prestressed, un­
stressed, relocated, wedged, adjusted, loosened, and 
finally removed. It is also one of the reasons for in­
troduction of hinges in the diaphragm walls at the lower 
brace indicated in Figure 6 . 

The designer has only nominal control over the 
movements and the associated stresses that take place 
during the installation and removal of braces. The 
spacing can be specified, and other criteria, such as 
the amount of prestressing in the cross braces, can be 
prescribed. Traditionally, however, their design and 
installation are the prerogative of the contractor. Even 
if a rigidly specified procedure is mandated, field con­
ditions usually develop in such a way as to invalidate 
conformity. To overcome this difficulty, plastic 
analysis of the bracing system is advocated. This 
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Figure 10. Detail of continuity requirements. 
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method of analysis offers the following advantages over 
an elastic analysis (.!,!): 

1. In-and-out movement of one or more of the sup­
ports before loading does not affect the collapse load. 

2. In-and-out movement of one or more of the sup­
ports during or after loading does not affect the col ­
lapse load. 

3. The presence of initial residual stresses has no 
influence on the collapse load. 

4. The collapse load is independent of the previous 
history of loading. 

For these reasons, the use of plastic analysis eliminates 
the problems introduced by support movement, what­
ever the cause. This principle is shown in Figure 8. 

Plastic analysis and design are not currently ac­
cepted by U.S. codes and specifications. However, 
this approach is now under study for braced struc­
tures that include the diaphragm wall. Plastic 
analysis and design are currently acceptable in 
many European standards including those of the British 
Standards Institute (8). Furlong (4) presents a plastic 
design methodology based on limiCdesign concepts for 
reinforced concretP. th::it. can hP. H8P.ci in proportioning 
tho diaphragm wall. The method uses limit values for 
coefficients of maximum moments in simple beams 
and is compatible with concrete design in the United 
States. The detailed procedure suggested by Furlong 
is not repeated here. 

Although the diaphragm wall is designed so that 
plastic hinges can form at all points of support by the 
braces, it is suggested that an actual full hinge be de -

tailed in the diaphragm walls at points of support of the 
lowest brace. This hinge is designed to transmit zero 
moment. The purpose of this full-hinge design is two­
fold: 

1. It will prevent transmittal of wall diaphragm 
moments into the permanent structure . 

2. It facilitates disconnecting the diaphragm wall, 
which is not part of the permanent structure, from the 
permanent structure before backfilling. This permits 
the diaphragm wall to be (a) left in place after it is dis­
connected or (b) removed without any effect on the 
permanent structure . 

The use of a precast concrete diaphragm wall, which is 
discussed below, facilitates detailing these full hinges. 
A method that provides this hinge is shown in Figure 9. 

Concrete Durability and Quality 

The problem of concrete durability and quality, including 
geometrical alignment, can be solved by using precast 
concrete diaphragm walls. Precast concrete segments 
placed in a slurry trench to construct a diaphragm-wall 
system have been used successfully in the past (9, 13). 
The precast concrete diaphragm wall can vary in size 
and configuration. It includes tongue-and-groove con­
tinuous panels or T -beam and panel combinations. Some 
of the systems are patented. The procedure of wall 
excavation is similar to that for the cast-in-place slurry 
wall system. The grout slurry is an important component 
of the system since the precast concrete units do not 
completely fill the trench as do cast-in-place slurry 
walls. The setting of the grout, which is equal in 
strength to the surrounding soil, ensures elimination 
of voids and filling of all irregularities in the trench, 
thus stabilizing the position of the precast concrete 
units and also minimizing potential settlement of the 
adjacent soil. 

Besides being assured of satisfactory and acceptable 
concrete quality and wall alignment, the use of a 
precast concrete diaphragm wall permits accurate in­
stallation of dowels, keys, recesses, bearing plates, 
and other details for the required continuity connections 
to the permanent structure built within the excavation. 
The full-hinge detail suggested in the previous section 
can also hP. s:iti8fa~torily det~.iled, The various as­
pects of precast concrete diaphragm walls are dis­
cussed in detail by Wickham and Tiedemann (13). 
Several applications have been reported in detail (~). 

w atertightness 

Use of a precast concrete diaphragm wall also facilitates 
the problem of obtaining a watertight wall. Bentonite 
waterproofing systems have proved to be effective if 
properly installed. In the precast concrete diaphragm 
wall system, the bentonite slurry used during excava­
tion of the trench and remaining on both sides of the 
panels after the panels have been installed can be dis­
placed and replaced by a combination portland cement­
bentonite grout that eventually sets up to solidify the 
excavation. This grout can be satisfactorily designed 
to provide the appropriate waterti~htness on the rear 
face where any thickness can be prescribed. The grout 
on the front face is held to a minimum and can be sub­
sequently removed if the precast concrete panels are 
pretreatP.d with an apprnpriatP hnnrl hr<>:ik<>r . P:it<>n.t<>rl 
grouts are available for this use. Other acceptable 
formulations can also be derived if desired. 



Continuity Requirements 

As stated before, the diaphragm wall must be made to 
act continuously with the cast-in-place remainder of 
the permanent underground structure. Full continuity 
is neither needed nor necessarily desired. Use of 
precast concrete panels for the diaphragm wall also 
facilitates providing for these continuity details. One 
such detail is shown in Figure 10. The pertinent fea­
tures of this detail are the following: 

1. Use of an embedded wide-flange structural steel 
section permits maximum bond development and dis­
tribution of stress concentrations with the reinforced 
concrete. It also permits a flush surface that does not 
interfere with forming or with subsequent erection. 

2. The embedded steel units can be staggered be­
tween vertical reinforcing steel. This facilitates 
fabrication of the precast panel. 

3. The flush steel surface permits alternate welded 
connection details if the threaded inserts for the 
horizontal dowel connections shown are not desired. 

4. Flexible flashing is continuously attached to the 
continuous steel T-insert in the diaphragm wall and 
lapped with membrane waterproofing on the roof to 
provide a watertight joint. 

A similar detail is required at the concrete-box 
base slab where the degree of continuity will be much 
more than that required at the concrete-box roof slab. 
Development of full continuity at both points is possible 
if desired. 

SUMMARY OF DESIGN SYNTHESIS 

Based on the foregoing reasoning and related discussion, 
the suggested design synthesis for diaphragm walls to 
be incorporated into permanent underground structures 
may be summarized as follows: 

1. Do not use an overall soil-structure model for 
design. 

2. Determine average soil properties from basic 
soil parameters obtained from simple tests. 

3. Use a constant, uniform design earth pressure 
loading on the braced diaphragm wall before the con­
struction of the permanent underground structure. Add 
hydrostatic and surcharge loads when they are ap­
plicable. 

4. Use plastic analysis and design for proportioning 
the diaphragm wall. Design the wall with a full hinge 
detailed at the lowest brace just above the permanent 
underground structure. Provide embedded flush in­
serts for future partial continuity connections and 
waterproofing details to the permanent underground 
structure. 

5. Specify construction of the diaphragm wall by 
use of precast concrete panels and the like in a slurry­
constructed trench in which excess slurry is displaced 
by a cement-bentonite grout for waterproofing require­
ments. Specify prestressing of the braces of the 
diaphragm walls. 

6. After construction of the permanent underground 
structure, design this structure for the added increment 
of at-rest earth pressures by considering both the sym­
metrical and the asymmetrical cases. In this analysis, 
consider the structure to be supported on individual 
springs of varying magnitudes as required to simulate 
desired soil-bearing pressure distributions. 

7. Specify construction of the required continuity 
connection and waterproofing details between the 
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diaphragm wall and the permanent underground structure. 
Specify full separation of the diaphragm walls at the 
point of the full hinge before backfilling and removal of 
bracing. 

8. Design the permanent underground structure for 
the additional backfill and overlying surcharge loads. 
Consider both symmetrical and asymmetrical cases, 
groundwater variations, and surcharges where ap­
plicable. Consider the structure supported on individual 
springs to simulate desired bearing pressure. 

Under proper conditions-usually adjacent to heavy 
structures that would otherwise require substantial 
underpinning-braced diaphragm walls incorporated 
into the permanent structure can provide an economical 
solution for underground construction. 
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Theory of Roof Bolting 
Donald J . Dodds, Foundation Sciences, Inc ., 

Portland, Oregon 

There is currently an unfulfilled need in the field of rock mechanics for 
a rational, easily used system of rock bolt design. During the late 1950s 
and early 1960s, Panek and Lang performed independent studies on the 
nature of rock bolt behavior. Panek, working with bolt action in flat, 
laminated mine roof strata, attributed support to both suspension and 
friction and concluded that reinforcement by friction is a complex func· 
ti on of mine geometry, bolt spacing, and load. Lang, working with bolted 
gravel beams, developed essentially the same conclusions and, in effect, 
generalized Panek's work. By taking these two theories a step further, it 
is shown that rock support is a function of the rock bolt's power to en· 
force mechanical continuity on the rock. By using equations from two· 
hinged arch theory, it is possible to relate load directly to beam strength 
with the parameters of conventional structural analysis-load, strength, 
and beam geometry. Tables can thus be prepared that compare beam 
thicknesses and an offset dimension with span len~th. An example of 
such a table is included in the paper. · 

Most determinations of rock bolt length are made by 
some old timer in the field squinting at the exposed rock, 
spitting, and saying, "Twelve feet ought to do it" and 
"Put one there and there." This has given way a little, 
under pressure from modern rock mechanics, to the 
more sophisticated and expensive method of running a 
few tests on the depth of the field of influence around the 
opening (a rather nebulous term) combined with at least 
48 h of central processor time on a finite element model 
before anybody spits and says 3.6 m (12 ft) ought to do 
it. However, rock mechanics, having progressed far 
enough to be able to convince people of the need for these 
expensive tests, has the responsibility now to produce a 
rational, easily used method by which these data can 
produce a specific length and spacing of rock bolt. The 
intention of this paper is to provide modifications to cur­
rent theory that it is hoped will move rock bolt design 
toward this end. 

CURRENT THEORIES OF ROOF 
BOLTING 

Many important studies have been performed by the U.S. 
Bureau of Mines, particularly the work of Panek on the 
analysis of roof support (1, 2, 3, 4, 5) . He considered bolt 
action in flat, laminated Strata commonly found in the 
roofs of many mines. Panek attributes support to two 
mechanisms: suspension and friction. 

The suspension effect "refers to the transfer of 
part of the weight of the weaker or thinner strata to one 
or more thick strata, which occurs when strata with dif­
fering tendencies to deflect are constrained to have equal 
deflection" (5 ). Suspension effects are heavily dependent 
on the geometry and mechanical properties of the bolted 
section. 

The strengthening is then caused by the tying of the 
thicker, thereby stronger, beds to the thinner, weaker 
beds-the gain in strength being proportional to the cube 
of the bed thickness. During these analyses, no strength­
ening was allowed for any partial bonding between beds 
that would produce a composite beam effect. This was 
handled under the mechanism of friction. 

The friction effect "refers to reduction of bending 
in a stratified roof due to clamping action of tensioned 
bolts, which compress the strata, thereby creating fric­
tional resistance to displacement along planes of strati­
fication" (5). 

Panek c oncluded from essentially empirical data that 
reinforcement by friction is a complex function of mine 

geometry, bolt spacing, and bolt load. The latter is 
usually taken to be the maximum force the bolt can sus­
tain over the design life of the bolt . Panek combined 
these effects into the concept of a reinforcement factor 
that is defined as follows: 

RF= maximum bending stress, unbolted roof 

+ maximum bending stress, bolted roof (I) 

To simplify the computations necessary to design a sup­
port system, Panek prepared the chart shown in Figure 
1 (since the chart was prepared in U.S. customary units, 
no SI equivalents are given). 

In practice, using the design method requires knowl­
edge of the number of beds to be bolted, their thick­
nesses, and their moduli to arrive at any strength value 
better than an educated guess . For this reason, the de­
sign method was not well received by the industry. 

Concurrently with Panek, Lang was also conducting 
several studies of bolt behavior (6, 7, 8). The emphasis 
was on heavily fractured ground rather than laminated 
mine roofs, and an extensive analysis of bolting patterns 
across various types of joints was presented. Particu­
larly important, however, for the understanding of bolt 
behavior was a series of photoelastic studies that de­
termined the effects of bolt spacing and length. It was 
found that bolts spaced closely enough produced a zone 
of uniform compression within the back and were much 
more effective at supporting the roof. The thickness of 
the beam of compressed rock was approximately the 
bolt length minus the spacing. 

By summarizing these two theories, it can be seen 
that Panek's theory is a special case of Lang's more 
gener al theme, and that s upport depends on the following 
factors : interlayer movem ents (continuity) and suspen­
sion, end fixity of the beam, end restraint, and end 
shear. The most important of these seems to be the 
continuity or interlayer movement . The enforcement of 
continuity, or prevention of interlayer movement, can 
be analyzed by looking at interlayer stresses. The most 
apparent stress is the direct stress applied by the bolt 
to the rock beam. This stress would produce an in­
crease in normal force that would translate into a fric­
tional force along the bedding. The stress F, mobilized 
to prevent interjoint movements in this situation, is then 

F = P tan </> (2) 

where P is the normal stress and ~ is the friction angle. 
Though this approach is commonly used, the additional 
strength supplied in a real case is quite low. Since the 
layer movement is over the entire cross section of the 
beam, the bolt load should be transferred into a stress 
and frictional force should be a frictional stress . A 
1.2- by 1.2-m (4- by 4-ft) pattern and 9100 kg (20 000 
lb ) or bolt load yield a normal load increase of approxi­
m ately 89 .kPa (13 lbf/in2

). This in.crease in nor m al 
fo rce 'wm add only 89 to 103 kPa (1 :l tn 15 lhf/in~) in­
creased friction strength at best to enforce continuity. 
The actual amount, of course, depends on the value of 
the tangent of friction along the laminated surfaces and 
could be much l ess. 

Analysis of a fixed-end beam 5.5 m (18 ft) long, 1.2 
m (4 ft) wide, and 1.8 m (6 ft) high loaded uniformly at 
689 kPa (100 lbf/in2

) yields a maximum horizontal shear 



stress near the rib of 1552 kPa (225 lbf/in2
) and an ex­

treme fiber stress of 2965.5 kPa (430 lbf/in2
) at the mid­

span of the beam. Clearly, the resistance of 89 kPa 
(13 lbf/ in2

) caused by the increase in friction attributable 
to roof bolting is of little value in overcoming these 
forces in maintaining continuity. Roof bolts, however, 
are a proven method of support. Another mechanism, 
then, must be invoked to explain their action. 

It is possible that this mechanism could be attributed 
to the interlocking of beds along their contacts. Einstein, 
Bauhn, and Mirschfeld (9) performed theoretical and 
laboratory studies on friCtion in jointed rock masses 
and reported, ''It is conceivable that ... on a micro­
scopic scale and for rough surfaces, interlocking will 
be the dominant characteristic (governing friction)." 
Normal rock found in cavern roofs rarely presents the 
smooth planar laminations used in model studies . Even 
in horizontally laminated roofs, the material encoun­
tered in practice tends to separate along weak, nearly 
horizontal bedding planes until (a) a we ak vertical flaw 
is encountered or (b)beddingplaneA-A becomes stronger 
than bedding plane B- B, and the separation moves to 
the weaker bed. The result is a series of nearly parallel 
flat surfaces with short, steep connections. A typical 
lamination interface may look like that shown in Figure 2. 

The strength of this laminated beam depends on the 
lack of relative motion between the laminations. In 
order for relative movement to take place between two 
rock units in contact along an interlocking surface, 

1. The shear stress on t he plane A- A or B-B {Figure 
2), whichever is s t ronger must be overcome ; 

2. The t ensile s trength in the r ock on verti.cal plane 
C-C (Figure 2 ) between the two irregularities must be 
overcome; or 

3. The projecting portions of each unit must ride up 
and over one another. 

In the average rock, shear strength and tensile 
strength are of the same order of magnitude as the shear 

Figure 1. Roof-bolt design chart for friction effect. 
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and fibe1· stresses calculated above, i.e., 1379 to 3448 
kPa (200 to 500 lbf/ in2

). However, the normal s agging 
associated with an opening provides assistance to the mech­
anism of unlocking. Opening of joints and bedding sur­
faces by gravity allows the laminations to move relative 
to one another and act as N independent beams with a 
resulting loss in strength by a factor of N. The rock 
bolts oppose this action and mechanically enforce con­
tinuity on the roof beam. 

The amount of force required to open the bedding sur­
face depends on the geometry of the interlocking projects. 
Einstein, Bauhn, and Mirschfeld found that "In ... gypsum 
models with a single joint inclined at 30° to the major 
principal stress, failure occurs by sliding along the 
joint for all applied confining stresses between 0 and 
1500 psi. In the models with a joint inclination of 60°, 
failure occurs only by fracture through inta ct material" 
(9). In the above condition, the joint inclination is al­
most entirely above 60°; most are nearly vertical. 
Therefore, it would appear that, if dilation can be pre­
vented, the full shear strength of the rock can be mobi­
lized along the nonsheared joint surfaces. 

As shown in Figure 3, the tangential stress f along 
the joint caused by the lateral stress 1', which tends to 
cause overriding, is 

f=rsinl:I 

The tangential strength F along the joint caused by 
the bolting required to prevent overriding is 

F =a sin 1:1 

(3) 

(4) 

Under normal bolting practices, where a = 103 kPa 
(15 lbf/in2

) and 1' = 3103 kPa (450 lbf/in2
), to obtain a 

balance between these two stresses would require that 
the controlling joints be nearly vertical or one or two 
degrees from vertical. It should also be noted that this 
is an inverse chain effect in that the strongest link must 
be overcome before general failure occurs. 

4 5 6 8 11 10 10 30 40 50 
BED THICKNESS, IN. 



46 

Figure 2. Typical laminated rock formation 
showing probable bedding point. 

Figure 3. Stresses along joint asperity . 
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Figure 4. Stress beam produced by pattern bolting. 
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Figure 5. General stress condition 
in fixed-end, two-hinged arch. 
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The existence of these joints is based on direct ob­
servations; that they act in this manner is only theorized. 
This hypothesis could explain, however, that the obvious 
mechanical advantages gained by roof bolting are attrib­
uted to restriction of movement along joints or by pro­
viding continuity through mechanical means. Not much 
is known about this mechanism-in particular, how 
much tension is required to produce continuity-but the 
study of rock bolts made by Lang for other purposes 
was of sufficient detail to shed some light on how bolt 
tension may affect beam strength. 

The data were obtained by loading a rock- bolted 
1.2-m (4-ft) cube of crushed rock. The cube was sup­
ported laterally and instrumented to measure deflection 
and lateral pressure. This experiment showed that 
competent structures could be formed from completely 
iu0uiierent, :suitaUly Uullt:::U 1ua:s:st::S uf ~i avt:l a.ad. tha.t 
the mass exhibited elastic and plastic (strain-hardening) 
properties similar to those of intact rock masses. By 
using the data gathered in these tests, it can be further 

shown that an increase in bolt tension, which increases 
bolt-induced continuity, decreases beam deflection 
(Figure 4). 

Lang also concluded elsewhere in his report that beam 
strength remains relatively constant until a threshold 
level is reached, and then failure occurs rapidly. 

These two findings support the hypothesis that, re­
gardless of the orientation of joints, cracks, or bedding 
planes, as long as the rock is laterally confined the rock 
bolts support by enforcing mechanical continuity and al­
low the rock to support itself with its own inherent prop­
erties. The beam produced by the interference of the 
individual bolt stress patterns is shown in Figure 4. 

If this be the case, neglecting all the rock except for 
the cross-hatched area, a simple, conservative, conven­
tional analysis can be performed on the remaining rec­
tangular section by assuming that the material is held 
continuous by the rock bolts throughout this zone. Of 
the many conventional methods of analysis available, the 
one that seems to be most adaptable to the actual situa­
tion is the two-hinged analysis. If this beam is assumed 
to be a two-hinged arch separate from the surrounding 
rock material and is assumed to be loaded with a uniform 
vertical loading, the general stress condition in this arch 
stress beam would be as shown in Figure 5. Real load­
ing conditions other than this assumption generally pro­
duce errors on the side of safety. 

HR = K1 WL = l [f(Mmds/EI) + f (Vvds/AG) + J(Nn/AE)ds] 

+ [f(M2 ds/El) + J(v2 ds/AG) + J(n2 ds/AE)] I 

where 

M = (W/2)[(L2/4) - R2 cos2 0], 
m = 1 (R sin 0 - d), 
ds = rd9, 
V = (wl/2) cos2 e, 
v =cos e, 
N = (wl/2) cos 9 sin 9, 
n = -sin a, and 
G =2/sE. 

This produces 

K, = (WL/2A) I [L2/4t2 (3NJ 2 
- 2)(rr/2tan·1 N)-312 +4] + 6/12 1 

+ l [L2/4t2 (2N2 +J2)(rr/2-tan·1N)-3N] 

(5) 

+ 7/2(rr/2- tan·1N)-3/2NI (6) 

where 

N = 2d/L and 
J = 2t/L. 

These values will allow expressions to be written for 
beam stress by using the familiar equation 

a= (M,C/l) • (N,/A) (7) 

The sum of the moments around a produces 

M, = V,(L/2 - R cos 8) - W/2(L/2 - R cos 8)2 - H,(R sin 8 - d) - M, (8) 

Substituting V r = WL/2 and reducing lead to 
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Figure 6. Relation between beam strength and in situ load. 

APPROX. 
BOLT LENGTH 

M, = W/2(L2 /4 - R2 cos2 1:1) - H,(Rsin 1:1 - d) - M, (9) 

If we let Hr = K1WL and Mr = K:!WL2, then the equation 
reduces to 

M, = W/2(L2 /4- R2 cos2 1:1)- 2K1 WL(Rsin1:1 - d) - 2K2 WL2 (10) 

The normal and shear stresses at point a can be written 

N, = H,sin 1:1 - V cos 1:1 (11) 

Substituting H. =Hr = K1WL and V. = Vr - W2L) (1- cos 0) 
produces 

N. = K1 WLsin1:1 - W(L/2 - Rcosl:I) cos 1:1 + WL/2cos1:1 (12) 

If, for the purpose of illustration, it is assumed that end 
rotation is allowed (hinged arch), K:! is equal to zero and 
K1 can be found by assuming the controlling condition to 
be at midspan where 6 equals 90°: 

a90 = 3 (WL2 /4t2 ) K3 K1 (WL/t) 

where 

K:! = 1 - 4K1(l + N2)1/z - N and 
0'90 = 3(~W /J2

) ± 2K1(W/J) 
= W(3~ ± 2K1J)/J2 

= KiW. 

(13) 

This equation then relates load directly to beam 
strength not only in a simple manner but in a manner 
commonly used by structural engineers. The upper 
boundary on the beam load would be a vertically applied 
uniform load equal in magnitude to the in situ stress 
level. However, this is, in many instances, ultracon­
servative because the in situ load is really the radial 
load, which varies from zero at the surface to the in 
situ level, a depth according to the following relation: 

where 
Sv = vertical applied stress, 
a= L/2, and 
r = distance from hole center. 

(14) 

If this load were plotted with depth, as shown in 
Figure 6, it would commence at zero and increase con­
cavely downward; if strength plus depth were plotted on 
the same axis, it would commence at zero and increase 
concavely upward. The point at which the curves inter­
sect is the design depth. These concepts may be used 

DEPTH 

to modify the load portion of the Ki value. Tables can 
then be prepared based on the two dimensionless ratios 
of beam thickness to span length (t/L) and offset dimen-
sion d shown in Figure 6 over the span length (d/L). 
The table below was prepared in this way: 

d/L 

t/L 0.00 0.30 0.60 0.90 1.20 

0.10 0.10 2.15 2.34 2.44 2.71 
0.11 2.10 2.21 2.28 2.38 2.67 
0.12 2.02 2.12 2.18 2.29 2.59 
0.13 1.92 2.01 2.07 2.17 2.49 
0.14 1.81 1.90 1.95 2.05 2.37 
0.15 1.70 1.78 1.82 1.92 2.24 
0.16 1.59 1.66 1.70 1.79 2.12 
0.17 1.49 1.35 1.59 1.67 1.99 
0.18 1.39 1.44 1.47 1.55 1.87 
0.19 1.29 1.34 1.37 1.44 1.75 
0.20 1.20 1.24 1.27 1.34 1.64 
0.21 1.11 1.15 1.17 1.24 1.53 
0.22 1.03 1.07 1.09 1.15 1.43 
0.23 0.95 0.99 1.01 1.07 1.33 
0.24 0.88 0.91 0.93 0.99 1.24 
0.25 0.82 0.84 0.86 0.91 1.16 
0.26 0.75 0.78 0.79 0.84 1.07 
0.27 0.69 0.71 0.73 0.78 1.00 
0.28 0.64 0.66 0.67 0.72 0.92 
0.29 0.58 0.60 0.61 0.66 0.85 
0.30 0.53 0.55 0.56 0.60 0.78 
0.31 0.48 0.50 0.51 0.55 0.72 
0.32 0.44 0.45 0.46 0.50 0.65 

This form of table is simple and easy to use. If the 
geometry of the openings is known, then the table is 
entered in the column with the appropriate d/L ratio, 
searched for the correct beam strength to load ratio, 
and exited with the proper beam thickness to span ratio. 
For example, a beam with a cl/L ratio of zero, a beam 
strength of 4138 kPa (600 lbf/in3

), and an undisturbed 
stress level of 34'18 kPa (500 lbf/in2

) would pr oduce a: 
beam thickness ratio of approximately 0.20. If the 
cavern span were 15.2 m (50 ft), it would require a 
beam thickness of 3 m (lOft), or a 4.3-m (14-ft) bolt on a 
1.2-m (4-ft) spacing would provide adequate protection. 

The value of this method lives or dies on what the 
rock beam strength really is under bending stresses. I 
believe that, if research were done in this area, signif­
icant advancements could be made in placing rock-bolt 
design on a firm analytical footing. The 4138-kPa (600-
lbf/in~) bending strength seems to be a conservative 
number. If research did indeed show this to be the 
case, current rock bolt practice is specifying bolt 
lengths that are grossly overdesigned. This would ex­
plain the lack of failures in properly placed and grouted, 
tensioned rock bolt systems. 
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CONCLUSIONS 

There appear to be four major conclusions in this re­
search: 

1. Roof support by rock bolting is a function of the 
power of the rock bolts to enforce mechanical continuity 
on the rock. 

2. A study should be made to determine the effect 
of bolt tension on beam stability and the threshold ten­
sion required to produce continuity and to identify any 
other important variable in predicting levels of me­
chanically induced continuity. 

3. A study should be made to determine realistic 
values of rock beam strength to enable the use of K4 
tables and reduce the apparently high rock-bolt safety 
factors. 

4. Laboratory or field tests should be developed to 
predict rock beam strength. 
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