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Edge-of-Pavement Profiles

V. F. Hurdle, Department of Civil Engineering,
University of Toronto

When superelevation transitions occur within or adjacent to vertical
curves, the profile of the edge of the road is sometimes distorted into
shapes that are visually unpleasant or cause severe drainage problems,
particularly on freeways or other wide roads. Such problems can be
easily and quickly solved by simple algebraic methods that need no plot-
ting of edge profiles to scale or resorting to curves more complicated
than standard parabolic vertical curves if one takes advantage of the in-
herent simplicity of standard highway geometry. Methods for doing
this are developed and demonstrated with a numerical example.

The horizontal and vertical alignment of highways has
traditionally been thought of as a series of straight lines
(tangents) connected together by curves., Probably as a
carry-over from railway design—where horizontal cur-
vature radically increases the force necessary to move
the train—and for simplicity, most designers tried to
keep the tangents as long as possible and the curves as
short as possible. Roads built in hilly country 50 years
ago were actually curvilinear (crooked) in spite of this
design philosophy, but, as the introduction of motorized
equipment lowered the cost of earthwork, the roads be-
came straighter and straighter.

As Tunnard and Pushkarev (1) have documented so
well with photographs, a frequent result was a type of
long tangent, short curve alignment that not only
seemed to exhibit a callous disregard for the integrity
of the landscape, but tended to look silly in itself, To
the extent that the general public reacted to this at all,
the reaction was probably a sort of generalized objec-
tion to the building of roads and to the builders as well.
Some professionals also reacted, however, and from
this reaction a philosophy of curvilinear alignment de-
veloped wherein the designer fit long curves to the ter-
rain and used short tangents as connecting elements.

In North America, this design philosophy suffered a
severe setback during the rush of construction after
World War II but eventually became commonly accepted,
particularly during the period of emphasis on aesthetics
of design in the United States in the mid-1960s. While
many reference works on this type of design exist, I re-
gard two (1,2) as the most basic and comprehensive.
Both reflect the ideas of progressive designers of the
late 1930s (3).

Once one gets used to the idea of using curves rather
than straight lines as the basic design elements, the de-
sign of curvilinear roads is not particularly difficult.
Furthermore, the generous use of curvature allows a
great deal of freedom in design, so one should be able
to reduce construction costs by achieving a better fit to
the terrain than is possible with a long-tangent, short-
curve design,

The changeover is not completely without difficulties,
however; a few new technical problems do arise. Per-
haps the most obvious is that one must devote consider-
able attention to the provision of sufficient passing sight
distance on two-lane roads. In addition, certain com-
binations of horizontal and vertical curvature can look
very bad, so there has been considerable research into
problems of the coordination of horizontal and vertical
curvature and the general concept of the road as a three-
dimensional object. Many books and papers (1,2, 3) have
devoted a good deal of attention to this subject, and some
{4,5) are entirely devoted to it.

A problem that has received much less attention,
however, is the interaction of vertical curvature and

superelevation transitions that occurs when vertical and
horizontal curves of nearly equal length are superim-
posed to create a three-dimensional curve. The most
obvious example of this interaction is the appearance of
a little kink or dent in the edge of the roadway near the
end of a superelevation transition, sometimes scarcely
measurable, but very visible. Nearly every highway
engineering manual and route surveying textbook con-
tains a warning about this, usually coupled with the ad-
vice that a profile of the edge of the roadway should be
plotted and examined for any irregularities. The ad-
vice is sound, but it should be obvious to any engineer
who drives with a critical eye that the results often
leave much to be desired.

An example of such a dent, along with the profile
and superelevation diagram that produced it, is shown
in Figure 1. The dent in the edge profile just to the
left of km 10+000 is obvious in the figure and would be
even more obvious on the ground, since the flat angle
at which motorists view the roadway makes even very
small undulations highly visible. The fact that the ac-
tual depth of the dent is tiny does not matter; the eye
seems to be sensitive to irregularity of shape rather
than to elevation.

To avoid such problems, many engineers abandon
the superelevation diagram and design a smooth profile
for each edge graphically with splines or French curves,
a method recommended by the AASHTO Blue Book (8).
This method is rather laborious, however, particularly
since the resulting design can be included in contract
plans only as a graphical curve or a series of grid point
elevations. Splined curves are also positively guaran-
teed to produce indigestion if fed to a production-
oriented computer program, so survey notes must be
prepared by hand.

The basic premise of this paper is that an easier way
is available. In many situations graphical methods are
very desirable; in fact, I believe that engineers should
use graphical methods more often than they do. In this
particular case, however, an easier, quicker, and surer
algebraic method is available. This method is hardly
revolutionary; it really only amounts to understanding
the basic geometry of the roadway and checking the
values of certain critical parameters. There must be
many engineers who have worked out similar methods.
They are not, however, in common use in North America
and appear in few, if any, of the standard texts and hand-
books. A related but much less flexible approach has
been used in the British computer program, JANUS (5).

VERTICAL CURVES

The first step in developing the method is to review the
basic geometry of the parabolic vertical curves used in
highway design. Two tangent grades, g: and g,, are
joined by a segment of a parabola defined by the qua-
dratic equation

y(x) =yo +g1x + (1/2)x* 1)
where
y(x) = elevation at a horizontal distance x from the
beginning of the vertical curve (BVC),

yo = elevation at the beginning of the vertical curve,

1



Figure 1. Superelevation diagram with 30-m curves and resulting
edge-of-pavement profile for right lanes.
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r = (g - g1)/L, and
L = horizontal length of the vertical curve.

The slope or grade at any point on the curve can be
obtained by differentiating Equation 1:

dy (x)/dx =g +1x )

Of more interest in the problem considered here is the
rate of change of grade:

d?y(x)/dx? =1 3)

That the rate of change of grade is constant is, of
course, a fundamental property of a parabolic vertical
curve (6). Instead of differentiating Equation 1 to obtain
Equations 2 and 3, we could as well have postulated that
a constant rate ot change of grade was a desirable prop-
erty, and then obtained Equations 2 and 1 by integration.
Clearly this must be what happened historically: some-
one noted that a constant rate of change of grade not
only was the simplest way to join two grades but also
produced the shortest possible curve satisfying a cri-
terion of the form d®y(x)/dx* < some number,

The value of r, or its reciprocal, can be used as a
measure of curvature. Use of the reciprocal is, in fact,
common and has an advantage in that a parabolic high-
way or railway curve with rate of change of grade r is
very nearly the same curve as a circular curve with
radius 1/r. The design handbooks listed in the refer-
ences all use the reciprocal. Two European references
(2, 10) identify 1/r as a radius and denote it by the sym-
bols H and Ry, respectively. North American refer-
ences (8, 9) instead use K = 1/100r, the distance re-
quired to accomplish a 1 percent change in grade.

In what follows we shall use r as our measure of

curvature rather than K because the equations would be
more complicated with K. Most design calculations,

however, could be made just as easily with K ag with r,

A NOTE REGARDING UNITS

This paper has been written at a rather awkward time
so far as units are concerned; both the traditional sys-
tem of feet and 100-foot stations and the metric system
are in current use in North American practice. In Can-
ada, in fact, one might find an engineer working on two
projects concurrently, one measured in feet and the
other in meters.

In general, this paper will use SI (Systeme Interna-
tional d'Unités) units, following in most details the
usage recommended (7). Vertical distances will always
be expressed in meters, but location along the center-
line, or chainage, will be expressed as a distance in
kilometers from some arbitrary zero point plus a dis-
tance in meters: a point 9 km from the starting point
will be identified as km 9 or km 9+000 and a point 500.36
m farther from the starting point as km 9+500.36, for
example.

Equations 1, 2, and 3 are unit free; they are valid in
any units. The horizontal and vertical distances can be
measured in meters, feet, chains, furlongs, fathoms,
or even inches; it does not matter what the unit of mea-~
surement is, so long as the same unit is used through-
out the calculation. It should be noted that the grades
g1, g2, and dy(x)/dx are dimensionless ratios, soa
grade of 0.02 means exactly the same thing in any sys-
tem of units; the rate of change of grade r is not dimen-
sionless, though, and has units of reciprocal meters
(1/m) or reciprocal feet (1/ft). Typical values are of
the order of 10+ in either system.

Since numbers less than 0.1 are awkward to remem-



Figure 2. Cross section of simple one-lane road at location x.
—_— W
proflle grade |
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ber and use in mental calculations, it is common prac-
tice to express grades in percentages. The difficulty
with too many zeros is obviously much more severe
with the values of r normally encountered, so in this
paper all values of r will be expressed as a multiple of
10, for example 0.5 X 10* /m instead of 0.000 05/m.
This can be thought of as 0.5 percent per hundred
meters, In traditional units, 0.5 x 10 */ft can be
thought of as 0.5 percent per station.

One additional warning about units is necessary for
designers working with the AASHTO Blue Book (§) or
RTAC metric standards (9). These handbooks express
vertical curvature in terms of K, defined as the dis-
tance, in feet or meters respectively, to accomplish a
1 percent grade change. Thus the units of K are really
ft/percent or m/percent, but table headings in the hand-
books indicate that they are in feet and meters, respec-
tively, because the percentage is included in the defini-
tion. The tabled values of K in these two reference
books can, therefore, never be used directly in unit-
free equations, but must always be converted to feet or
meters by multiplying by 100.

SUPERELEVATION TRANSITIONS

The foregoing discussion of vertical curves used ele-
mentary calculus in order to clarify the concepts, but
the mathematical methods used in ordinary practice are
algebra and arithmetic. In treating superelevation, it
is not even usual to use algebra; one simply draws a
superelevation diagram such as the one shown in Figure
1 and reads the values graphically. As a matter of fact,
this is a good approach. Since the diagram is easy to
draw and provides adequate accuracy if an appropriate
scale is used, why should one bother to write an equa-
tion ?

In order to develop the relationship between vertical
alignment and superelevation, however, we shall con-
tinue to use the language and notation of calculus be-
cause they provide an easy way to describe what is hap-
pening. For ordinary applications we shall revert to
simple arithmetic.

To begin, let us suppose that our road has only one
lane and no shoulders, with the profile along the left
edge, as shown in Figure 2. This simple road could be
a ramp or half of a two-lane road; the numerical ex-
ample in Figure 1 is half of an eight-lane freeway. The
width of the lane is W; the elevation of the left edge is,
by definition, y(x); and we define a function s(x) = super-
elevation rate at location x to describe the supereleva-
tion. In the section on vertical curves, x was defined
as the horizontal distance from the beginning of the ver-
tical curve. In this section we shall not define it so pre-
cisely; X is simply a number that identifies our location,
the horizontal distance along thc centerline from some
arbitrary zero point measured in the same units as all
other distances. We shall never write an expression
for s(x); it is simply a name for the function described
by a superelevation diagram such as the numerical ex-
ample in Figure 1. It is important to realize, however,
that superelevation diagrams have the same mathema-

tical form as profiles: straight lines joined together by
parabolic curves.

To obtain the elevation z(x, W) of a point on the right
edge of our one-lane road, a distance W right of a point
on the centerline at location x, we simply read s(x) from
the superelevation diagram, multiply by the width W,
and add the product to the profile elevation g(x):

z(x, W) = y (x) + Ws(x) (C)]
Differentiating Equation 4 twice, we obtain

dz.(x, W)/dx = dy (x)/dx + dWs(x)/dx (5)
d2z(x, W)/dx? = d2y (x)/dx? + d2Ws(x)/dx> (6)

In this paper, it will always be assumed that the width
of the road, W, is constant. For tapers, one must re-
place W with W(x) before differentiating.

From Equations 4, 5, and 6 we see that the shape
of the edge of the lane, described by its elevation
z(x, W), slope dz(x,W)/dx, and rate of change of grade
d®z(x, W)/dx®, is simply the sum of the profile and the
effect of the superelevation transition. For a numeri-
cal example, consider the right lanes of the road de-
scribed in Figure 1. For the moment, we shall ignore
the shoulders. Within the linear portion of the super-
elevation diagram,

dWs(x)/dx = (15 m) x [+0.06 - (-0.02)] /240 m = +0.005 @)

The grade along the outside edge of pavement is 0.005
more than the grade along the profile at every point be-
tween km 9+7565 and km 9+965. To make this calcula-
tion, we can use either of two mathematically equivalent
approaches. The most direct is to rewrite the last term
of Equation 5 as Wds(x)/dx, W times the slope of the
superelevation diagram. The superelevation changes
linearly from -2 to +6 percent in 240 m (ignoring the
curves in the superelevation diagram for the moment)
and from O to +6 percent in 180 m, so

Wds(x)/dx = (15 m) x (+0.06 - 0)/180 m = +0.005 ®)

However, Equation 5 was written with dWs(x)/dx rather
than Wds(x)/dx because I do not usually make the calcu-
lation in such a straightforward mathematical way, but
according to the following more physical logic. Between
km 9+800 and km 9+980 the superelevation changes 6
percent. Since the pavement is 15 m wide, this is a
(0.06) x (15 m) = 0.90 m rise relative to the centerline.
This rise is accomplished over a 180-m distance, so
the grade necessary to accomplish it is

dWs(x)/dx = 0.90 m/180 m = +0.005 ®

To obtain the actual grade along the outside edge of
pavement, we simply calculate the grade along the pro-
file and add 0.005. For example, at km 9+820, we are
20 m into the profile vertical curve, so

dz(x)/dx = dy (x)/dx + 0.005 = g; + 20r + 0.005
=-0.01 +[20x (0.5 x 10*)] +0.005 =-0.004 (10)

Proceeding to the rate of change of grade, we can
continue the same line of reasoning. Prior to km 9+965
the right edge of the road was rising at +0.005 relative
to the centerline, but beyond km 9+995 it is parallel to
the centerline. This -0.005 change is accomplished in
a 30-m parabolic curve, so the rate of change of grade
due to the superelevation transition must be -0.005/30
m = -1,667 x 10*/m. If we call this rate of change of



grade due to the superelevation transition r,, we can re-
write Equation 6 as

Te =T +71g an

where r, = d’z(x, W)/dx’ is the rate of change of grade
along a line offset a horizontal distance W from the cen-
terline. In Equation 11 it is clear that r, is just the sum
of the rate of change of grade due to the curves on the
profile and on the superelevation diagram. In our ex-
ample, r, for the superelevation curve centered at km
9+980 is

fe =r+r,=+0.5x 10%/m-1.667 x 104/m=-1.167 x 10*/m (12)

At this point, it should be very obvious why the pro-
file of the outside edge of the right lanes in Figure 1
looks like a dented bowl. The dent is the portion from
km 9+965 to km 9+945 where r, = -1.167 X 10*/m is neg-
ative, in contrast to the surrounding portion of the bowl
where r. =1 = +0.5 X 10*/m is positive. It is also
quite obvious that we can eliminate the dent only by
making r, positive everywhere, which will happen if
the absolute value of r, is less than the absolute value
of r. This can be accomplished either by lengthening
the curve in the superelevation diagram or by shorten-
ing the curve in the profile, Usually, we prefer to do
the former, although a situation occasionally arises
where it is desirable or even necessary to change the
profile.

In our example, we need to lengthen the curve in the
superelevation diagram until |r,] <r =0.5 x10*/m, or
|-0.005/¢1 < 0.5 x 10* /m, where ¢ is the length of the
curve in the superelevation diagram. Clearly we will
achieve equality if £ = 100 m and satisfy the inequality
if £ > 100 m. If we were to use £ = 100 m, we would
have r, = r + r. = 0 and the edge-of-pavement profile
would be a straipht line from km 94930 to km 1010230,

The reader can see how this would look by laying a
straight edge tangent to the edge-of -pavement profile at
km 9+930 and km 10+030 on Figure 1. It eliminates the
dent, but leaves a flat spot. Since flat spots on round
bowls are usually considered undesirable, we shall usu-
ally insist on strict inequality. The dashed curve on Fig-
ure 1 has £ = 140 m. This length was chosen rather arbi-
trarily to illustrate the effect of using £ > 100 m;
whether or not it was a good choice will be discussed
in a later section. In any case, it is clear that the prob-
lem can be solved only by using a curve much longer
than is standard practice. It should also be noted that
any solution worked out graphically with a spline will
involve a revision in the superelevation over a distance
of ul leasl 100 wm,

MULTIPLE PLANES

Most modern roads have paved shoulders, so they can-
not be considered a single plane. In addition, many
highways are built with different cross slopes for each
lane. The generalization of the preceding theory to
cover multiple planes is straightforward.

Suppose that the road has several planes numbered
1,2,3,.... If plane number i has width w, and super-
elevation s,(x) and we are interested in the shape of a
line offset a distance W = w; + wo + ... + W, from the
profile grade, then

Z(x,W)=y(X)+i wisi(x) 13)

i=1

Taking derivatives as before,

dz.(x, W)/dx = dy (x)/dx + 3, dwisi(x)/dx (14)
i=1

d?z(x, W)/dx? = d2?y (x)/dx? +2 d2w;si (x)/dx? (15)
=1

Thus, we only need to add together the effects of what
happens in each plane to obtain the total effect,

DESIGN EXAMPLE

To illustrate the analysis of multiple planes, we return
to Figure 1, but we shall consider what happens to the
edge-of-shoulder profile rather than the profile of the
edge of the outside lane, This is the line we are really
interested in, the actual physical edge of the roadway.
It is not only the most clearly visible line, but also the
one that determines the shape of the bridge rail if there
is one.

Since we already know that there is a problem on the
right side at km 9+980, we shall start there. The width
W is now 18 m, but at this location we still have a single
plane, since the shoulder and lanes all have the same
superelevation. Thus the grade change caused by the
superelevation transition is dWs(x)/dx = (18 m) X
(+0.06 - 0)/180 m = + 0.006 and the rate of change of
grade due to superelevation is ry = -0.006/30 m =
-2 x 10*/m. Since the profile grade is curving at
r = +0.5 x 10 /m, there will clearly be a dent in the
edge of the shoulder unless we increase the supereleva-
tion curve length until |r,| < 0.5 x 104 or £ > 0,006/
(0.5 x 10* /m) = 120 m.

Usually we would choose to use a length greater than
the minimum to avoid a flat spot, but this time we shall
use 4 = 120 m. This will give us a 120-m straight line
in the right edge of the shoulder profile on a grade of
+0.2 percent, as shown in Figure 2. A short tangent
might look bad, but 120 m seems long enough to stand
on its own as a geometric element. Since we are on the
high side of superelevation, the very flat grade will be
acceptable, though some very careful gutter design
might be necessary if the road were in excavation.

The next question to be asked is, Where else might
there be dents in the edge of the shoulder profile ? After
a little reflection, it should be obvious that there are only
two possibilities, both on the left roadway, at km 9+860
and at km 9+920. Notice that no calculations were nec-
essary to reach this conclusion; these are the only other
superelevation diagram curves that could cause dents,
because all the other curves are either outside of the
profile vertical curve or curve in the same direction as
Lhe profile. In the latter case r, has the same sign as
r, so the effect of the superelevation curve is to make
the curvature sharper, not to change its direction.

To analyze the two possible trouble spots, it is not
necessary to repeat all the calculations we made for the
curve at km 9+980 on the right lanes. Instead, we ob-
serve that the curves at km 9+860 and km 9+920 look
exactly the same on the superelevation diagram as the
curve at km 9+980 on the right lanes. Therefore
ds(x)/dx and d®s(x)/dx are exactly the same as before;
the only difference in the three curves is the width of
the plane, W or w,.

At km 94860 only the lanes are curving, so W = 15 m.
We found at km 94980 that |r.| for a plane 18 m wide
was 2.0 x 10* /m, so for W = 15 m, 1Ijr.l = (2.0 x 10*/
m) % (15 m/18 m) = 1.667 x 10 /m and at km 9+920
where only the shoulder is curving due to supereleva-
tion Irel = (2.0 x 10* /m) % (3 m/18 m) = 0.333 x 10 /m.
Comparing these numbers with r = 0.5 X 10 *, we see

that there will be a dent at km 9+860, but not at km 9+920.



When we change the length 4 of the curve at km 9+860
to eliminate the dent, r. will change in proportion to
1/, so we need to increase 4 until (1.667 x 10 /m) x
(30 m/2) 0.5 % 104 /mor £ = 100 m. If we were to use

100 m, however, we would get the result shown schemat-

ically in Figure 4.

The negative value of r, between km 9+905 and km
9+910 occurs because the lane curve at km 94860 and
the shoulder curve at km 94920 now overlap. To elimi-

nate this section of downward curvature by lengthening
the curves, we would have to make the lane curve con-
siderably longer than 100 m, but if it were longer than
120 m, it would extend outside of the profile vertical
curve and again give us a short section where r, was
negative. This would not be too bad since it would be
between a section with r, = 0 and one with r, > 0 rather
than between two sections with r, >0, but it still seems
worth avoiding. Sometimes a good solution to such a
situation can be obtained only by changing the profile.
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In this case, however, we have another option.

If we simply shorten the shoulder curve at km 9+920
to 20 m, as shown in Figure 3, it will not overlap a
100-m curve at km 9+860. This will give us |r,| =
0.5 x 10 */m at km 9+860 and |rs| = (0.333 X 10*/m) X
(30 m/20 m) = 0.5 x 104 /m at km 9+920.

Interestingly enough (and quite by accident), both of
these curves just exactly counteract the profile vertical
curve, so the straight line on a -0.95 percent slope
shown in Figure 4 will now extend all the way irom km
9+810 to km 9+930. There will be no dents, but there
is a 10-m curve in the edge of the lanes and shoulder
centered at 9+805. Since the grade only changes 0.05
percent in this curve, it i8 a reasonably safle assump-
tion that it will not show up at all; if it does, it will
look like an angle point rather than a curve.

We have now eliminated all the dents but should still
check the other superelevation curves to see if the de-
sign can be improved. On a two-lane road we would
make the curve on the left side at km 9+980 the same
length as the one on the right. On a freeway it is usu-
ally convenient to do so but not essential, and 120 m
really does seem very long to use without a definite rea-
son. On the other hand 30 m, though it does provide
adequate sight distance for freeway speeds, is very
short for such a wide road. Therefore, a 60-m curve
will be used at km 9+980 as shown in Figure 3. This
is probably about the shortest superelevation curve we
should ever use for freeway lanes.

The subject of sight distance in superelevation tran-
sitions is complicated. In our example there is adequate
sight distance because the profile vertical curve is very
flat. If the profile had been designed to just satisfy
sight distance standards, however, the 30-m curve
would not have provided adequate sight distance in the
outside lane. There can also be severe sight distance
problems at crest curves in the superelevation diagram.
On the high side of superelevation these problems are
reduced because drivers can look diagonally across the
lower lanes, but on the low side of superelevation in ex-
cavation the shoulder width may not be sufficient for
this to be much help.

Wirasinghe of the University of Calgary has done
some research on analytic methods for calculating the
sight distance in superelevation transitions (11), but the
complexity of his analysis of even very simple cases is
discouraging. For practical purposes, it would seem
that sight distance problems must be individually ana-
lyzed by graphical methods. Of course, a good under-
standing of the geometry of the roadway will be very
helpful in identifying those cases where the likelihood
of sight distance problems is sufficiently great to justify
a graphical analysis.

The two curves that remain are at km 9+680 and km
9+740 on the right roadway, outside of the profile verti-
cal curve. Nothing really needs to be done about these
two curves, except possibly to lengthen the one at km
9+740 simply because 30 m is very short for a freeway
curve, If we were to lengthen it to 60 m, however, we
would be left with a 30-m straight line in the edge-of-
shoulder profile between km 9+770 and km 9+800. To
avoid this, I have used a 120-m curve so that the right
edge-of-shoulder curves continuously from km 9+665
to km 94920, as shown in Figure 3. This last change
is admittedly a nicety rather than a necessity, but cer-
tainly a very inexpensive nicety.

DRAINAGE
So far, very little has been said about drainage, but it

is often a major consideration in the design of superele-
vation diagrams. Figure 1 illustrates some of the prob-

lems that can arise. The figure shows the high edge of
the road, but exactly the same things can happen on the
low side where the shoulder is expected to function as a
drainage channel. The most obvious potential drainage
problem in Figure 1 is that the right edge profile has
two points with zero grade, at km 9+900 and at km
10+000, with a very small hump between them. The
second sag point was eliminated from the final design
along with the dent centered at km 9+980.

Less interesting, perhaps, than the double sag
points but very likely more serious is the danger of in-
advertently creating grades that are too near zero for
proper drainage. We have already seen that the 120~
m langenl in Lhe right shoulder profile in Figure 3 is on
a grade of only 0.2 percent. To see what could have
happened to us, suppose that g; and g, in Figure 1 had
been -1.2 percent and 0.8 percent instead of -1.0 per-
cent and 1.0 percent, respectively. Then the 120-m
tangent would have been absolutely horizontal.

For an even more troublesome situation, suppose
that g, and g, had been -0.6 percent and 1.4 percent.
Then the 30-m straight line we considered using be-
tween km 9+770 and km 9+800 in the right edge of
shoulder would have been horizontal. Since the super-
elevation at km 9+800 is also zero, a very hazardous
pond would have formed on the roadway. To avoid this
sort of ponding, it is necessary to design so that the
resultant of the grade and the cross-fall is sufficiently
large to keep the waler moving. For example, Deitrich,
Graff, and Rotach (10) recommend keeping [g*(x) + s*(x)]*
2 0,005, where g(x)is the flattest longitudinal grade at
any point on the eross section, i.e., the minimum value
of dz(x, W)/dx encountered for any W.

The analysis necessary to determine whether any
drainage problems have been caused by a superelevation
transition can be somewhat more complex than the analy-
sis for the edge-of-shoulder dents but is never really
difficult. It is not necessary to draw edge profiles to
scale  bhut schematic drawings similar to Figure 4 are
recommended for all situations where it is not immedi-
ately obvious that no problem exists. Solving the prob-
lems that already exist is likely to be more difficult.

A solution can sometimes be obtained by changing the
axis of rotation, but it is often necessary to change the
profile. Only in unusually fortunate circumstances will
changes in the length of the superelevation transition or
its curves be sufficient to remedy serious drainage prob-
lems.

SUMMARY

As demonstrated in the numerical example, the simplic-
ity of the mathematics of vertical curves and superele-
valion lransilions can be exploiled lo very easily check
whether a design will have undesirable features such as
edge-of-shoulder dents, roller-coaster edge profiles,
and a number of possible drainage and appearance prob-
lems. The arithmetic required to check the shapes is
very simple and requires far less time than would be
required to make the same checks graphically by plot-
ting edge-of-shoulder profiles. In addition, the alge-
braic approach yields new designs that conform to the
normal format of profile and superelevation diagrams
and, hence, are compatible with standard computer
programs.
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Superelevation and Curvature of

Horizontal Curves

Joseph Craus, Transportation Research Institute

Moshe Livneh, Civil Engineering Department, Technion-Israel Institute of Technology, Haifa

This paper deals with the various parameters required for design of

a horizontal curve, namely the relation between superelevation

rate and curve radius. These parameters are derived from the char-
acteristics of a person-vehicle-environment system. The lateral ac-
celeration that constitutes the physical output from this system de-
termines the critical case, for which the radius is minimum. The data
used here are taken from studies dealing with human factors and traf-
fic characteristics. The maximum superelevation rate is determined by
limiting the negative lateral acceleration for slow vehicles and by as-
suring safe driving for fast vehicles. The development of the relation
between superelevation rate and curve radius for any constant de-

sign speed is based on driver expectation that the pressure exerted on the
steering wheel will decrease with increasing curve radius. The findings
are compared with the U.S. and German guidelines. The criteria de-
veloped here are concluded to be reasonable and the findings useful for
design purposes.

The design guidelines of different countries recommend
various correlations between horizontal curves and
superelevation rates but display significant differences
both in the permissible minimum radii and in the values
of superelevation rates. Since horizontal curves con-
stitute critical points along the entire road system, the
need exists for determining consensus criteria prescrib-
ing the parameters required for the design of a horizontal
curve.

The purpose of this work is to establish these criteria
and the corresponding guidelines for the relation between

the radius of the curve and the superelevation. The
basic approach adopted is to choose parameters that ex-
press the desired values for attaining unforced driving—
referred to as "natural’ driving in this paper—in a
horizontal curve for an actual driving-speed distribution.

The data employed to determine these values are
taken from various studies of the human factor and traffic
research. Such studies lead to indices that determine
the norm for natural driving in a curve on one hand
and to indices that determine actual speed distribution
on the other. For this reason, the lateral friction
factor does not constitute a leading parameter in
establishing the sought correlation; however, data on
road accidents in curves are important input data for
the analysis.

The approach to the study of the subject, as formu-
lated above, forms the justification for the present work.
Clearly, knowledge of the criteria for deriving the radii
and superelevation rates enables any designer to evaluate
the various implications of their determination.

SUPERELEVATION FORMULA

A car moving in a circular horizontal curve is in an
equilibrium of accelerations, as given by the following
formula (see Figure 1):

A T ac -~ 2 (1)



Figure 1. Scheme of accelerations
during travel in a horizontal curve.

where a, is the driver-perceived lateral acceleration,
a, is the centrifugal acceleration, and a, is the super-
elevation acceleration. This formula is based on the
fact that the value of the component of a, acting in the
direction of the superelevation slope is identical with
the value of a, itself, at a sufficient approximation.
The expressions for the centrifugal acceleration and
the superelevation acceleration are

=V?/R ()

a, = ge (3)

where V is the travel speed in the curve, R is the radius
of the curve, e is the superelevation rate, and g is the
gravity acceleration.

The assumptions inherent in the preceding equations
are

1. The vehicle is a point mass,

2. The travel speed in the curve is constant,

3. The travel path of the vehicle has a constant
radius identical with that of the curve itself, and

4. The longitudinal slope in the horizontal curve
equals zero.

It is important to emphasize the difference between
the real lateral acceleration, a,, and the measured
lateral acceleration, ar. The latter is influenced hy the
angle of inclination of the car body (angle ¢ in Flgure 1,
denoted as body-roll angle). The real lateral accelera—

tion is given by
a, = a? cos ¢ 4

where cos ¢ is defined with the aid of the body-roll
spring rate, «, as follows:

cos¢p=1/(1 +a) ©)
or
a, = a;/(1 + o) (6)

The accepted value for o is 0.2.

Design speed represents a predicted distribution of
speeds, usually characterized by the fact that 85-95
percent of actual travel speeds are lower. The validity
of this speed distribution is subject to an examination
of the superelevation equation, in which a constant
travel speed equaling the design speed is substituted.
The two parameters specified below constitute the ex-
amination tools.

The first 2parameter defined as the superelevation
coefficient 8°, is the ratio of the superelevation ac-
celeration to the centrifugal acceleration:

B = ac/a 0
This coefficient expresses the degree of safety of ve~

hicles traveling at speeds differing from the design
speed. For instance, with increasing 8° for a constant -

superelevation rate, the value of the centrifugal ac-
celeration decreases. Clearly, this decrease cor-
responds to a higher degree of travel safety.

The second parameter is defined as the comfort
speed V; ; for which the lateral acceleration equals
Zero:

Vi = VRge (8)

This speed is sometimes called the "hands-off'" speed,
as the car is carried in a circular path without any
pressure having to be exerted on the steering wheel.
In contrast, traveling at a speed lower than V, forces
the driver to press on the wheel in a direction op-
posite to that of the turn of the wheel; this represents
an unnatural driving operation in a curve. The com-
fort speed, therefore, must be as close as possible to
the minimum travel speed expected in a curve in
order to prevent most drivers from constrained driv-
ing. The relation between the above-mentioned two
speed parameters and the superelevation equation may
be shown as follows:

Vo=8Vp (€)
where V, is the design speed. Also,
a, = (V3/B*R) - ge (10)

Equation 10 is the superelevation equation, in which ail
basic parameters appear.

LATERAL ACCELERATION

Lateral acceleration comprises the physical output of
the different variables for driving in a horizontal curve.
Since the choice of travel speed is a result of the
total person-vehicle-environment system, objective
and subjertive factors, such as qualifications; practical
experience, and responses to stimuli, characterize the
kinesthetic perception of the driver in conjunction with
his or her visual perception. The output is, as men-
tioned above, the adopted lateral acceleration.

Some investigators—among them Ritchie, McCoy,
and Welde (1); Leeming and Black (2); Moyer and Berry
(8); and Kneebone (4)=have measured the value of the
lateral acceleration of a vehicle in curves. The general
trend of these measurements was that lateral accelera-
tion value decreases with increasing travel speed (see
Figure 2, which shows values of lateral acceleration
corrected in accordance with Equation 6). This decrease
results from drivers being overcautious when evaluat-
ing driving risk, which increases with increasing travel
speed. The lateral acceleration values themselves werc
not uniform in the various measurements. However,
the trend of these values when measured against travel
speed is the same in almost all the measurements pre-
sented here.

The question that now arises is, from the complex
of practical measurements, which correlation between
design speed and lateral acceleration is recommended.
The present work adopts the relation obtained by
Ritchie, McCoy, and Welde, whose experiments in-
volved 50 different drivers who drove an identical car
along a fixed traveling course of 177 km with 227
curves (1).

Figure 3 shows the average lateral acceleration in
these experiments for the entire driver population for
the group of fastest drivers and for the group of
slowest drivers. Analysis of these results shows that
the correlation between lateral acceleration and curve
speed for the entire population is closer to that for slow



Figure 2. Regression lines for the correlation
between curve speed and the ratio a,/g from
different sources.
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drivers than that for fast drivers. Stated another way,
the average population adopts values of lateral ac-
celeration that are closer to those of slow drivers.
Which correlation is the most relevant for replacing
the curve speed with the design speed ?

It would seem that one should choose the speed for
the population of slow drivers, since it contains the
lowest acceleration values. However, the critical
values normally are not taken as practical values for
design; instead, the values chosen are those that are
certain for the majority of, say, 80 percent of events.
Therefore, the correlation between lateral acceleration
and curve speed for the entire population is the one
adopted here as the design relation between the lateral
acceleration and the design speed. This correlation,
furthermore, expresses the physical output of the input
data of driving behavior, including the choice of a
driving path with a radius not necessarily identical to
the curve radius.

Adoption of the correlation obtained by Ritchie,
McCoy, and Welde for thc design of superelevation
rates in horizontal curves receives added justification
from the fact that it lies in the middle range of the
various measurement results (see Figure 2). The dis-
tribution of the correlation over the range of standard
deviation in each direction (in about 67 percent of the

cases) shows the approximate limits of the above range.
The mathematical expression for the adopted correla-
tion is

a/g = (0.262 - 0.001 82 Vp) (n

where a,/g is the ratio of lateral acceleration to gravity
acceleration, and V, is the design speed in kilometers
per hour.

Since this correlation is valid up to a speed of 100
km/h, extrapolated values are suggested for higher
speeds by reducing by 25 percent the slope of a, as a
function of V,. This reduction is based on the work of
the Fourth Committee on Highway Design, operated
jointly by Germany, France, and Switzerland (5). The
design values of a, as a function of design speed are
presented in Table 1.

SUPERELEVATION DESIGN VALUE

As stated previously, the value of the superelevation
coefficient ész is connected with travel safety. High
values of 8° are desirable for high travel speeds ac-
companying the design speed. Conversely, for low
travel speeds accompanying the same design speed,
low values of g° are desirable, as derived from
Equation 9. These contrasting trends can be bridged
by relating the values of 8° to the value of the design
speed. At high design speeds safety is a more severe
factor for the fast vehicle, and it is thus logical that
the g° values should increase with increasing design
speed. As a consequence, the need exists for a
superelevation rate that is independent of the design
speed on one hand and has a suitable maximum value
on the other. To achieve this, Equation 7 may be
substituted in Equation 1:

B = 1/l(afa) + 1] (12)

According to Equation 12, increasing g° is ac-
companied by a reduction in the value of a,/a,. Be-
cause lateral acceleration decreases with design
speed, the increase in 8% with the design speed is
conditional on assigning to a. at least a fixed value.
Among the accepted maximum values of supereleva-
tion, i.e., in the range of 0.06 -0.10, one has now
to choose a value satisfying the criteria advanced in
the beginning of this section.

Since the choice of high values for the super-
elevation rate will result in a higher level of 8° and,
consequently, higher values of Vo (see Equation 9),
a value of 0.08 for the superelevation rate seems to
ensure the maintenance of a reasonable limiting
speed. In any case, a calculation check for the a,
values given in Table 1 and for e = 0.08 leads to the
values of centrifugal acceleration, superelevation
coefficient, and minimum radii, given in the same
table. These values are checked by comparing the
results of superelevation coefficient and centrifugal
acceleration to commonly accepted values on one
hand and to the reasonability of the derived speed dis-
tribution on the other.

As for the values of g° and a,, it is important to
mention the work of Spindler (6). Analysis of his
observations proves that 8° varies in the range from
0.3 to 0.5 when the values of centrifugal acceleration
vary from 0.15 to 0.3 y. The horizontal curves Lhal
served for these experiments had radii varying from
30 to 500 m. Comparison of these findings with the
resulis in Table 1, within the range of relevant radii,
proves the reasonability of the values of both superele-
vation and lateral acceleration for this part of the check.
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Table 1. Values of lateral acceleration for design,
centrifugal acceleration, superelevation coefficient,

Ratio of Lateral to

e & i Gravity Acceleration Ratio of
and minimum radii as functions of design speed. Design (a,/g) Centrifugal Curve
Speed to Gravity Superelevation Radius
(Vo) Standard Acceleration Coefficient (%) (R)
{km/n) Vaiue Deviation (a./9) {#) o)
30 0.207 0.075 0.287 27.9 25
40 0.189 0.070 0.269 29.7 47
50 0.171 0.066 0.251 31.9 78
60 0.153 0.061 0.233 34.3 122
70 0.135 0.056 0.215 37.2 179
80 0.116 0.051 0.196 40.8 257
90 0.098 0.046 0.178 44.9 358
100 0.080 0.041 0.160 50.0 492
110 0.075 0.038 0.155 51.5 615
120 0.071 0.036 0.161 53.0 751
130 0.067 0.034 0.147 54,5 905
140 0.063 0.032 0.143 56.0 1080

Figure 4. Correlation between curve radius
and vehicle speeds, on the basis of measured
speed distributions.
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As for the speed distribution, the following two
assumptions are made: first, the 'low critical
speed" (Vmin) is defined as that corresponding to a
negative lateral acceleration of 0.02 g, which is
equivalent to a lateral acceleration of 0.02 g, with
an opposite direction to a. for a car traveling on a
straight line with a normal crown of 0.02 cross-fall;
second, the "high critical speed' (V. ) is defined
as that corresponding to the design lateral accelera-~
tion increased by one standard deviation (see Table 1).
Calculation of these speeds based on the data in
Table 1 and Equation 9 is given in Table 2.

The check of the suitability of the speed distribu-~
tion shown in Table 2 is based on the following
procedure. Different sources (7,8,9, 10, 11) cile
actual distributions of travel speeds along straight
sections. From these sources one can determine
the values of the speeds corresponding to the follow-
ing percentiles: 98, 95, 85, 15, 5, and 2. These
are shown in Figure 4. Their dependence on the
radius value is expressed by comparing the actual
travel speed that corresponds to the 98th percentile
with the high critical speed (V...) given in Table 2.
In other words, the calculated correlation between
V max and the curve radius comprises the position of
the points representing the actual {ravel speed cor-
responding to the 98th percentile; the remaining
points, representing the other speed percentiles,
are indicated relative to that position. Figure 4
also shows the calculated correlations between the
design speed (V,), the comfort speed (V,), the low
critical speed (Vmn), and the curve radius.

It is seen from this figure that the speed dis-

tribution derived from the superelevation calculations
indeed approaches the actual speed distribution.

It should be pointed out that the design speed (V,)
is obtained as the speed corresponding to the 85th-
95th percentile, that the comfort speed (V,) is ob-
tained as the speed corresponding to the 5th-15th
percentile, but that the low critical speed (Vmn) is
obtained as the speed corresponding to the percentile
below 5. The findings given here are highly signif-
icant and strengthen the recommendations in this
section.

Still one more check is made to prove that a
superelevation of 0.08 is preferable to supereleva-
tion rates of 0.10 and 0.06: First, if g° values are
calculated for a superelevation of 0.06 up to a design
speed of 80 km/h, they will be found to be lower than
the recommended value of 0.3. This means that
application of this superelvation rate does not ensure
driving safety at the high travel speeds accompanying
the design speeds. Second, it can be proved that Vo
accompanying a superelevation of 0.10 equals Vi,
accompanying a superelevation of 0.08. Thus, ap-
plication of a superelevation of 0.10 would result in
negative radial accelerations for a greater propor-
tion of vehicles and would not ensure driving safety
at low travel speeds accompanying the design speeds.
In conclusion, the application of a superelevation of
0.08 reflects the correct balance between the low
superelevation of 0.06 and the high superelevation of
0.10.

CORRELATION BETWEEN RADIUS OF
CURVE AND SUPERELEVATION RATE

The previous discussion and the numerical values
given in Table 2 relate to the critical case only, where
the curve radius assumes the absolute minimum value.
The correlation between design speed and lateral ac-
celeration (Equation 11) can serve only that case,
since it is based on the average of the lateral ac-
celeration values obtained in Ritchie, McCoy, and
Welde's experiments. This average represents the
maximum value of lateral acceleration that can still be
considered tolerable during driving in a horizontal
curve. It thus serves to establish the minimum curve
radius. The radii given in Table 2 should, therefore,
be considered as the absolute minimum radii for the
different design speeds at a constant superelevation
rate of 0.08.

Calculation of the superelevation for radii exceeding
the absolute minimum is based on the criterion de-
scribed below.

A road designed according to a design speed must
satisfy the common expectation of drivers that the



Table 2. Distribution of speeds as a function of design

Low Critical Comfort High Critical
speed. Design Speed  Curve Radius  Speed (Vo)  Speed (Vo)  Speed (Vo)
(Vy) (km/h) (R) (m) (km/h) (km/h) (km/h)
30 25 13.8 15.8 33.9
40 47 18.9 21.5 45.0
50 78 24.4 28.3 56.0
60 122 30.5 35.2 67.5
70 119 36.9 42.7 78.56
80 257 44.3 51.5 89.8
90 358 52.5 60.3 101.0
100 492 61.2 70.7 112.0
110 615 69.3 78.9 122.8
120 751 78.0 87.4 133.6
130 805 87.3 96.0 144.3
140 1080 97.4 104.8 155.0
Table 3. Correlation between a number of factors and
(B o/ Brin)> %
ma min
(Brax /Bmin)® Vo =60 km/h Vo =120 km/h Rmar/Rmin  ar1/g /g
1.0 0 0 4 0 -0.005
1.2 10 19 4.8 -0.003 -0.008
1.4 17 34 5.6 -0.006 -0.009
1.6 25 49 6.4 -0.008 -0.010
1.8 36 64 7.2 -0.010 -0.012

Figure 5. Relation between curve radius and
superelevation rate, including absolute minimum
radii.
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Figure 6. Comparison of curve radius and
superelevation rate with AASHO values.
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pressing effort on the steering wheel during driving

in a curve will decrease with the increasing radius

of the curve. The superelevation factor §° constitutes
a measure of the extent of pressing effort on the wheel:
the higher its value, the smaller the effort. An
analysis of g’ values in Table 1 proves that the pressing

effort still considered tolerable by the driver population
decreases with increasing travel speed in the critical
cases, when curve radii are minimum.

Clearly, for a minimum radius corresponding to a
given design speed, g° is as given in Table 1, but its
value has to increase with increasing curve radius, and
its maximum value is reached with the maximum radius
(R,.x), defined here as the radius for which the super-
elevation rate is 0.02. It is obvious that 8§ should not
be allowed to increase beyond a given value for the
reason that this would lead to an increase in the com-
fort speed (Vo) and, consequently, in the frequency of
occurrence of negative lateral acceleration (pressing
the steering wheel in a direction opposite to that of the
turn) in vehicles traveling at speeds slower than the
design speed.

The implications of the variation of 8 with the curve
radius for a given design speed (denoted as 8;) were
examined with respect to (a) the increase in the number
of vehicles developing negative lateral acceleration
and (b) the value of negative lateral acceleration for
the case where the curve radius equals R,.x. For the
purpose of this examination, it is assumed that the
cumulative distribution of travel speeds is linear be-
tween the values (according to Table 3) of V,, cor-
responding to the 15th percentile, and V,, correspond-
ing to the 85th percentile.

If, then, A, denotes the increase in the percentage
of vehicles that develop negative lateral acceleration,
one obtains
A, = [(85-15)/(Vp - V)] (B: Vi - Vo) 13)
After appropriate substitution with V, = BminVp, the value
of A, is
Ac=70ﬁmin/(l 'ﬁmin) [(Gmax/ﬁmin)' 1] (14)
where B is the value corresponding to the critical case
(Table 1) and B . is the value corresponding to the
case where the curve radius equals R ,,, with a super-
elevation rate of 0.02.

The value of lateral acceleration (a,;) that develops
at a travel speed of V, in a curve where the radius
equals R, with a superelevation of 0.02 is given as
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ay = (V§/Ryx) - 0.02 ¢ (15)

and, by appropriate substitutions, one gets

ranal \21 nr\'\}

=1 Ar
4y = 110.08/4{Bmax/Bmin)’1 - .02 (16)

9
The negative lateral acceleration developed for the
proportion of vehicles A, varies from zero to the value
of a,; given in Equation 16. Tt is obvious that, for the
proportion of cars traveling at a speed lower than V,
(about 15 percent), the value of negative lateral ac-
celeration will be larger, reaching the value of a,, at
a speed of Vmin, as defined in Table 3, and as given in
the following equation:

= {[0.06/4(Bunax Brmin)*] - 0.02} g an

The values of a,;, a,,, A,, and Rn./Rmi are summarlzed
in Table 3 to show their dependence on (Bmsx/Bumin) -

Table 3 permits a consideration of the design value
for (3max/,9m,,,)2. The maximum value of this expression
is governed both by the extent of negative acecleration
and by the magnitude of the additional proportion (4,) of
vehicles expected to acquire negative acceleration. As
a reasonable maximum value of negative lateral ac-
celeration (a,,), one can adopt the value of -0.005 g.
Thus, it was established that (8,,./8mn)’ equals 1.25,
In addition, it should be pointed out that the sensitivity
to the change in superelevation rate with radius for
values exceeding 1.25 but less than 1.4 is insignificant.
This strengthens the choice of the design value.

The expected additional proportion of vehicles (A,)
for which negative lateral acceleration will vary from
0 to -0.004 ¢ is only about 20 percent.

The correlation between 8, and any radius can be ex-
pressed by the following equation:

(B:/Bmin)?* = (R/Rppin)*'* (18)

For Ruax/Ruminy (Bisx/Buin)° €quals 1.25, Under this con-
dition it can be proved that R,x/Rmi equals 5. The
correlation can now be found between the superelevation
rate and the curve radius for any given design speed.

It can be proved that

a = B VB/R (19)

By making the various substitutions, the following re-
sults:

a, = 0.08 g (R /R)%26 (20

The values of g% and Rmis are given in Table 1 as a
function of the design speed.

The above correlation between curve radius and the
superelevation rate constitutes a straight line on a
logarithmic plot; thus

log ¢ = log 0.08 + 0.86 log Ry, - 0.86 log R (21)
This correlation is displayed graphically in Figure 5.
COMPARISON WITH OTHER SOURCES

In order to evaluate the quality and reasonability of the
findings derived here, a comparison was made with

design guidelines ex1stmg in the United States (12) and
Germany (13)(RAL-73).

Comparison With AASHO
Guidelines

It may be seen from Figure 6 that the superelevation
valuag accordine to the AASHO mndnhnoq exceed thnse

proposed in the present work up to a design speed of

100 km/h. Above this speed, the values are essentially
equal. This fact results in higher negative values of
lateral acceleration in slow vehicles traveling on curves
designed according to AASHO. Figure 7 presents the
correlation between negative lateral acceleration and
curve radius for the following design speeds: 48, 80,
and 120 km/h, and a traveling speed V, (comfort speed)
corresponding to each case. The figure indicates two
important phenomena: (a)the correlation reaches a
peak, and the increase from the minimum radius to the
radius corresponding to this peak does not comply with
the driver's expectation (i.e., with a desired decrease
in pressure on the steering wheel with increasing curve
radius) and (b) the values of negative acceleration largely

exceed the limiting value of 0.05 m/s® pr oposed in this
work, and they even reach a value of 0.28 m/ﬂ at a de-
sign speed of 48 km/h and a value of 0.19 m/s at a de-
sign speed of 120 km/h. This requires high pressure
on the wheel, with the pressure itself exerted in the un-
natural direction. Thus, the values of negative lateral
acceleration calculated from AASHO guidelines may be
subject to question.

It is also important to point out that A, varies from
50 percent for a design speed of 80 km/h to 35 percent
for a design speed of 120 km/h. These values of A,
were determined by using Equation 14 and the values
Of Bmin and Bmax calculated from the AASHO data. Com-
parison of these A, values with those appearing in Table
3 for (Bmax/Bmin)® = 1.25 shows that the former are
greater and that the difference increases with decreasing
design speed. This is in agreement with the principle

that the lateral acceleration is zero or a hlgher value
for a travel gpeed equal to the average running speed

Ca a Spe =22 VO L0

that corresponds approxlmately to the 70th percentﬂe,
on which the AASHO guidelines are based.

Another point is that the minimum radii of AASHO
are significantly smaller than those given here for a
design speed of 80 km/h or higher.

Considering the facts presented in this section, it
seems reasonable to apply the data developed here in
actual practice.

Comparison With RAL-"73

Figure 8 shows that the superelevation values according
to RAL-73 are essentially similar to those proposed in
this work. The differences in the superelevation rates
reach a limiting value of 0.005; the RAL-73 super-
elevation rates for small radii are lower and those for
large radii are higher than the values presented here.
The advantage of the data in the present work lies in

the fact that the radii corresponding to a superelevation
rate of 0.08 exceed those obtained from RAL-73. (The
RAL-73 values for a superelevation rate of 0.08 are
obtained by extending the curves in Figure 8 beyond 0.07,
which is the maximum value in the German guidelines.)
This fact is mentioned because a maximum supereleva-
tion of 0.08 is definitely appropriate for many conditions.

SUMMARY AND CONCLUSIONS

The present work adopts clear criteria for establishing
the correlation between superelevation rates and curve
radius. These criteria are derived from those factors
that contribute to natural and unconstrained driving in

a horizontal curve and to the distribution of travel speeds
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accompanying each given design speed.

The critical case, in which the radius is minimum,
is defined by the maximum permissible lateral accelera-
tion, which constitutes the physical output of the dif-
ferent input variables of driving parameters connected
withthe person-vehicle-environment system. The maxi-
mum superelevation rate derived from this case must
permit natural driving for any actual speed distribution.
Thus, the requirement for a slow vehicle is that the
negative lateral acceleration, causing pressure on the
steering wheel in a direction opposite to that of the turn,
shall not exceed 0.2 m/s® for about 95 percent of all
vehicles.

The correlation between superelevation rates and
radius for a constant design speed is defined by the de-
crease in pressure exerted on the steering wheel with
increasing curve radius. This pressure is expressed
with the aid of an index, 8°, whose value increases with
increasing curve radius. The function for this increase
in B° also ensures a reasonable negative lateral ac-
celeration in slow vehicles: 0.05 m/s® or less for 85
percent of all vehicles.

The results of the present work have been compared
with AASHO and RAL-73 guidelines, and it appears that
the crileria developed here are reasonable and that the
findings are useful for design purposes.
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Cost-Effectiveness of Driveway Slope

Improvements

Edward R. Post and Patrick T. McCoy, Department of Civil Engineering, University of

Nebraska, Lincoln

Richard J. Ruby and David O. Coolidge, Nebraska Department of Roads

In the development of roadside safety improvement programs, many
types of obstacles have been identified as being hazardous. However,
little attention has been given to the hazard of driveway slopes along
noncontrolied and iimited-access roadways. it was the purpose of this
study to assess the hazard posed by such driveway slopes and to deter-
mine the cost-effectiveness of flattening them. The degree of hazard was
measured in terms of the expected number of injury (fatal or nonfatal)
accidents per year resulting from a vehicle traversing the slope. The
probability of injury in a run-off-the-road encroachment of a driveway
slope, which was used to compute the degree of hazard, was derived from
severity indexes computed from results obtained from the highway ve-
hicle object simulation model to simulate a standard-sized automobile
traversing driveway slopes under encroachment conditions of 92-km/h
{55-mph) speed and 10° encroachment angle in a free-wheeling steering
mode. The results of this study indicate that (a) driveways are a road-
side hazard, (b) the most cost-effective driveway slope design stan-

dard is 8:1, and (c) flattening to an 8:1 slope is the most cost-effective
driveway slope improvement. The cosi-effectiveness methodology used
in this study provides a common basis for comparing driveway slope
improvements with other types of improvements in the management

of roadside safety improvement programs.

During the past two decades a considerable amount of
attention has been devoted to improving roadside safety
by removing, relocating, or reducing the impact severity
of obstacles along roadsides. Many types of obstacles
have been identified as being hazardous, and, as a re-
sult comprehensive safety improvement programs have
been undertaken. However, very little attention has been
given either to the hazard of driveway slopes along the
roadside of noncontrolled or limited-access roadways or
to the cost-effectiveness of improving driveway slopes.

The purpose of this study was threefold. First, the
degree of hazardousness of a typical driveway slope con-
figuration along the roadside of a modern noncontrolled
access, or limited-access, roadway facility was assessed.
Second, the most cost-effective design standard for
driveway slopes was determined. And, third, the cost
effectiveness of improving driveway slopes from 3:1 to
flatter slopes was evaluated.

The probability of injury in a run-off-the-road en-
croachment of a driveway slope must be determinable
in order lo conducl a4 cost-ellectiveness analysis. The
severity of such an event can be expressed as the ratio
of the resulting automobile accelerations to the resulting
accelerations "tolerable' to an unrestrained occupant.
This ratio, commonly referred to as a severity index,
was computed from the results obtained by a mathemati-
cal computer model simulation program named the high-
way vehicle object simulation model (HVOSM). The
methodology used to express severity indexes in terms
of probability of injuries is also discussed in this paper.

DESCRIPTION OF DRIVEWAY SITE

The driveway used in this study was chosen as a typical
rural-suburban example. It is located along a four-lane
divided rural highway section that is in a rural-urban
transition area. The driveway site is shown in Figure 1.
The speed limit posted in the area of the driveway is
the current national standard of 92 km/h (55 mph). The
design speed of the highway section is 108 km/h (65 mph),

and the horizontal and vertical alignments through Lhe
study area are both tangent. The topography traversed
is flat and level.

The section has a variable width median, two 7.3-m
(24-1t) lanes in each direction surfaced with portland
cement concrete, a 3.7-m (12-ft) shoulder section on
the outside with a 3.0-m (10-ft) wide surface of asphalt
concrete. The foreslope is 6:1 to a minimum of 9.1 m
(30 ft) from edge of pavement. Beyond 9.1 m, the fore-
slope is 4:1 to the 3.0-m flat-bottom ditch. The back-
slope is uniformly 4:1 from ditch bottom to original ter-
rain elevation.

The actual driveway geometrics include 3:1 fill slopes
with an 18.3-m (60-ft) wide grading top, for future inter-
section development, and an essentially tangential grade
line from the shoulder point to the original terrain. The
driveway used for this research did have drainage; how-
ever, based on prior research on flared end-sections
and bar grates, no special consideration was given to
this area; the main thrust of the research was directed
to the driveway fill slopes. The geometric connection
of driveway embankment to roadway embankment is
basically defined by intersecting planes with a variable
but limited amount of rounding.

COMPUTER SIMULATION MODEL

HVOSM was used to study the dynamic motion of an auto-
mobile traversing the ditch and driveway configurations
described in the preceding section. HVOSM was de-
veloped by McHenry (1, 2) of the Cornell Aeronautical
Laboratories and modified for specific field applications
by the Texas Transportation Institute (3).

A standard-sized automobile was used in this study.
The properties of the selected automobile were defined
in previous research work conducted by Ross and Post
(4, 5) and Weaver, Marquis, and Olson (6) on sloping
grates in medians and roadside embankment slopes.

The roadway, shoulder, and soil were assigned fric-
tion coefficient values of 0.8, 0.6, and 0.2, respectively,
and the goil was assigned a stiffness value of 580 kPa
(4000 1bf/in®). Terrain contact was only monitored at the
two corners of both the front and rear bumpers.

No attempt was made to steer and brake the auto-
mobile during any of the driveway simulations. This
free-wheeling condition would be representative of an
inattentive driver.

PROBABILITY OF INJURY

The criteria used in the majority of the research work
conducted during the past decade for evaluating the safety
aspects of roadside hazard improvements were based on
levels of vehicle deceleration that would be tolerable to
an unrestrained occupant. An attempt was made in this
study to expand the existing technology to include the
probability of occurrence of injury accidents. This task
was required in order to determine the cost-effectiveness
of making driveway slope improvements.



Figure 1. Driveway site.

Severity Index Concept

The severity index concept attempts to take into con-
sideration the combined and simultaneous effects of the
longitudinal (x-axis), lateral (y-axis), and vertical (z-
axis) accelerations of the automobile at its center of
mass. The severity index is computed as the ratio of
the measured or computed resulting automobile accel-
eration to the resulting tolerable automobile accelera-
tion that defines an ellipsoidal surface. This ratio can
be expressed mathematically by Equation 1. An in-
depth discussion on the development of Equation 1 has
been presented elsewhere (6, 7).

SI =V/(Grone /Gx1)* + (Grar/Gy ) + (Gypre/Ga) (1)

The relationship between the accelerations experi-
enced by an occupant and the accelerations of an auto-
mobile at its center of mass during a run-off-the-road
collision or maneuver are largely dependent on the de-
gree of restraint. In other words, the greater the de-
gree of restraint the more similar are the accelerations
experienced by an occupant and the accelerations of the
automobile. At the present time, however, accident data
show that in the majority of the accidents occupants were
unrestrained, The tolerable accelerations suggested (6)
for use in the severity index equation are presented in
the table below.

Acceleration (g}

Degree of Occupant Restraint Gy Gx. Gz
Unrestrained 5 7 6
Lap belt only 9 12 10
Lap belt and shoulder harness 15 20 17

The severity index computations in what follows will
be based on accelerations tolerable to an unrestrained
occupant, and the automobile accelerations will be aver-
aged over a time duration of 50 ms.

Severity Index and Injury Probability

In 1967, Michalski (8) of the National Safety Council sta-
tistically established, from the results of a study involv-
ing 951 automobile traffic accidents, that the incidence
of occupant injury was directly related to the position of
impact and the corresponding magnitude of vehicle dam-
age. The severity of damage to a vehicle was rated on
a seven-point photographic scale (9) by police officers
and researchers at the scene of an accident.

The work of Michalski was applied and extended by
Olson and Post (10) to include vehicle decelerations.
Selecting vehicles damaged in full-scale tests conducted
by California, New York, and the Texas Transportation
Institute, Olson had research engineers rate the severity
of vehicle damage using the National Safety Council's
seven-point photographic scales. The corresponding
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average vehicle decelerations could then be computed

knowing the impact conditions of the tests, vehicle di-
mensions, and the types of objects hit. The results of
that study are shown in Figures 2 and 3.

An insight into establishing a relationship between
severity index and injury probability can be obtained
based on the combined work of Michalski (8) and Olson
(1_0) for an angle-type collision such as a traffic barrier.
In this type of collision in which vehicle snagging was
minimized, it was determined that the average longitu-
dinal vehicle decelerations (G,,,) were equal to

Glong = pGiy = u(10 P) 2)
where

u = coefficient of friction between vehicle body and
traffic barrier,
Gy = average lateral decelerations = 10 P (Figure 2),
and
P = injury probability.

On substituting Equation 2 into the severity index
equation (Equation 1) and assuming that (a) the vertical
accelerations are negligible, (b) the occupants are unre-
strained, and (c¢) the friction coefficient is 0.3, one ob-
tains the following relationship:

SI = V/(Glong/Gr1)* + (Guae /Gy, ¥ =V (10uP/7)% + (10P/5)2 =2.0P  (3)

Further insight into the relationship between severity
indexes and injury probability can be obtained by com-
bining the later work of Young, Post, and Ross (11) with
that of Michalski (8) and Olson (10). In 1971, Young con-
ducted a research study on the rigid Texas concrete
median barrier, which is similar in design to the General
Motors (GM) (12) traffic barrier that has inclined sur-
faces. HVOSM was used in that study, and several
full-scale tests were conducted for validation purposes.
Severity indexes were computed to compare the severity
of one test, or simulation, with another and to serve as
an aid in making decisions concerning roadside modifi-
cations that should effect a reduction in occupant injury
and loss of life.

The combined work of Michalski, Olson, and Young
is presented in Figure 4. In addition, Michalski sta-
tistically established the angle impact relationships
shown in Figure 4 between mean vehicle damage ratings
(R) and those accidents in which (a) R = 1.99 and vehicles
were drivable, (b) R = 4.08 and vehicles were not driv-
able, (¢) R = 2.49 and no injuries occurred, and (d) R =
4.73 and injuries occurred.

The average lateral vehicle decelerations, G, that
correspond to these mean damage ratings were obtained
from Figure 2. The deceleration levels, in turn, were
expressed as a function of the impact speed and angle
using an equation contained in Olson's work. Referring
to Figure 4, the following conclusions were reached:

1. The severity index curves exhibit the same char-
acteristic shape as the deceleration level curves gen-
erated independently by Olson.

2. The no-injury prediction by Michalski and Olson
agrees well with the tests run on the GM traffic barrier
using a live driver who received no injuries and remained
in complete control of his vehicle during 83-km/h (50-
mph) and 8° collisions. It must be kept in mind, how-
ever, that even during this type of collision resulting in
low levels of deceleration there exists a low probability
for injury.

3. The injury prediction by Michalski and Olson cor-
responds to a severity index of 1.3 and an injury proba-
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Figure 2. Curve relating lateral deceleration,
proportion of injuries, and damage-rating
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bility of about 50 percent. No attempt was made by
Michalski to classify the severity of an injury, How-
ever, it is our opinion that this condition may approxi-
mately define the division between minor and serious
injuries.

4. The not-drivable prediction by Michalski and Olson
corresponds to an injury probability of about 35 percent
and a severity index of 1.0, which was defined by Weaver,
Marquis, and Olson (6) as representmg a safe run-off-
the-road maneuver or a collision,

5. The relationship between severity index and injury
probability defined by Equation 3 agrees reasonably well
with the results presented in Figure 4.

Based on the findings discussed above and realizing
the complexity of the problem at hand, we reached a de-
cision to define injury probabilities for fatal and nonfatal
accidents over six broad categories of severity index.
This relationship, shown in the table below, will be used
in the subsequent cost-effectiveness evaluation.

Figure 4. Relations among impact conditions and vehicle
lateral accelerations, severity index, and probability of injury
during collision with Texas concrete median barrier.
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SIMULATION RESULTS
Tweuty-seven computer simulation runs were e.1n
this study on driveway slopes of 3:1, 4:1, 6 1, and 8:1.
The automobile was assumed to encroach on the road-
side from the center of the outside lane at a speed and
angle of 92 km/h (55 mph) and 10° Simulations were
made across the entire width of the driveway slope in
increments of roughly 3.0 m (10 ft), which was considered
adequate for making a cost-effectiveness analysis. The
paths of the center of gravity of an automobile traversing

made

n runs

3:1 and 8:1 driveway slopes are shown in Figures 5 and 6.

The position of a vehicle along its path where the
severity index was computed is marked by an "x". In
the majority of the runs this occurred near the intersec-
tion of the ditch slope and driveway front slope, before
the automobile was abruptly airborne, and at or slightly
beyond the point where the automobile touched down.

The dotted portion along a vehicle's path defines the
area and distance over which the automobile was air-
borne, Similarly, a large single dot along the vehicle's
path defines the position where the roll angle was ap-
proximately 90° and rollover was imminent. Other than
being reflected in the severity index, no attempt was
made to evaluate the significance of the automobile be-
ing airborne for the driver's response.

COST-EFFECTIVENESS ANALYSIS

The cost-effectiveness analysis conducted in this study
was based on the cost-effectiveness approach formulated
by Glennon (13) and implemented in Texas for managing
roadside safety improvement programs on both non-
controlled roadways and freeways (14). The cost-
effectiveness measure used in this approach was
annual cost that eliminated one injury (fatal or nonfatal)

1o



Figure 5. Driveway 3:1 slope computer simulations of automobile
center-of-gravity paths.
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accident per year. The measure of effectiveness was
defined as the difference between the hazard indexes be-
fore and after an improvement expressed in terms of
number of fatal and nonfatal accidents per year. Thus,
in order to apply the cost-effectiveness approach, it was
necessary to compute the hazard index for each drive-
way slope alternative and its annual cost.

Hazard Index

The hazard index was computed for each driveway slope
alternative using the following equation:

H, = E[P(C/E)] [P(/C);] “)
where

H, = hazard index for driveway slope i or ex-
pected number of injury (fatal or nonfatal)
accidents per year 81 = 3:1, 4:1, 6:1, 8:1,
10:1),

E, = encroachment frequency or number of en-
croachments per 1.6 km (1 mile) per year,

P(C/E) = probability that a driveway slope will be
traversed given that an encroachment has
occurred, and

P(1/C), = probability of an injury (fatal or nonfatal)
accident given that a driveway slope i has
been traversed.

A brief discussion of how each of the independent
variables in this equation was computed follows.
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Figure 6. Driveway 8:1 slope computer simulations of automobile
center-of-gravity paths.
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Encroachment Frequency

Knowledge of the frequency with which vehicles encroach
on the roadside of noncontrolled facilities is extremely
limited. Therefore, the encroachment frequency used
by Glennon (13) was assumed to be applicable for the
purposes of this analysis.

Probability of Traversing Driveway

The probability that a driveway slope will be traversed
given that an encroachment has occurred is proportional
to the longitudinal length of the roadway within which the
path of an encroaching vehicle would intersect a drive-
way slope. For the conditions simulated in this study
(encroachment angle of 10°), it was determined that this
length was about 61 m (200 ft) per driveway. Due to the
lack of data on the effects of roadway conditions on the
frequency and nature of encroachments, it was assumed
that the longitudinal distribution of encroachments was
uniform.

Probability of Injury Accident

The probability of an injury accident given that a drive-
way slope has been traversed was computed for each
driveway slope using the following procedure:

1. For each driveway slope, the maximum severity
index and potential for rollover were determined from
the simulation results on each of five encroachment paths
(A, B, C, D, and E).

2. For each driveway slope, the probability of an
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injury accident was determined for each encroachment
path as follows: (a) if rollover occurred, a probability
of one was assigned; (b) if rollover did not occur, a prob-
ability was assigned on the basis of the maximum sever-
ity index experienced on the encroachment path using the
relationship presented in the second table.

3. TFor each of the five encroachment paths, the
probability that it would be the path of an encroaching
vehicle was derived from the distribution of lateral dis-
placements of encroaching vehicles generated by Glennon
(13). These encroachment path probabilities were de-
termined as follows: (a) for each encroachment path,
the lateral distances hetween the edge of the traveled
way and the point at which the path intersects each drive-
way slope were calculated, and the range of these values
was determined, (b) the probabilities of the lateral dis-
placements of vehicle encroachments being within each

Table 1. Driveway construction costs.

Driveway Type Costs ($)

With One With Two

Driveway With No 0.6-m-Diameter 0.6-m-Diameter
Slope Underdrainage Underdrain Underdrains

3:1 320 1890 3460

4:1 340 2060 3790

6:1 380 2400 4420

8:1 420 2130 5040

10:1 460 3070 5670

Note: 1m=3.3ft,

Table 2. Driveway slope improvement costs.

Table 3. Cost-effectiveness of alternate
driveway slope design standards with no

of these ranges were determined.

4. The expected probability of an injury accident for
each driveway slope was calculated by using the follow-
ing equation:

E
PQ/C) = 3, PG) [PA/)] (5)

i=A
where

P(1/C), = probability of an injury accident given that
driveway slope i has been traversed,

P(j) = probability that encroaching vehicle will
follow encroachment path j (j = A, B, C,D, E),
and

P(I/j) = probability of an injury (fatal or nonfatal)
accident given that the encroaching vehicie
follows path j.

The results of this step are presented below.

Driveway Probability of
Slope Injury Accident

31 0.9
4:1 0.8
6:1 0.7
B
0:1

0.3
0.3

Slope Improvement Cost ($)

From 4:1 From 6:1 From 8:1

ct E C/E° ¢ E* C/E° ¢ E' C/E°

Slope From 3:1
Improved

To ct E° C/E*
4:1 100 250 400
6:1 240 690 1140
8:1 380 1120 1860
10:1 530 1560 2600

140 440 740 - - -
280 870 1460 140 430 720 - - -
430 1310 2200 290 870 1460 150 440 740

>C = with no underdrainage.
PE = with one 0,6-m (2-ft) diameter un
¢C/E = with two 0.6-m (2-ft) diameter

derdrain.
underdrains.

Slope Improvemen

t

underdrainage. From 3:1 From 4:1 From 6:1 From 8:1
Slope
Improved C° C/EF ©F C/Ef (8 C/EF ¢ C/EF
To % E (% (% E B $H E (B (H E ($
4:1 2 0,03 70 - - - - - - - - -
6:1 6 0.05 120 4 0.02 200 - - - - - -
8:1 6 0.15 70 8 0,12 70 4 0,10 40 - - -
10:1 14 0.15 90 12 0.12 100 8 0.10 80 4 0 Infinite
¢C = annualized cost of improvement using 8 percent interest rate, 20-year service life, and zero salvage value
“E = difference between the hazard indexes before and after improvement
=C/E = cost to eliminate one injury (fatal or nonfatal) accident.

T:-{ble 4, Cost-effectlveness of al_tarnate Slops TmpEavement

driveway slope improvements with no

underdrainage. From 3:1 From 4:1 From 6:1 From 8:1
Slope
Improved C* . C/E T C/ET et C/ES C* C/E®
To (3) E (%) ($) E (%) (%) E° ($) ($ E (9
4:1 10 0.03 330 - - - - = - = - -
6:1 24 0.05 480 14 0.02 700 - - - - - -
8:1 38 0.15 250 28 0.12 230 14 0.10 140 - - -
10:1 53 0.15 350 43 0.12 360 29 0.10 290 15 0 Infinite

°C = annualized cost of improvement using 8 percent interest rate, 20-year service life, and zero salvage value
PE = difference between the hazard indexes before and after improvement.

©C/E = cost to eliminate one injury (fa

tal or nonfatal) accident,



Cost

Construction costs and slope improvement costs of the
driveways studied were estimated by using 1977 average
unit cost data obtained from the Nebraska Department of
Roads. In each case, three cost estimates were made
to reflect the effects of different drainage requirements.
The estimated construction costs and slope improvement
costs are shown in Tables 1 and 2 respectively.

Analysis

An incremental cost-effectiveness analysis was conducted
to identify (a) the most cost-effective driveway slope de-
sign standard and (b) the most cost-effective driveway
slope improvement. In the design-standard evaluation,
the cost of the flatter slope provided by a higher stan-
dard was assumed to be equal to the difference in the
driveway construction costs given in Table 1 for the two
slopes involved and the particular drainage requirements
under consideration. In the analysis of driveway slope
improvements, the costs shown in Table 2 were used.
The costs were made annual by using an 8 percent inter-
est rate, 20-year service life, and zero salvage value.

The hazard indexes were computed by using Equation
4 and the probabilities of an injury accident given pre-
viously. An average daily traffic count of 3000 was as-
sumed, which corresponds to an annual encroachment
frequency of six per 1.6 km (1 mile),

Results

The results of the incremental cost-effectiveness analy-
ses of driveway slope design standards and driveway
slope improvements for driveways with no underdrain-
age are presented in Tables 3 and 4 respectively, also
based on the 3000 annual daily traffic and six encroach-
ments per year per 1.6 km (1 mile). For both design
standards and improvements, the alternative with the
lowest cost to eliminate one injury accident per year
was the 8:1 driveway slope. Although the costs to elim-
inate one injury accident per year were higher for drive-
ways with one or two 0.6-m (2-ft) diameter underdrains,
the results were similar to those of driveways without
underdrainage. Thus, in every case, the most cost-
effective driveway slope design standard was 8:1 and the
most cost-effective driveway slope improvement was 8:1.

CONCLUSIONS
The results of this study indicate the following:

1. Driveway slopes do present a roadside hazard,

2. The most cost-effective driveway slope design
standard is 8:1, and

3. The most cost-effective driveway slope improve-
ment is to flatten the slope to 8:1.

Of course, the higher the ADT of the roadway, the
greater the degree of hazard and the more cost effective
the 8:1 slope becomes.
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Abridgment

Pavement Width Standards for Rural

Two-Lane Highways

n

1chn nley, Idaho Transnortation Department

Fes

For a number of years, Idaho's pavement policy has
included full-width pavement with shoulders paved the
same thickness as the roadway. Overall widths have
conformed generally to AASHTO standards. These stan-
dards were accepted in the absence of a formal analysis
of local conditions suitable for establishing width cri-
teria.

This study was undertaken to analyze local data and
to obtain relationships among pavement width, construc-
tion and maintenance costs, and accident costs for rural
two-lane highways. The invesiigation inciuded two
major phases: first, a statistical analysis of accident
records to investigate the effects of width and other fac-
tors and, second, using accident trends determined from
the first part of the study, economic analyses to eval-
uate the overall economic effects of different pavement
widths in various average daily traffic ranges.

ACCIDENT ANALYSIS

Accident records from 1972, 1973, and 1974 were ana-
lyzed. Urban sections, unpaved roads, sections with
more than two lanes, and sections with average daily
traffic (ADT) greater than 3000 vehicles were excluded.
A total of 664 highway sections in Idaho and 332 sections
in Washington were studied. Very few of the sections
had edgeline paint stripes during the study period. Sec-
tion iengih varied between 1.6 and 18 kin {1 and 10
miles). Study sections were further classified according
to ADT and terrain type, using six levels of ADT and,
initially, three levels of terrain. Accident rates in
terms of accidents per 1.6 million vehicle-km (1 mil-
lion vehicle-miles) were separated into three categories:
property damage only, personal injuries or fatalities,
and total accidents.

Statistical analysis of the accident data followed a

Table 1. Product-moment correlations.

No. of
ADNT Range Tarrdain Widlh Length ADT Cases
(-249.99 -0.0203 -0.14517 0,1399 -0.0038 52
250-399.99 0.4022° -0,2819" -0.2027 0.0873 8
400-"749,99 0.1833" -0.1335" -0.0423 -0.1418° 205
750-999.99 0.4526" -0.2855" -0.3545" 0.1014 123

1000-1999.99 0.1035 -0.3942"  -0.0417 -0.1657" 338
2000-2999.99  -0.0851 -0.3855" -0.2167*  -0.0054 200

“Significant at the 0.05 level.

Table 2. Partial correlations.

No. of
ADT Range Terrain Width Length ADT Cases
0-249.99 -0.007 56 -0.103 85 0.098 87 0.023 74 52
250-399.99 0.395 85"  -0.288 40"  -0.155 72 0.140 21 8
400-749.99 0.148 03*  -0.127 35 -0.081 91 -0.087 61 205
750-999.99 0,417 01*  -0.200 09* -0.354 14* -0.076 62 123

1000-1999.99 0.086 65 -0.395 25°  -0.108 73*  -0.143 09* 338
2000-2999.99 0.074 76 -0.408 38°  -0.265 34>  -0.000 40 200

*Significant at the 0,05 level.

Patrick Shannon, Department of Management and Finance, Boise State University
A hn Sta

procedure somewhat similar to an earlier Oregon study
(1). Two steps were involved. First, product-moment
correlations and partial correlations were employed to
measure the extent of the linear relationship between ac-
cident rates and pavement widths. In the second step,
variance and covariance procedures were used to deter-
mine whether there were statistically significant dif-
ferences among accident rates in the different width
classes.

The Pearson product-moment correlation technique

vt o» mesunsd don A v ot A
was used to measure the extent of lincar correlation

between accident rate and terrain type, pavement width,
section length, and ADT in each of six ADT ranges.
Terrain and pavement width were found to be consider-
ably more significant in a statistical sense than were
section length and within-group AD'I' variation.

Table 1 shows the correlation coefficients in the
various ADT ranges, considering total accident rates
only. The positive signs on the significant terrain co-
efficients indicate increasing accident rate as the ter-
rain becomes more severe. The negative signs on the
width coefficients indicate decreasing accident rate as
width increases. The effects of section length and
within-group ADT are generally less significant than
terrain and pavement width. This analysis only indi-

Table 3. Analysis of variance.

Mean Mean
Source of Accident  Sum of Degrees of Square
Variation Rate Squares Freedom Error F

Paved width (m)

4.9-6.7 3.10
7.9-14.0 2.16
158.398 1 158,398 175.78"
ADT range
0-249.99 2.9531
250-399.99 2.5204
400-1749.99 2.3409
750-999,99 2.8909
1000-1999.99 2.6116
2000-2999.99 2.2497
68.379 5 13.67 6.54°
Interaction 16.551 5 3.31 1.58
Residual (error) 1584 AOR 758 2.09
Total 18217.836 67

Note: tm=33 ft
*Significant at any reasonable confidence level.

Table 4. Analysis of covariance,

Mean Sum of Mean

Source of Accident  Squares Degrees of Square
Variation Rate (adjusted) Freedom Error ¥
Paved width (m)

4.9-6.7 3.099

6.7-7.9 2.738

7.9-14.0 2.159

143.763 2 71.881 29.821%

Error 2386.307 990 2.410
Total 2530.070 992

Note: 1m =331t
?Significant at any reasonable confidence level

1K I



Figure 1. Present-worth investment return analysis for a cost of
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Figure 2. Present-worth investment return analysis for a cost of

This example uses Idaho data only.
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cates that the linear relationship is significantly differ-
ent from zero but does not necessarily imply direct
cause and effect between variables.

Partial correlation was next attempted, partly be-
cause the trends revealed by the product-moment cor-
relation had to be verified and partly because partial
correlation has the additional feature of determining
whether a causal relationship exists. Table 2 sum-
inarizes the partial correlations.

The preceding tables indicate that a basic linear
pavement-width and accident-rate relationship can be
inferred with high confidence in some ADT ranges but
not in others, bascd on the data uscd in this study. A
second observation is that the significant terrain coef-
ficients are often numerically larger than the corre-
sponding width coefficients, indicating that terrain con-
straint sometimes has a stronger linear relationship
with accident rate than does pavement width.

Next a factorial analysis of variance was performed.
The factorial design allows study of interactions among
the variables involved. Only pavement width and ADT
range were investigated in this portion of the study.
Section length was not considered, because the preceding
analysis showed its effect to be small. Terrain type
was eliminated partly because it was not the variable
of primary interest and partly because of small sample
sizes in some terrain categories in certain ADT ranges.
Table 3 lists mean total accident rates for two width
ranges and six ADT ranges. Statistical variance testing
indicated with a high degree of confidence that the ob-
served differences in accident rates were significant.

The final type of statistical analysis performed was
analysis of covariance, which has the advantage of con-
trolling secondary factors so the true effect of the pri-
mary factor can be determined. Table 4 shows the
mean accident rates for three levels of pavement width.
The covariance analysis controlled all other effects so
only pavement width and an error factor remained as

Table 5. Number of years required to pay back costs of wider pavement
based on accident cost savings.

No. of Years to Pay Back Costs by

Initial Annual Construction-Year ADT
Cost Annual  Traffic
Difference Interest Growth 0-  250- 400- 750- 1000- 2000-
($/km) (%) €3} 249 399 749 999 1999 2999
11 184 6 2 - -* =? 13 9
5 -* -* -t 26 11 8
12 Z B - 2 _b _: 14
5 - - =P 16 11
16 776 6 2 =" -t -* -° 25 15
5 - -* -° 16 12
12 9 . . - _b =] =9
5 s - a v b 93

Note: 1 km =0.62 mile.

*The wider (10.4-m {34-ft}] pavement had a higher accident rate than the narrower
[B.5-m {28-ft)] pavement

bThe narrower pavement had the higher accident rate but the costs were not paid back for
30 years.

sources of variation. The analysis indicated with a high
degree of confidence that variations in accident rates
resulted from the differences in pavement width.

ECONOMIC ANALYSIS

The accident study revealed a tendency for accident
rates to decrease with increased pavement width, but

of course highway cost increases with increased pave-
ment width. It is desirable to evaluate the cost of wider
pavement in comparison with potential cost savings re-
sulting from accident reductions associated with wider
pavement. For this purpose we chose a present-worth
evaluation similar to that used in a North Carolina study
(2). Interest rates of 6 and 12 percent were used to
cover a range of representative values.

Construction costs were estimated using 1975 Idaho
Division of Highways contractor bid prices. Construc-
tion cost increases for a 1.2-m (4-ft) wide strip of ad-
ditional fill material, base, and paving were estimated
to be $7085/km ($12 000/mile) on flat ground and
$11 184/km ($18 000/mile) in more difficult terrain.
Proportionate costs were calculated for other width
changes.

Major maintenance operations were assumed to be
chip seal coats at 6-year intervals and a 9,1-m (0.3-£t)
thick overlay at 18 years. Estimated costs were
$373/km ($600/mile) for seal coating and $3728/km
($6 000/mile) for the overlay ona 1.2-m (4-f) wide
strip.

Routine maintenance cost differences were estimated
using data supplied by the Nevada Department of High-
ways. Computerized records covering 1 year and 4
months during 1973-1974 indicated routine maintenance
costs for 3701/km (2300/miles) of 7.3-m (24-ft) pave-
ment were about $31.06/km ($50.00/mile) lower than
for 2253/km (1400/miles) of 6.1-m (20-ft) pavement.
This relatively small difference was found to have no
significant effect on the overall economic analysis.

Economic values associated with individual accidents
were initially assumed to be $500 for an accident in-
volving property damage only and $10 000 for an ac-
cident involving injury or loss of life. The effect of as-
suming values up to $20 000 as the average cost of an
injury or fatality accident was also investigated. Aver-
age accident costs per kilometer were computed sepa-
rately for six ranges of ADT and six nominal pavement
widths. Initially, separate computations were made for
each terrain type, but all terrain types were later
merged to increase the number of roadway sections in
each study category. Furthermore, eliminating terrain
type facilitated comparisons with existing Idaho Division
of Mlighways width standards, because minimum pave-
ment widths are now the same for all terrain types.
Only minimum standards for speed, foreslope steepness,
curvature, grade, and stopping sight distance are
changed to reflect terrain type.

For each study category, a weighted average accident

Table 6. Comparison between existing Idaho
minimum pavement widths and suggested minimums.

Average 20-Year

ADT of Sample Idaho Idaho

Sections in the Minimum Minimum

Given Range of DHV (assume Suggested Width for Width for
Range of Current ADT 134 of 20-year Minimum Primary Secondary
Current ADT (24 growth) ADT) Width (m) Highways (m) Highways (m)
0-249 246 6.1 7.9-8.5 7.9-8.5
250-399 467 6.1 10.4 8.5
400-749 851 111 7.3 10.4 10.4
750-999 1294 168 8.5 10.4 10.4
1000-1999 2124 2176 10.4 12.2 12.2
2000-2999 3643 474" 12.1 13.4 13.4

Note: 1m =33 ft

“ldaho design standard calls for four-lane design when DHV exceeds 400.



rate was computed for a 1.6-km (1-mile) section, using
the accident records for that category. Future ADT was
estimated for each of the next 30 years, using both 2 and
5 percent annual traffic growth. The 30-year period
was estimated to be a reasonable interval during which
no major reconstruction would likely be required. For
each of the 30 years, a cumulative summation of costs
and benefits was made under each combination of as-
sumptions about traffic growth, interest rate, and ini-
tial cost difference. Accident rate was assumed con-
stant over the 30 years.

Figures 1 and 2 illustrate the general features of the
analysis. Traffic growth is 2 percent annually for both
figures. The point at which the curve crosses the hori-
zontal axis is the year in which the savings due to acci-
dent reductions would repay the added cost associated
with the wider paved road. Comparison between the two
figures illustrates that the analysis is somewhat sensi-
tive to changes in the economic value assigned to each
injury or fatality accident. A condensed form of data
presentation was used in evaluating the results of the
computations. This is illustrated in Table 5 for one set
of conditions.

CONCLUSIONS
Using the foregoing type of analysis, a table of suggested

minimum paved widths was prepared. Table 6 compares
the suggested minimums with existing Idaho Division of
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Highways standards. Because the analysis is relatively
sensitive to injury or fatality accident cost, the sug-
gested minimums should be reevaluated if the average
cost of such accidents increases significantly, or if ac-
cident trends change significantly.
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Earth Berms and Their Actual and
Perceived Effects on Noise and Privacy
in Adjacent Neighborhoods

Kumares C. Sinha, School of Civil Engineering, Purdue University, West Lafayette, Indiana
Neil R. Wienser, Milwaukee District, Wisconsin Division of Highways

The purpose of this paper is to compare and assess the measured and
calculated attenuations obtained from earthen sound berms and also

to assess the perceived effects of selected berms on adjacent residential
neighborhoods by means of an attitudinal survey. Simultaneous sound
readings were taken before and after construction of the berms. It was
found that they produced median sound-level attenuations of 5 dB(A} at
the right-of-way line and 3 dB{A) at a distance corresponding to the
front sidewalk of the homes along the freeway. The attitudinal survey,
conducted before and after the construction of sound berms, indicated
that residents immediately adjacent to the freeway perceived a reduc-
tion in sound levels and increased privacy both indoors and outdoors.
The study concluded that even minor attenuations of freeway noise of
5 dB(A) or less are discernible within adjacent neighborhoods and,
based on the subjective responses of the attitudinal survey, are per-
ceived to be greater than actually measured. Also, the increased privacy
afforded by sound berms should be a consideration in the evaluation of
proposals for the construction of future sound-attenuating devices.

In the fall of 1971 the Milwaukee metropolitan district
office of the Wisconsin Division of Highways undertook
a series of safety improvement projects, particularly
concrete median barriers, on the interstate freeways
within its jurisdiction. During the design of these bar-
riers it became evident that there would be an excessive

amount of earth material that would have to be removed
from the project sites. It was decided that, rather than
waste this material on private dumping areas, it could
be used to develop experimental acoustical barriers at
selected sites along the freeway that were near the sites.
It was felt that the barriers would serve two purposes:
They could be used as sound deflectors to reduce freeway
noise levels for land uses along the freeway and they
could function as privacy shields between the freeway
and the adjacent land developments.

Because the use of such berms was experimental, it
was felt that a study should be done to obtain first-hand
information on the benefits and design of these barriers.
Consequently, a before-and-after study was undertaken
to determine the effectiveness of the earth berms in
sound attenuation and to serve as a guide for future de-
sign and construction of these devices.

The initial intent of the hefare-and-after study was
a series of sound-level readings to measure the actual
attenuation realized from the barriers. However, a lit-
erature search revealed a number of studies that had al-
ready measured attenuation of barriers of this nature (1,

2,3,4). All of these studies, nevertheless, indicated
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Figure 1. Typical earth berm cross sections.
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that, although measured attenuations were well docu-
mented, there appeared to be a lack of information con-
cerning the perceived attenuation and the acceptance of
such barriers by the adjacent land users. Furthermore,
it was felt that even if the barriers did not afford a sig-
nificant amount of attenuation they would provide privacy
to the adjacent neighborhoods. It was therefore decided
to conduct a thorough study (6) that would not only mea-
sure the resulting attenuation of these barriers through
a series of simultaneous before-and-after sound-level
readings, but that would also produce information con-
cerning the perceived effects and acceptance of the bar-
riers by the residents in adjacent neighborhoods, through

Original Ground

an attitudinal survey, to be administered before and
after the construction of the barriers.

SOUND-BARRIER DEVELOPMENT

The earth berms were constructed entirely on existing
highway right-of-way land. Six sites were located along
the North-South Freeway, I-94, in Milwaukee County.
Because the safety improvement projects were extended
to a portion of the East-West Freeway in Waukesha
County, two additional barrier sites for construction of
acoustical barriers were selected.

As the material became available for construction
of each berm from the excavation for the median safety
barriers on the freeways, it was put in place. The con-
tractor responsible for a few of the berms decided to
construct the center of the berm with removed concrete
curb and gutter, This material was covered with the
adequate earth material taken from the median area of
the adjacent freeway. It was intended, in the location
of each barrier, that the haul distance for the median
soil be kept to a minimum.

In Figure 1 typical cross sections of the sound berms
constructed are shown. Actual design in a specific site
depended upon several factors, including considering the
continuation of existing slopes, minimum width of a rela-
tively level top, and maximum slopes for safe mainte-
nance. Minimum distances from right-of-way fences
for any future maintenance vehicles were also taken into
consideration. In addition, adequate provision had to be
made in the berm design for proper cross drainage of
trapped water. A thorough landscaping plan was de-
veloped that included not only seeding but also extensive
placement of bushes and trees. Before the placement of
any berms, existing trees and bushes were carefully re-
moved from the areas and preserved for use in the final
landscaping.

The landscaping plan primarily included fast-growing
species of bushes that could be planted in drifts rather
than singly. The landscaping was completed in the spring
of 1973, the year after berm construction. Because the
plants used in landscaping were very young and the
bushes that were removed and later replanted on the
berms had only been planted in recent years and were
not yet mature, the immediate impression of landscap~
ing did not appear extensive. However, over the next



several years the full extent of the landscape work will
become evident as the plants and bushes reach their ma-
turity.

FIELD MEASUREMENTS OF SOUND
BEFORE CONSTRUCTION

A sampling procedure was developed through several
trial methods that could be followed by field technicians
and that was subsequently shown to be accurate to +1.75
dB(A) at a 95 percent confidence level. Along with the
measuring of changing sound levels, traffic volume and
classification were also recorded.

While the adopted sampling method measured a sound
level at any one point, it could not be used to measure
an attenuation at a single location on a before-and-after
survey because it is nearly impossible to duplicate the
sound source that existed during the initial survey.
Therefore, measured attenuation was obtained through
simultaneous readings at fixed points from the freeway
that included points along the freeway side of the future
berm and several points on the other side of the berm
at various distances away from the freeway. Figure 2
shows a layout of typical sound-sample lines and point
locations.

This method in the initial survey produced attenua-
tions that reflected changes in sound levels due to dis-
tance and other terrain parameters. In the after sur-
vey the measured attenuations with the addition of the
barrier between the sound source and the observers be-
yond the barrier, with the distance and other terrain
parameters unchanged, were compared to the initial at-
tenuations. The comparison between the before-and-~
after attenuations resulted in the attenuation caused by
the introduction of the earth berm in the path of the
sound.

All sets of sound-level readings were taken simul-
taneously in order to negate the effect of changing the
traffic parameters. It was observed that along the free-
way the sound levels varied from 80 to 86 dB(A) on the
North-South Freeway and from 84 to 88 dB(A) on the
East-West Freeway at the edge of roadway. Correspond-
ing sound ranges at point 2 were 74-80 dB(A) and 78
dB(A) without variation; at point 3 the range varied from
60 to 75 dB(A) and from 66 to 71 dB(A); and at point 4,
which was measured on the North-South Freeway only,
the range varied from 54 to 68 dB(A).

It can be seen from the difference in the ranges that,
although the same identical traffic did not pass during
each of the sample periods on a sample line, the Lo
sound level remained fairly uniform along the freeway
but a greater range was observed at the more distant
locations. It may be noted that the sound levels farther
from the freeway appeared to be more susceptible to
activities within the neighborhoods—children playing,
subdivision traffic, and lawn care.

FIELD MEASUREMENTS OF SOUND
AFTER CONSTRUCTION

The same procedures developed for the initial study
were followed in the sound study after the berms were
constructed.

In the after survey it was observed that along the
freeway the sound levels varied from 81 to 88 dB(A); at
point 2 the sound level varied from 68 to 79 dB(A); at
point 3 the range was from 63 to 71 dB(A); and at point
4 the range went from 57 to 70 dB(A). Although the
ranges of sound levels were sometimes higher in the
after survey than in the before survey, this did not in-
dicate a loss of attenuation due to the sound berms.

Traffic volumes and classification mix that were dif-
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ferent during the final survey produced basic sound
levels different from the initial survey. For proper
consideration of sound attenuation the sound data were
analyzed by comparing before-and-after sound readings
from point 1 with those at the other sampling points along
the sample line; this procedure does not allow the results
to be affected by the variations in traffic volumes during,
before, and after sound surveys.

An established method (4) was used to calculate all
sound-berm attenuations for a general check of mea-
sured values. These attenuations appeared to be satis-
factory and generally what would be expected. Table 1
summarizes the measured and calculated attenuations
obtained at location 4. The resulting median ambient
sound level Lo at that location is given below (1 m = 3.3
ft):

L1 by Distance to Edge of Near
Freeway Lane [dB(A)]

20-27 m 4053 m 76-98 m
Condition (point 1) {point 3) (point 4}
Measured 72 63 65
Calculated 74 64 62

ATTITUDINAL SURVEY

Before Construction

The initial attitudinal survey was conducted before the
berms were constructed to investigate the opinions of
the residents in adjacent residential neighborhoods who
would be affected by the future sound berms. The sur-
vey included a questionnaire constructed to judge the
current attitudes on a number of neighborhood charac-
teristics.

In addition to the future berm areas, the survey in-
cluded a control area that would not be affected by the
construction of future sound berms. By comparing the
responses from the initial and final questionnaires, the
control area information could be used as a basis for
judging any outside influences during the period between
the two surveys that might have caused an appreciable
change in the attitudes of the residents of the study area.

Identical questionnaires were handed out in both the
control and study areas. The questionnaires were de-
signed to be cross checking; that is, the opinions con-
cerning the effects and extent of freeway noise in the
neighborhood were asked in several different questions.
In this way it was felt the consistency and validity of the
responses could be checked.

Because it was believed at the beginning of the sur-
vey that the berms would provide not only a sound atten-
uation for the adjacent neighborhoods but also increased
privacy for the residents, several questions were in-
cluded that would evaluate the respondents' attitudes
toward the possible invasion of their privacy by the ad-
jacent freeway. The survey questionnaires and a sum-
mary of the responses to the questions are available
elsewhere (6).

Five of the eight proposed sound berms were located
immediately adjacent to residential subdivisions. Three
of these berms were located so that they would affect
approximately 415 dwelling units. The control area in-
cluded approximately 195 dwelling units. In Figure 3 is
shown the aerial view of the sound berm along I-94. A
review of the 1970 census information showed that the
age of the survey area population was predominantly in
the range of 25-40 years. Valuation of the homes ranged
from $24 000 to $34 000.

The survey questionnaires were delivered personally
by the study group and were collected after a few days
from the respondents at their homes. A cover letter in-
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Table 1. Attenuation L, in dB(A) for 2680-4480 vehicles/h and 20
percent trucks.
zt;;;_tion by Distance to Edge
of Near Freeway Lane [dB(A)]

Barrier Distance to

Type of 20-27 m 40-53 m 76-98 m Height Nearest End

Line  Attenuation (point 2) (point 3) (point 4) (m) of Berm (m)

41 Measured 5 5 1 2.9 24.4%
Calculated 6 4 1

42 Measured 9 e 14 1.8 18.3
Calculated 11 8 6

43 Measured T 8 4 1.7 21.3
Calculated 10 7 3

44 Measured 2 4 2 1.5 43.0°
Calculated 5 3 1

45 Measured 1 -3 -3 3.1 12.2
Calculated 0 2 1

Note: 1m=331(L

?Break in barrier between sound sample lines

Figure 3. Alignment of tiers in study area.
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formed the respondents of the nature of the survey, why
it was being conducted, and how the completed survey
forms would be collected. A total of 417 questionnaires
were distributed in the study area; the response rate was
45 percent. At the control area, 195 questionnaires were
distributed; the response rate was 32 percent.

In the development of the attitudinal survey it was
felt that responses would be different depending on the
location of the respondent in relation to the freeway.
Accordingly, a record was kept to indicate the location
of the home of each respondent; the locations are iden-
tified as tier A if the homes are situated directly adja-
cent to the freeway, tier B if the homes are situated one
lot away from the freeway, and tier C if the homes are
situated at two or more lots away from the freeway.

The responses to the questions relevant for this study
were summarized by the location of tiers. The align-

ment of tiers in the area is shown in Figure 3.

The survey showed 63 percent of the respondents in
the study area and 83 percent in the control area moved
into their homes during or after the construction of the
Ireeway. The perceniage of the respondeits who indi-
cated that they were either "very satisfied" or "just
satisfied" living in the study area and control area are
92 percent and 81 percent respectively. The majority
of the respondents in hoth the sftudy and control areas
considered their neighborhood to be "noisy" or '"slightly
noisy''. The location in the study area within tiers A, B,
or C was found to be significant with respect to the re-
sponses to neighborhood noise. A chi-square test with
grouped data indicated no significant difference in the re-
sponses from the study and control areas. All tests were
conducted with a 1 percent level of significance.

Table 2 presents the responses obtained from the
study area with respect to the question on "noticing
noise'". Through chi-square tests it was observed that,
although the perception of noise inside the home was not
significant with the location of tier, it was significant
ouiside the home, This result can be atiributed to the
sound attenuation offered by the dwelling unit.

The respondents were observed to be annoyed by the
freeway traffic noise, and again this annoyance varied
significantly from tier to tier. Table 3 shows the degree
of annoyance by freeway traffic noise in the study area.

In general, the respondents felt they had "enough pri-
vacy"; however, as shown in Table 4, there was some
lack of privacy resulting from the layout of houses, lack
of bushes and trees, and freeway exposure. As ex-
pected, the lack of privacy due to freeway exposure was
significantly affected by tier location with respect to
freeway.

After Construction

The final attitudinal survey was conducted in October
1573 in the same manner as lhe initial survey, However,
the questionnaires were modified to include questions
concerning the berms that had been placed in the study
area in the meantime. Out of a total of 494, 156 re-
sponses were obtained in the study area, while in the
control area 93 questionnaires were returned out of 210.

In the study area 53 percent of the respondents felt
that the sound berms were effective in reducing traffic
noises heard out of doors in their neighborhoods. This
was slightly higher, 58 percent, in tier A than for the
entire study area. Indoors, 52 percent felt that the
sound berms were effective in reducing freeway noise;
there was an increase in this response in tier A from
the out-of-doors results in that 66 percent felt that there
was a decrease in noise. The tabulation of the responses
is shown in Table 5.

With respect to privacy, 68 percent of the respon-
dents in tier A of the study area and 28 percent of the
total respondents felt that there was an increase in
household out-of-doors privacy due to the berms. This
result is entirely understandable considering that gen-
erally privacy would be affected mainly for the respon-
dents adjacent to the freeway or, at the most, one tier
of lots removed from the freeway. The indoors response
indicated that 55 percent of the respondents in tier A and
21 percent of the respondents overall felt there was an
increase in indoor privacy. The tabulation of the re-
sponses is shown in Table 6.

Fifty-four percent of the total respondents indicated
that there was a positive effect from the berms. More-
over, the percentage of respondents in tier A who felt
the berm had improved privacy and reduced noise was
71 percent. In analyzing the responses by tiers, tier
C indicated that the predominant effect was less freeway



noise, while in tier A both the reduction in freeway noise
and the increased household privacy were mentioned as
the predominant effect in approximately an equal number
of responses.

Table 2. Perception of neighborhood noise.

Number of Responses
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ATTITUDINAL SURVEY COMPARISONS
IN CONTROL AREA

A detailed statistical comparison of the responses from
the before-and-after surveys in the control area was
made in order to determine any changes that might have
affected responses in the study area as to the effects of
the sound berms.

A series of chi-square tests was performed with re-
spect to length of residence, respondent's satisfaction
with neighborhood, the characteristics liked most and
least, consideration of noise in the neighborhood, de-
gree of annoyance from noise, consideration of privacy

Dutside Inside in the neighborhood, and sex and age group of the re-
Tier Tier Tier Tier Tier Tier spondent. It was concluded that there had not been a
Response & B € Tofal A B g Total statistically significant change in attitude concerning
Not noticeable 2 0 5 7 4 4 28 36 the noise or privacy level in the control area in the
Slig?tly 5 8 4 49 61 23 17 53 93 period between the two surveys.
Very noticeable 25 31 60 118 5 12 25 42 As the study area was in the general vicinity of the
Total 35 35 114 184 32 33 108 171 control area it was felt that the responses related to the
berms in the study area were not affected by any attitu-
dinal changes since the initial survey. This conclusion
was further validated by determining that the character-
Table 3. Annoyance by freeway noise. istics of the respondents in the study area did not change.
Number of Responses MEASURED ATTENUATION AND
Response Tier A Tier B Tier C Total PERCEIVED EFFECTS
Not annoyed 8 3 42 53 Sound levels are measured as decibels on the A scale.
Slightly annoyed 10 18 38 66 s = { . by
Very annoyed 17 15 22 54 The decibel is a log measurement of sound intensity or
Total 35 36 102 173 acoustical energy. The relationship between sound-level
change and acoustical energy and corresponding change
of relative loudness (5) is shown below.
Table 4. Neighborhood conditions negatively affecting Sound-Level Acoustical Energy
personal privacy. Change [dB(A}] Loss (%) Relative Loudness
0 0 Reference
Number of Responses
: -3 50 Perceptible change
Response Tier A Tier B Tier C Total -10 90 One-half as loud
—— = - " ~ -20 99 One-quarter as loud
ayout of houses s
Lack of bushes and trees 13 8 31 52 -30 99.9 One-eighth as loud
Heavy traffic 6 2 8 16
;‘ilege':“,’;}fixposure s " . . To compare measured and perceived attenuation, further
Children 6 9 22 37 discussion of audible sounds is necessary. Peak hearing
Others 1 2 _10 13 ability is observed during the ages of 10-20 years. Be-
Total 64 57 147 268 fore that age hearing ability increases, and after it hear-
ing ability decreases. During the peak hearing periods
Ta!)le 5. Effectiveness of berms on freeway Nutmber of Responses
noise reduction.
Outside Inside
Response Tier A Tier B Tier C Total Tier A Tier B Tier C Total
Much less noise 4 1 8 13 7 3 16 26
Slightly less noise 18 12 38 68 18 9 28 55
No effect 1 11 39 65 9 13 43 65
Slightly more noise - 1 2 3 1 1 1 3
Much more noise i 3 1 _5 3 2 1 6
Total 38 28 88 154 38 28 89 155
Table 6. Effectiveness of berms on increasing e
. Number of Responses
privacy.
Qutside Inside
Response Tier A Tier B Tier C Total Tier A Tier B Tier C Total
Much more privacy 12 3 2 1% ) 1 2 1.k
Slightly more privacy 14 3 8 25 13 2 5 20
No effect 9 20 7 100 13 23 74 110
Slightly less privacy 2 1 3 6 3 - 3 6
Much less privacy 1 1 - 2 1 2 - 3
Othex: . . L L = = Y 4
Total 38 28 85 151 38 28 85 151
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Table 7. Study area attenuation L, in dB(A) for 2680-6790
vehicles/h and 11-20 percent trucks.

Attenuation by Distance From
Freeway TdB(A))

20-43 m 40-125 m 76-98 m Berm Height
Type (paint 2) (point 3) (point 4) (m)
Median
Measured 5 3 1 2.1
Calculated 5 2 1
Range
Measured 1-10 0-8 0-6 1.5-4.3
Calculated 0-11 1-8 0-6
Note: 1m=33(t,

humans can distinguish intensity of noise difference of
2-3 dB(A). After the age of peak hearing, a 3-4 dB(A)
intensity difference is required for the normal person
to distinguish a difference in sound levels. When a per-
son is not looking for the difference in sound levels, the
change in level would have to be in the range of 4-6

COMPARISON OF SOUND-LEVEL
ATTENUATION

The final attitudinal survey in the study area obtained
the subjective attitude of the respondents in relation to
the decrease in neighborhood noise attributable to the
sound berm. In tier A, 47 percent indicated "slightly
less noise'", 11 percent indicated "much less noise",
Based on the definition of audible sound it can be con-
cluded that '"slightly less noise' could correspond to a
sound that is audible to a typical respondent in the 30-
40 age bracket, in the range of 4-6 dB(A). '"Much less
noise" can be considered to be in the range of 8-10
dB(A). In tier B, 33 percent indicated a ''slightly less
noise' response. This could also correspond to a 4-6
dB(A) reduction in noise level at tier B.

Table 7 summarizes the measured and calculated at-
tenuations within the study area. The calculated atten-
uations were derived on the basis of the procedure given
elsewhere (4).

A review of the above measured attenuations with the
subjective responses indicated that the respondents to
the survey felt that there was a slightly greater attenua-
tion than shown in the measured survey. Approximately
half (47 percent) of the respondents in tier A indicated
that there was a 4-6 dB(A) reduction in noise for their
living activities, whereas the measured attenuations in-
dicate that, while at the right-of-way line there was a
median attenuation of 5 dB(A), the attenuations at the
sidewalk line were 3 dB(A). This is slightly less than
the subjective attitudinal attenuations. Also, 11 per-
cent indicated "much less noise', which is somewhat
higher than the actual attenuation. In tier B, 33 percent
indicated a ''slightly less noise" attenuation of 4-6 dB(A);
however, the measured attenuations indicated a median
attenuation at approximately the sidewalk line of tier B
of 1 dB(A), indicating that there was a perceived or sub-
jective attitudinal attenuation for a third of the respon-
dents in tier B of approximately 3-5 dB(A) higher than
the measured attenuation.

This comparison indicates that a berm of the given
design and layout would give an attitudinal attenuation
slightly higher than what would be obtained in reality.
This would mean that, although a berm would be ex-
pected to result in a relatively small calculated atten-
uation, the benefit achieved in the minds of the people
affected would be potentially greater. This is impor-
tant because even a slight anticipated attenuation could
be considered worthwhile as an overall effect.

PRIVACY CONSIDERATION

The attitudinal survey in the study area after the berms
were constructed indicated that 68 percent of the respon-
dents in tier A feil that they had experieuced an incirease
in privacy in their neighborhood because of the sound
berms. The majority of the responses indicating a pos-
itive "most significant effect of the sound berms'" in tier
A wag related to both freeway noise and increased house-
hold privacy with some additional responses indicating
just "increased household privacy'" as a most significant
effect. It can, therefore, be concluded that the increased
househnld privacy is a major benefit to the residents in
tier A who are, in fact, the households most affected by
the freeway.

DESIGN CONSIDERATIONS

A series of photographs was taken at various points in
the study area before and after the construction of the
sound berms. A review of these photographs indicated
that, after the berms were placed, the tops of the adja-
cent homes could be seen from the freeway but the direct
line of sight for a person standing on his or her property
was blocked from the freeway. Observations made from
within the study area after the berms were placed indi-
cated that the tops of heavy trucks and their exhaust sys-
tems were visible from the adjacent properties.

The result of the attitudinal survey revealed that 69
percent of the respondents in tier A and 49 percent of
all respondents felt that the berm should have been con-
structed higher. Of these responses 70 percent in tier
A and 65 percent in all tiers indicated that the berms
should have been constructed 0.61-1.8 m (2-6 ft) higher.
The computations done on calculated attenuations showed
that this additional height would have increased attenua-
tion by 2-4 additional decibels, resulting in the median
attenuation of 8 dB(A) for the residents in the adjacent
ared.

In the design factors it appears that berms should be
constructed with regard to the adjacent land use consid-
ering the height of development occupying that land, in
order to separate the entire development from freeway
sight. Also, reductions or breaks in the berm should
be given careful consideration, as they adversely affect
its overall usefulness.

CONCLUSIONS

A group of major conclusions can be drawn from this
study. These conclusions are discussed in the follow-
ing paragraphs.

1. A measured and calculated median attenuation of
5 dB(A) was obtained for the sound berms in this study;
the range of attenuation was 1-10 dB(A).

2. The attitudinal responses related to the effect of
sound berms on noise compared well with the measured
levels of attenuation. However, it appeared that the
perceived attenuations tended to be higher than mea-
sured values, indicating that people affected by sound
berms judged the benefits to be greater than actually
measured.

3. An important consideration in the location of
sound barriers should be an increase in privacy for the
adjacent land users. This was indicated in the attitu-
dinal survey and should be given equal consideration
when only minimum noise attenuation is anticipated from
a proposed sound barrier, resulting in questionable jus-
tification for construction.

4. On existing freeways the cost of sound berms as
a prime item of a construction contract appears to be

inn



significantly high. However, if material is available
from nearby freeway construction improvement work
and the cost of material removal from the right-of-way
is anticipated to be high, construction of sound berms
appears to be a desirable highway policy.

5. Sound barriers should be designed and constructed
with major consideration for the topography of the free-
way and adjacent land, for the existing or planned de-
velopment of the neighboring land, and for the effects of
height and length of the barriers on anticipated results.

6. From the negative comments concerning berm
construction it was concluded that sufficient public rela-
tions should be performed in the development stage of
sound barriers to obtain sufficient information to prop-
erly locate the barriers and inform the public of antici-
pated results of the barriers.
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Hydraulic and Safety Characteristics

of Selected Grate Inlets

P. H. Burgi, U.S. Bureau of Reclamation, Denver
D. E. Gober, U.S. Forest Service, Laramie

With the recent increase in the number of bicycles on
our nation's highways and streets, there has been a cor-
responding increase in the number of bicycle accidents.
Some of these accidents are related to highway grate
inlets. The purpose of the comprehensive study sum-
marized in this paper was to identify, develop, and
analyze selected grate inlets that maximize hydraulic
efficiency and bicycle safety.

Fifteen grate inlet designs were initially selected
for consideration. They included seven steel-fabricated
grates and eight cast grates.

The test program was conducted using two test facili-
ties. The bicycle safety tests were conducted on an out-
door test site consisting of a 6.7-m (22-ft) wide, 152~m
(500~ft) long abandoned roadway. A 2.44-m (8-ft) wide,
18.3-m (60~ft) long hydraulic test flume was constructed
in the U.S. Bureau of Reclamation, Hydraulic Research
Laboratory, and used as a test facility for the hydraulic
efficiency tests.

ANALYSIS OF STRUCTURAL INTEGRITY

Figure 1 illustrates the basic grate inlet designs that
were structurally analyzed and the reticuline grate that
was not structurally analyzed because it is commercially
available and the manufacturer's publications provide
vehicle load tables based on AASHTO specifications.
The general-purpose computer program STRS was
used to perform the structural analysis of the selected
grates. In some cases it was determined by a pre-
liminary analysis that the bearing bars of the grate
acted independently as simple supported beams. In
those cases, a simple beam analysis was performed.

The grates tested have been code-named to stan-
dardize the names. The first symbol refers to the
grate design (parallel bar grate P, curved vane grate
CV, 45° or 30°tilt bar grate 45 or 30, and reticuline
R). The second number is the nominal center-to-center
longitudinal bar spacing. The last number is the
nominal center-to-center transverse bar spacing.
Therefore, the P-48-102 (P-17%-4) grate refers to a
parallel bar grate with center-to-~center spacing of the
longitudinal bars of 48 mm (1% in) and center-to-center
spacing of the transverse bars of 102 mm (4 in),

ANALYSIS OF BICYCLE AND
PEDESTRIAN SAFETY

Bicycle and pedestrian safety tests were performed on
11 grate inlets to preselect safe grate inlets for the
hydraulic testing phase of the study. The grate size of
0.61x 1.22 m (2 x 4 ft) was selected for use in the
bicycle safety tests. Table 1 presents principal fea-
tures of the grates evaluated in the test program and
gives their bicycle safety rankings.

Two grates were tested in the hydraulic efficiency
tests that were not tested in the bicycle safety tests.
The curved vane grate CV-83-108 (CV-3%-47%) de-
sign was very similar to the 45-83-102 (45-3",-4) grate,
which satisfactorily passed the bicycle safety tests.
The parallel bar grate with transverse spacers P-29
(P-17) was tested independently for bicycle safety (1).

The transverse spacing of grate bars is a critical
factor in bicycle safety performance. It is a more
critical factor than whether the grate is of the reticu-
line, 456°tilt bar, curved vane, or parallel bar with
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Figure 1. Basic grate designs. 45° AND 30° TILT BAR GRATES
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Table 1. Principal grate dimensions and bicycle safety ranking. for the test facility was 2.4 m (8 ft) including a 0.61-m .
(2-ft) gutter section and one-half of a 3.7-m (12-ft)traffic
Longitudinal ~Longitudinal Transverse Transverse Bicycle lane, generally considered the allowable width of flow
- ik e L et Ll <. spread. The test roadbed was 18.3 m (60 ft) long with
— = = the grate inlet test section located 12.2 m (40 ft) from
pelae 0 od L o . the headbox. The facility was designed and constructed
bar 48° 6.4 152 9.5 rod 8 to accommodate the following test conditions: (a) longitu-
- o o 2g u I dinal slopes, S, = 0.5-13 percent; (b) crossslopes, 1/Z =
45° tit- 5T 13 76 19 7 1:48-1:16; (¢) maximum gutter flow, @, = 0.16 m’/s
bar T 13 102 19 4-5 (5.6 ft”/s); and (d) Manning roughness factor, n = 0,016-
57: 13 159 19 9 0 017
83 13 6 19 1 oiillic
83° 13 102 19 4-5 For each grate design, size, longitudinal slope, and
e = — .. cross slope, five different guiter flows were tested.
Note: 1 mm =039 in. The maximum gutter flow was limited by either the
SComtrtocotet spaing of brs et o of fow pump capacity of 0,16 m/s (5.6 R7/8) or width of spread
;Centcf»mrcenter sSu:ing of rivets, reticuline grate only limited to T'=2.3 m (7.5 ft). The minimum gutter flow
egar::é?r:faddztgilv%m::oak to simulate cast grates, was the ﬂOW that was completely captured by the grate
inlet or provided a flow spread of T’ = 0.61 m (2 ft).
The five data points obtained were sufficient to develop
curves relating hydraulic efficiency (E = intercepted
transverse rod type. The analysis suggests that de- gutter flow/total gutter flow, E = Q,/Q;) to gutter flow
terioration in bicycle safety performance begins as (Q;) and width of spread (T’) for each combination of
transverse spacings are increased somewhat above 102 longitudinal and cross slopes.
mm (4 in). Keeping the grates wet increased the chances
of skidding. DISCUSSION OF TEST RESULTS
TEST FACILITY AND EXPERIMENTAL The preliminary structural analysis and bicycle-
APPROACH pedestrian analysis led to the selection of eight grate
designs for the hydraulic tests. They included a steel-
To accurately investigate the hydraulic characteristics fabricated parallel bar grate that was not bicycle safe
of grate inlets, the decision was made to use a full- but provided an excellent standard for hydraulic efficiency

gcale test facility. The width of the roadbed selected with which to compare other grate inlet designs. Three
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Hydraulics

Composite Selection

Favorable Gutter

Unfavorable Gutter

Favorable Gutter Unfavorable Gutter

Debris Safety Flow Conditions Flow Conditions Flow Conditions Flow Conditions
Class I (high performance)
CV - 83 - 108 P - 48 - 102 P - 48 - 102 CvV -83 - 108 P - 48 - 102 CV - 83 - 108
30 - 83 - 102 Reticuline P -29 P-29 P -29 P-29
Reticuline
45 - 83 - 102 P -29 Reticuline 45 - 83 - 102
Class II (low performance)
P - 48 - 102 45 - 83 - 102 CV - 83 - 108 45 - 83 - 102 CV -83 - 108 45 - 83 - 102
45 - 57 - 102 45 - 57 - 102 45 - 83 - 102 P - 48 - 102 45 - 57 - 102 P - 48 - 102
Reticuline CV - 83 - 108 45 - 57 - 102 45 - 57 - 102 30 - 83 - 102 45 - 57 - 102
P -29 30 - 83 - 102 30 - 83 - 102 30 - 83 - 102 Reticuline
30 - 83 - 102

Reticuline

other steel-fabricated grates were also tested: parallel
bar grate with transverse rods at the surface, P-48-102
(P-174-4); parallel bar grate with spacers, P-29 (P-
1%); and a reticuline grate (R). Four cast grates were
tested. They included two 45° tilt bar grates, 45-83-
102 (45-3%-4) and 45-57-102 (45-2'-4); a 30° tilt bar
grate, 30-83-102 (30-3%-4); and a curved vane grate,
CV-83-108 (CV-3%-4Y,) design. The test results are
covered in detail elsewhere (2).

For a constant gutter flow, all the grates show some
increase in hydraulic efficiency if the cross slope is
held constant and the longitudinal slope is increased.

At steeper longitudinal slopes, the same gutter flow
occupies a smaller cross-sectional area; therefore, a
greater percentage of the flow passes over the grate
inlet. If no flow splashes completely across the grate,
intercepted flow is greater and, hence, hydraulic ef-
ficiency is higher. All of the grate inlets, except the
parallel bar and the curved vane grate, had splashing
occurring under some flow conditions. The other six
grates showed a decrease in hydraulic efficiency above
a limiting longitudinal slope, related to grate design,
size, and cross slope.

The seven bicycle-safe grate designs (discounting
the parallel bar grate) can be classified in three hy-
draulic efficiency performance groups at the steeper
longitudinal and cross slopes. The CV-83-108 (CV-
3%-4%) and P-29 (P-1%) grates are consistently
superior to the other bicycle-safe grates tested. The
0.61 x 1.22-m (2 x 4-ft) sizes of these two grates are
within 3-4 percent of the parallel bar grate for the
same test conditions.

At the other extreme, the reticuline grates generally
rank last. At higher gutter flows with steep longitudinal
and cross slopes, the reticuline grates usually had the
lowest efficiency of the grates tested (for longitudinal
slopes less than 3 percent, the reticuline grate is as
efficient as the other grates). The remaining grates,
the 45-57-102 545 -2%—4), the 45-83-102 (45 -3%-4),
P-48-102 (P-17%~4), and the 30-83-102 (30 -3%-4),
tend to have hydraulic efficiencies very close to each
other. They rank somewhat better than the reticuline
grates, but far below the CV-83-108 (CV-3%-4%) and
the P-29 (P-1%) grates.

Tests to determine debris-handling capability showed
a definite debris-handling advantage for grates with the
83-mm (3%-~in) longitudinal bar spacing over those with
smaller longitudinal bar spacing.

SUMMARY AND CONCLUSIONS

In applying the three major test criteria for grate inlets,
hydraulic efficiency, safety, and debris-handling
ability, it is clear that the safety and debris-handling
characteristics of a grate inlet are not as dependent on
longitudinal slope, S, as the hydraulic characteristics.
The hydraulic test results indicate that above certain
longitudinal slopes, S,, the hydraulic efficiency, E, of

several grate inlets is adversely affected by the high-
velocity flow striking the transverse bar members and
splashing over the inlet. The specific longitudinal
slopes depend on such variables as cross slope, 1/Z,
gutter flow, Q,, and grate length, L, but can be identi-
fied in two generalized categories as favorable and un-
favorable gutter flow conditions.

Results of the debris tests indicate that the wider the
longitudinal bar spacing, the better the debris-handling
ability of a grate inlet.

The bicycle safety tests suggest that the deterioration
in bicycle safety performance begins as transverse bar
spacing is increased above 102 mm (4 in). In addition,
grates having large, nearly square openings of 83 x 102
mm (3% x 4 in) are also judged to pose some potential
danger to pedestrians.

Table 2 is a summary of the test results for debris,
safety, and hydraulic efficiency considerations. An
attempt has been made to classify the selected grates
into high- and low-performance groups for the three
major areas of consideration. The high-performance
(class I) grates for bicycle safety are low performers
(class II) with respect to debris-handling capabilities.
For favorable guiter flow conditions (no splashing), the
class I grates are slightly more efficient (less than 6
percent) than the class II grates. For the unfavorable
gutter flow conditions, hydraulic efficiencies vary as
much as 34 percent between class I and class II grates
for a 0.61-m (2-ft) grate length and 15 percent for a
1.22-m (4-ft) grate length. The composite selection in
the table is our overall classification of the selected
grates tested.
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Determining Design Flows for
Culverts and Bridges on Ungauged
Streams: A Watershed Rationale

John F. Orsborn, Department of Civil and Environmental Engineering,

Washington State University, Pullman

The determination of the characteristic low, average,
and flood flows of ungauged perennial streams is a con-
tinuing problem for hydrologists. The acquisition of
streamflow records has improved the reliability of flows
at or near gauging sites, but at a distant site, say just
upstream of the first major tributary, we rapidly lose
our prediction confidence.

Methods for predicting unganged streamflows come
in three categories of input-output models: determinis-
tic, rational, and regression. Numerous references
that describe their development and use are available
(1,2,3). Characteristic flows are considered to be "av-
erage” low, annual, and flood flows. Knowledge of these
flows and their variability at an ungauged site, coupled
with the duration curve characteristics at gauges in the
province, makes it possible to create a flow duration
history for the ungauged site.

The basic concept behind this geohydrologic watershed
rationale is that the watershed integrates precipitation
and yields flows with certain statistical characteristics.
Further, the outflows form channels with geometric
characteristics, and the kinetic energy (velocity), chan-
nel width, and channel depth can be related to the flow
in the channel (4). Thus, in a total geohydrologic analy-
sig of a watershed one should he ahle to relate flows to
watershed characteristics and flows to channel charac-
teristics and thus determine channel characteristics
from basin characteristics and vice versa. If these
concepts are physically correct, there should be little
scale effect between large and small watersheds within
the dominant range of sizes that generate perennial
streams requiring culverts or bridges. Application of
similar concepts to intermittent streams is under in-
vestigation.

The three characteristic flows of perennial streams
considered here are

1. Q7L2: the 7-day average low flow with a 2-year
recurrence interval,

2. QAA: the average annual flow, and

3. QF2P: the peak flood with a 2-year recurrence
interval.

These three flows are representative statistical and
arithmetic averages and are quite stable over periods

of 30-50 years. In addition, the 20-year low flow Q7L20
can be determined and coupled with Q7L2 to yield the
low flow recurrence interval graph. When the 50-year
flood flow QF50P is determined, a flood recurrence
graph can be developed. These five flows, plus the de-
viation of QAA, give a band of duration curves that de-
scribes the usual history of flows at a site.

The three average flows—Q7L2, QAA, and QF2P—
will be used to describe watershed parameter relation-
ships. Details of the procedures for estimating these
ungauged flows are presented elsewhere (5,6,7). The
remainder of this paper covers five topics: (a) watershed
parameters and their analogies used in streamflow es-

timation; (b) relationships between the characteristic
flows Q7L2, QAA, and QF2P; (c) correlations between
watershed parameters and characteristic flows; (d) chan-
nel width, depth, velocity, and discharge relationships;
and (e) the combination of ¢ and d to yield channel char-
acteristics in terms of watershed parameters.

WATERSHED PARAMETERS AND THEIR
ANALOGIES IN STREAMFLOW
ESTIMATION

The geohydrologic output:output watershed rationale for
streamflow estimation uses four primary watershed
linear geometric characteristics. These are summarized
in Figure 1 as

1. LS: length of perennial streams of various orders
where LT is the total,

2. A: drainage basin (watershed area),

3. LB: basin axis length, and

4. H: basin relief, or differential elevation between
the headwaters and the outlet (the gauged or ungauged
flow site).

The stream length (1.8) is analogous to the linear inter-
face between the groundwater supply and the stream that
the aquifer supplies. Drainage area (A) is analogous to
the watershed's ability to capture precipitation. The axis
length of the basin is combined with the derived mean
basin width (WB = A/LB) to give a watershed aspect
ratio of LB/WB. This aspect ratio is analogous to the
time of concentration when estimating floods. The basin
relief (H) represents the driving force, or potential en-
ergy, for flow from the watershed. Precipitation is di-
rectly related to elevation (relief) in some regions.

RELATIONSHIPS AMONG
CHARACTERISTIC FLOWS

A study of low, average, and flood flows in Washington,
Oregon, and Idaho (8) has shown that there is a funda-
mental 1,2, 3 power relationship between the three char-
acteristic flows of

Q7L2 = C(QAA3®/QF2P?) (1)

The coefficient (C) in Equation 1 varies between hydro-
logic provinces, but for natural flows and no severe geo-
logic anomalies the coefficient is very consistent within
provinces. For the sample area of southwest Washington
(§) shown in Figure 2, the coefficient in the form of Equa-
tion 1 has an average value of about 10.0; the minimum
theoretical value is 1.0.



Figure 1, Watershed parameters and their flow

analogies.
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CORRELATIONS BETWEEN WATERSHED
PARAMETERS AND CHARACTERISTIC
FLOWS

The low, average, and flood flows used in Equation 1
were estimated for ungauged streams by using correla-
tions developed from the gauged watersheds in the hy-
drologic province. Examples are drawn from a study
of the Lake Coeur d'Alene watershed in northernIdaho (9).

Low Flows

The best combination of watershed characteristics (best
basin parameters) for making the first estimate of low
flows in the Coeur d'Alene province is (LT) (H)*% For
the average low flow (the coefficient 23.30 is 0.32 in
EGS units

Q7L2 =23.35[LT(H)*5] (2)

Average Annual Flows

Provincial relationships between average annual stream-
flow records and the average annual volume of precipi-
tation are highly correlated. In equation form

QAA=C(P ' A) 3)
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where C is a coefficient that varies as a function of cli-
matic region and is larger for areas with greater values
of P, P is the average annual precipitation, and A is the
watershed drainage area.

Flood Flows

Within hydrologic provinces, average annual floods have
been found to be a consistent multiple of the average
annual flow (_12). In equation form,

QF2P = C(QAA) (€}

In many provinces a stronger relationship has been found
between QF2 and QAA raised to some power

QF2P = C(QAA)" (5
For northern Idaho watersheds (9),
QF2P? = 1 687(QAA) 7 (6)

Noting the similarity between Equations 1 and 6 and re-
arranging Equation 1 yield

QF2P = C(QAA3/Q7L2)%5 7)

For example, the results of the Coeur d'Alene study
(9) show, as in Equation 1, that

Q7L2 = 8.0QAA3/QF2P? (8)

This may be combined with Equation 2, Q7L2 = 23.35
((LT) (H)°®], and with Equation 3

QAA = 1.85(10%)(P " A) (&)

Also, total stream length (LT) is related to drainage
area (A) by

LT = 2.08(A)°*8 (10)

Substituting Equations 2 and 9 into Equation 8 and re-
arranging give

23.35[LT(H)*5) = [1.85%(104)3(P - A)®] /QF2P? (11)
QF2P2 =2.71[(P - A)*/LT(H)*] (10°°) (12)

Substituting Equation 10 into Equation 12, the 2-year
peak flood is

QF2P = 3.60(P“5°A/H 25)(10%) (13)

The combination of terms on the right side of Equation
12, (P « A)/{LT (H)], tends to be a constant within hy-
drologic provinces. Thus, after a provincial correla-
tion is developed, average annual precipitation can be
determined for an ungauged watershed by measuring
drainage area, relief, and total stream length.

CHANNEL WIDTH, CHANNEL DEPTH,
VELOCITY, AND FLOW
RELATIONSHIPS

Numerous investigators have demonstrated that channel
width (W), depth (D), and mean velocity (V) each can be
expressed in terms of average annual flow (QAA) or
other flows up to bankfull conditions (4).

W =a(QAA) (14)
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Table 1. Width, depth, and velocity related to discharge in
typical stream channels, Little Brush Creek, Utah.

Width Equation Depth Equation Velocity Equation

Station No.  (m) (m) (m/s)

1 W = 1.22(Q)"% D = 0.304(Q)"* V = 1.480(Q)"'®
2 W= 27.08(Q)"" D - 0.082(Q"" V = 0.440(Q)" ™"
3 W= 59.13(Q"" D =0.002(Q"° Vv =0.184(Q)"

Notes: 1m =33 ft
Dataderived from Chrostowski {11},

2Exponents do not total 1,00 at station 1 because of a sharp change in section shape from
triangular to rectangular between stage 1 and stage O.

Table 2. Comparison of predicted and measured channel widths based
on annual precipitation volume and relief.

Channel Width (WAC) (m)

Predicted

Station Equation

No, State Stream 21 or 22 Equation 26  Measured®

06 0195 Montana  Ruby 17 14 13
0330 Boulder 13 10 13
0375 Madison 29 21 (34) 27
0485 Bridger 8 5° {10)° 7
0615 Prickley Pear 9 1 ki
0735 Dearborn 20 12 (20) 21
0770 Sheep 8 ki 8
0905 Belt 18 16 (21) 19
1185 Musselshell 12 10 (15} 14
2890 Wyoming Little Bighorn 14 12 15
3145 N.F, Crazy Woman 6 5] 8
4160 Coloradoe N.F. Michigan 5 5 6
7165 Clear 13 13 18

Notes: 1 m = 3.3 ft
Data derived from Hedman and Kastner (12}

2From Hedman and Kastner {12}.

bSmall basin; (H)% 1% is probably less than 1.0.

€1f P =69.3 cm (27.3 in) is used as published by SCS rather than 38.1 cm {15.0 in} of Weather Bureau as
used elsewhere {12}, then the value of WAC in parentheses is given by Equation 26 in column 4

D= c(QAA)Y (15)

V =e(QAA) (16)

Exponents b, d, and f must total 1.0, and the multiple
of coefficients a, ¢, and e must be 1.0.

Channel shapes can range only between the extremes
of perfectly triangular and rectangular, assuming vari-
ous combinations of rectangular, triangular, and trape-
zoidal shapes depending on the stage of flow between low
and bankfull conditions. Some width, depth, and velocity
relationships for typical channels are presented as a
function of streamflow in Table 1.

CHANNEL CHARACTERISTICS, FLOOD
FLOW, AND WAYERSHED
PARAMETERS

A series of expressions for average annual flows and
floods for streams in Montana, Wyoming, and Colorado
has been developed (12). One such equation for average

Qp =37.7Wyc*0 a7

where W, is the active channel width that carries bank-
full and lesser flows. In terminology used thus far

QAA = 0.170(WAC)? (18)

where QAA is Q, in cubic meters per second and WAC is
in meters.

Using Equation 3 and substituting the data from
Hedman and Kastner (12, Table 1)

QAA =0.95(P - A)(10%) (19)
QAA = 1.85(P *A)(10%) (20)

Setting Equations 18 and 19 and 18 and 20 equal to each

other, the following expressions emerge for active chan-
nel widths in the eastern Rocky mountains:

WAC,oc = 2.36(P * A)O5 (107) 2

WAC, g5 = 3.30(P - A)%5(10%) (22)

where 0.95 and 1.85 are runoff coefficients in Equations
19 and 20.

One flood equation (12) in standard units is
Q; = 0.87W 570 A0162 (23)
and in metric units is
QF2P = 5.52(WAC)!-58(A) 016 24)

By setting Equations 24 and 13 equal to each other and
solving for WAC,

5.52(WAC) 58 (A)%16 = 3.60(P) “5°(A)/(H)°25(10°%) (25)
WAC = 5.22{ [(P)***(A)***1/(E)*} (10*) (26)

Applying Equations 21, 22, and 26, widths of the active
channels were predicted for the set of stations in Table
2 by two equations and compared with the measured
widths from Hedman and Kastner (12), where relief (H)
was not given but (H)**® - 1.0 + 10 percent within normal
ranges.

This brief example derived for Orsborn and Deane (13)
has shown how relationships between basin characteris-
tics and streamflow, and channel characteristics and
streamflow, can bhe combined to prediet channel char-
acteristics in terms of basin characteristics. It there-
fore completes the development of the two tenets basic
to the watershed rationale: the integrative effects of the
watershed on outflows and the channel characteristics
that result from those flows.

SUMMARY

A watershed rationale that assumes that outflows are in-
tegrated by the watershed to yield floods and low flows
with certain provincial correlations has been explored.
The provincial correlations use combinations of various
watershed geomorphic characteristics, including stream
length and watershed area, length, and relief. A 1,2,3
power relatlonship among average low, [lood, and amual
flows opens new opportunities for flood flow predictions.
The possibility of being able to predict flood flows in
terms of channel characteristics has been presented. To
complete the integrated watershed rationale, channel
characteristics have been predicted in terms of water-
shed characteristics by setting two flood flow equations
from different mountainous regions equal to each other.
The only input term used in the analysis is the average
annual watershed precipitation. Floods have been shown
to be strongly dependent on watershed area, relief, and
stream length—those geomorphic parameters that are
analogous to certain physical hydrologic processes and
that make the integrated watershed rationale possible.
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Rainfall Intensity-Duration-Frequency
Curves Developed From (not by)

Computer Output

Brian M. Reich, Pima County Flood Control District, Tucson

Thirty-two years of maxima observed at Tucson International Airport
from the National Oceanic and Atmospheric Administration’s recording
raingage are used to prepare a sheet of intensity-duration-frequency
curves commonly used in the design of storm drainage for small urban
areas. The example is employed to stress the need for examining com-
puter printouts of mathematical statistical analysis of the rains and their
logarithms by plotting data on four types of probability paper. Stress is
laid on dangers of blindly extrapolating a mathematical distribution that
does not fit recorded amounts for the long return periods in which engi-
neers are usually interested. Misapplication of scales involving a loga-
rithmic transformation are discussed. The fact that longer durations may
require a different type of frequency paper than do shorter durations is
illustrated and rationalized on the basis of the physical process. Internal
compatibility of results for 2-, 5-, 10-, 50-, and 100-year estimates of 5-,
10-, 20-, 30-, 45-, 60-, 120-, and 180-min rainfalls is preserved when ex-
amining a tabular array of as many as five frequency analyses on one of
these 48 cells.

Intensity-duration-frequency (IDF) curves are a long-
standing tool of the storm-drain designer (1 2; 3) A
U.S. Weather Bureau publication (4) gave depths of
maximum rainfall for various durations and return pe-
riods on many separate maps. Since then, recording
gages have provided additional data on rainstorms, often
more than doubling record lengths at newer sites.

Local governments and consulting engineers may wish
to prepare their own intensity-duration-frequency
curves, like Figure 1, from their most up-to-date gage
records. The purpose of this paper is to discuss topics
that an engineer must consider while preparing such de-
sign curves.

There is an urgent need for engineers to gain at least
a "feel" for statistical techniques. The availability of
canned digital computer programs to fit preselected
statistical distributions places the responsibility on the
user for testing the validity of those automated analyses
with respect to his or her particular data or engineering
application. In outlining various means for exercising
necessary discretion, this paper will refer to common
statistical terms, concepts, and equations. They will
be introduced in an informal, intuitive vein. Readers
desiring additional pragmatic explanations of these ex-
treme value statistics may wish to study Magnitude and
Frequency of Floods (5). That 50-page review of terms
and methods also contains complete tables needed in
computation and various graph papers needed in plotting
extreme rainfall data. Two excellent texts (6, 7) were
recently published for engineers with deeper and wider
interests in statistics.
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Figure 1. Rainfall IDF curves from U.S. Weather Service recording Figure 2, Pluviograph showing temporal variation of rainfall intensity
gage, Tucson. within a convective storm.
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Table 1. Maximum rainfalls of various duration for each year at the - v = = -
Tucson Airport U.S. Weather Service recording gage. § ® ® 0 2 il
MINUTES
Maximum Rainfall (mm)
Duration of Maxima (min)
it 5 i = - = o 50 160 .thth a view to side-stepping a dry .dlscourse on prob-
ability theory and the many mathematical constraints
9/24/1943 14.0 26.7 475 574 59.2 59.7 62.5 64.5 on its application, I have adopted a '"how-to" format
9/15/1944 10.2 152 229 26.4 269 272 300 310 here. An example of deriving IDF curves for Tucson
7/27/1945 6.9 10.2 30.0 39.4 46,7 475 51.8 54.1 g ; : ¢ : :
7/17/1946 9.4 135 19.6 21.1 21.3 241 26.9 26.9 is pursued as a setting for introducing discussions on
8/8/1947 41 6.1 97 142 152 183 183 18.3 the various decisions.
7;24/1948 140 23.6 340 40.1 45.0 462 47.0 475
8/8/1949 84 11.7 16,0 17.0 18.0 21.8 27.7 32.8
9/1/1950 8.1 122 173 193 21,1 21.1 244 26.7 EXAMINING THE DATA
8/2/1951 56 9.1 13.2 152 16.5 16.8 17.0 17.0
3?%}?323 e T igé TF e 2t Bl B The speed of an electronic computer may stimulate the
6/24/1954 9.9 157 26.7 30.2 30.5 30.5 31.5 32.0 impulse to keypunch the data. After running the
8/3/1955  17.5 30.7 480 53.1 55.9 56.4 57.2 57.9 cards through one of the readily available statistical
gﬁ%éggs o Wi 7 B ug o Be B2 programs, such as the Water Resources Council's (8)
7/29/1958 10,7 18.8 29.0 34.5 38.9 42,2 68.8 79.2 log-Pearson Type III package, the engineer can look at
7/3/1989 (1.9 17.0 229 29.7 33.8 343 343 343 Lhe printoul Lo see what, say, the 100-year value "is'".
ggéﬁgg? i 32'3 be o1 b2 b= ég"z‘ However, this neglects one of our best resources, ob-
9/26/1962 3.6 51 10.2 11.9 14.2 157 175 175 served measurements. In addition to revealing erro-
3;;1};9324 fli-g }%é };g ;9~; ;gg ;gg ig-g igg neous entries, examination of raw data can provide use-
"/25/1965 U6 102 ise ies o5 awb 169 105 ful clues to understanding the physical process of in-
7/24/1966 7.6 13.0 17,5 22.1 26.2 282 345 351 terest.
7/29/1967 53 7.4 9.9 13.0 137 13.7 157 16.0
7/16/1968 7.1 8.4 117 1.9 12.2 140 147 15,0 -
8/1/1969 6.4 11.4 140 140 150 16.8 16.8 16.8 Origins of the Data
10/2/1970 8.1 152 29.0 29.7 297 30.5 30.5 40.9
sﬁgﬁg% lg-g iig ;g? ;3-(’)’ ;Zg ;3;’ 313'2 gg'g Table 1 presents the information on which the Tucson
8/23/1973 3.8 56 58 74 79 79 79 114 analysis was based. To eliminate any ambiguity, Fig-
7/1/1974 9.4 114 213 257 26.9 27.9 30.7 31.8 ure 2 has been developed to illustrate where tabulated

T = - rainfall amounts typically come from.

ote: 1 mm = 0,039 in. @ o Foue i

®Date refers to largest rainfall with shortest duration for that year, Maximum of longest In this sample StOI‘m, the lalgest amount of rain in

duration often fell on a different day. any continuous 5-min period was the 17.3 mm (0.68 in)
that fell in the second, third, fourth, fifth, and sixth
minutes. If this had been the largest 5-min amount in
one calendar year it would have been published by the
National Weather Service and entered in Table 1. Fur-



thermore, the maximum 10-min amount for the year
can fall during the same rainstorm. The maximum rain
for a longer duration, say, 20 min in the example of
Figure 1, can also begin at a different time than that for
5 min.

Annual maximum amounts recorded in Table 1 for
long durations such as 180 or 120 min can occur on dif-
ferent days or even in other seasons than that year's
very short-duration extremes.

Unfortunately, digital recorders, which only punch
their paper tape every 15 min, have recently been re-
placing many pen-and-chart recording raingages. The
high intensities of very short duration will no longer be
recorded, and underestimation will be accentuated by
the random asynchrony between clock time and pulses
of heavy rain.

Before 1935 the U.S. Weather Bureau analyzed
tipping-bucket charts from first-order stations onto "ex-
cessive precipitation'' forms. The latter quantity was
defined as any portion of storm rainfall whose intensity
exceeds 0.25 mm/min (0.01 in/min) with a threshold of
5.08 mm (0.20 in) of storm total. Even in the humid
regions of the United States such storms have generally
high-intensity rainfalls lasting 2 h or less. After 1935
the format was changed so that the most intense period
of a storm was listed first, followed by its next most
intense period, followed by its next, until the entire pe-
riod of excessive precipitation was accumulated. An
engineer fortunate enough to be working with records
that go back so far should be aware of the difference.

Sampling Error

Returning to the real Tucson data in Table 1, we first
observe that the highest values for short durations oc-
curred in 1955. They were 50 percent greater than any
extreme occurring in the subsequent 20 years. The sec-
ond highest values had been encountered in the first year
of recording, 12 years before 1955.

It is easy to realize how drastic the influence would
be on the mean, or on other statistical computations, if
one began the observations one year later. This should
force us to see that even a 30-year record could, by
chance, miss the high values that are of great signif-
icance to designs for 100-year or even 25-year floods.

These obvious comments derive from the statistical
notion of sampling error, which simply states that any
finite record length is merely a sample of a hypothet-
ically infinite "'population' of values. The mean of the
population, u, will never be known; all we can do is
estimate it by the sample mean, X. Greek symbols are
reserved for population values, while Roman symbols
are used for variables comprising samples, like X, and
sample estimates derived from them.

The mathematical statistician will use population
parameters when writing equations to describe, say, the
distribution of 5-min annual maximum rainfalls through-
out the possible size range of this variable. The applied
statistician at best will only be able to substitute a sam-
ple estimate for each parameter needed in the theoreti-
cal equation. Some parameters or statistics are esti-
mated fairly well from a sample; others are not. For
example, if we only had the latest 16 years of this 5-
min rainfall maximum, our estimate of the mean would
be 7.62 mm (0.300 in). Had our father used only the
first 16 years, his sample estimate would have been

9.12 mm (0.359 in), almost 20 percent greater than ours.

The 32 years of data give 8.38 mm (0.330 in), which is
a better estimate of the mean, but the population mean,
u, remains ellusive.
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Plotting the Data

The human mind is limited in its ability to digest a col-
umn of numbers and can be greatly aided by a graphic
display of the same information (see Figure 3). If
points lie approximately on a straight line, then a
straight line should be fitted through them by eye, and
so labeled. Inthis way one may estimate a longer re-
turn period rain on the basis of many observations
rather than simply on the largest rain recorded so far.
Extrapolation is strictly justified only if the plotted set
of data points displays no systematic deviation from a
line. Implicit is the assumption that the distribution of
these rainfall values follows the mathematical equation
used in generating this particular type of probability
paper. Ifthe data exhibit a distinct curve away from
the line or a marked s-shape, analysis with this type of
paper or corresponding mathematical equation should
be abandoned. Different types of probability paper
(should be tried until approximate linearity is achieved
5).

" The horizontal placement of each point is achieved
by assigning a rank m to each value in a list of the N
observations rearranged from largest (m = 1) to
smallest (m = N). These ranks enable us to assign a
P, value to each data point according to a plotting posi-
tion formula. When using extreme value paper, some-
times called Gumbel for the man who introduced this
statistical distribution in the United States, the best
plotting position was shown by Gringorten (g) to be ap-
proximately

P. =(m-0.44)/(N +0.12) (€3]

P, is the probability that a rainfall equal to or larger
than the specified number of millimeters will occur in
one year. The return period in years for such an ex-
treme is

T=1/P. @

This cumulative probability, P., appears as the axis
of Figure 3. It is seen to have a value of 0.01 toward
the right. Commercially available paper may have high
probability values, like 0.99, on the right that decrease
toward the left. In that case, the numbers correspond
to the probability of nonoccurrence,

P,=1-P, 3)

Mathematically Fitting a Line

A generalized formula for hydrologic frequency analysis
is

X=X +Ksx @
in which the mean is

X=ZX/N (%)
and the standard deviation is

sx = [(X-X)?/(N - )] % ©)

Both X and s can be obtained from the series of annual
maxima. K is the frequency factor that depends on the
length of record used to estimate X and sx, as well as

on the probability paper selected, whose capital initial
is subscripted. Table 2 gives Kt for use when the plot
of data exhibits satisfactory linearity on extreme value
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Figure 3. Plot of 1943 through 1974 annual maximum series
of 5-min rainfall on EV probability paper.
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Table 2. Flood frequency factor (KE) for extreme value line through
Gringorten plotting.

Frequency

Recording Length (years)

Return
Period 15 20 30 50 100 200
1.111 ~1.167 -1.154 ~1.140 -1.127 -1.116 -1.110
2 -0.155 -0.168 -0.160 -0.162 -0.163 -0_163
2.33 0.023 0.018 0.013 0.009 0.005 0.004
10 1.431 1.404 1.376 1.352 1.332 1.320
50 2.832 2.775 2.724 2.680 2.643 2.622
100 3.411 3.354 3.294 3.242 3.197 3.172
200 3.997 3.931 3.862 3.801 3.750 3.720

500 4.171 4.693 4,611 4.539 4.479 4.443

paper (see Figure 3). Earlier published tables had as-
sumed Gumbel's mathematical fitting through data plotted
according to the Weibull formula

P, =m/(N +1) N

which has been in popular use for normal and log-normal
paper as well. After this Tucson study a compromise
formula

P, =(m - 0.4)/(N +0.2) 8

has been shown (E) mathematically to suit all four flood
frequency papers considered here.

Application of Table 2 and Chow's Equation 4 to our
32 years of 5-min annual maximum rainfalls is simple.
The 100-year estimate becomes

X100 yr = X+ 3.284s, = 8.374 +3.284(3.251) = 19.051 mm (©)]

The mean and standard deviation, sx, can be obtained
from pocket calculators. Similarly,

J pg <05 .03 .02 .0l

X33y = 8.374 +0.012(3.251) = 8.413 mm (10)

This is virtually equal to the mean of the series of an-
nual maxima, X = 8.382. The equality would be perfect
for an infinitely long theoretical population. Computation
of a third point with Equation 4 and Table 2 should veriiy
the mathematical straight line (Gringorten) in Figure 3.

Attention should be drawn to the fact that the mathe-
matically fitted extreme value line resulls {rom substi-
tuting X and sy into Equation 4. It is simple to program
a computer to print out estimated rain with 25-, 100-,
or even 500-year return periods. The simple computer
did not, however, examine a plotted data for linearity.
If that criterion is violated, the computer output is mis-
leading; that is, errors would result from using the
wrong model.

Other P robability Papers

The extreme value distribution wag introduced because
it has long been used by the U.S. Weather Service in
analyzing short-duration rainfall maxima. They have
just produced maps (}Ll_) for 5~ through 60-min rains for
the 37 eastern states from mathematically fitting this
distribution, which has the synonym Fisher-Tippett Type
I. Their analysis comes close to the application of
Equation 4, without the influence of Gringorten's theory.
Vast amounts of hourly data were analyzed from about
1900 stations with 25 years of data, and minute-by-
minute examinations were made for an additional 200
stations averaging 60 years' record length.

For such short durations there is also a theoretical
jugtification for applying the EV, or Gumbel, distribu-
tion. This will be discussed later with respect to the
Tucson data, where Figure 3 shows how close the 5-min
annual series plots to a straight line. The Gringorten
mathematical fit is also seen to closely approximate my
own eye fit.

Local preparation of IDF curves will usually involve



frequency analysis of only one raingage, so the engineer
will be able to rapidly analyze the data graphically and
with different types of probability distributions. More-
over, the search for IDF curves often necessitates the
frequency analysis of rains for such long durations that
the theoretical justification for the EV distribution is no
longer valid. Figure 4 shows how systematic non-
linearity of plotted 180-min rainfall maxima shows the
invalidity of extrapolating a Gringorten line, or use of
Gumbel-type equations. It thus behooves an investigator
to try other statistical or probability distributions that
may suit those data better. The simple way to achieve
this is to plot the annual series on different probability
papers.

Log-extreme value paper is seen in Figure 5 to re-

Figure 4. S-shape of data plotted by Gringorten’s formula
showing EV distribution invalid for 180-min rainfalls in
Tucson.
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move the curved toe exhibited by points with P, greater
than 0.2 on Figure 4. The horizontal grid of log-extreme
value paper is basically the same as it is on EV paper.

A theoretical line can be fitted by applying Equation 4
and Table 2 to the statistics computed from the loga-
rithms of individual annual maxima. After replacing
each annual maximum X by L = log X, one may proceed
to obtain the mean and standard deviation of the trans-
formed series L and s,. The modified application of
Equation 4 gives an estimate

logX=L +Kgst an

This produces the theoretical straight line in Figure 5.

Log Scales

Data points may appear to be closer to the straight line
in Figure 5 than to that in Figure 4. One should rec-
ognize the deceptive tendency for log-paper to apparently
reduce the scatter of large values. The second-largest
and largest appear closer to the logarithmic straight line
in Figure 5 than to the eye-fit straight line in Figure 4.
In fact, they are progressively 12.7 and 40.6 mm (0.5
and 1.6 in) of rain from the theoretical log-extreme
value prediction. To emphasize this point the log-EV
line, computed from Equation 11, was transformed back
to linear units and added onto Figure 4 as a dotted curve.

A second problem of straight-line extrapolation on
log paper is also emphasized by this dotted curve in
Figure 4. The larger six or ten data points suggest a
curve whose slope decreases with progressively longer
return periods. The theoretical log-EV curve must, by
definition, always have a constantly increasing slope.
This is a violation of observations of large rains that
particularly relate to our engineering interest in pre-
dicting for large return periods. Moreover, our un-
derstanding of the physical world suggests that the data
should curve toward a horizontal asymptote representing
a probable maximum precipitation (PMP) of all the
moisture than can be drawn out from the finite overlying
atmosphere. No one will deny that the log-EV curve
gives the best representation of the 27 smaller data val-
ues in Figure 4, but that is not generally the domain of
engineering interest.

Log-Normal and Normal Distributions

The classic log-normal (LLN) paper, still favored by the
Soil Conservation Service, is shown in Figure 6. This
type of paper should always be tried in the search for
the model that best fits a set of data. The attention
that the Water Resources Council (WRC) has forced

(8) on the log-Pearson Type III (LP III) makes it im-
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portant for engineers to understand the LN distribution,
which is a special case of the LP III.

In Figure 6, the eye fit of this LN to 180-min rains
was an acceptably straight line 1n the range around 5 to
10 years, for which it was used in Table 3. Graphically
small deviations of points plotted at 20 and 40 years are
actually more significant because the log transformation
squeezed the vertical scale. True deviatiocns were less
when plotted on normal (N) paper. Extrapolation to the
right side gave the best 50- and 100-year 180-min esti-
mates, as signified by the arrows on the eye N line in
Table 3.

One of the earliest probability distributions used was
this so-called normal distribution. Its characteristic
can be seen from Figure 7 to be a symmetrically chang-
ing spacing of the probability lines on either side of
P, = 0.5. This symmetry is due to its assumption that
data will have a zero skewness coefficient, CSX. The
latter statistical parameter can be evaluated, albeit with
considerable trouble and risk of error, by hand compu-
tation as follows:

Engineers soon found that much of their hydrologic
data had positive skewness. For instance, the highest
floods were often of an order of magnitude greater than
fioods thal vccurred rather frequeitly. This relative
largeness in the numerator of Equation 12 was greatly
amplified by cubing the terms before summing. An
escape from this problem was sought by making a log
transformation; this was accomplished through the non-
linear spacing along the vertical axis of Figure 6. The
apparent scaling down of larger values was to have
drawn the entire annual series of the logarithms into a
straight line. If this were perfectly achieved, then the
data set would have a zero value for the coefficient of

skewness of the logs, where
CSL=[NZ(L-L)*]/[(N-1)(N-2)(s.)| (13)

The advantage of the LN or N distributions is the ex-
treme simplicity of fitting a mathematical curve. Ifa
straight line effectively passes through a whole set of
points on N paper, ihe theoretical line could be fitted
as follows:

CSX =[N Z(X-X)P1/[(N-1)(N-2)(s,)°] (12)
X at P, = 0.5,
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Table 3. Array of .
rainfalls expected for Return Period (years)
eight durations and four Preferred 5 10 50 100
return periods from Duration Order or
various curves. (min) Curve Comment mm mm/min mm mm/min mm mm/min mm mm/min
i Lye BV Good 10.4 3.08 12.4 - 2,19 16,8~ 4,35 18,3 + 3.65
10 Good 173 1.73 21.6 - 2.16 30.5~ 3.05 340 - 3.40
20 Fair 28.2 1.41 345 - 1.13 49.8~ 2.49 56.4 - 2.82
30 S-shape 33.0 1.10 41.1 - 1.37 57.2 - 1.90 64.8 - 2.16
Gringorten  Unacceptable 36.3 44.7 63.3 69.6
Eye EV 31.3 0.83 47,5 71.4 80.8
45 Eye LN 38.1 483 - 107 74.4}~ 1.46 86.4/ , 169
Theory LN 34.8 43.4 65.5 75.7 ’
Eye N 39.1 48.8 66.0 71.6
Gringorten Unacceptable 37.6 46.0 64.8 72.6
Eye EV 317.6 47.5 70.1 79.0
60 Eye LN ) 38.1 0.63 51.1 - 0.85 83.6 99.3 1.32
Theory LN 35.8 45.2 66.0 76.2( 13
Eye N = 50.8 66.5~ 1.11 79.3
Gringorten  Unacceptable 41.4 51.8 68.6 82.8
Eye EV 3 45.0 0.36 55.1 73.2 92.7
120 Eye LN 2 43.2 . 56.6}_ 0.47 94.0}_‘ 0.1 111.8; - 0.80
Eye N 1 45.5 56.9 § 6.7 o 83.6
Theory LN 40.6 511 76.7 88.7
Gringorten 43.4 55.1 8.2 88.9
Eye EV 45.2 57.7 87.4 99.1
180 Eye LN 45,17 0.25 60.2 - 0.33 96.5 114.3
Eye N 1 46.2 59.5 81.8 ~ 0.45 89.7 - 0.50
L-Gringorten Unacceptable 41.4 55.1 112.0 149.9

Notes: 1 mm =0.039 in.

Arrows point to intensity corresponding to selected value.



X + s at P, = 0.159, and
X - sx at P, = 0.841.

When f{itting a theoretical LN line antilogs must be
taken, before plotting the line, according to

_ Datp. =05,
L+ s at P, =0.159, and
L - s cat P, = 0.841.

Log-Pearson Type III

Nonlinearities of data, such as those seen in Figures 6
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logX=L +Kp sy, (14)

The introduction of the third parameter, CSL, gives
additional flexibility for closer fitting through observed
points. Unfortunately, CSL is highly susceptible to sam-
pling error caused perhaps by the presence of an abnor-
mally large (outlier) maximum. Alternatively, another
sample in time may by chance contain many values far
smaller than its mean, which could cause CSL to become
very negative. The great dangers of using LP III in pre-
dicting values for 100-year return periods (§, 1_5) lies in
extrapolating curvature dictated by this error-prone
CSL. The problem of determining CSL has led some

and 7, persisted to frustrate the mathematician. In 1923 authors to recommend the use of regional skewness, but

Pearson developed a system of twelve types of curves
to fit various degrees of upswing or flattening of data.
The very next year this empirical system of curve fit-
ting was applied to New York flood problems by H. A.
Foster (12). Pearson's curve fitting was again dis-

that appears to be equally variable, and has led others

Table 4. K values for log-Pearson Type Il analyses.

cussed in E. E. Foster's excellent text (13) in 1948. P,
When the U.S. Army Corps of Engineers (14) pro- 0.90 0.429 0.10 0.02 0.01 0.002
posed using Pearson's Type I (LP III) curve in 1962,
they suggested that the log transformation be made to T
floods before proceeding with the computations. The CSL 1.111 2.33 10 50 100 500
procedure promulgated by the U.S. Water Resources
Council first in 1967 and again in 1976 (8) requires the % on S LB snm LT G2
user to first take the log of_each piece of data and then 2.8 -0.702 -0.263 1.210 3.114 3.973 6.017
calculate their statistics: L, s, and CSL. The last 2.7 -0.724 -0.251 1.224 3.093 3.932 5.922
value is used to select K¢ for various return periods, T, gg :g';‘;z :g'ggg iggg g'gZ; g'ggg gggg
from Table 4. Substituting K, values into Equation 14 2.4 ~0.795 ~0.213 1.262 3.023 3.800 5.628
taking anti ield the LP HOI curve 2.3 -0.819 -0.200 1.274 2.997 3.753 5.5217
and taking antilogs ylel . 2.0 -0.844 -0.185 1.284 2.970 3.705 5,425
2.4 -0.869 -0.171 1.294 2.942 3.656 5.321
2.0 -0.895 -0.156 1.302 2.912 3.605 5.215
1.9 -0.920 -0.139 1.310 2.881 3.553 5.108
. . - . 1.8 -0.945 -0.125 1.318 2.848 3.499 5.000
Figure 7. Normal paper suggesting empirical prediction 7 -0.970 0108 1.324 5.815 3444 4.890
line for large return periods and long duration rainfalls. 1.6 -0.994 -0.092 1.329 2.780 3.388 4.779
1.5 -1.018 -0.075 1.333 2.743 3.330 4.667
“‘” o s 0 - T B O G s 1.4 -1.041 -0.058 1.337  2.706  3.271  4.553
L 90 1.3 -1.064 -0.041 1.339 2.666 3.211 4,439
Flvesonitespamtiecegd / 1.2 -1.086 -0.025 1,340  2.626  3.149 4,323
34 1.1 -1.107 -0.008 1.341 2.585 3.087 4,206
1.0 -1.128 0.010 1.340 2.542 3.022 4,088
/ 0.9 -1.147 0.026 1.339 2.498 2,957 3.969
32 3 0.8 -1.166 0.042 1.336 2.453 2.891 3.850
. L 0.7 -1.183 0.058 1.333 2.407 2.824 3.730
b 0.6 -1.200 0.075 1.328 2.359 2.755 3.609
0.5 -1.216 0.095 1.323 2,311 2.686 3.487
é‘ 0.4 -1.231 0.111 1.317 2.261 2.615 3.366
2.8 0.3 -1.245 0.126 1.309 2.211 2.544 3.244
470 0.2 -1.258 0.142 1.301 2.159 2.472 3,123
0.1 -1.270 0.158 1.292 2.107 2.400 3.001
2.6 A 0.0 -1.282 0.177 1.282 2.054 2.326 2.878
/ -0.1 -1.292 0.193 1.270 2.000 2,252 2,759
2.4 y -0.2 -1.301 0.208 1.258 1.945 2.178 2.639
- 60 -0.3 -1.309 0.225 1.245 1.890 2.104 2.520
/ -0.4 -1.317 0.240 1.231 1.834 2.029 2.401
2.2 -0.5 -1.323 0.256 1.216 1.771 1.955 2.283
/ o -0.6 -1.328 0.268 1.200 1.720 1.880 2.171
@ -0.7 -1.333 0.283 1.183 1.663 1.806 2.062
20 50 -0.8  -1.336 0.299 1.166 1.606 1.733 1.953
a / y -0.9 -1.339 0.313 1.147 1.549 1.660 1.846
S 1.8 3 -1.0 -1.340 0.327 1,128 1.492 1.588 1,741
= / 5 -1.1 -1,341 0.340 1.107 1.435 1.518 1.647
-1.2 -1.340 0.353 1.086 1.379 1,449 1.556
1.6 - 40 -1.3 -1.339 0.365 1.064 1.324 1.383 1.467
/ -1.4 -1,337 0.405 1.041 1.270 1.318 1.383
™ -1.5 -1.333 0.390 1.018 1.217 1.256 1.303
7 -1.6 -1.329 0.400 0.994 1.166 1.197 1.233
/ -1.7 -1.324 0.410 0.970 1.116 1.140 1.169
1.2 L 30 -1.8 -1.318 0.419 0.945 1.069 1.087 1.107
. -1.9 -1.310 0.427 0.920 1.023 1.037 1.051
" -2.0 -1.302 0.439 0.895 0.980 0.990 0.998
1.0 2.1 -1.294 0.444 0.869  0.939 0.946 0.952
f 2.2 -1.284 0.451 0.844 0.900 0.905 0.909
o8 - s -2.3 -1.274 0.459 0.819 0.864 0,867 0.870
-2.4 -1.262 0.465 0.795 0.830 0.832 0.833
i / -2.5 -1.250 0.470 0.771 0.798 0.799 0.800
0.6 L 15 2.6 -1.238 0.473 0,747 0.768 0.769 0.769
: 22,7 -1.224 0.476 0.724 0,740 0.740 0.741
ks -2.8 -1.210 0.479 0.702 0.714 0.714 0.714
5 10 20 3040 no&soy!o 80 90 83 90 99 -2.9 -1.195 0.480 0.681 0.689 0.690 0.690
—— T -3.0 -1.180 0.481 0.660 0.666 0.667 0.667
10 108 125 |5 2R3 46 ([ 20 s 100

RETURN PERIOD (YEARS)
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Table 5. Parameters from fitting IDF equation through observed
intensities at eight durations.

2-Year
Return Period (years) Partial
—ee Duration
Parameter 5 10 50 100 <120 Min
a 50.1 66.0 91.1 102.1 33.7
b 17.29 18.97 18.64 17.91 14,49
r? 0.999 0.999 0.995 0.993 0.999

Note: 1 in/h =26 mm/h.

to suggest using a zero skewness of the logs. This
causes the LP III curve to simplify back to the log
normal.

Selecting the Frequency Curve

Mathematical statisticians are developing analytical
tests for deciding which type of distribution, or modei,
best fits the data. Unfortunately, the sampling error in
determining the parameters needed by the model's equa-
tion complicates the problem, which involves the inter-
action between the choice of model and uncertainty as

to population parameters. Without knowing for certain
the tyne of model, e.g., EV or LN, one cannot say
whnther the deviations of the data from the frequency
curve are reasonable to expect from such a random pro-
cess. Rather than discuss confidence bands within which
a population estimate of, say, a 100-year rain can be
expected to lie, this paper will simply consider the pur-
pose for which each frequency analysis is performed.

Sometimes engineers require rainfall estimates for
return periods from 20 to 100 years. In such a case,
importance is ascribed to fitting a line through the 16
larger rains on Figure 7. Onthe other hand, designs
may concern nuisance water with return periods below
2 years. Inthis case, attention would need to be paid
to the lower part of the elbow in Figure 7.

With regard to those interested in lurger raing, eye-
fitted evaluation should be made to points with P, greater
than 0.4. For these, Figure 7 displays smaller vari-
ability of individual points than does Figure 4, and there-
fore takes precedence. Simultaneous consideration must
be given to Figures 5 and 6, while observing the caution
recommended with log-scales. The evaluation soon be-
comes very complex and beyond the capabilities of an
electronic computer. If, on the other hand, computer
output from fitting the EV, log-EV, LN, and LP III was
simply read, the 100-year estimates would be 110.5,
204.4, 121,7, and 142.2 mm (4.35, 11.59, 4.79, and 5.60
in) respectively.

OBTAINING COMPATIBLE ESTIMATES
FROM VARIOUS DURATIONS

An impression of the complexity can be had by studying
the pros and cons of various frequency curves in Fig-
ures 4, 5, 6, and 7 simultaneously. Studies were also
needed for 120-, 60-, 45-, 30-, 20-, 10-, and 5-min
durations. For each of these an estimate had to be set-
tled upon for the return periods of 5, 10, 50, and 100
years. Each cell could have involved choices among
these six frequency curves: Gringorten, eye-fitted ex-
treme value, eye-fitted log-normal, theoretically fitted
log-normal, eye-fitted normal, or log-Gringorten. The
array of results is presented in Table 3. The ultimate
choice in each cell is marked with an arrow pointing to
the equivalent intensity in millimeters per minute. In
the 5-, 10-, 20-, and 30-min cases data were plotted so
linearly on EV paper that estimates for all return pe-

riods should be read from that model rather than from
any other paper. As durations increase, different prob-
ability papers serve better at fitting the observed max-
ima. With 45-min rain the eye EV and ¢ye LN yicld the
best 5- and 10-year estimates. Longer durations' esti-
mates sometimes are an average of two or more models
from which arrows emanate.

Overall consistency within the IDF displayed by four
curves in Figure 1 is a logical requirement. This con-
straint, as well as the frequency desiderata discussed
above, must also be borne in mind. Thus for each dura-
tion in Table 3 intensities must increase toward the
right. Likewise there must be a systematic decrease
in the selected intensities down each column.

Another advantage of consolidating information across
many frequency analyses is that the final curves
smoothed through various durations in Figure 1 offset
some sampling error. This is exemplified by the circles
around the 100-year intensity-duration curve and crosses
around the 5-year one. They represent the values set-
iled on in Table 3. Eye fitting of curves through all four
such sets of points to obtain generally concentric shapes
provides further reinforcement across various return
periods.

Intensity Duration Equations

Generalized relations along such curves and between
various return periods have been found according to the
classical equation

i=a/(b+t) (15)

where a and b are different constants for each curve in
Figure 1. They can be evaluated by the linear regres-
sion program wired into many pocket calculators by
transforming Equation 15 to

it+ib=a (16)
whence

afi=b+t a7
and

1/i=(bfa) + (1/a)t (18)

Reciprocals of finalized intensities from Table 3 are
regressed as the dependent variable against t, the speci-
fied durations, that are considered free of error. The
classical intercept and slope in parentheses can be ma-
nipulated to obtain a and b for Equation 15. Results of
such an analysis are shown in Table 5. The coefficient
of determination, r’:(giving the fraction of the variation
in 1/i that was explained by the equation), is highly
satisfactory.

Once more the computer output need not be followed
slavishly. The dashed portions of two curves in Fig-
ure 1 were sketched by eye where the mathematical
model seemed to deviate too far from frequency esti-
mates selected in Table 3.

Approximating the 2-Year Estimates

The smaller rainfall intensities that are exceeded every
2 years or more could cause damage or be a nuisance
with economic impact, regardless of their occurring
twice in one year or not at all in others. So strictly
speaking a so-called '"partial duration series' containing
all events above a certain threshold value should be col-
lected for an exact analysis of their statistics. Since

Irnm



Table 1 of maximum annual rains does not contain that
type of observation, we will have to content ourselves
with approximations that seem rational.

A 2-year partial series (16) corresponds to an annual
series return period of 2.33 years. The 2.33-year esti-
mate made by extreme value (Gringorten) analysis was
shown through Equation 4 and Table 2 to almost equal
the mean of the annual series. Thus it is suggested that
the mean, X, be used as an approximation for the 2-year
partial duration rainfall. The curve was not added to
Figure 1, but a and b as determined from Equation 15,
in this case for i millimeters per hour and t minutes are
listed on the right of Table 5.

CONCLUSION

Only through the human integration of process and prob-
ability understanding can the mass of computer output
be transformed into design curves for practitioners.
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