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Field Data Collection and Sampling 
Procedures for Measuring Regional 
Vehicle Classification and Occupancy 
Robert A. Ferlis, Peat, Marwick, Mitchell and Company, Washington, D.C. 

Small-scale field survey procedures that can be used to measure vehicle clas· 
sification and occupancy at predetermined levels- of statistical precision are 
described. Potential uses of these date to support activities related to trans· 
portation system management, air quality, energy efficiency, validation of 
urban transportation planning models, and trend analysis are identified. 
Statistical sampling plans, Including plans that use the results of parallel 
traffic·monitoring programs, are presented to enable local planning agencies 
to design cost-effective field surveys. Representative values for key 
sampling parameters based on previous surveys, which are needed to use 
these sampling techniques, are provided. These procedures are then ap­
plied to a problem of survey design that demonstrates that regional oc­
cupancy can be precisely measured through the use of a small field survey. 

The growing need to get greater service and efficiency 
from the highway transportation system is leading urban 
transportation planning agencies to ruake a greater effort 
to monitor travel trends and to measure the impacts of 
policies and programs at the regional level. Vehicle 
classification and vehicle occupancy are increasingly 
being recognized as two key elements of an effective 
program to monitor urban travel (1). 

Planning agencies and highway depa1tments have 
typically conducted field surveys to measure vehicle 
classification and occupancy only on an occasional 
basis and to satisfy very specific needs. These studies 
have generally been extremely limited in scope because 
of the high personnel costs involved. Locations .fo1· 
data collection have usually been selected to address a 
specific need for information at one pofot Ol', mo-i·e 
rarely, have been judgmentally selected as rep1·esenta­
tive of particlllar geographic areas or highway types. 
These limited studies do not p1·ovide the kind of infor­
mation that permits the development of valid regional 
estimates of vehicle classification and occupancy. 

This pape1· presents a series of simple field survey 
procedures that can provide statistically valid estimates 
of vehicle classification and occupancy and derived travel 
measures at prespecified levels of precision. These 
survey designs are based on the random selection of 
locations and times at wh.icb data collection is per­
formed. The specific objectives of this paper are to 

1. Suggest possible uses for four regioi:ial travel­
monitoring measures that can be estimated from field 
data: percentage of truck travel (TR), average occu­
pancy of passenger vehicles (OCC), truck kilometers 
of travel (TRKT), and person kilometers of travel 
(PKT); 

2. Present statistically sound sampling procedures 
to guide data collection in the field so that these mea­
sures can be economically estimated at preselected 
levels of precision; and 

3. Illustrate how these procedures can be applied 
to provide useful travel-monitoring information at a 
relatively low cost. 

DESIGN OF TRAFF1C-BASED 
MONITORING PROGRAM 

Although a comprehensive program to monitor urban 
travel should e11com1>ass a wide range of measures at 

both the regional and local levels, this discussion is 
directed only toward regional measu1·es that can be esti­
mated on the basis of limited field surveys. These field 
surveys will therefore complement the relatively more 
extensive t1·affic- counting programs that agencies typically 
conduct with the aid of mechanical counters. Before a 
field survey program can be implemented, local agencies 
should identify their basic data needs aud franslate these 
needs into specific survey objectives. 

Identifying Needs for Monitoring Data 

Data on vehicle classification and occupancy and on truck 
and person travel can potentially be applied to five ma­
jor categories of need: (a) evaluating the effectiveness 
of transportation system management (TSM) actions, 
(b) assessi!'S changes in afr quality indices in relation 
to travel, (cl monitoring the ene1·gy efficiency of travel, 
(d) validating urban transportation planning models, 
and (e) monitoling general trends in transportation 
characteristics. The followiJ'lg table gives a summa1-y 
of the extent to which each monitoring measure is ap­
plicable to these five areas (xx = very useful and X = 
moderately useful): 

Percentage 
Trucks 

Average Truck Person 
Application 

TSM actions 
Air quality 
Energy efficiency 
Model validation 
Trend analysis x 

Occupancy 

xx 
x 
x 
x 
xx 

Travel Travel 

xx 
xx x 
xx x 
xx xx 
xx xx 

Although many TSM actions are directe~ toward al­
leviating extremely localized problems, the overall 
effectiveness of the TSM program can be assessed by 
measul'ing regional vehicle ciccupancy and person 
travel on an annual basis and by using this information 
to determine progress toward achieving more efficient 
patterns of vehicle use. These annual measurements 
must be very precise if small impacts are to be reli­
ably discerned. 

Current patterns and annual trends in transportation­
related air quality can also be assessed by using traffic­
based measures. The magnitude and distribution of 
travel by vehicle class can be combined with emissions 
factors for representative vehicle classes to provide a 
quantitative estimate of regional transportation-related 
air quality on a periodic basis. An unusually detailed 
scheme of vehicle classification that includes break­
downs by size of vehicle and engine type (gasoline ver­
sus diesel) may be needed to provide accurate estimates 
of air quality. In addition, supplementary data, such 
as the number of cold starts, are required. By using 
these relatively simple procedures for estimating air 
quality, local agencies can anticipate future problems 
with air quality that may result from increasing travel 
and assess the efficacy of possible actions to reduce 
travel. Parallel measures of vehicle occupancy and 
person travel are mainly useful for computing air 
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quality indices weighted by pe1·soo travel i·ather than 
simply by vehicle travel. 

Similarly, periodic estimates of regional travel by 
type of vehicle can suppo1t local sludies of the energy 
efficiency o·f transportation and of changes over time. 
Again, the usefulness of h-avel data for this purpose 
will depend on the availability of factors that can con­
ve1 travel by vehicle type into regional estimates ef 
ene1·gy consw11ption. Occu1)a.ncy and person-travel 
estimates will again be useful primarily fox· computing 
indicators of energy consumption based on person rather 
than vehicle movements. 

Traffic-based monitoring data can also be used to vali­
date the continuing adequacy of transportation planning 
models at the regiol'lal level. Majo1· discrepancies be­
tween current- year model replications and monitoring 
estimates of total vehicle, truck, and person h'avel 
could indicate· a need for updated input data or calib1·a­
tion parameters. 

In addition to i:he specific uses cited above, traffic­
based monitoring data can also serve as an important 
element of the urban transportation surveillance pro­
gram. By periodically examining average vehicle oc ­
cupancy, percentage of trucks, travel by vehicle class, 
and person h'avel, local agencies can identify emerging 
trends in transportation use that can be addressed 
through policy formation aud planning at the regional, 
state, and federal levels. These might include the im­
pacts of increases in fuel prices, restrictions on fuel 
consum1Jtio11, weight i·estlictions on commercial ve­
hicles, changes in s peed limits, and the response of 
the motorist to measures designed to reduce unneces­
sary travel in urban areas. 

Defining Survey Objectives and Approach 

After carefully reviewing t heir needs !01· traffic-based 
monitoring data, agencies should tr.a11slate these needs 
into a s eries of specific survey ohjectives. This p ·o­
cess consists of three major steps: 

1. Select the most important measure or measures. 
These measures will control the sampling plan. 

2. Define th.e survey population. The population 
should be defined in terms of geographic scope, type of 
highway, time of day day of week, and seasonal cover­
age. 

3. Specify tile desired level of precision for each of 
these measures. Level of precision can be defiued here 
as the combination of two paramete1·s: tolerance level 
D,, which represents the acceptable difference between 
the estimated measure and the true value, ai1d level of 
s ignificance a, which i·epresents the probability that 
the sampl e estimate will fall outside this range. 

For example, an agency that desires to monito1· 
average vehicle occupancy on a yearly basis could 
decide to estimate this measui·e for (a) all streets and 
highways within the standard metropolitan statistical 
area (SMSA), (b) the period from 7:00 a. m. to 7:00 
p. m. on uonholiday weekdays only, and (c) the months 
of June through August. The agency could also specify 
a desired tolerance level of ±2 percent with an associ­
ated 5 percent level of significance. That is, the 
chance that the estimate of averi~ge occupancy will dif­
fer from the true value by more than 2 percent is only 
1 in 20. 

The technique for sampling and data collection can 
then be specified. The sampling procedures described 
in this paper were designed under four main assw 1p­
tions: 

1. All street and highway sections have an equal 
probability oi being selected in the sample. This can 
be achieved by dividing the network into a set of "links" 
of uniform length for sampling purposes . 

2. All days within th.e period of coverage have an 
equal probability of being selected in the sample. If 
the chance of selecting a holiday is felt to bias tbe 
sample, holidays should be explicitly excluded from the 
original population of days. 

3. he sampling units of "link days" are randomly 
selected by using random numbe1·s 01· similar techniques. 
The initial selection is not altered in an attempt to pro­
vide a more representative sample or to simplify the 
process of data collection. 

4. If data collection is not conducted continuously 
throughout the selected link clays, a systematic short­
count technique is used to p1·event bias and to maxi­
mize precision. 

Since vehicle classification, vehicle occupancy, and 
fraffic volume typically vary substantially during the 
day, a systematic short-count procedure in which obse1·­
vatio11s are made for a fixed interval during each houx· 
ef the day offers the best potential for producing rela­
tively accurate daily estimates while conserving per­
sonnel resources . In some urban situations, a single 
crew could conceivably collect data at several locations 
simultaneously by shifting from one site to the next on 
a fixed schedule so that each site is visited once an 
hour. A more likely approach, however, is for one 
persou te systematically monito1· one location by ob­
serving only a sample of lanes at any one time. For 
exampl e, each lane on a three-lane, high-volume 
arterial could be observed for the same 15-min inter­
val in each hour, and the fourth interval could be a rest 
period. This approach would produce a relatively ac­
curate estimate of vehicle classification and occupancy 
while eliminating the need for a two-person crew. 

SAMPLE SIZE FOR REGIONAL 
SURVEYS 

The sui·vey objectives and approach can now be trans­
lated into a sampling plan by computing the sample 
size of the link days needed to achieve the desired level 
of precision for each of the selected measures . As 
the formulas for sample size will show, the sample size 
is a function o'f level of precision and estimated sample 
variance. If an agency cannot accurately predict the 
sample val'iance that will be computed from the su1·vey 
results, the estimate of the measu1·e will still be valid 
but the level of precision may be either higher or lower 
than desired. 

II more than one measure is felt to be important, the 
measure that requires the larger sample size controls 
the sampling plan. Although it is useful to specify con­
crete survey objectives before designing the sampling 
plan, an agency should also review the implications of 
the resulting plan in terms of sample size and survey 
cost. In some cases, an agency may choose to com­
promise its objectives to save costs. 

As discussed earlier, these sampling formulas are 
designed for simple regional surveys that are appro­
priate for most traffic-monito1·i11g needs . Agencies that 
wish to use relatively more complex stratified sampling 
plans, either to provide. estimates for particular sub­
samples of the population or to reduce overall survey 
costs, will have to use more complicated sample-size 
formulas ~). 



Percentage of Trucks 

The first traffic-based monitoring measure that will 
be considered is percentage of ti·ucks or, more con­
veniently, proportion of trucks, which represents a 
single regional ratio of truck travel to total vel1icle 
travel. An agency should carefully define "truck" to 
meet the partic'ular needs of the survey. The following 
procedure is directed toward a simple definition of the 
truck as a vehicle with double tires on at least one axle~ 
The nwnber of link days of data collection that would be 
needed to reliably estimate the proportion of trucks within 
a tolei-ance DTR at an a level of significance can be com­
puted as 

N = (Z2 * ST2 )/DTR2 (!) 

where 

Z normal variate for the (1 - a) level of con­
fidence (two-tailed test), 

ST composite standard deviation of the propor­
tion of trucks, and 

DTR acceptable difference between the esti­
mated proportion 'of trucks and the true 
value. 

This formula assumes that the ratio of sampled link 
days to total possible link days is so small that the finite 
population correction factor need not be considered. 
The composite standard deviation depends on the design 
objectives ruid the approach of the survey. It can be 
estimated as 

ST= (STL2 + STS2 + STW2)~ (2) 

where 

STL 

STS 

STW 

standa1•d deviation of the proportion of 
trucks across link days within a season, 
standard deviation of the proportion of 
trucks ac1·oss seasons, and 
standard deviation of the propol'tion of 
trucks across time periods during a day as 
a result of short counts. 

The term for seasonal variation (STS) should only be 
included if the survey is intended to measure truck 
travel over an entire year and data collection will there­
fore ex.tend throughout that period. If, on the other 
hand, data collection will be concentrated in a single 
season or in a period fo1· which truck travel is not ex­
pected to vary significantly, this component should not 
be included in the computation of the composite standard 
deviation. 

In the same way, the term fo1· within-day variation 
(STW) should only be included if a short- count approach 
to data collection will be used. If all vehicles that pass 
a station during the selected link day will be obse1-ved 
by the data collecto1·s, this term should not be included 
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in the computation of the composite standard deviation. 
Before local agencies can compute the minimwn 

sample size, they must first estimate the composite 
standard deviation. The results of p1·evious surveys 
should be used if they are available. Agencies that have 
not conducted such surveys should judgmentally estimate 
these variance terms. Table 1 gives representative 
values derived from surveys conducted in several urban 
areas. The seasonal standard deviation may be some­
what greater than what can be expected in most cities. 
The within-day standard deviation represents a system­
atic 25 percent sample of time periods within the day. 
These "default" values should be replaced by measured 
values after th.e first year . The key STL parameter 
should be replaced in all cases, but other terms should 
be i·eplaced only if they can be estimated from either the 
survey results or special studies. 

The relation among composite standard deviation, 
tolerance level, and resulting sample size at an assumed 
95 riercent confidence level is shown in Figure 1. If the 
composite standard deviation is estimated to be 0. 045, a 
sample of approximately 20 link days will be required to 
estii:nate the proportion of trucks within ± 0. 02. If a 
considerably more precise estimate of the percentage of 
h"uc.ks is needed, a more complicated stratified sam­
pling plan can be used instead of a simple survey to re­
duce survey costs ~). 

Ave1-age Occupancy 

A regiomll measure of average occupancy will probably 
be of considerably more interest to most agencies than 
U1e percentage (or p1·oportion) of trucks. The sample 
size of link days needed to estimate average occupancy 
within a tolerance DOCC and a level of significance a 
can be computed as 

N = (Z2 * S02 )/DOCC2 (3) 

where DOCC = acceptable difference between the esti­
mated average occupancy and the true value ru1d SO = 
composite stancla1·d deviation of average occupancy. 

The composite standard deviation will again depend 
on the design objectives and the approach of the survey. 
The composite standard deviation can be estimated as 

SO= (SOL2 + SOS2 + SOW2 )~ 

where 

SOL = standard deviation of average occupancy 
ac1·oss link days within a season, 

(4) 

SOS = standard deviation of average occupancy across 
seasons, and 

SOW = standard deviation of average occupancy across 
time periods during a day as a result of short 
counts. 

As in the case of the proportion of trucks, these 
terms should only be included if they are appropl'iate. 

Table 1. Standard deviation.s for percentage 
trucks and overage occupancy. 

Measure Source of Variation Symbol Value City 

Percentage trucks Location and day STL 0 .021-0.054 Washington, DC; Kileen-
Temple, TX 

Season STS 0.014 Various Ohio cities 
Within day STW 0.009 Washington, DC 

Average occupancy Location and day SOL 0 .057-0.069 Kileen-Temple, TX; 
Seattle 

Season sos 0.011-0.019 Minneapolis, Albany 
Within day sow 0.012-0.022 Seattle; Washington, DC 
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Figure 1. Sample sizes for estimating regional percentage trucks within tolerance D at 95 percent confidence. 
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The results of previous local surveys should ideally 
be used to estimate these terms. Representative 
nrnges of tho st.'l.ndard deviation terms for average oc­
cupancy are also give1 n 'l'able 1. Again, these values 
should be replaced by actual variances after the initial 
survey is completed, both to assess the level or precision 
actually achieved and to compute sampl e size for future 
surveys of occupancy . 

The 1·elation among composite standard deviation, 
tolerance l evel, and sample size at the 95 percent con­
fidence level for average occupancy is shown in Figure 
2. An assumed composite standard deviation o:f 0. 067 
based on the default recommendat'ious would provide an 
estimate of. average occupancy within ±0. 03 ·with a 
sample of 20 link clays . Thus, if the survey results 
show hat the estimate of the composite standard devia­
tion is accurate and the estimated average occupancy 
is 1. 45, the probability that the true regional occupancy 
is between 1. 42 and 1. 48 is 95 percent. 

Truck Travel 

Truck kilometers o-f travel {TRKT) can be developed 
directly from a series of field counts. But a more 
economical approach for urbanized a.reas, which mea­
sures total vehicle kilometers of travel through &ten­
sive mechanical trafiic-cou11ting programs, is to com­
bine the estimate of vehicle kilometers with an estimate 
of the propo1·tion of t1·ucks dedved f.rom a relatively 
more limited program of field data collection. The 
number of link days of field data collection needed to esti­
mate TRKT within a i·elative tolerance ETBKT with an a 
level of significance can be computed as 

N; (Z2 * ST2 )/(ETRKT2 - EVKT2 ) • TR2 (S) 

where 

ETRIIT = acceptable relative error between the esti-
mated TR and ihe true al e, 

EVKT = computed relative error between the esti­
mated vehicle kilometers of travel and the 
true value based on the recent survey, and 

TR = estimated regional proportion of truck travel. 

The definitions of Z and ST are he same as before. In 
cont1·ast with previous sample-size fo1·mulas, the toler­
ance levels are expressed in 1·elative rather than in ab­
solute terms-a proportions of total travel. The pre­
cision of the estimated TRKT can approach but never 
equal lhe precision of the estimated vehicle kilometers 
of travel f.rom the recent study. 

Person Travel 

Person travel in person kilometers can also be estimated 
by combining the results of a limited field su1·vey with 
a recent estimate of vehicle kilometers. Sinc.e the es­
timate of person kilometers of travel i ncorpo1·ates the 
effects of three separate variables (i. e. , average oc­
cupancy, proportion of automobile travel, and total ve­
hicle travel), a relatively more complex formula is 
required. The number of link days of data collection 
needed to estimate person kilometers of travel within a 
relative tolerance EPKT with an a level of significance 
can be computed as 

N; [Z2 * (PV2 * S02 + OCC * ST2 )] /(EPKT2 - EVKT2 ) 

* (OCC * PV) 2 (6) 

where 



PV = estimated propo1·tion of passenger-vehicle 
travel (assumed to be equal to 1 - TR), 

OCC = estimated average vehicle occupancy for 
passenger vehicles, and 

EPKT = acceptable relative error between the esti­
mated person kilometers of travel and the 
true value. 

This formula assumes that tile prnportion of vehicles 
that are neither passenger vehicles nor trucks is insig­
nificant. The1·efore, the composite standard deviation 
for the proportion of trucks is used to estimate the com­
posite standard deviation of the proportion of passenger 
vehicles. 

APPLICATIONS OF THE SAMPLING 
FORMULAS 

Consider a planning agency that wants to conduct a 
limited field survey to meet the following specific ob­
jectives: 

1. Estimate regional average occupancy during the 
fall within a tolerance level of ±0. 02 with a 95 pe1·cent 
level of confidence. This measurement will be re­
peated in subsequent years to assess the progress of 
the comprehensive TSM program. 

2. Estimate regional pe1·son travel produced by pri­
vate passenger vehicles within a i·e1ative tolerance level 
of ±5 percent with a 95 percent level of confidence. This 
measui·ement is desired for long-range trend analysis. 

3. Estimate regional truck travel to validate certain 
aspects of the results of the urban transportation planning 

model, which will be used to assess air quality. No 
specific level of precision is required. 

Assume that the sui·vey will encompass all streets 
and highways in tl1e region. The period of coneem is 
a tlu·ee- month period in the fall for which only travel 
b~tween 7:00 a . m. and 7:00 p. m. on nonholiday week­
days is considered. A short-count procedure in which 
the field crew systematically monitors each lane for 
precisely 20 min/b is used for most data collection 
stations. 
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Before the sample sizes required for each of the 
measures can be computed, the composite stanctai·d 
deviations must be estimated. Assume that the agency 
previously conducted a survey of occupancy and esti­
mates SOL as 0. 062. Since the data collection effort 
will be performed in only one season, SOS can be as­
sumed to be zero. Finally, since the short-cow1t data 
collection plan involves a 33 percent coverage rather 
than tl1e 25 percent coverage used to compute the de­
fault values swnmarized in Table 1, the agency selects 
an SOW value of 0.010. The composite standard devia­
tion can then be computed as SO "' (0 . 0622 + o. 0102) 11 = 
0.063. 

Assuming that no previous vehicle classification 
studies were conducted, the composite standard 
deviation for the proportion of trucks can be estimated 
judgmentally from the default values as ST = (0.0452 + 
o. 0083)* = 0. 046. 

Finally, the agency estimates the remaining pa1-am­
eters for sampling purposes . These esti,mates are 
derived from the survey objectives or the results of 

Figure 2. Sample sizes for estimating regional average occupancy within tolerance D at 95 percent confidence. 

120 
ID=,01) 

110 

100 

90 

80 

2 

U) 70 
> 
<t c 

"' 60 2 
::; ... 
0 
w 50 
N 

'" w 
...J 
0.. 40 :. 
<t 
U) 

30 

20 

10 

0 
.050 .055 .060 .065 .070 .075 

COMPOSITE STANDARD DEVIATION SO 



6 

previous surveys or judgmentally, as appropriate: 

Parameter 

z 
occ 
TR 
PV 
EVKT 
DOCC 
EPKT 

Estimate 

1.96 
1.40 
0.06 
0.94 
0.04 
0.02 
0.05 

Process or Source 

For 5 percent level of significance 
Judgment 
Judgment 
1 -TR 
Recent study 
Survey objectives 
Survey objectives 

By substituting into Equation 3, the sample size of 
link days required to measure average occupancy can 
be computed as 

N = (1.962 
• 0.0632 )/0.022 = 39 (7) 

Similarly, Equation 6 can be used to compute the sample 
size of link days of field data collection needed to factor 
the estimate of vehicle kilometers of travel from the 
traffic-counting program: 

N = [ 1.962 * (0.942 * 0.063 2 + 1.40 2 * 0.0462
)] /(0.05 2 

-0.042 ) * (1.40 * 0.94)2 = 19 (8) 

The sample size required to estimate average oc­
cupancy is greater and is therefore used for the survey. 
The level of precision that can be expected for the esti­
mate of truck travel can now be computed by rearrang­
ing the terms in Equation 5 as 

ETRKT = { [(Z2 * ST2)/(N * TR2 )] + EVKT1 } ~ = { [(1 .962 

* 0.046 2)/(39 * 0.06 2
) l + 0.041 } 14 = 0.25 (9) 

The estimate of TRKT can be expected to have a rela­
tive error of almost 25 percent of the true value. If the 
objectives of the survey design had included accurately 
estimating this measure, either the sample size would 
have to be substantially increased or· a relatively more 
efficient stratified sampling plan would have to be used. 

After the survey is completed, the agency can com­
pute many of the variance and other parameters by 
using the survey results. The sample-size formulas 
should then be rearranged and applied to compute the 
actual level of precision achieved. Depending on the 
accuracy of the various parameter estimates, the actual 
precision may be higher or lower than anticipated. 
Parameter values should therefore be conservatively 
estimated in cases where failure to achieve minimum 
levels of precision can seriously compromise the 
utility of the survey. 

CONCLUSIONS 

This paper identifies potential uses for traffic-based 
monitoring measu1·es, presents cost-effective sampling 
and data collection procedures to estimate these mea­
sures, and demonstrates how these procedu1·es may be 
applied. The following onr.lusions can be made: 

1. Traffic-based regional measures of vehicle clas­
sification and occupancy, truclc travel, and pel;'son 
travel can support a variety of possible uses that relate 
to TSM actions, air quality, energy efficiency, model 
validation, and trend analysis. 

2. Simple regional field surveys can be designed to 
estimate these measures at predetermined levels of 
statistical precision. 

3. These field su1·veys can compl.ement existing or 
anticipated programs of vehicle counting and travel 
estimation. 

4. Systematic short-count data collection techniques 
can be used lo substantially raduce crew size without 
seriously reducing tbe accui·acy of daily sunun::i.ry data . 

5. Average vehicle occupancy and person travel can 
be estimated at a high level of precision with a small 
number or field surveys. 

6. If percentage of trucks and truck travel are used, 
a relatively larger sample of field surveys is required 
to p1·oduce highly precise estimates. 
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Techniques for Monitoring 
Automobile Occupancy: Research in 
the Seattle Area 
Martha S. Lester, The TRANSPO Group, Bellevue, Washington 
James W. Dare, Seattle Engineering Department 
William T. Roach, Seattle-King County Commuter Pool 

Research directed at developing and testing analysis techniques for eval· 
uating changes in average automobile occupancy is reported. The goal 
was to develop low-<:ost techniques that would be sensitive to vari· 
ables of season, time, and commuting distance and then to test several 
hypotheses that relate to variations in the parameters of automobile oc· 
cupancy. A list of four study tasks was drawn up, and data on automobile 
occupancy were collected at a number of sites in the Seattle region over 
a 15-month period. Statistical techniques that specifically address the 
issue of automobile occupancy were developed. The data were synthe· 
sized by computer and analyzed statistically to determine whether pat­
terns existed among sites or over time or distance. The results show no 
predictable patterns or trends in automobile occupancy by type of fa­
cility, traffic volume, level of transit service, distance to the Seattle cen· 
tral business district, month or season, day of week, or time of day. 
These results contradict initial hypotheses that patterns did exist that 
would make an abbreviated count program sufficient for measuring 
changes in automobile occupancy. Other variables that might relate to 
automobile occupancy are identified, and areas for further study are sug­
gested. Guidelines are presented for other transportation engineers who 
may wish to conduct monitoring studies of automobile occupancy. 

Fede1·al1 state, and regional transportation policy has 
recently been redirected from increasing capacity to 
accommodate travel growth to increasing vehicle 
occupancy to handle travel growth as well as reduce 
fuel consumption, manage congestion, and control air 
pollution. As policy is redirected, decision makers 
begin to look for some form of measurement that will 
tell them about the effects of the policy shift. Attempts 
to measure such a change have been uncertain at best. 

Vehicle-occupancy counts have not been collected on 
a systematic basis so as to indicate the effect of com­
muting distance, seasonal variation, access incentives, 
or regional programs for carpool development. Such 
cow1ts require expensive person hours of field observa­
tion in poor working conditions. 

During the 1960s, when transportation planning was 
done on a regional, systemwide basis, a series of 
home-interview transportation surveys were taken in 
regions around the county, including Puget Sound. The 
purpose of this data gathering was to survey automobile 
occupancy for all trip purposes as an aid in calibrating 
transportation system models. 

More recently, federal policy has emphasized short­
range transportation system management (TSM) tech­
niques to derive greater efficiency from the existing 
system. There has it1ci·easingly been a call to look at 
the existing system, find the congested spots, and con­
sider priority treatment for high-occupancy vehicles 
(HOVs) as a way to ease congestion and induce greater 
efficiency . It is recognized that, if ride sharing is to 
be significantly inci·eased, real incentives such as time 
savings are required. Unfortunately, a good data base 
for automobile occupancy-one thatis "corridor specific" 
to indicate what currently exists and help estimate what 
would happen if existing conditions we1·e modified-is 
not available. 

For instance, in the Seattle area, two modifications 
were made in the mid-1970s on the Evergreen Point 

Bridge that links Seattle with suburbs east of Lake 
Washington. Dw·ing the energy crisis, the regular 
35-cent automobile toll was reduced to 10 cents for ve­
hicles with three or more occupants. In 1975, an 
exclusive HOV lane was added along the westbound ap­
p1·oach to the bridge; that lane provides HOVs with as 
much as a 6-min advantage to the head of the queue in 
the morning peak period. 

How effective have these techniques been? When 
planners tried to answer that question, they discovered 
a dearth of reliable automobile-occupancy data for the 
period before the toll reduction and institution of the 
HOV lane. In addition, occupancy values after the dif­
ferential toll was instituted fluctuated widely depending 
on the season, the day of the week, and the type of crew 
that collected the data. For a number of months after 
the change in the toll, planners were unsure of the 
significance of the findings since no statistical guide­
lines were available. With this gap in knowledge in 
mind, the Seattle -King County Commuter Pool Pro­
gram, a regionally funded ride-sharing project, re­
sponded to a general Federal Highway Administration 
(FHWA) i·equest for proposals on techniques for 
monitoring automobile occupancy. 

The premise of the research was that sampling 
techniques existed that would enable an ongoing regional 
program to be implemented, at a relatively low cost, 
to monitor changes in vehicle occupancy that result 
from various transportation system strategies. The 
program would also meet the requirements for urban 
transportation data reporting suggested to the U.S. 
Department of Transportation (DOT) by the Transporta­
tion Research Board (1). The samtlling techniques would 
be sensitive to the variables of season time, and 
commuting distance and would test them against base­
line occupancy data for the morning peak period. This 
would provide the basis for a low-cost monitoring pro­
gram for use by regional TSM programs throughout the 
country and specifically in the Puget Sound region. 

Why the morning peak ? The researchers decided to 
use the morning peak period because most ride-sharing 
strategies are directed at the work trip, which is 
repetitive in nature and has the lowest vehicle occupancy 
of any trip purpose . It is also the time period in which 
the highest percentage of work trips are made in the 
shortest time span. The evening peak is longer and 
flatter and includes other trip purposes that would not 
be particularly sensitive to HOV incentives. 

To achieve these objectives, vehicle-occupancy 
counts were taken over a 15-month period in the Seattle 
area to provide data for a number of individual analysis 
tasks. Briefly, these tasks were to determine the fol­
lowing: 

1. Whether occupancy rates vary in a consistent, 
predictable manner, by month or sea.son of the year, 
by day o:f the week, or by time of day; 

2. Variations in occupancy rates as a function of 
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distance from the Seattle central business district 
(CBD) along major co1·ridors; 

3. Occupancy rates at stations along the CBD cor­
dons for Seattle, Bellevue, and Renton; and 

4. The degree of statistical variation in occupancy 
counts as a function of the technique of data collection 
and the rate of traffic flow (redundancy counts). 

The data were synthesized through several computer 
programs and then analyzecl statistically to determine 
whether significant diffe1·ences existed among the 
var ious counts and what factors might explain any varia­
tions. 

One interesting relation to keep in mind throughout 
this paper is that between the average automobile oc­
cupancy for a site and the percentage of persons in ve­
hicles with three or mo1·e occupants. Plotting points 
for a number of sites on a set of axes according to 
their values on these two variables yields a visual in­
dicaticn of the type cf ride s haring at each site (r,ee 
Figw·e 1). Points located farthest from the regression 
line of all data points have high proportions of either 
(a) riders in two-occupant vehicles compared with 
riders in vehicles with tlu·ee or more occupants or (b) 
vice versa. A graph such as this may be of pa1·ticular 
value in assessing the effects of a carpool-incentive 
program. In the Seattle area, for instance, a carpool 
must be a vehicle with tJu·ee or more occupants to 
qualify for reduced tolls and exclusive lanes. Thus, a 
new carpool incentive in a corridor would benefit only 
riders in vehicles with three or more occupants and 
not ride sharers in two-occupant vehicles. Monitoring 
the movement of the point for a site on this graph over 
time will reveal whether, for an increase in carpools 
with three or more riders, these ride sharers are being 
drawn from single-occupant automobiles or vehicles 
that previously carried two riders. 

These shifts cannot always be determined from 
average a utomobil o cupancy alone. Since the ultimate 
goal o a carpool-incentive program is to increase the 
person- carrying capacity of a corridor, other measui·es 
in addition to average automobile occupancy may be of 
value, especially to persons unacquainted with occupancy 
studies. For instance, the change in degree of ride 
sharing at a site after the start of a carpool-incentive 
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program could be described in several ways. One would 
be to state that average automobile occupancy rose 
from 1.242 to 1.269, but a more meaningful statement 
to the layperson might be that the percentage of people 
sharing a ride increased from 36. 1 to 38.5 percent. 

The various components of the Seattle area study 
are discussed in the following sections of this paper. 

DATA COLLECTION PROCEDURES 

First, it was necessary to determine at how many sites 
automobile occupancy should be surveyed and whe1·e. 
these sites should be located to maximize theil' useful­
ness. Figure 2 shows the primary highways and employ­
ment centers in the Seattle region. For the task that 
involved corridor variations, counts were taken once 
only at every inbound on-ramp along I-5 North, I-5 
South, WA-520, and I-90 and at selected northbound 
and southbound on-ramps along r-405. For the analysis 
of the CBD cordons, occupancy was surveyed at stations 
and ramps that encircle the Seattle, Bellevue, and 
Renton CBDs. 

For the remaining tasks, which involved variations 
over time, a number of site-selection criteria were 
conside1·ed by the study team. These included the type 
of facility (expressways, expressway ramps, and 
arte1·ials in both the cent.t-al city and the suburbs), traf­
fic volume (a variety within a reasonable range to re­
duce the effects of sample variation but to stay within 
staff and budget constraints), level of transit service 
(a range from no direct commuter transit service to 
42 buses in the peak two hours as well as corrido1·s 
that s erve park-and-ride lots), land-use characteristics 
(a mix of densities at varying distances Irom the Seattle 
CBD), and general utility fo1· future planning effo1·ts. 
By using these general criteria, the study team drew 
up a list of potential sites and then selected 18 regional 
sites from this list (Figure 2). 

To explore monthly and seasonal variations, a mid­
week (Tuesday, Wednesday, or Thursday) occupancy 
count was scheduled once each month at each of the 18 
sites in the region over the 15-month survey period. 
For the analysis of day-of-week variation, 7 sites were 
selected from the pool of 18 sites; these were chosen 
to represent a variety of characteristics according to 

Figure 1. Relation between average 
automobile occupancy and percentage 
of persons in vehicles with three or 
more occupants. 
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Figure 2. Seattle regional highways 
and survey sites. 
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Note : Onl y 16 stars are shown for the 18 sites because two of the stars identify two sites 
ea ch (located adjacent to each other). 

the criteria outlined above. Counts were conducted 
four times a year on five consecutive weekdays at these 
7 sites. Three sites (suburban, urbant and CBD) were 
selected for the time-of-day analysis, and two 12-h 
occupancy surveys (autumn and spring) were conducted 
at these sites. (The process of site selection for the 
analysis of redundancy counts is described later in this 
paper.) For all tasks except the analysis of time-of­
day variation, the morning peak period (6:30-8:30 a.m. 
or 6:45-8:45 a.m., whichever had the greater traffic 
volume at a site) was selected for occupancy counts. 

Teclmiques for gathering the data were fairly 
straightforward. The members of a crew of traffic 
recorders were each assigned a particular count for a 
particular 2-h period and were each supplied with a 
five-register pushbutton counter and a sheet for record­
ing the data. The five registers were to be used for 
counting vehicles with one occupant, those with two 
occupants, and so forth up to vehicles with five or 
more occupants. Motorcycles were included, but 
buses and commercial trucks were not. Pets and in­
flatable dolls were also excluded. Except for the 12-h 
time-of-day counts, during which both directions of 

traffic flow were surveyed, only the major direction 
of flow was counted. 

At 15-min intervals, the counter would record the 
data on the data sheet; each 2-h count thus yielded eight 
15-min-interval counts. These data were synthesized 
through a computer program that produced a summary 
printout of occupancy parameter s for each interval and 
for the 2-h period. It was these 2-h summary values, 
broken down by one-occupant vehicles, two-occupant 
vehicles, and vehicles with three or more occupants 
that were subsequently analyzed statistically to explore 
potential variations in occupancy. 

Measurement of the error made by each recorder 
in the collection of data was considered an integral part 
of the project. This task was approached through the 
series of redundancy counts. Four sites that repre­
sented traffic volumes from 16 to 47 vehicles/ min were 
selected. It was hypothesized that, as traffic volume 
exceeded a certain threshold level, the accuracy of the 
individual recorder would decrease. In addition to 
measw.·ing the amount of error in the counts, it was 
hoped that an estimate could be made of the threshold 
volume at which accuracy began to be significantly 
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compromised. To this end, a single traffic recorder 
carried out the count at a site in his or her normal 
manner. In addition1 two other counters split the 
traffic flow at that site (usually taking one lane each), 
thereby reducing the volume of traffic each had to · 
monitor. The sum of these two partial counts was then 
compared with the count of the individual recorder. 

STATISTICAL METHODOLOGY 

Several different analysis techniques were considered 
to evaluate the various research tasks. Briefly, 
statistical techniques designed to test for diffe1·ences 
between or among data sets were u·sed to analyze the 
monthly, seasonal, and day-of-week occupancy counts, 
and simple linear regression was selected as an ap­
propriate technique for exploriJ1g possible relations 
between occupancy and a numbe1· of othe1· variables. 
The regression method used \vas a straightforward 
procedure that can be found in any basic statistics 
text. However, since very little research has been 
done in the area of monitoring and evaluating changes 
in occupancy over time, statistical procedures to 
accomplish this are not well established. Thus, a 
primary goal of this project was to explore various 
techniques for monitoring and evaluating automobile 
occupancy and to provide guidelines for future efforts 
in this area . The statistical proced'W'es used h1 the 
study are discussed only briefly here. The statistical 
method used and many of the issues raised in such re­
search are discussed in detail elsewhere (2). 

Both parametric and nonpa.rametric statistical tests 
were evaluated for use in this study of occupancy. The 
general distinction between the two is that parameb•ic 
tests involve the use of parameters such as sample 
means and variances whereas nonparametric tests 
usually treat only the observations themselves. The 
primary statistical tests used in this study were the 
analysis of variance (ANOVA) test (a pa1·ametric test) 
and the chi-square test (a nonparametl'ic test). Both 
of t hese tests are capable of evaluating· seve.ral time 
periods or survey sites simultaneously to determine 
whether significant differences exist among the data 
samples. Significance levels of 0.01 and 0.05 were 
chosen for this study to indicate how strong the results 
were. In addition, a studentized range test, although 
2·ather obscure, was used to supplement the results of 
the other tests (3); for example, when the ANOVA or 
chi-square teats-showed that significant differences did 
xist, the studentized range test helped to determine 

which days were contributing to the differences. 
The sample size required for analyses of occupancy 

is often a question of concern for transportation engi­
neers. The requil·ed sample size can be calculated for 
a survey of automobile occupancy by using accepted 
statistical methods. But the requ.ired sample sizes 
are almost always somewhat stringent for occupancy 
studies, usually because the differences of interest are 
quite small in comparison with the mean occupancy 
values. An alternative procedm·e that is much less 
conservative takes into consideration the fact that 
most surveys of occupancy actually count a very high 
percentage of the total population, i.e., total vehicle 
flow in a corridor. In some cases, almost 100 pe1·cent 
of the vehicles at a site are counted, and it does not 
seem reasonable to recount what are, in effect, the 
same }leople on successive days. In such a case, a 
finite population correction factor should be applied to 
the variance to allow the i·equired sample size to be 
adjusted accordingly (~). 

ANALYSIS RESULTS 

The data file accumulated during the study consisted of 
a total of 657 records, one for each 2-h occupancy 
cow1t. There were problems with data collection in the 
first 3 months, so the counts collected during that time 
were disrega1•ded. For the monthly and seasonal 
analyses, a 202-i·ecord subfile (18 sites for 12 months 
with 14 cow1ts missing) was used as the basis for the 
analys' s . The 267-record day-of-week file consisted 
of data. for 7 sites for eight weeks (two per site per 
quarter for a single year) in which 13 counts were 
missing. For most of the analysis, one full set of 
day-of-week counts per site pel' quarter (i.e ., with no 
days missing) was used; tllis yielded a total of 140 
records for that part of the analysis. Some wlthin­
month day-of-week analysis was done in which there 
were sufficient data for two weeks in the same month 
at a site. The data on time-of-day variation consisted 
of 48 records for 3 sites. During the fall, only the 
inbound direction of traffic was surveyed. During the 
spring, however, the outbound direction was added for 
2 of the 3 sites; the third site was an inbound-only 
freeway off-ramp in the Seattle CBD. 

There were a total of 73 records for the corridor 
analysis of occupancy. The number of records per 
corridor 2·anged from 7 to 19. There were 29 records 
for the analysis of the Seattle CBD cordon and 6 and 4 
records for the Bellevue and Renton CBD cordons, 
respectively. The results of each analysis task are 
described below. 

Redundancy-Count Variations 

Before the data were analyzed in order to explore pos­
sible relations, patterns, or trends among sites or time 
periods, the quality of the data was evaluated by using 
redundancy counts. This was done primarily to deter­
mine the degree of variation in occupancy surveys as a 
iw1ction of rate of traffic flow. Four sites with volumes 
that averaged from 16 to 47 vehicles/min dui•lng the 2-h 
morning peak period were selected from the 18 monthly 
sites. At the sites that had volumes of 47, 39, and 26 
vehicles/min, a two-counter team and one or more in­
dividual counters surveyed occupancy. At the site that 
had a volume of 16 vehicles/min-a downtown freeway 
off-ramp-three recorders, working individually, per­
formed the survey. 

When the statistical methods designed to test for 
significant variation between or among counts were used, 
no significant differences emerged for any of the redun­
dancy 'counts. The differences in automobile occupancy 
we1·e all less than 1.1 percent; th.e maximum difference 
for a single site was 0.013. These results demonstrated 
that, under a val'iety of conditions, variation iJ1 flow 
rate or differences in staff assignments at a site did 
not result in significant differences in the occupancy 
counts. This was interpreted as support for the gen­
erally high quality of the data and an indication that any 
variations that might be identified were not likely to 
have been caused by these extraneous factors. 

General Variations 

For au 18 sites in the main data file, average automobile 
occupancy for the year August 1977 through July 1978 
ranged from a low of 1.108 persons/ vehicle to a high of 
1.403 persons/vehicle. Before the statistical analyses 
were performed, some general comparisons of the data 
were made to see if any trends or patterns emerged. 
By using the midweek morning-peak cowits oollected for 
the monthly and seasonal analyses, an annual average 



automobile occupancy was calculated for each site to 
serve as a basis for a first-cut comparison of various 
sites. These averages r anged from a low of 1. 157 
persons/vehicle on a suburban expressway to a high of 
1.348 persons/vehicle on a freeway off-ramp in down­
town Seattle. 

When the sites were categorized by type of facility­
i.e., expressway, arterial, or expressway ramp-none 
of the groups showed a pattern of consistently higher or 
lower average occupancies than the others. An ANOVA 
test of average automobile occupancy by the three facility 
types resulted in a failw·e to reject the null hypothesis, 
which means that the data did not support a conclusion 
that facility types differed with respect to average auto­
mobile occupancy. 

Average automobile occupancy at these 18 sites was 
also viewed from the perspectives of varying traffic 
volumes, levels of transit service, and distances to the 
Seattle CBD. Three scattergrams were created by 
using these three variables as the independent variable 
and average automobile occupancy as the dependent 
variable. No visible relations emerged, and the R2 for 
a simple linear regression ranged from 0.002 to 0.412, 
which indicated no significant relations. 

Since none of these variables showed a significant or 
promising relation with average automobile occupancy, 
these lines of investigation were not pursued further. 
The analysis continued with the statistical evaluation of 
variations in occupancy by month, season, day of week, 
and time of day and analysis of occupancy in major cor­
ridors and at CBD cordon stations. 

Monthlv and Seasonal Variations 

Of the 18 sites surveyed each month, all but one showed 
statistically significant differences among the monthly 
coWlts. In many cases, the cause of th.ese differences 
appeared to be the fact that one or two months showed 
particularly lligh or low occupancy rates at an individual 
site and considerably less variation among the rest of 
the months. There were no consistent patterns of high 
or low occupancy rates for particular months over the 

Figure 3. Sample monthly data plot. 1. 420 
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spectrum of sites nor seasonal trends of high or low 
occupancy . Furthermore, when either urban or sub­
urban sites were viewed as a group, no patterns 
emerged. 

In many cases, there was considerable variation 
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and the occurrence of highs and lows ove1· the entire 
12-month survey period . Yet no patterns emerged to 
suggest that occupancies varied in a predictable manner 
that might allow future occupancy rates to be reasonably 
estimated from a single count in a particular month. 
Figure 3 shows montlily data plots for an urban and a 
suburban site. 

Day-of-Week Variations 

Seven survey sites, including two expressways and five 
arterials, were selected for the day-of-week analysis. 
Three of the sites were suburban and four were urban. 
To explore day-of-week va1·iations at individual sites, 
data that consisted of five-day counts taken in October 
1977 and January1 April, and JW1e aud July 1978 at each 
site were used . The analysis techniques were designed 
to test whether significant differences existed among 
the days in a single week at an individual site and, if 
differences did exist, whether there were consistent 
patterns. 

Only one site showed significant differences among 
the days for all four survey months, and two sites 
showed no significant differences for any month. The 
remaining sites showed significant differences for some 
months and no differences for others. Where significant 
differences did exist, they ap1leared to be the result of 
pa·rticula.rly high or low vehicle occupancies on one or 
two days. Yet there were no consistencies to these 
patterns, eithe1· among months at a single site or among 
sites. At one site, fo1· instance, in October Tuesday 
had the lowest occupancy and Friday the highest whereas 
in January the situation was exactly the reverse. The 
data plot in Figure 4 shows automobile occupancy by day 
of week for a single site during l:\vo different weeks. 
DUl'ing one week occupancy was relatively constant, 
whereas in the second week Monday showed a partic-
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Figure 4. Sample day-of-week data plot. 
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ularly high automobile occupancy. 
Several othe1· avenues of investigation were also 

explored, but these yielded no mo1·e positive results. 
Viewing either urban or suburban locations as a group 
yielded no patterns among days, and there were no 
trends among the four seasons across the i:;pectrum of 
sites. Where data were available, two five-day counts 
within a single month a1. a site were compared. In many 
cases there were no significant differences among the 
days for either week, whereas in other cases there was 
an aberrant day in one week 01· the other or both. Again, 
there we1·e no consistencies among days that showed 
particularly high or low occupancies. 

Two hour i nterva 1 

Time-of-Day Variations 

The amount of exploration of time-of-day variations 
that was possible was limited by the small amount of data 
collected for this task. Flgui·e 5 shows sample data 
plots for the tlu-ee sites at which 6:30 a.m. to 6:30 p.m. 
time-of-day surveys were conducted; only occupancies 
in the inbound dil'ection are shown. As can be seen, 
there was g1·eat variation among the three sites. At 
one site tbe morning peak period had the highest oc­
cupancy of the 12-h day whereas at another it had the 
lowest. There was additional variation at other tlm 
of day. 

One valuable finding from these data is that, con-



Figure 6. Average automobile 
occupancy versus distance to 1 . 420 
Seattle CBD for 1-5 South 
corridor. 
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b·ary to widespread belief, the morning peak period 
does not always exhibit the lowest occupancy of the day. 
This may have ramifications for future efforts to 
promote carpooling since it indicates that, in relation 
to other types of trip make1·s, peak-hou1· commuters 
may already J:>e ride sharing to a relatively high degree 
in some locations. In addition, the considerable varia­
tion among the three occupancy patterns 'for the three 
different sites indicated that time-of-day variations are 
not consistent for different locations and that it would 
be difficult, if not impossible, to derive useful ex­
pansion factors for occupancy at various times of day. 

Major-Corridor Variations 

A major goal of the analysis of major-corridor varia­
tions was to determine whether occupancy varied in a 
predictable manner along corridors that lead from 
suburban areas into central SeatUe. The four primary 
eorridors-l-5 North, I-5 South, I-90, and WA-520-
were selected, and one-time-only surveys of occupancy 
were conducted at every inbound on-ramp. The amount 
of data collected for these four corridors ranged from 
7 to 19 records/ corridor. 

The pri.mary technique used here was a simple linear 
regression of average automobile occupancy versus 
distance to the Seattle CBD. For the WA-520 corridor, 
the R2 was 0. 211 · for the other three corridors, the R2s 
were all less than 0. 07. An overall 1·eg.ression of all 
couidor on-ramps versus distance yielded an R2 of 
0.036 . These low values indicated that no linear reL•­
tions existed between corridor occupancies and dis­
tances to the CBD. The data plot of automobile oc­
cupancy versus distance for the I-5 South corridor 
is shown in Figure 6. 

In addition to these four main corridors, occupancy 
was surveyed at selected ramps along I-405, the primary 
north-south freeway route linking the suburbs east of 
Lake Washington. The length of I-405 was divided into 
three (sometimes overlapping) sections and, in a given 
section, either southbound or northbound on-ramps we1·e 
surveyed. These divisions we1·e made according to 

15 20 

Distance From Seattle CBD (km) 

1.0 km = 0.6 mi 

25 30 35 

general travel patterns of l-405 traffic toward several 
routes leading to the Seattle CBD. As in the other cor­
ridors, no relations emerged between average occupancy 
and distance along the corridor. 

Analysis of CBD Cordons 

The stated purpose of the analysis of the CBD cordons 
was to determine occupancy rates at stations along the 
Seattle, Bellevue, and Renton CBD cordons. Because 
the counts taken for this task were one time only, no 
comparisons over time were possible. From the data 
records fo1· each CBD (29 for Seattle, 6 for Bellevue, 
and 4 for Renton), overall average automobile occupancy 
along the cordon line was computed. This average 
value for the Seattle CBD was 1.300, which was con­
siderably higher than that for either Bellevue (1.133) 
or Renton (1.188). There was also significant variation 
within an individual CBD: All but one of the counts for 
the Seattle CBD cordon resulted in values between 1.107 
and 1.453, and there was an ave1·age value of 2.734 at a 
freeway off-ramp restricted to cai·pools and transit. 

CONCLUSIONS AND 
RECOMMENDATIONS 

The results of the study described in this paper are 
evidence of the lack of predictable relations, patterns, 
or trends found in [he study data on vehicle occupancy. 
The task of investigating autornobile occupancy at CBD 
cordons was designed primarily to determine 
automobile-occupancy rates at particular locations, 
and this was accomplished by selecting appropriate 
sites and surveying occupancy. The remaining tasks, 
however, were directed toward exploring variations in 
automobile occupancy over time or distance and trying 
to find eXpla11ations for any variations; in these areas, 
differences in occupancy were found to exist, but no 
patterns could be identified to explain the variations . 
This outcome proved extremely frustrating since it was 
felt that there must be clues somewhere in the wealth 
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of data collected in the study that would help to explain 
the variations encountered. 

Several possible factors we1·e conside1·ed that might 
account for the lack of consistency in the data. The 
first factor is possible uncertainty in the accuracy of 
the occupancy co.w1ts. Although several redundancy 
counts were conducted to check for variations caused 
by the rate of tuffic flow or individua.l recorder dif­
ferences, these were not exhaustive and additional 
tests a.re needed before the question of the accw·acy 
of the data can be entirely resolved. Factors such 
as the visibility of passengers and the potential for 
missing some vehicles may cause variations in the 
data. This ls especially important in surveys con­
ducted during the winter months when it is still dark 
clw·ing the moruing peak period. 

Assuming that the data collected for this study are 
accurate, no explanation has been found for variations 
in automobile occupancy among the 18 sites aroWld the 
i·egiou. Since none of the variablei:i investigated 
here-type of facility, traffic volume, level of transit 
service, distance to the CBD, or urban versus sub­
urban location-showed a relation with average auto­
mobile occupancy, other possible explanations were 
hypothesized. Unfortunately, budget constraints 
precluded additional analyses that might have shed more 
light on the issue of vari.ations and changes in auto­
mobile occupancy. Variables that were not explored 
in this study but that might hold promise for future 
efforts include the income level of the commuter shed 
for particular sites, which is admittedly difficult to 
measure in most cases, and characteristics of ride 
sharers in a corridor (whether they are co-workers, 
kiss-and-ride1·s, and so on). 

Aside from variations among the various sites, no 
consistent patterns were found in the time-series data 
over the 12-month period. One possible explanation 
relates to whether this was a realistic time frame for 
exploration of val'iations in occupancy. Although the 
study analyses made use of a large a ntount of data 
collected over a one-year span, one year may be too 
short a period in which to identify any longer-term 
trends in the data. The results of tl1is study indicate 
that there are not predictable variations in automobile 
occupancy by day of week or by month or season. Yet 
it may be that occupancy is affected by and responds to 
longer-term changes in, for instance, regionwlde 
economic or employment trends. To explore these 
possibilities, it is necessary to conduct a continuing 
survey of automobile occupancy ove1· time. 

In relation to what sites should be selected for oc­
cupancy su1·veys, evaluation revealed that 9 of the 18 
sites chosen for monthly counts as the basis of this 
project could be eliminated from future surveys. This 
conclusion stemmed .from a number of factors. At the 
outset of the study, there was some desire to attempt 
to establish, and to monitor variations in, a regionwide 
average automobile occupancy. Yet, after close 
analysis of the data gathered at the sites included in the 
project, it was concluded that it would be essentially 
impossible to calculate a value for regionwide auto­
mobile occupancy by using the methodology outlined here. 
Furthermore, such a value would be of only limited use 
in evaluating trends in carpooling. 

The sites at which automobile occupancy is of in­
terest are those at which, because of high traffic 
volumes, existing or expected future congestion, or 
special transportation considerations, there is an in­
terest in monitoring changing commuting pattems. For 
instance, several of the 18 sites used in this project 
were outlying suburban expressways, expressway 
ramps, or arterials where volumes are relatively low, 

congestion is not a problem, and, because of their 
remoteness from downtown Seattle and other p1·imary 
employment centers, thei·e is relatively little potential 
for much participation in a ridesbaring promotion 
effort. In addition, since no correlations were found 
between occupancy and either distance to the Seattle 
CBD or traffic volume, it is not necessary to include 
remote or low-volume sites for the specific purpose of 
providing balance over the total spectrum of sites . It 
was recognized that the areas of i·eal interest are those 
where future changes, either in a particular corridor 
(such as institution of a peak-hour exclusive HOV lane) 
or in more general policies (such as parking restrictions 
in the CBD core), may affect tbe degree of ride sharing. 
It is at these locations that it will be important to try to 
assess the actual impacts of such changes. 

Several recommendations can be made as a result of 
this study. To accurately assess changing commuting 
patterns, a long-term, continuing program should 
monitor carefully selected sites at regular intervals, 
perhaps monthly. These occupancy rates should be 
plotted regularly so that any variations can be seen in 
the context of changing extertlal circumstances. In the 
Seattle area, 9 of the 18 sites have been chosen for an 
ongoing program in which occupancy will continue to 
be surveyed once each month at each site. Since no 
consistent day-of-week variations were found, the 
monthly counts can be taken on any weekday. One way 
of viewing these values is to calculate a moving average. 
For example, begilllling at the time when 12 months of 
data have been accumulated, a 12-month average is 
computed; for each succeeding month, the earliest 
value is replaced by the most recent value, and a new 
12-month average is computed. Plotting these values 
yields a 12-month moving ave1'age, which can often 
help identify longer-term trends by eliminating the in­
terference of month-to-month or seasonal fluctuations. 
Another technique would be to average monthly oc­
cupancies into quarterly values for plotting and analysis 
purposes; as in the case of the moving average, this 
would level out shorter-term variations. 

As discussed earlier in this paper, the relation 
between average automobile occupancy and othe1· car­
pooling measures, such as the percentage of persons 
in vehicles wUh three or more occupants, should be 
kept in mind. Because of local conditions (such as the 
definition of a carpool fo1· a local incentive program) 
or the characteristics of a particular location, one 
measw·e may be better suited to describe the situation 
than another. Furthermore, the percentage of persons 
who carpool tends to be a more tangible and meanlngful 
value for most laypersons than average 'automobile oc­
cupancy. 

This study recommends an ongoing program to con­
tinuously monitor automobile occupancy. In some cases, 
this is not feasible because of staif, financia l, or other 
constraints. In these instances, however, it may still 
be of interest to attempt to assess the impact of in­
dividual programs to promote ridesharing or other 
changes in circumstances. To address this need, 
guidelines have been developed to aid planners in 
monitoring automobile occupancy at a limited number 
of locations for the pw·pose of evaluating specific pro­
g1·ams. In such cases, it is necessary to conduct 
before-and-after surveys of automobile occupancy to 
help eva:Iuate the effectiveness of the program. Although 
this research has shown that variations in occupancy 
rates may be irregular and apparently nonsystematic, 
a carefully conducted before-and-after survey may help 
reflect change ca.used by a carpool-incentive program. 
A detailed set of guidelines for conducting surveys of 
automobile occupancy has been developed as part of this 



research project (5). Again, one must be careful not to 
automatically attribute any changes in occupancy to the 
carpool program. 

One aim of future research in the area of variations 
in automobile occupancy should be to verify whether the 
results of this study apply in other metropolit.an areas. 
Since nearly all of tl1e factors that relate to levels of 
ride sharing canvary from one city to another, occupancy 
rates and their variability over time and at different 
sites may also be significantly different. Since analysis 
of automobile occupancy is a relatively new field of re­
search, ongoing projects will be needed before the com­
plex interactions among the variables can be better 
und.erstood and ell."Plained. This will then enable engi­
neers, pla1mers, and policy makers to work together to 
address transportation problems in metropolitan areas . 
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Georgia's Evaluation of Federal Highway 
Administration Procedures for Estimating 
Urban Vehicle Miles of Travel 
G. Jack Williams and R. Fred Fisher, Planning· Data Services Section, 

Georgia Department of Transportation, Atlanta 

The once relatively obscure statistic of vehicle miles of travel has taken 
on a much higher profile with the advent of air quality standards and 
energy policies. It is probable that federal agencies such as the U.S. De· 
partments of Transportation and Energy and the Environmental Protec­
tion Agency wlll use statistics on vehicle miles of travel in establishing 
future national transportation policies. In late 1977, recognizing the 
need for a uniform method of calculating estimations of vehicle miles 
of travel, the Georgia Department of Transportation contracted with the 
Federal Highway Administration to test the draft procedural manual, 
Guide to Urban Traffic Volume Counting. This paper outlines Georgia's 
testing procedures and presents a comparison between procedures in the 
Guide and the current method of calculating vehicl'e miles of travel. Sta· 
tistical tests are reported, and the advantages and disadvantages of each 
methodology are evaluated. 

This paper presents the approach taken by the Georgia 
Department of Transportation (GDOT) in evaluating the 
procedures described in the Guide to U1·ban Traffic 
Volume Counting, which outlines a methodology for 
estimating vehicle miles of travel. GDOT has for a 
munbe1· of years provided a statewide estimate of vehicle 
miles of travel. This statistic is based on traffic in­
formation collected by Georgia's coverage count pro-

gram. InGDOT's testing of the procedures, data we1·e 
collected as prescribed and were then co1npa1·ed with 
the data collected in U1e coverage count program. 

This paper covers the experience gained in the proj­
ect and recommends procedut•al modifications based on 
this experience (since the basis of the research is the 
determination of vehicle miles of travel, no SI equiva­
lents a1·e given except in certain general i·eferences to 
distance). 

BACKGROUND 

In Georgia, ti·affic ck1.ta collection and reporting are 
primarily the responsibility of GOOT. This applies to 
both rural and urban areas. Howeve1., some local 
gove1·1unents -do collect a limited amount of data, pri­
marily for h"affic engineel'ing applications and to sup­
plement annual traffic data provided to them by the 
coverage count p1·ogl'am of GDOT. 

GDOT currently operates 61 continuous-count and 
96 seasonal-control stations th1·oughout the state that 
provide trends and factors used in expancling 24-h 
coverage counts to estimates of average daily traffic. 
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Figure 1. Map of study area. 
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Approximately 25 000 of these 24-h coverage counts 
are collected annually on all highways classed func­
tionally above the local system. In addition, a random 
5 percent sample of local cou.nty roads and city streets 
is ebla.lned in cow:1llcs scheduled for l'P.?nveutory of 
physical road cha acteristics. Vehicle m· es of travel 
are estimated for each county and urban area and then 
totaled to p1·ovide a statewide estimate. 

URBAN STUDY AREA 

Selection 

All major Georgia cities were considered for the test­
in_g of this procedure; by a subjective process, Sava11-
nah was selected. The following considerations were 
used in this process: 

1. Coordination with local planning agencies, 
2. Availability of historical traific data, 
3. Availability of up-to-date invento1-y data on road 

characteristics, 
4. Availability of cunent functional classification 

information on the city street network, and 
5. Availability of a current and adequately detailed 

set of base maps. 

The data available from GDOT and the Chatham County­
Savannah Metro Planning Commission w~re sufficient 
for conducting the study. Mo1·e current information was 
available for the Savannah area than for any other areas 
of compara.ble size in Georgia . 

Description 

Planning data for the Sava1mah urban area are assen bled 
according to "planning districts". The1·e a1·e 12 districts 
in the surrounding county and 1 district that includes the 

incorporated city limits of Sava.nnah, These districts 
encompass the planning commission's geographical area 
of i·esponsibility. 

The reseal'ch guidelines recommend using a mini­
mum of geographic subareas. A compromise was 
reached by aggregating the 1llawtlng districts into eight 
subareas thaL <lid not violate the boundaries of tile local 
plaruling districts or t•eflect any significant differences 
in potential traffic patterns (see Figure 1) . 

Savannah is not a typical city inasmuch as there are 
distinct areas of laud use that generate different types 
of traffic. Some examples of the ways in which these 
diverse ti·avel patterns a1·e generated that were con­
sidered in subdividing the study area are as follows: 

1. Tho suburb of Savannah Beach generates a signifi­
cant amount of seasonal tourist traffic. 

2. The metropolitan uea adjacent to the Savannah 
River, one of the larger coastal ports in the southeastern 
region, generates a substantial amount of long- range, 
freight-hauling ti·uck traffic. The ai·ea is a major over­
land distribution center. 

3. The suburban area to the northwest is almost ex­
clusively a heavy industrial district that generates 
freight movement and work-related trips. 

4. The uorthe1·n portion of the incorporated city 
contains many historical landmarks that generate 
tourist traffic and the central business district (CBD), 
which generates shopping and work-1·elated trips. This 
portion of the incorporated city is bordered on the south 
by Victory Drive, a major east-west arte1·ia1. 

5. The southern and southeastern portions of the 
area are primarily marshland, but they contain an ex­
panding residential district. 



DEF1NITION OF STREET NETWORK 

Base Maps 

The base maps provided by the Chatham County-Savannah 
Metxo Planning Commission wexe up to date and detailed. 
GDOT P.ersonnel had recently completed a physical in­
ventory of the street network in the area. With these 
two sources of data, the street netwoxk could be defined. 

Road Definition 

The definition of a public road as outlined in the Georgia 
Transportation Code was applied to this research in iden­
tifying the street network. This definition concurs with 
that used by the Federal Highway Administration (FHWA). 
By identifying the public road network, private facilities 
were eliminated. Consideration was given to those 
private facilities that are open to public use; however, 
because t hey can be closed to the public at the discretion 
of the owner, they were not included in the street net­
work in this research. The various definitions of road 
type that were used (with the exception of private roads) 
are given in the following table: 

Road Type Definition 

State route All routes designated on the state highway system by 
resolution of the GDOT Transportation Board 

County road All roads designated by the county to be on the county 
road system 

Public road Any new road in a county that has not been declared a 
county road by the county 

City street All routes inside incorporated areas that are not desig-
nated as state routes or county or private roads 

Access road Roads (maintained by the state) primarily located parallel 
to Interstate roads that provide local access to other 
roads 

Private road Roads that can be closed to the public at the discretion 
of the owner 

Functional Classification 

The approved functional classification system, which 
was developed in cooperation with local governmental 
agencies, GDOT, and FHW A, was used for this proj­
ect. Each facility was classified as a freeway, arte­
rial, collector, or local street. 

Link Definition 

A link was defined primarily as a section of road that 
represents a homogeneous traffic volume. The secon­
da1·y consideration was that the length of the link be 
uniform within each functional classification. An effort 
was made to conform to the allowable variations in link 
lengths set forth in the FHWA Guide. 

The following guidelines were used in assigning links 
thuoughout the street network of the study area: 

1. Freeways are primarily divided at interchanges 
or where full control of access is terminated. 

2. Arterials and collectors are divided at major 
intersections that affect traffic flow within a 0.62-km 
(1-mile) distance; otherwise, they are divided at 
minor intersections. 

3. Arterials and collectors are divided at lane transi­
tions; e. g., a link node is placed at a location where a 
facility marks the end of a two-lane section and the be­
ginning of a four-lane section. 

4. Locals are divided at intersecting streets and at 
major changes in type of surface. 

5. All streets are divided at locations where signifi­
cant changes in tnffic flow occur and in a malUler to 

conform to the recommended link lengths prescribed 
in the FHWA Guide. 

6. Half nodes are used where intersecting streets 
do not define link nodes-i.e., to prevent more link 
breaks than necessary on sti·eets with homogeneous 
volumes. 
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7. 0 ne-way loops a round city parks are treated as 
a part of the link on majo1· approaching streets. 

8. Divided streets with a median are considered to 
be one link. 

NETWORK ASSIGNMENT 

Historic Traffic Data 

GDOT 's coverage count program is primarily focused on 
the state highway system and on selected major off-state­
system streets. In the Chatham County-Savannah area, 
the entire freeway and arterial system, a majority of 
the collector sy.stems, and approximately 5 percent of the 
local road system are counted annually. 

Each street was stratified by volume according to its 
functional classification. The traffic volume data used 
for stratification were obtained in the last quarter of 
1976. Since historic traffic data were available for free­
way, arterial, and collector systems, stratified random 
sampling methods could be used in determining the 
sample size for these groups. For collector streets 
where no previous traffic volumes were available, the 
mean lane capacities suggested in the FHWA Guide were 
used fo1· volume stratification. Simple random sampling 
methods were used for the local system because of the 
lack of available historic data. 

Link Numbering Scheme 

The numbering scheme for link identification (ID) iden­
tifies the geographic subarea, facility type, volume 
stratum, specific location, and mileage of each link in 
the study network. Numeric codes are used to identify 
facility type and selected ranges of traffic volume for 
each functional classification. Because of the length 
of these code numbers, a decision was made to use a 
smaller 5-digit nwnber, referred to as the "map link 
ID". The map link ID was used on the base maps and 
incorporates the geographical area number in the left­
most digit, and the i·emaining 4 digits are the unique 
link digits from the 10-digit numbe1·. A table of equiva­
lence was then developed to include the link ID, map 
link ID, the "traffic section ID number" used by GDOT 
in its coverage count progi·am, and available 1976 
annual average daily traffic volumes. 

A file containing the link network data was compiled 
on a computer. The Ille was then sorted by geographic 
area, functional classification, and traffic volume. 
Summaries of the link .file were developed and aggre­
gated into 3 2 subpopulations. 

ESTIMATION OF SAMPLE SIZE 

The calculations of sample size outlined here use the 
standard probability sampling theory described in the 
FHWA Guide. Reliance on the prope1· identification of 
links and their summaries was necessary for the appli­
cation of these techniques. 

In identifying methods of sample selection, the cost 
and accuracy of field use of such methods we1·e assessed. 
Statistical parameters were selected to allow a 68 per­
cent confidence level with desired i·anges for relative 
error. 

Two basic techniques were used in dete1·mining the 
sample size for each subpopulation. Simple random 
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sampling was used for the collector and arterial sys­
tems. Stratified 1·andom sampling was considered for 
the freeway system but, because of the small munbex 
of freeway links, a 100 percent sampling was done. 
The sample calculations resulted in mileages that were 
converted to links by dividing the average link lengths 
for each subpopulation. 

Simple Random Sampling 

Because of a relatively large gi·oup population and an 
inability to further stratify local links by traffic volume 
(caused by the la.cl< of historical data), a simple random 
sampling technique was used for dete1·mining sample 
size for the local street system . Accounting for a 
finite population correction factor, the following formula 
was used to determine the sample size for each geo­
graphic area from wh.ich to collect local traffic data: 

n = Z2 (C; + q)/[e2 + (C;/N)Z1] 

where 

n 1:>au.lple size, i.e., number of miles (to t11e 
hundredth) of roadway to count; 

Z normal variate = LO for 68 percent confi.-

(!) 

dence level and 2.0 for 95 percent confidence; 
C, = spatial coefficient of variation; 
Ct temporal coefficient of variation; 

e relative error = E/x, where E == absolute 
error in mean vehicle miles per mile and 
x = mean vehicle miles of travel per mile; and 

N 11wnbe1· of miles in a i·oad class, i. e., local 
street mileage for a given geographic sub­
area. 

In maintaining a 68 percent confidence level, a normal 
variate of 1.0 and a rplative error of 15 percent were 
assu.T.ed. Through a review of a case study conducted 
in Tulsa, Oklahoma, and other sources, values of 60 
percent for the spatial coefficient of variation and 30 
percent for the temporal coefficient were chosen. 
These parameters were held constant while the value 
of N was variable. As given in the summary Table 1, 

Table 1. Summary of sampled links and mileages. 

Links Mileage 

System Total Sampled Total Sampled 

Freeway 30 30 48.12 48 .12 
Arterial 355 129 175.16 77 .96 
Collector 218 107 113 .68 65.03 
Local 2006 665 645 .12 124.93 

Total 3609 931 982 .08 316.04 

Table 2. Sample-size computations by simple 
random sampling. 

Area N 

Areawide 645.12 
1 161.20 
2 118.62 
3 89.55 
4 26.50 
5 94.02 
6 39.07 
7 66.33 
8 49 .83 

Total 645.12 

Links 

3006 
800 
657 
408 
106 
440 
163 
189 
243 

3006 

•Use sample computations by area. 

124.93 miles of the local system were selected for 
sampling from a total system mileage of 645.12. Table 
2 illustrates the sample selection computations made 
for the local network described above by using Equation 
1, where Z = 1.0, C, = 0.60, Ct= 0.30, and e = 0.15. 

Stratified Random Sampling 

Since historic traffic data were available for the arterial 
and collector systems, stratified random sampling was 
used for these groups. These data allowed the links to 
be further grouped into volume strata, which permitted 
narrower sh'ata, lower variance, and hence lower 
sample size. Again, the finite PQpulation correction 
factor was considered as the following formula was used 
for computing sample size for each subpopulation within 
the~e systems: 

n = 1:(W h Sh ) 2 /[ (E 2 /Z2) + (l /N)(~W" srn 
where 

weight of stratum h; 

(2) 

composite standard deviation of vehicle miles 

per mile in stratum h : .../ ~ + s~ , wheres~ = 
spatial variance and si = temporal variance; 

E absolute error in average vehicle miles 
per mile = relative error x (total vehicle 
miles + total miles of roadway); 

Z normal variate; and 
N total miles of streets. 

In maintaining a 68 percent confidence level, a normal 
variate of 1.0 and a relative error of 5 percent were 
used for both arterial and collector systems. E was 
computed for geographic subareas by multiplying the 
1976 average annual daily h'affic (AADT) for an area 
by the relative error e. 

'J'hP. snatial standard deviation S, was assumed to be 
30 perce~t of the range of each volume stratum. The 
temporal standard deviation St was computed from the 
product of the mean strata volume and the temporal 
coefficient of variation Ct. The suggested Ci values 
listed in the FHWA Guide were applied to the appro­
priate strata for this study. 

Once the r equil'ed mileage was computed for each 
stratum, the required links were determined by dividing 
the average strata link mileage into the sampled mile­
age . Table 3 gives an example of the p ·ocedure for 
stratified 1•andom sampling computation for arte rials 
and collectors in one area by using Equation 2, where 
Z = 1 and E = 0.05. 

011e-Hw1dred Percent Samp1ing 

Consideration was given to using the stratified random 

Numeric Range 
N Equivalent 

Miles Per Percentage Beginning Ending 
Link Miles Links of Sample Number Number 

0.215 19.52 91 -. -. -. 
0.202 18.19 90 11 .25 249 1048 
0.181 17.62 98 14.92 1124 1780 
0.219 16 .97 77 18.87 1827 2234 
0.250 12.47 50 47 .17 2249 2354 
0.214 17.09 80 18.18 2423 2862 
0.240 14.19 59 36.20 2909 3071 
0 .351 16.11 46 24.34 3114 3302 
0.205 15.14 74 30.45 3367 3609 

0.215 147.30 665 22 .12 
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Table 3. Sample-size computations for 
Mean 

area 1 by stratified random sampling. Volume Range Volume 
(vehicles/ (vehicles/ No. of w.s~ Links in 
day) day) N, w. Links c, s, s, s, w,s, x 103 Sample 

Arterials 

0-5000 2 500 6.59 0.144 27 0.20 500 1500 1581 227.56 360 7 
5000-10 000 7 500 22 .29 0.487 86 0.14 1050 1500 1831 891.70 1633 23 
10 000-15 000 12 500 9.81 0.214 32 0.12 1500 1500 2121 453.89 963 10 
15 000-20 000 17 500 2 .48 0.054 11 0.10 1750 1500 2305 124.47 287 3 
20 000-35 000 27 500 4.61 0.101 14 0.09 2475 4500 5136 518. 74 2664 5 

Total' 45 .78 1.000 170 2216.36 5907 48 

Collectors 

0-2500 1 250 6.84 0.404 35 0.20 250 750 791 319.96 253 12 
2500-5000 3 750 3.27 0.193 13 0.14 525 750 915 176.94 162 6 
5000-7500 6 250 4.00 0.237 14 0.12 750 750 1061 250.98 266 7 
7500-10 000 8 750 2.03 0.120 9 0.10 875 750 1152 138.30 159 4 
10 000-20 000 15 000 0.77 0.046 2 0.09 1350 3000 3290 149.81 ~ 1 

Total' 16.91 1.000 73 1035.99 1333 30 

• Avorage miles per link= 0.269, ave:r'1gQ daily traffic= 10 110, absolute error E = 506, and miles in sample= 12.758. 
bAvcrqe miles per link= 0.232, average daily traffic= 5539, absolute error E = 277, and miles in sample"" 6.898 . 

.sampling technique for the freeway system in deter­
mining sample size, but a review of the link summa­
ries, which revealed a small number of links per 
stl•atum, made the applicability of this methodology 
questionable. To maintain a recommended minimum 
sample si:ze a.nd the desired statistical reliability, a 
decision was made to sample 100 percent o.f this 
system. 

SAMPLE SELECTION 

Once the sample size for each subpopulation was deter­
mined, count locations we1·e selected by using a com­
puter program that generated random numbel's. Each 
subpopulation represented a univel'se. The computer 
program was then given the val'ying number of samples 
desired. Randomly selected samples wel'e identifie.d, 
and a file of these records was created. 

The data collection phase of the study covered 261 
weekdays over a.12-month period. By using another 
computer program, a series of randomly generated 
numbers between 1 and 261 were selected to equal the 
total number of samples for each subpopulation. These 
numbers were then added to the selected sample file in 
order of their selection. Except for only minor modi­
fications, this method of using random spatial and 
temporal selection of counting stations followed the 
statistical theories presented in the FHWA Guide. 
This obviated the necessity to factor the results ob­
tained from the count stations. 

DATA COLLECTION 

The actual collection of sample traffic data began the 
week of December 15, 1977. Nondirectional hourly 
counts over a 24-h period within each selected link 
constituted a sample unit. 

The collection of field data was assigned as an addi­
tional duty to an area traffic reco1·der. In most cases 
in this study, the traffic counters were set out on a 
weekly basis and hourly recorders were used. The 
sample day required was then obtained from an hourly 
paper- tape printout. The area recorder is assigned 
on a permanent basis to an area that includes the 
Chatham County-Savannah area; using these personnel 
therefore seemed to be the only satisfactory solution. 
A review of the work schedule indicated that fewer than 
30 machines would be required for any given week and 
that this could easily be managed for a one-year period. 
Because of the spatial randomness of the samples, there 

was a wide dispersement throughout the area on an 
average setout and pickup schedule. The required 
travel for each schedule often exceeded 200 miles. 

Prior to the assignment, the area recorder was in­
structed on how the machines were to be set and was 
provided with the following information: 

1. A calendar schedule that indicated the actual 
calendar date, the weekday number (1 to 261), and 
the number of sets required on any given day; 

2. A computer printout of selected samples that 
indicated the day to count, the exact location descrip­
tion, the weekday to count, and the proper area map 
to use; 

3. A set of area maps that showed each selected 
sample on the appropriate map and each link number; 
and 

4. An operation schedule that indicated the number 
of sets and pickups for each day during the project. 

With this information, the area recorder was able to 
satisfactorily and expeditiously perform the assigned 
task. However, there were a greater number of 
machine failures than anticipated. These were at­
tributed to several local situations that existed in the 
area at the time of the project but were in no way re­
lated to the project. During this time, there was an 
upheaval in property assessments for tax purposes, 
and annexation of unincorporated areas of Chatham 
County into Savannah was being considered. This 
situation resulted in acts of vandalism that were in­
tended to abort counting activity on a given street. 
When residents adjacent to count sites were informed 
of the purpose of the traffic data, resets were usually 
obtained. It was decided that resets would be made 
the week after the occurrence of a failure, which 
worked very satisfactorily. 

In addition to this method of collecting data, an 
alternate method was used in which the data collected 
from the annual coverage count program were used 
in estimating vehicle miles of travel (VMT). These 
traffic data are collected annually for 24-h periods 
and factored to account for temporal variations. A 
5 percent random sample based on the number of 
local county roads and city streets were counted to 
estimate local VMT as in previous estimations. 

DATA ANALYSIS 

Once link volumes were obtained from selected sample 
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locations throughout the study area, computations of 
VMT were made. The variability in VMT was then 
determined by first computing the data variance by 
each subpopulation and then the standard deviation from 
the mean VMT. This procedure is discussed in de-
tail below. 

Estimation of Vehicle Miles 
of Travel 

The first step in calculating VMT was to simply mul­
tiply the 24-h traffic volume by corresponding link 
length. This was done for each sampled link in a given 
stratum by using the following formula: 

vmthj = ADT x lhj (3) 

where 

vmthJ = vehicle miles of travel for sample link j in 
stratum h, 

ADT = average daily traffic, and 
hJ = sample link mileage in stratum h for sample 

j. 

Since only a sample of the link network was counted, the 
VMT computed for these samples must be expanded to 
represent total VMT for a given stratum. In order to 
make this expansion, the rate of VMT per mile was 
determined by stratum by using the sample population. 
This rate was determined by using the following 
equation: 

where 

Rh rate of VMT per mile for stratum h; 
vmth total sample VMT in stratum h, and 

h total mileage of the links sampled in 
stratum h. 

(4) 

Once this rate was established, total VMT for a given 
stratum was obtained by using the expansion equation 

(5) 

where VMTh = total VMT for stratum hand Lh = total 
link mileage in stratum h. 

Va riability 

To evaluate the estimates generated by this project, 
some statistical measure must be developed. Since 
the measurements outlined in the F11WA Guide assumed 
uniform link length, the prescribed evaluation was not 
applicable to this effort. Thus, the standard procedure 
for obtaining variance and standard deviation was 
applied. 

The variance of mean VMT per mile for each 
stratum was first obtained by using the following 
formula: 

where 

s~ 
ADTl\J 
VMTh 

n 

(6) 

variance of VMT per mile in stratum h, 
average daily traffic of link j in stratum h, 
mean VMT per mile in stratum h (i. e. , the 
weighted average ADT for stratum h), and 
total samples in stratum h. 

The overall variance by highway functional classifica­
tion was then computed by using 

where 

variance of VMT per mile of functional 
classification c, 
mean VMT per mile in stratum h that 
falls in functional classification c, 

(7) 

mean VMT per mile in functional classi­
fication c (i.e., the mean of the h strata 
containing functional classification c), 
and 
number of strata that contain functional 
classification c. 

The variance for the entire study area can be computed 
similarly; however, because of the wide dispersion in 
VMT rates by functional classification (such as the rate 
for a local road compared with an Interstate rate), this 
statistic was considered to be insignificant. 

The coefficient of variation was then computed for 
e::ich Rt.rat.nm and for each functional classification by 

C = S/R (8) 

where 

C coefficient of variation, 
S M =- standard deviation of the mean VMT rale 

per mile, and 
R mean VMT rate per mile. 

STUDY RESULTS AND COMPARISONS 

Estimations of VMT were computed for each of the eight 
geographic subareas previously defined and for four 
highvJa.y functional classifications in each subarea. Since 
three of these subareas did not contain any freeway 
links, a total of 29 subtotals were obtained. A sample 
of the VMT computations, which follows the procedure 
previously outlined, is given below (ADT based on a 5 
percent sample): 

Number Total 
of Sample 

Strata Samples Mileage 

23 15 6.96 

Total 
Sample 
VMT 

VMT 
Rate 
per Mile 

Total Expanded 
Mileage VMT 

42041.04 6155.32 x 13.11 = 80696.25 

This method, which uses Equations 3, 4, and 5, was 
followed for expanding VMT for each stratification 
throughout the study area. 

The geographic stratification was made in order to 
provide local planners with the ability to assess relative 
travel and make VMT comparisons within their area of 
responsibility. For the purpose of this research evalu­
ation, VMT estimations were compiled by functional 
classification, as given below: 

Functional Total 
Classification Mileage Total VMT 

Freeways 48.12 846 170.28 
Arterials 175.16 1739944.93 
Collectors 113.68 392 031.93 
Locals 645.12 376 284.53 

Total 982.08 3 354 431.67 

A comparison of the total VMT estimation with the 
VMT estimation produced annually through Georgia's 
coverage counting program was made (for city street 



Figure 2. Variability of estimates of vehicle miles of travel. 
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and county road estimates, ADT was based on a 5 per-
cent sample): 

VMT Rate 
Route Designation Miles (mean ADT) Total VMT 

State routes 
Savannah urban area 66.66 15 243 1016098 
Chatham County 91.77 10 151 931 557 
Estimated 16.38 12 293 201 366 

City streets 
Savannah urban area 100.13 7 976 798 603 
Chatham County 1.76 510 899 
Estimated 309.47 317 98102 

County roads 
Chatham County 33.17 2 099 69619 
Estimated 395.89 317 125497 

Total 982.08 3 241 740 

As noted, the research methodology produced a daily 
total VMT of 3 354 431 compared with 3 241 740 pro­
duced by Georgia's current methodology-a difference 
of only 3. 48 percent. 

A comparison was also made between these two 
methodologies in the cost of field data collection: 

Item 

Research methodology 
Salary (54.9 days at $45.39/day) 
Benefits (at 37.05 percent) 
Subsistence 
Vehicle use (4888 miles at $0.094/mile) 

Total 

Coverage count methodology 
Salary (22 days at $45.39/day) 
Benefits (at 37.05 percent) 
Subsistence ( 15 days at $22.00/day) 
Vehicle use (1392 miles at $0.094/mile) 

Total 

Amount($) 

2491 .67 
923.17 

0 
459.47 

3874.31 

998.58 
369.97 
330.00 
130.85 

1829.40 

/v I\ v I\ 
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In summary, the research methodology cost 111. 78 
percent more than Georgia's conventional method and 
yielded only a 3.48 percent difference in the VMT esti­
mation. 

VARIABILITY OF ESTIMATIONS 
OFVMT 

Once the computations were made for each stratum, 
the variance from the mean VMT per mile for the cor­
responding stratum was obtained by using Equation 6. 
To maintain consistency with the VMT tabulations, 
variance was computed by functional classification. 
This was accomplished by using Equation 7 to compute 
the variance of the mean VMT rate per mile by func­
tional classification. A standard deviation for the 
estimate by road class was then obtained by simply 
taking square root of the variance. 

The variability of VMT estimations could then be 
computed by finding the coefficient of variation by using 
Equation 8. These computations and numeric distri­
butions for each functional classification are shown in 
Figure 2. 

CONCLUSIONS 

The once obscure statistic, vehicle miles of travel, 
required annually by the Statistical Division of FHWA, 
has in recent years become very important information. 
With the U.S. Department of Energy and the Environ­
mental Protection Agency now requiring VMT estimates 
in their planning and policy evaluation process, VMT 
estimates have assumed new significance. In the past, 
many methods and combinations of methods have been 
used to calculate this statistic. Recent survey docu­
mentations indicate a wide range in methodologies for 
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calculating VMT and in the variance of the data pro­
vided. 

This approach of sampling links in various strata 
selected randomly to account for spatial and temporal 
variations provides a uniform systematic method for 
computing VMT. The idea of a uniform method is a 
positive approach to resolving a problem that will in­
crease in magnitude as programs become more de­
pendent on the VMT statistic. 

As shown by the comparisons presented in this paper, 
the temporal variation can be addressed in a less costly 
manner than that outlined in the FHWA Guide with only 
a minor variation in results. Factors of temporal varia­
tion are readily available from continuous-count and 
seasonal-control programs that are currently maintained 
in most states. This study does, however, point out the 
desirability of using counting locations that are randomly 
selected by functional classification to allow for spatial 
variation in computing VMT. 

In summary, the use of current counting programs 
combined with this research methodology could yield a 

better procedure for estimating VMT to provide consis­
tent reporting in the future. 
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Travel Data from the U.S. Census: A 
New Foundation for Transportation 
Planning 
Robert T. Dunphy, Office of Technical Services, Metropolitan Washington Council of 

Governments 

The 1980 U.S. Census of Population and Housing will include the 
largest source of urban transportation data ever available for a single 
point in time. To properly use these data requires that planners under­
stand the difference between census definitions and those commonly 
used in transportation. This paper describes those differences as well 
as the data that will not be included in the census. It recommends 
methods of local data collection that can supplement the census data 
to complete the measurement of total travel. Finally, it proposes a 
method of keeping the census commuting data up to date without 
extensive inventory data for 1980. The method is suitable for small 
urban areas as well as large metropolitan regions. 

Plans for the 20th decennial census of the United States 
are virtually complete. Since the 1970 census, there 
have been drastic changes in the nature of transportation 
planning. At the same time, almost no new data on 
areawide travel patterns have been collected through 
regional transportation studies. This makes it essential 
for those interested in obtaining current travel informa­
tion to learn about possible applications of census data 
as well as supplemental data needed to fill in the picture 
of total travel. Now is the time to plan for the supple­
mental data that must be collected by state, county, and 
municipal transportation agencies to get the maximum 
value from the 1980 census. 

This paper identifies additional data needed to mea­
sure commuting in terms that are useful to transporta­
tion planners as well as appropriate measures of non­
work travel. Perhaps even more importantly, it pro­
poses a means of keeping the commuting data up to date 

so that the 1990 census could be used to verify such in­
formation rather than being used as the sole source. 

SUPPLEMENTAL DATA ON COMMUTING 

As described el sewhere (1), the journey-to-work data 
included in the 1980 U.S. C ensus of Housing and Popula­
tion will include wor k destination, "us ual" means of 
travel, and average travel time. Although this informa­
tion, if properly collected and coded, will provide an 
excellent means of estimating overall commuting pat­
terns within an urbanized area, it leaves some signifi­
cant gaps in comparison with data that are commonly 
available through travel surveys. Trip frequency and 
work schedules are believed to be essential items for 
all urban areas if census commuting data are to be used 
properly. The other items described should probably be 
considered only for large urban areas. 

1. Trip frequency-The 1980 census plans to ask 
about the usual means of travel used in the preceding 
week. Transportation planners generally use an 
average-day definition. Although work-trip generation 
rates have been relatively stable in the past, it would be 
very valuable to verify these rates for 1980, especially 
with increasing opportunities for four-day weeks and 
part-time employment. 

2. Work s chedules -An understanding of work sched­
ules is cri tical to factoring average daily wor k trips to 
estimates of peak-how· utilization. Although the per -



Figure 1. Trips by U.S. households in 1970. 
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centage of workers commuting during the traditional 
7:00 to 9:00 a.m. and 4:00 to 6:00 p.m. peak periods re­
mained markedly stable between 1955 and 1968 in the 
Washi.ngton, D. C., area (2), there are some indications 
that this rate may now be changing. Staggered work 
hours, flextime, and four-day weeks appear to be re­
ducing the percentage of commuting during peak periods. 
Such a critical parameter needs to be checked once more 
in 1980. 

Obtaining these missing data items requires some spe­
cial data collection. A survey of commuters gives the 
opportunity to collect additional data that, although not 
essential for all urban areas, will be extremely useful 
in analyzing current commuting patterns and projecting 
them into the future. 

The principal characteristics that would probably be 
of interest to most transportation planners are described 
below. Since these supplemental surveys are likely to 
be conducted locally, other items of interest could easily 
be added. 

1. Alternate mode-In investigating why commuters 
choose certain travel modes, it has been found that many 
commuters have no choice, or at least no reasonable one. 
The most common example of such limitation is the per­
son who is a transit captive because the household does 
not own an automobile. This information will be included 
in the 1980 census. :Many commuters from automobile­
owning households, however, are relegated to the status 
of transit captive by other family members who preempt 
the family automobile for commuting or other purposes. 
In contrast to transit captives are automobile captives­
those whose neighborhood has no bus service. Finally, 
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a factor that can almost force a downtown commuter into 
an automobile regardless of transit service is the avail­
ability of free parking. Free parking for commuters is 
surprisingly common even in some large cities. To bet­
ter define these options, a survey of commuters should 
inquire about automobile availability (as opposed to auto­
mobile ownership), transit availability, and the avail­
ability of free parking. 

2. Land use at destination-To relate nonresidential 
travel demands to the composition of a commercial or 
industrial district, it is necessary to obtain information 
about type of land use at the destination or attraction end 
of the work trip. When these data are merged with local 
government files, it will be possible to calculate trip­
attraction rates per job, per unit of land area, or per 
area unit of floor space. 

3. Transit access-A major concern in large- and 
even moderate-sized regions is the mode of access used 
to get to transit. For rail rapid transit systems, the 
means of access is important. However, the census will 
not identify such mixed-mode trips but will collect data 
on the predominant mode. 

This analysis has identified two additional data items 
that are felt to be critical to maintaining consistency be­
tween the 1980 census journey-to-work data and regional 
travel data. Both work schedules and trip frequency can 
probably be obtained from a sample of employers without 
direct surveys of commuters. Alternate mode, land use 
at destination, and mode of access to transit, where 
necessary, must be obtained from a direct commuter 
survey. Trip routing for transit trips could be largely 
determined through some minor adjustments to the cod­
ing of the census questionnaire in such a way that all 
modes used, rather than simply the predominant mode, 
would be identified. The other two additional data items 
must be obtained through a supplemental survey at the 
local level. However, since they are of principal con­
cern for downtown workers, it is felt that such needs 
could be met by a carefully designed, small-scale sur­
vey of downtown workers distributed through the cooper­
ation of private businesses and major downtown govern­
ment agencies. 

NONWORK TRAVEL DATA 

It can be seen in Figure 1 that in 1970 commuting rep­
resented a minority of daily household travel in the 
United States even though it did account for a majority 
of peak-hour trips. Moreover, although there is a broad 
range of research on commuting as well as a generally 
acceptable theory and operational models, there are 
many unknowns about nonwork trips. For this reason, 
we are not attempting in this paper to design a detailed 
methodology for measuring nonwork trips to supplement 
the census. Establishment of a monitoring system to 
keep the commuting data current is felt to be much more 
critical. However, in areas that have the resources to 
do both, it is felt that a small survey to measure total 
nonwork travel would be desirable. Because of the 
underreporting of nonwork trips in most travel surveys, 
it is felt that measuring the total vehicle kilometers of 
travel for nonwork trips would be more productive than 
a non-work-trip survey. Nonwork transit trips could be 
reported separately (it was found in the 19 68 home­
interview survey of the Washington, D. C., area that, al­
though there was more than 50 percent underreporting of 
some categories of nonwo1·k trips, there was virtually 
complete i·eporting of transit trips). In fact, the control­
ling factor would probably be total vehicle kilometers of 
travel for an average da.y and week. If the automobile 
were driven to work, the number of kilometers traveled 
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on that trip could be subtracted to estimate nonwork ve­
hicle kilometers traveled. 

Monitoring vehicle travel (and perhaps person travel) 
in this fashion would produce some new data that could 
satisfy two emerging issues in transportation. The first 
of these is the possible trade-off between weekday work 
trips and weekend recreational trips that might occur if 
commuters were confronted with gas rationing or major 
gasoline price increases. Most older travel surveys 
measure an average weekday and ignore weekend travel 
completely. The second concern is the need to relate 
vehicle kilometers of travel to the vehicle fleet mix, 
which is generally impossible with any of the older sur­
veys. Such estimates are necessary to meet air quality 
planning needs. 

Finally, relating vehicle kilometers of travel directly 
to automobiles would make it possible to estimate future 
changes in travel indirectly by monitoring changes in ve­
hicle registrations. Since vehicle registrations have 
been found to correlate closely with vehicle kilometers 
of travel, this is a simple method of simulating aggre­
gate travel on a current basis. When this measure of 
total travel demand is compared with commuting travel 
as determined by the methods described above, it should 
give a good estimate of changes in nonwork automobile 
travel at a fraction of the cost of a continuing home­
interview survey. 

SUPPLEMENTAL DATA ON USE OF 
FACILITIES 

Since the approach recommended here will generally not 
allow the estimation of volumes of travel on individual 
routes, it does not justify an extensive traffic-counting 
program to support it. In fact, it is felt that a count 
program designed to measure changes after the census, 
especially in growing areas, would be much more valu­
able than a complete coverage count at a single point in 
time-i.e., 1980. It is recommended that the measure­
ment of the use of transportation facilities in 1980 con­
centrate on the following areas: 

1. Regional vehicle travel-There are recommended 
procedures that can be used to estimate regional vehicle 
travel through a carefully designed sample (3). This 
regional estimate can then be used as a control, and in­
dividual travel components can be expressed as shares 
of regional vehicle kilometers of travel. A recommended 
refinement of the regional estimate would be an estimate 
of peak-hour or peak-period vehicle kilometers of travel 
since commuting accounts for such a large share of 
travel in that time period. Different regions may also 
wish to estimate vehicle travel separately for different 
jurisdictions, such as central city versus suburbs, or 
different development areas, such as CBD, high-density 
residential, and low-density residential. 

2. Central-area cordon count-Because of the tradi­
tional importance and heavy travel demands of the cen­
tral area, a special one-day cordon count would appear 
to be very useful, especially if it could be related to 
longer-term traffic counts on each of the routes of entry. 
This cordon count could estimate not only the mix of ve­
hicles entering the central area but also automobile oc­
cupancy and transit ridership, which are highest in cen­
tral areas. These data could then be related to the 
journey-to-work estimates for commuters employed 
in the central area. 

3. On-board transit survey-In areas that exhibit 
significant transit ridership, an on-board transit survey 
would be a valuable complement to the journey-to-work 
data of the 1980 census. The work-trip data obtained 
in such a survey could be compared with the com-

muting data obtained in the census. Valuable supple­
mental data, such as mode of access, transit route, and 
walking distance at each end of the trip, could be ob­
tained. Such a survey is probably the only feasible 
method of obtaining data on nonwork transit trips, es­
pecially for transit-dependent groups. 

4. Parking inventories-Areas of high commuter 
parking demand will be readily identifiable through the 
1980 census. A study of parking price and occupancy 
conducted during the same period will identify total pa•k­
ing demand, of which commuter parking is only a part. 
Comparing these data with the number of drivers com­
muting to the CBD, as identified in the census, could 
make it possible to identify imbalances between parking 
demand and supply at a fraction of the cost of a conven­
tional parking survey. 

CONTINUING DATA BASE ON 
COMMUTING 

By the time the 1980 census results on the journey to 
work are available, it will have been 15 years or more 
since the previous regional travel surveys were con­
ducted in most urban regions. In view of the extensive 
changes in urban growth patterns, costs of transporta­
tion, and attitudes toward the regulation of travel in 
metropolitan areas that have occurred during this period, 
it is amazing to consider that public policies have gen­
erally been formulated without hard data on current 
travel. 

It appears that, although the Federal Highway Ad­
ministration intended the studies of the 1960s to make 
the transition into continuing planning processes in the 
1970s, the need for continuing travel data was not re­
solved. Several agencies saw the need to refresh their 
travel data base of the early 1960s with a small-scale, 
continuing effort that would not become outdated (4). 
However, the federal procedures did not specifically 
call for new travel data. Instead, they recommended 
monitoring the inputs to the travel demand process, 
l'unning lhe models calibrated on the original survey, 
and attempting to simulate g1·ound counts (5). Unfortu­
nately, there are so many factors that can -be adjusted to 
bring about such a simulation that important discrepan­
cies can be masked. 

It has become increasingly difficult to obtain approval 
for efforts to collect new travel data, especially with 
more priorities on planning funds including satisfying 
new federal requirements. At the same time that metro­
politan planning organizations were struggling to keep 
their regions certified to do transportation planning with­
out new data, there were increasing calls from the fed­
eral government for new data on components of the trav­
eler market, such as the elderly, the handicapped, mi­
norities, and low-income trip makers. 

In my opinion, some of the plans for continuing home­
interview surveys were overly optimistic. However, 
maintaining a continuing planning process without an­
ticipating any new data is similarly unrealistic. The 
compromise recommended is a program of monitoring 
commuting patterns to new job locations. In fact, such 
an effort to detect change may prove to be more valuable 
than any supplemental data collection effort tied in with 
the census. It should be designed in such a way as to 
analyze the location of new jobs, identify the location of 
workers' residences and work schedules, and measure 
the relative use of at least the automobile, the carpool 
or vanpool, and transit modes. 

New Job Locations 

The recommended program provides extremely valuable 



data on two major travel determinants: job location and 
home location. These can be obtained directly from the 
employer without resorting to a personal survey. Mea­
suring changing job locations will provide a direct com­
parison with the accuracy of small-area employment 
forecasts, probably the most important single factor in­
fluencing future travel demand. Tracking the residences 
of workers in new businesses will provide a check on the 
accuracy of local housing forecasts and also yield a val­
uable measure of the extent of in-commuting from ex­
urban areas, a trend that seems to have been a major 
factor in declining growth rates within the statistical 
boundaries of many urban areas. 

When the relations between new jobs and residences 
are established, it will be possible to add this matrix to 
data produced from the 1980 census to produce a quick 
estimate of current commuting patterns. It could be as -
sumed that the distribution of trips by modes for trip 
interchanges that existed in 1980 would not change. 

The next improvement in this process is a survey of 
commuting modes, perhaps stratified to concentrate on 
certain corridors. Having already established the dis­
tribution of trips, such a survey could be scientifically 
designed to produce accurate data, at relatively low 
cost, on actual travel modes as well as on alternatives, 
characteristics of the destination, and details on the 
routing of the trip. Such data would provide information 
on changes in the extent of carpooling and transit use in 
major commuting corridors. This would be an extremely 
valuable means of measuring the success of major trans­
portation system improvements. This special survey 
could also be used to establish modal splits for patterns 
that were rare or nonexistent in 1980. 

The data on commuting to new job sites would provide 
a means of establishing changes in commuting patterns 
at a very early stage. Rather than measuring changes 
by monitoring aggregate commuting patterns, the homes 
and travel modes of employees at new work places could 
be monitored. Such changes could also be simulated 
through the use of existing models to see whether they 
can be predicted accurately. In this way, major changes 
in commuting behavior can be identified soon after they 
happen rather than after they have become significant 
enough to affect aggregate commuting streams-a slow, 
evolutionary process. 

Finally, the political value of such current data should 
not be underestimated. Although technicians may be con­
vinced that models calibrated on 1960s data can simulate 
current travel in the 1980s, this strains the credibility 
of the planning process with nontechnicians. It is not 
necessary to have a great deal of data. A small survey 
will usually satisfy politicians and citizens who are sup­
portive participants in the transportation planning pro­
cess (especially if there is no other inforn'.iation). An­
tagonists will not be satisfied with any amount of data if 
they disagree with the results. However, friends of the 
transportation planning process will be a lot happier if 
they can be shown that this process is not completely de­
tached from the world of hard data. 

Conceptual Framework for Identifying 
Commuting Patterns 

There is a great deal of flexibility in the manner of iden­
tifying "new" employment locations. The most rigorous 
method would be to identify jobs at any new office or in­
dustrial site as new jobs. An initial assumption would 
then be that existing buildings would continue to draw 
workers from approximately the same labor-market 
area as in 1980 and with similar work-schedule and 
mode-split characteristics. A much simpler assump­
tion would be to classify new jobs according to whether 
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they occur within existing or new employment districts. 
Jobs in employment districts that were relatively well 
developed in 1980 would be assumed to generate work­
trip patterns similar to those identified in 1980 census 
data on the journey to work. A simple factor could up­
date them. Newly developing employment districts 
would include new employment centers on the fringe of 
the downtown area as well as those in new suburban 
areas. Only jobs in these developing areas would be 
surveyed. 

Once the method of identifying new jobsites is de­
termined, a sample can be drawn for all new jobsites. 
This can either be a simple random sample or a strati­
fied sample in which the sample rate is proportional to 
the size of the employer. Although a detailed design 
should be done, it is expected that a sample of about 10 
percent would be appropriate. 

The first stage of the survey would be to identify only 
work schedules and the locations of workers' residences. 
It should be possible to obtain this information through 
the employer. If additional data, such as mode split, 
are required, they must be obtained through direct sur­
vey. But the information already obtained should make 
it possible to select a highly structured sample. For 
example, if data are desired on carpooling to a new sub­
urban plant adjacent to a freeway that has a reserved 
carpool lane, the sample could be designed to focus only 
on employees who reside in that particular corridor. 

A final improvement on this process would be to re­
survey employees who work in areas that were developed 
in 1980. This would be done where there was reason to 
believe major changes had been made in commuting pat­
terns. In combination with the data on commuting to 
new work locations, this would then constitute a complete 
update of the journey-to-work data of the 1980 census. 

Potential Data Sources 

The key data resource in this proposal is a means of 
identifying new work sites. The greatest advantage of 
the technique is that it requires only a mechanism for 
monitoring change, not one that will establish a com­
plete base-year situation. The base-year file would 
come from 1980 census commuting data. Two common 
sources of such data on change are employer files and 
building-permit files. 

Employer files have been developed from state 
employment-security records in several areas. Such 
files not only list employment for all private and govern­
ment employers at a given point in time but can also be 
linked for different years (6). Once an employer record 
has been put into a fixed format and coded to a small 
area, changes in employment for all future years can be 
obtained by a computer match. Moreover, since the 
proposed method requires only changes in employment 
since 1980, it is not necessary to do all the processing 
for a base-year file. All that is needed is a copy of the 
raw files for 1980, which can be matched to future-year 
files to identify new employers. However, many new­
employer records will probably represent businesses 
moving into locations that existed in 1980 to take the 
place of other businesses that have moved out. Since 
the initial effort will concentrate only on new buildings, 
the files can be compressed to premise address so that 
turnover at existing addresses will not be surveyed. 

A much simplified method involves identifying new 
employment sites rather than new firms. Such a data 
file could range in sophistication from a complex prop­
erty identification system that identifies changes in 
building space to a simple inventory of all new nonresi­
dential developments in a community. The latter list 
could be compiled by someone familiar with the area. 
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A middle-ground approach would be to use data on build­
ing permits. Although a considerable number of build­
ing permits can be issued yearly even in small regions, 
a recent study by the Baltimore Regional Planning Coun­
cil showed that in 1975 commercial permits accounted 
for only 2 percent of all permits issued in Baltimore. 
Furthermore, since building permits are themselves 
measures of change, such a system could be initiated 
in 1980, just in time to identify buildings opened after 
the census. The 1980 base data would be assumed to be 
reflected in the census data. 

SUMMARY 

A census is a major undertaking. The collection of 
travel data planned for the 1980 census will require a 
monumental effort in data reporting, checking, coding, 
and processing in order to deliver a useful product to 
transportation planners. However, as discussed in this 
paper, even the highest-quality census output will fall 
short of the needs of transportation planners. Not only 
is the coverage restricted to commuting, which repre­
sents a minority of the daily trip making of households, 
but there are also gaps in the types of work-trip data 
commonly used by plannen;. Cel'Lain of these missing 
data items could be supplied by a limited survey of em­
ployers; others would require a direct survey of com­
muters. Nonwork travel data, if desired, must be ob­
tained through locally sponsored surveys. 

The main opportunity presented by the census seems 
to be that of establishing a foundation for a continuing 
data base on commuting. By using the 1980 census 
journey-to-work data to estimate home-to-work inter­
changes by mode for each zone in a region, the most ex­
pensive part of such a data base can be minimized. Iden­
tifying change in work locations after 1980 at the local 
level and surveying workers at these new sites can pro­
vide an affordable method of detecting change since 19 80, 

which will make it possible to keep the census data up to 
date. 
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Workplace Interviews as an Efficient 
Source of Travel Survey Uata 
Robert T. Dunphy, Office of Technical Services, Metropolitan Washington 

Council of Governments 

In recent years, personal surveys have become increasingly expensive. 
At the same time, doubt about their reliability has increased. In addi­
tion to cost increases, a problem shared by most other service industries, 
other problems in personal surveys include the increased difficulty of 
finding adults at home and higher nonresponse rates because of privacy 
and security problems. The results of two recent travel surveys con­
ducted through employers in the Washington, D.C., area indicate that 
such a sampling frame may solve many of these problems. With the co­
operation ofslightly more than 400employers, 10 000 questionnaires 
were distributed. The response rate compared quite favorably with that of 
personal surveys on similar subjects, and the costs wem a mere fraction 
of the cost to conduct such a survey in person. The general applicability 
of this technique, as well as its potential application for private survey 
research firms rather than government agencies, is discussed. 

The increased difficulties of obtaining survey data from 

individuals have become so widespread that they have 
now become a concern not only to survey researchers 
but also to the public at large (1). The two principal 
problems are a dramatic decrease in the probability of 
finding people at home during the day and a marked in­
crease in the nonresponse rate. These two problems 
also contribute to excessive increases in the cost of 
surveys. 

A possible solution in those surveys that collect 
information only on the employed labor force is to 
interview workers on the job rather than at home. 
This virtually ensures that a contact will be made 
with a respondent within a reasonable number of calls. 
It also makes it more likely that the survey will be 
completed by respondents, especially if the employer's 
approval is given, since the questionnaire can then be 
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Table 1. Sample design for travel survey. 
E mployee 
Sample 

Establishment 
Number of Sam ple Rate Number of Rate 
Employees Establ ishments (% ) Sampl es Employees ({) Yiel d 

~ 250 90 100 90 59 751 10 5 975 
50-249 571 20 114 56 376 50 5 700 
10-49 2 570 5 129 53 275 100 2 664 
1-9 ~ 1 71 24 287 100 ~ 
T otal 10 327 404 193 689 14 582 

All firms. 

Table 2. Rate of employer cooperation. 
Cooperating E mploye r s by Number of 
E mployees (~) 

Number of 
Type of Busines s Employers 0-9 10-49 50-249 ~ 250 All 

Service 167 
Trade 83 
Finance, insurance, 

real estate 38 
Transportation, 

communication, 
utilities 30 

Industrial ....!.! 
T otal 

Before s urvey 332 
After survey 315 

completed in the employee's office or work station, 
which may be a more convenient environment than the 
chaos that occasionally exists in the home whe1,1 the 
interviewer calls. Moreover, intrusions on the privacy 
of the office are not felt to be as much of an invasion 
as those on the privacy of the home. Finally, the ability 
to fill out the form on the employer's time rather than 
on one's own time is an extra incentive, especially for 
busy people. 

All of these factors point to the desirability of a 
workplace survey. When the Metropolitan Washington 
Council of Governments (COG) was investigating alterna­
tives for surveying commuters to measure the impact 
of the Metro rail rapid transit system, it was decided 
that a workplace survey was the only feasible means of 
collecting the information. The results described in 
this paper summarize COG' s experience with two such 
surveys-one conducted in the early summer of 1977 and 
referred to as the "before" survey and one conducted 
during the fall of 1978 and referred to as the "after" 
survey. These results indicate that such a survey is a 
major improvement over more traditional techniques . 

SAMPLING DESIGN 

The three principal employment components in the 
central area of Washington, D. C., and adjacent northern 
Virginia are the private sector, the federal government, 
and the municipal (District of Columbia) government. In 
the surveys of the federal and municipal sectors, which 
were handled as separate surveys, a sample of employees 
was selected from an employee roster. Government 
workers received questionnaires through the normal dis­
tribution channels of their agencies. The private-sector 
survey required a distribution through each separate 
company location. Questionnaires were mailed back to 
COG in the before survey and collected by the survey 
staff in the after survey. 

The most important advantage COG had in prepara­
tion for this survey was a file that represented a virtual 
census of employment for the metropolitan area. This 
file, the Regional Employment Census, is based on 
records from state employment security files ~). This 

45 85 95 84 78 
31 50 50 71 46 

60 92 100 86 84 

100 100 75 100 93 
50 71 100 71 

43 76 81 88 72 
64 70 81 89 72 

made it possible to estimate the universe with greater 
accuracy, draw a random sample of employees, and 
expand the results to represent the universe. 

The summary of the universe and the sample for the 
before survey given in Table 1 shows that, while the 
vast majority of the central-area establishments are 
small employers with fewer than 10 workers, most of 
the jobs are concentrated in a relatively few large firms. 
This suggests a stratified sampling plan that samples 
businesses in proportion to their number of employees. 
Such a plan also makes it possible to economize by 
yielding more responses per employer contact. It was 
decided to stratify private employers by four size groups 
as shown and use a declining sample rate from the larg­
est to the smallest firms. Because of the number of 
employees involved in some of the larger businesses, 
it was decided to further sample a percentage of em­
ployees in these groups. Such a technique minimized 
the burden on large firms (those with more than 250 
employees) by interviewing only 1 out of every 10 em­
ployees. In the next smaller size group, half of all 
employees were sampled. In groups below that size, 
questionnaires were distributed to all workers . In cases 
in which a sample of workers was required, the em­
ployer was given a procedure for selecting every "nth" 
employee from the roster after a random start. 

The sampling plan for the after survey was similar 
except that large firms were given the option of select­
ing a sample of employees or distributing to everyone, 
which was sometimes easier. 

EMPLOYER COOPERATION 
The cooperation of employers in this survey was ex­
cellent. The definition of cooperation includes only em­
ployers who both agreed to participate in the survey and 
were able to elicit some response from their employees. 
As the data given in Table 2 show, almost three out of 
every four establishments that received questionnaires 
had at least some employees who responded. It is as­
sumed that, in the remainder of the establishments, the 
employer either failed to distribute the questionnaires 
or did not sufficiently encourage employees to partici­
pate. 
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Table 3. Rate of employee response. 

Number of 
Type of Business Employees 

Service 4877 
Transportation, 

comm unicatio11t 
utilities 1915 

Trade 1555 
Finance, insurance, 

real estate 989 
Industrial _J_g 

Total 
Before survey 9848 
After survey 

When employers in the before survey were classified 
by five major industry types, only the trade category 
showed a response that was below average-46 percent, 
or slightly less than a majority. The highest response 
rate-93 percent-occurred among transportation, com­
munication, and utility (TCU} firms. TCU firms may 
feel obligated to cooperate because most of them are 
government regulated. The second highest rate of em­
ployer cooperation-84 percent-occurred in the finance, 
insurance, and real estate group. This group is also 
regulated by the government but not to the same extent 
as the TCU group. Seventy-eight percent of service es­
tablishments, which account for almost half of all pri­
vate business locations in central Washington, cooper­
ated in the survey. Finally, industrial employers, who 
are relatively rare in the central area, cooperated in the 
survey at about the same rate as that for all employers 
combined. 

If these findings have general applicability, it appears 
that most establishments of the office type are very will­
ing to cooperate in such a workplace survey. The lowest 
response rate was among retailers, whose employees 
do not have the same type of permanent work status as 
oifice workers. In adilitiou, theii· sala1·y scales a:re 
ralher low, and they may employ illegal aliens or 
people who are not supposed to be working because they 
receive some form of government benefits. Finally, 
because of the number of business forms used in stores, 
retail employers may prefer not to have large numbers 
of survey forms circulating around. 

Analysis of employer cooperation by size of estab­
lishment in the before survey showed a clear distinction 
between small firms (those with fewer than 10 employees) 
and larger firms. Although small firms had only a 43 
percen( rate of participation, more than 3 out of every 
4 with 10 or more employees cooperated. Within this 
group of large1· firms, there was a generally increasing 
participation rate as the size of firms increased; 88 per­
cent of all the largest employers cooperated in the be­
fore survey and 89 percent in the after survey. The pat­
tern of cooperation in the after survey was almost iden­
tical except for a significantly higher level of coopera­
tion among small firms. Apparently, the fact that a 
member of the survey team scheduled an appointment 
to pick up the completed questionnaires was a subtle 
inducement to cooperate. In the before survey, ques­
tionnaires were returned directly to COG and no further 
visit was made to the site. 

The relationship of participation l'ates by firm size 
within a given industry category (Table 2) confirms the 
patterns identified above for the before su1·vey. Coopera­
tion rates vary among industries, but within a given 
industry they are generally higher for larger businesses. 

Employer Response by Number of Employees 
(~) 

0-9 10-49 50-249 ~ 250 All 

55 40 36 43 40 

22 30 21 42 38 
29 19 26 26 25 

43 44 46 54 48 
38 26 37 34 

43 36 34 41 37 
77 49 39 33 38 

EMPLOYEE RESPONSE 

After all employers from whom no response was re­
ceived were eliminated, it was possible to calculate a 
true response rate as the ratio of questionnaires re­
turned to questionnaires distributed to cooperating 
employers. The overall average in the before survey 
was 37 percent. Although this is only half the rate of 
employer cooperation, it is excellent for such a mail­
back survey. The response rate in the afler i;urv ey 
was an almost identical 38 percent. Like the rate of 
employer cooperation, the response rate in the before 
survey was lowest in trade establishments, where only 
one employee in four participated. In addition to the rea­
sons for this cited above, many retail employees re­
ceive commissions, which means that spending time 
filling out forms could affect their wages. The highest 
response rate came from workers in the finance, in­
surance, and real estate sector, probably because these 
people are the most oriented to filling out forms. The 
other three industrial groups had response rates that 
were clustered in the 34-40 percent range. 

Analysis of the response rate by size of establish­
ment shows a different pn.ttern from that des~ribed 
above (see Table 3). In fact, the highest rate of re­
sponse was found among people who work for small 
businesses: Forty-three percent responded to the be­
fore survey and an impressive 77 percent to the after 
survey. This substantial increase in response appears 
to be the result of personal visits made to the site by 
the survey team in the after survey described above. 
In a small firm, a personal follow-up is very close to 
a personal survey since most employees are located in 
the same general work area. In fact, about half of the 
small firms in the after survey yielded a iOO percent 
response. 

Response rates for larger firms dropped substan­
tially in both surveys although they were consistently 
higher in the after survey for each firm size. Appar­
ently, communications become somewhat more diffi­
cult in larger firms, which makes it more difficult to 
communicate survey goals effectively and thereby 
lowers the response. A possible solution would be to 
sample smaller operating units within large organi­
zations. 

The response rate for the next two largest cate­
gories dropped to 36 and 34 percent, respectively. It 
increased to 41 percent for large employers. The 
high response among people in small businesses may 
reflect the close p1·ox-imity of the staff and, therefox·e, 
better communication of the survey goals. Although 
small firms may cooperate less frequently than 
larger firms, the actual response rate from the 
sampled employees is similar. This is a very im­
portant point because it has been indicated above that 
one of the goals of this technique was to minimize the 



types of selection bias frequently encountered in sur­
veying private residences. 

COSTS 

One of the other major advantages claimed for this 
technique is the cost advantage over more traditional 
techniques. Since mucl1 of tJ1e cost of such a survey 
is bo.rne by the cooperating employer and workers, the 
cost to COG was very low. The average employer dis­
tributed 35 questionnaires to employees, who on the 
average mailed back 11 completed forms. Because 
many of these employers were clustered within walking 
distance of each other, transpo1·tation costs were less 
than $0.50/ site. More important, interviewer pro­
ductivity was high: The initial employer contact could 
be completed in an hour, and frequently two businesses 
per hour could be visited. The salary cost per inter­
view was about $1.25, an order of magnitude lower than 
the cost of obtaining the same data through personal 
interview. 

SUMMARY 

This paper has reported the experience from two lal'ge 
travel surveys of downtown workers conducted through 
the cooperation of employers. The results indicate that 
this technique has some major advantages over more 
traditional home-based interviews. Small businesses 
and retailers showed a lower rate of cooperation than 
other firms if there was no follow-up, but they were 
almost as cooperative as other businesses when they 
were told that a call-back visit would be made to pick 
up completed questionnaires. Once employers received 
the questionnaires, the response rate of workers in 
small businesses was actually much higher than that in 
larger firms. An important measure that seems to in-

crease the response rate is to make the employer 
responsible for collecting completed questionnaires. 
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This approach was not taken in the before survey be­
cause of the possibility that respondents would fear the 
disclosure of confidential information to their employer. 
However, use of this technique in the after survey caused 
no major problems. A similar survey conducted in the 
San Francisco area (which did riot collect as much con­
fidential household data) produced an excellent response 
i·ate or 58 pe1·cent by collecting the questionnaires 
through the employers (3). Finally, because much of 
the cost of this type of survey is absorbed by the em­
ployer, the survey cost to the sponsor is relatively low. 
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Design of Small-Sample Home-Interview 
Travel Surveys 
Michael E. Smith, Federal Railroad Administration, U.S. Department of Transportation 

Procedures for use in designing small-sample home-interview travel 
surveys are described. The following steps are addressed: (a) Decide 
on the purpose of the survey, (b} decide which variables should be 
measured to fulfill the purpose, (c) decide whether a home-interview 
travel survey can adequately measure the variables in question, (d) 
determine the coefficients of variation of the variables in question, 
(e) decide on a level of accuracy and a confidence limit, and (fl 
based on step.s d and e, compute the sample size. Methods for using 
stratifie~ sample frames are also discussed. The techniques are il­
lustrated by using composite data from several urban areas. These 
data indicate that travel demand models can be developed from a 
survey of less than 1000 households. 

The first step in any data collection is to decide on the 
purpose for collecting the data. If this decision is not 
made with the utmost care, there is a real danger that 
the survey will fail to produce the desired results. In 
the past, most origin-destination surveys of the home-

interview type were conducted to replicate travel pat­
terns in an urban area. Great care was taken to ensure 
that the survey instrument-Le., the household ques­
tionnaire-was designed to extract just the right data. 
However, the sample sizes were not usually based on 
their ability to produce desired statistics within a spec­
ified accuracy. Usually 1 out of 10 or 1 out of 20 house­
holds was interviewed, on the basis of past experience 
or judgment, to duplicate travel patterns in the area (1). 
As a result, large sums of money were spent, and a -
large number of data were collected. The relations de­
veloped from these data have resulted in increased 
knowledge about the structure and interdependence of 
variables appropriate for travel demand forecasting. 
TJlis increased knowledge should allow the development 
of procedures for determining sample-size requirements 
by statistical means. 

The purpose of this paper is twofold: (a) to provide 
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the transportation planner with a procedure that uses 
local data to es timate the required s ample size for con­
ducting a home -inte1·view origin- destination (O- D) suney 
a nd (b) to provide the transpor tation planner whose local 
data are limited with typical data needed to determine 
sample s izes. These procedures are based on the sam­
ple sizes required to calibrate travel demand models 
rather than on sample sizes required to duplicate travel 
patterns . Therefore, in following the procedures de­
scribed here the transportation planner will us ually find 
that the sample size required for an 0-D survey is 
smaller than conventionally thought. Thus, application 
of these procedures is likely to result in more cost­
effective data collection and an overall savings of funds 
because fewer data need to be collected. 

The methods described in this paper cannot be used 
to determine sample sizes for all kinds of transporta­
tion surveys, however. Only 0-D su1·veys of the home­
interview type are covered. Before cons ulting these 
methods, therefore, the planner must first decide 
whether such a survey is necessary. In g·enel'al , a 
new 0-D survey is needed if either of the following con­
ditions exists: 

1. There has never been an 0-D t;urvey in the area 
and models cannot be successfully borrowed from an­
other area. 

2. The previous 0-D survey has been used to update 
old, unusabl e models, and the updated models yield un­
satisfactory results. Normally, this occu1·s only when 
the previously collected data are fraught with errors or 
omissions or major land-use and growth changes have 
occurred that have significantly altered travel behavior 
in the area. 

Statistically, sample sizes can be computed if the 
following information is known: {a) the variable to be 
estimated; (b) tJ1e coefficient of variation or, alterna­
tiv ly, the mP.an and standard deviation of the va ·i!1bl ; 
and (c) the desired accura cy level and confidence limits. 
Each of these three components has often been ignored 
in the past. 

The first component is basic. Before any survey is 
begun, one should know what the survey is going to mea­
sure. However, this requirement has often been for­
gotten. Most 0-D surveys in the past were ostensibly 
designed to reproduce "travel patterns". Travel patterns 
may mean desire lines or entries in an 0 - D table . Not 
only is the definition of travel patterns vague but , with 
either definition, travel patterns are also impossible to 
measure with any reasonable degree of accuracy by using 
any reasonably sized 0-D survey. 

The second component is knowledge of the coefficient 
of variation (CV) of the variable being measured. When 
earlier surveys were taken, there was no such knowledge. 
Now, however, CVs of all kinds of variables related to 
transportation planning can be derived from past surveys 
in the same or similar areas. The procedures outlined 
in this paper assume such knowledge. If these data are 
unavailable in a particular area, the CVs shown in the 
examples in this paper can be used. 

When the value of a particular variable is to be mea­
sured by a survey, the desired level of accuracy and 
confidence limit should be selected beforehand. An ac­
curacy level is the percentage of sampling error that is 
acceptable to the analyst. For example, it may be de­
cided that enough samples should be collected to esti­
mate the average household trip rate to within ±10 per­
cent. That is, if a trip rate of 8.0 trips/household is 
measured, the analyst wants to be reasonably sure that 
the true trip rate is between 7.2 and 8.8. Just how rea­
sonably sure the analyst can be is determined by the 

confidence limit. Suppose a confidence limit of 90 per­
cent is specified. The analyst would then be 90 percent 
sure that the true trip rate actually was between 7.2 and 
8.8. 

Any sample size can be made arbitrarily large by 
specifying a strict level of accuracy and a high confi­
dence limit. Conversely, any sample can be made ar­
bitrarily small by specifying a loose level of accuracy 
and a low confidence limit. Thus, substantial judgment 
is required in selecting the level of accuracy and the 
confidence limit. This is the art of statistically based 
sample-size determination. The important point is that 
selection of these figures quantifies the sampling ac­
curacy of the survey. 

Once the three elements of statistically based sample 
design have been determined, the sample size can be 
computed. The remainder of this paper is devoted to 
determining these three elements for each of the four 
steps in the traditional process of t ravel demand fore­
casting: trip gener ation, trip distribution; mode choice , 
and traffic assignment. The numbers used are compos­
ites taken from data collected in several urban areas. 
If the reader has no similar data for his or her area, 
these composites can be used. 

In computin~ sample sizes, the formula used is 

where 

C = coefficient of variation, 

(1) 

E = accuracy level expressed as a proportion rather 
than a percentage, 

n = number of samples, and 
Z =normal variate . 

The normal variate depends on the confidence limit se­
lected. Knowing the confidence limit, the analyst can 
find the value of Z by using standard statistical tables. 
Equation 1 will be referred to throughout this paper as 
the sampling equation. 

TRIP GENERATION 

Trip generation is dealt with in two phases: trip pro­
duction and trip attraction. Forecasts of total trip at­
tractions are adjusted to agree with trip pr oductions be­
cause the latter are considered more accurate. There­
fore, sample sizes for creating accurate estimates of 
trip-production parameters are discuss ed here. 

Since trip production occurs, by definition, at the 
household level, the appropriate variable to measure is 
trips per household. To measure trips per household to 
a desired level of accuracy, the CV of the variable must 
be known. Usually, the CV can be computed from pre­
viously collected local data. If local data are unavail­
able, a CV from a s imilar area, or an overall average 
of CVs from other areas , can be borrowed. To aid the 
planner who has no local data to use in computing a CV, 
an average CV from several areas is used here. A 
generalized sample size is then computed to illustrate 
the procedures of sample-size calculation. The table 
below gives some of the CVs that have been reported or 
computed: 

CV 

0.28 

0.87 

Variable 

For single-family 
homes only 

For all households 

Source 

Arizona Department of 
Transportation (.2_) 

Nationwide Personal 
Transportation Survey 
(.~) 



CV Variable Source 

0.86 For all households Southwestern Pennsylvania 
Regional Planning 
Commission 

1.07 For all households Manchester, New Hampshire, 
1964 0 -D survey 

1.05 For all households Baltimore 1962 0-D 
survey 

As can be seen, the computation of a generalized 
sample size is confounded by the variety of CVs avail­
able (2, 3). Except for the first CV, which is for single­
familyhomes, all the CVs are close to 1. So, from this 
point on, sample sizes needed to compute trip rates will 
be based on a CV of 1. 

The next step in computing a sample size to measure 
trip production is to decide on a level of accuracy and a 
confidence limit. This is the most difficult step in the 
process. These two parameters must be specified sub­
jectively. To do this, the precise meaning and effect of 
each term need to be fully understood. 

Level of accuracy has already been described and 
needs no further amplification. If a confidence limit of 
50 percent is specified, half of the samples drawn will 
yield a statistic within the desired level of accuracy. 
This is the same confi.dence that would be generated by 
flipping a coin. Therefore, a stricter confidence limit 
is usually set. Confidence limits of 90, 95, and 99 per­
cent are most often used. At a 90 percent confidence 
limit, 9 out of 10 sample groups will yield statistics 
within the desired level of accuracy; at 9 5 percent, the 
ratio is 19 out of 20; and at 99 percent, the ratio is 99 
out of 100. Since sample size increases e:xponentially 
as the 100 percent confidence limit is approached, very 
strict confidence limits are seldom used; they are simply 
not worth the extra effort. For illustration, the 90 per­
cent confidence limit is used in this paper for all sample­
size calculations. 

In computing a trip rate, high levels of accuracy 
should be set because the entire model sequence is 
driven by the number of trips generated. Accurate trip­
generation rates do not, however, guarantee the produc­
tion of a good set of models. For purposes of analysis 
in this paper, an accuracy level of 5 percent was chosen. 
Coupling this figure with a 90 percent confidence limit 
and a CV of 1, the sample size is computed by us ing 
Equation 1, where C = 1.00, Z (which depends on con­
fidence limit a) = 1.645 (for a = 90 percent), and E = ac­
curacr level as pr oportion = 0.05, 01' n = (1.0)2 (1.645)2

/ 

(0.0 5) = 1084. So about 1000 samples will produce a 
trip-rate estimate to a tolerance of :!:5 percent 90 per­
cent of the time. 

This procedure is fine if only a current estimate of 
the total number of trips per day in a given area is 
needed. However, a forecast of travel is usually de­
sired. Therefore, the base-year trip rate is usually 
related to some of the other variables collected in the 
survey. These variables most commonly include auto­
mobile ownership, household income, and family size. 
If trip rates are cross-classified by automobile owner­
ship and income, as in the table below, an estimate of 
each trip rate is desired: 

Automobiles Owned 

Income 0 ;;. 2 
-

Low 1.20 4.42 8.50 
Medium 2.62 6.57 9.69 
High 2.97 7.79 11.21 

Each trip rate, however, does not have to conform to 
the same strict level of accuracy as the overall trip rate. 
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Instead, a statis tical technique for calculating sample 
sizes based on a s tratified sample (in this case, strati­
fied by incotne and automobile ownership) can be used. 
To use this technique, an overall level of accuracy is 
first selected. In this case, as before, it is assumed 
that the overall trip rate must be known to within 5 
percent. 

The next step is to compute a set of modified CVs, 
one for each cell. These CVs are modified in that they 
are computed by dividing each cell standard deviation 
not by each cell mean but by the overall mean. In con­
ducting the background research for this paper, it was 
found that the set of modified CVs for trip rates cross­
classified by income and automobile ownership were 
very similar for each urbanized area tested. A matrix 
of the average modified CVs computed is given below: 

Automobiles Owned 

Income 0 1 ;. 2 

Low 0.31 0.72 1.02 
Medium 0.40 0.92 1.26 
High 0.45 0.99 1.24 

After the matrix of modified CVs is obtained, an es­
timate of cell frequencies is needed. This requirement 
is based on the idea that cells that contain few house­
holds (such as the high-income, zero-automobiles cell) 
will not require estimates as stringent as those for more 
frequent cells . A r ealistic example of cell frequencies 
(i.e. , an average of several areas) is given below: 

Automobiles Owned 

Income 0 ;;. 2 

Low 0.124 0.124 0.023 
Medium 0.026 0.266 0.125 
High 0.010 0.150 0.152 

Use of Equation 1 requires a single CV, designated 
by C in the formula. In this case, however, many co­
efficients of variation are available. To get a single 
measure, each modified CV is multiplied by the corre­
sponding cell frequency. The sum of the products is 
then the measure desired. 

Thus, C* = !:f1C11 where i =cell index, f 1 = frequency 
of cell i, and C1 = modified CV for cell i. C* is then 
used in the sampling eguation: n = C*2 Z2/ E2

, or n = 
F C*2

, where F = (Z/ E)2
• The table below gives values 

of F: 

Level of Sample-Size Factors by Confidence Limit 

Accuracy 99 95 90 68 
(%) Percent Percent Percent Percent 

1 66 306 38 416 27 060 10000 
5 2 652 1 537 1 082 400 

10 663.1 384.2 270.6 100 
25 106.1 61.5 43.3 16 

The application of these procedures is illustrated by 
the following step-by-step example, in which the data 
given in the second, third, and fourth tables above are 
used: 

1. Enter the modified CVs (C1) for each cell of the 
cross-classification matrix into column 3 of the work­
sheet given in Table 1. This worksheet is designed for 
analysis of a nine-cell matrix; for larger matrices, a 
larger worksheet would be used. The cell number that 
has the largest CV should be entered in the "critical 
cell" line. 
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Table 1. Worksheet for 
Full computing sample size. Standard Modified Frequency Factor Wei~ht Optimal Expected Random 

C ell Deviation CV(C,) (f,) (f1C,)" (W,) Allocation' Frequency " Samplee 

1 0.31 0.124 0.038 0.042 37 110 154 
2 0.72 0 .124 0.089 0 .098 87 110 154 
3 1.02 0.023 0.023 0.025 23 20 28 
4 0.40 0.026 0.010 0.011 10 23 3Z 
5 0.92 0.266 0.246 0 .271 240 236 329 
6 1.26 0 .125 0.158 0.175 155 111 155 
7 0.45 0.010 0 .005 0.006 5 9 12 
a 0 .99 0 .150 0.149 0.165 146 133 186 
9 1.24 0.152 0.188 0.208 184 13 5 189 
Sum 0.905 1.000 887 887 1239 
Critical 6 

cell 

• Column 3 x column 4. bColumn 5 /T. f,C,. c(Column 5}xn. 0 (Column 4 )xn. " (Column 4 )xe. 

2. Enter the cell frequencies (f1) in column 4. 
3. Multiply each CV in column 2 by the corresponding 

frequency in column 3. Record each product in column 5. 
Sum the entries in column 5, and record the sum at the 
bottom of the column. This sum is C*. 

4. Choose a desired level of accuracy and confidence 
limit. In this case, ±5 percent level of accuracy and a 
confidence limit of 90 percent have been chosen. 

5. Find the sample-size factor F (from the table in 
the text above) given the accuracy level and confidence 
limit. In this case, F = 1082. 

6. Multiply F by the square of C*. The result is the 
sample size, i.e., n = FC*2 = (1082) (0.905)2 = 887. 

The resulting sample size of 887 is smaller than the 
1084 computed for the simple, unclassified sample. 
There is a price that must be paid for this reduction, 
however. The sample size of 887 is for an optimally 
allocated sample; that is, the sample units must be se­
lected in such a way that each cell in the cross­
classification matrix contains an optimal number of 
samples. To determine this allocation, first divide 
each f 1C1 by the sum I:f1C1• The resulting weights Wu 
when multiplied by the total number of samples (887 in 
this case), will yield the optimal allocation of samples. 
How to compute the optimal allocation of the sample and 
analyze the results is shown in the following continuation 
of the step-by-step example: 

7. Divide each f 1C1 by the sum of the f 1C1 entries. 
Record the answers in column 6 of the worksheet, 
labeled W1 • Fo1· example, W = (fiCi/Ef1C1) = (0.038/ 
0. 90 5) = 0. 042 . As a check, the sum of the W s' s should 
be 1.0. 

8. Multiply each W1 by 887 (total samples fr om 
step 6), and round it off to the nearest integer. Record 
each product in column 7 of the worksheet. This is the 
number of samples required for each cell. As a check, 
the sum of the cell samples should be equal to the total 
number of samples (in this case, 887). 

9. Multiply each f 1 (see column 4 of the worksheet 
in Table 1) by the total sample size from step 6 above 
(in this case, 887). Record each product in column 7. 
This is the number of households that could be expected 
to fall in the various categories if a random sample of 
887 households were drawn. So, if 887 households are 
drawn at random, 135 of them will be expected to fall in 
cell 9. But 184 samples are needed in this cell (see 
column 7 of the worksheet). Other cells will also be 
short of samples if a random sample of 887 is drawn. 

10. The cell in which the shortfall of samples is 
most critical needs to be identified. In column 3 of 
Table 1, cell 6 was found to have the largest modified 
CV (see step 4). This is the critical cell. 

11. The next step is to determine how much of a 

shortfall exists in the critical cell. To 'find out, divide 
the samples requfred (column 7) by the expected fre ­
quency (colum11 8) for the critical cell. In this case, 
the shortfall ratio is 155/111 = 1.396. Thus, the ex­
pected frequency for cell 6 falls short of the required 
number of samples by 39.6 percent. 

12. Multiply each expected frequency in column 8 of 
the worksheet by the shortfall ratio found in step 11 
above. Record the results for each cell in column 9. 
Sum the results. This sum represents the total number 
of random samples required to obtain sufficient samples 
in the critical cell. In this case, 1239 samples are re­
quired. 

The number of samples required, computed by the 
above steps, is somewhat misleading. Although 1239 
random samples are needed to produce the correct num­
ber of households in the critical cell, all other cells will 
have more samples than are needed to produce the over­
all trip rate within the desired accuracy and confidence 
limits. For example, 330 of the 1239 samples will fall 
in cell 5, but only 240 samples are required in that cell. 

This excess can be handled in two ways. The fil'st 
way is to conduct interviews at all 1239 households. Al­
though more than the minimal data are collected, the 
data are at least sufficient to produce the desired sta­
tistic within the desired confidence and accuracy limits. 
But conducting complete interviews at all 1239 house­
holds may not be cost effective. A multistage sample 
design may be a better choice. 

A multistage sample design consists of the following 
stages: 

1. Collect a small amount of information from a 
large sample. 

2. Stratify the households interviewed in stage 1 by 
the variables collected. 

3. Identify a subset of households for an in-depth­
interview stage based on the stratification made in 
stage 2. 

In this case, 1239 first-stage interviews would be con­
ducted. In each of the first-stage interviews, only 
enough information would be collected to assign the 
household to an income versus automobile ownership 
cross-classification matrix. After an 1239 households 
were so assigned, 887 of them would be selected for the 
in-depth interview. The number of households to be re­
interviewed in each cell would be determined by the op­
timal allocation of households shown in column 7 of 
Table 1. 

Alternatively, a multistage sample design can be per­
formed by using a branched questionnaire. The inter­
viewer asks enough questions to determine the category 
to which the household belongs. If the quota established 
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Figure 1. Sample rates for trip distribution. 
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for households in that category has been filled, the inter­
viewer stops there and goes on to the next sample. 

To determine which alternative-the full set of inter­
views or the multistage design-is the more cost 
effective, the following continuation of the step-by-
step procedure is used: 

13. The shortfall ratio computed in step 11 can be 
thought of as an expansion factor e inasmuch as it was 
used to expand the original sample size. The cost­
effectiveness of the multistage procedure depends on e 
according to the following formula: r = [ e/(e - 1)] 
[1.396/(1.396 - 1)] = 3.53, where r is the cost­
effectiveness ratio . 

14. Divide the actual cost of an in-depth survey by 
the actual cost of a first-stage survey to yield the survey 
cost i·atio R. In this case, assume a first-stage survey 
costs $10 and an in-depth survey costs $33. Then, 
R = 33/ 10 = 3.3. 

15 . If R is greater than the cost-effectiveness ratio 
r, conduct the survey according to a multistage sample 
design. Since in this case R < r, a multistage sample 
design would not be used . Instead, in-depth interviews 
would be conducted at all 1239 households. It should be 
noted, however, that the difference between Rand r is 
very small in this case. Since the procedure for com­
puting Rand r used estimated figures, the analyst may, 
in this case, want to consider other, more subjective 
criteria before making a decision on which sampling 
method to use . 

TRIP DISTRIBUTION 

One way to approach sample-size determination for es­
timating patterns of trip distribution is to presume that 
the number of trips in each cell of the 0-D matrix is to 
be determined within an acceptable degree of precision. 
Figure 1 shows the sample size required in making such 
an estimation. In the graph, L represents the number 
of trips expected for a given interchange. Thus, if an 
interchange that is expected to have a volume of about 
1000 trips is to be measured to within 25 percent at 90 
percent confidence, an R of 4.3 percent is required. The 
sampling rate is based on randomly selected trips rather 
than randomly selected households. If households are 

1000 2000 5000 10,000 20,000 50,000 100,000 
L •NO. OF TRIPS 

used as the primary sampling units, trip clusters will 
be measured; therefore, some of the variance will not 
be accounted for, and the sample size required will be 
greater . 

The preceding argument shows that, even for very 
large interchange volumes, a high sampling rate is re­
quired to produce acceptable volume estimates. For 
ordinary volumes on the order of 20-30 per cell, the 
required sampling rate approaches 100 percent. It is 
not feasible, therefore, to produce an accurate 0-D trip 
table from any reasonably sized home-interview survey. 
Even the large surveys conducted in the past had no hope 
of reproducing interchange volumes at the zonal level 
within a reasonable degree of accuracy. 

How, then, are trip interchanges to be measured? 
Since they cannot be measured directly, they must be 
simulated. The most commonly used method of simu­
lating travel patterns is the gravity model. Since cali­
bration of the gravity model depends on the trip-length 
frequency distribution (TLFD), an accurate measure­
ment of TLFD should provide the tool required to pro­
duce a reasonably accurate 0-D trip table. 

The problem with measuring a TLFD to within a 
given level of accuracy is in trying to designate one 
specific variable to measure. A TLFD is, by defini­
tion, a distribution of numbers rather than one single 
number . If, however, one single number can be found 
from which the entire TLFD can be derived, the task of 
sample-size determination will be much easier. 

Fortunately, TLFDs can be derived from a single 
measure. Pearson and others (4) have shown that rea­
sonable estimates of TLFDs, by-trip purpose, can be 
derived from the mean trip length for each purpose. 

Now that the variable to be meas ured is known, the 
coefficient of variation must be calculated. In their re­
search, Pearson and others (4) created a standard TLFD 
for each trip purpose. In the process, they also created 
an implied CV of trip length for each trip purpose. 

Given that the mean trip length, by trip purpose, is 
the variable to measure and given the CVs for each pur­
pose, the only remaining task before computing the sam­
ple size required is to select a level of accuracy and a 
confidence limit. In keeping with the precedent estab­
lished for trip generation, 5 percent accuracy at 90 per­
cent confidence is used here for purposes of analysis. 
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When all three elements of the procedure for deter­
mining sample size are identified, the sample size can 
be determined by using the simple sampling equation, 
Equation 1. In this case, Z = 1.645 and E = 0.05; C and 
the resulting sample sizes are given in the table below: 

Trip Purpose c Sample Size 

Home-based work 0.53 574 
Home-based nonwork 0.58 628 
Mon-home-bas~ 0.63 flR2 

The sample sizes are in trips rather than households. 
In conducting the background research for this report, 
it was found that urban households report an average of 
about 7 trips/day-25 percent being home-based work 
trips, 50 percent being home -based other trips, and 25 
percent being non-home-based trips. By using these 
assumptions, the number of trips by purpose that would 
be generated from the 887 households selected to de­
termine trip rates can be computed. The number of 
trips computed in this way are given below : 

Trip Purpose Trips 

Home-based work 1552 
Home-based nonwork 3104 
Non-home-based 1552 

Total 6209 

As the numbers given above show, far more trips will 
be samples than the number necessary to compute a 
TLFD for each trip purpos e. Therefore, if the number 
of trips per household, or the assumptions about the 
purpose split of trips, is changed slightly, the sample 
size will still be sufficient. In addition, sampling house­
holds to get a sample of trips introduces a clustering 
bias that increases the required sample size. Fortu­
nately, this bias is small for computing mean trip length 
(5). Therefore, the excess samples shown should be 
iilOI'e than sufficient to cover the bias. 

The above analysis shows that a relatively small 
sample can be used to calibrate a gravity model. The 
analysis was based on the estimation, by statistical 
means, of the same sizes required to compute specific 
guantities. Other research performed by Ben and others 
{6) shows empirically that even samples as small as 600 
trips can adequately reproduce a trip-length frequency 
distribution (6). 

MODE CHOICE 

Ther e are thr ee approaches to estimating the sample 
sizes required to measure mode choice: 

1. Measure the number of automobile trips as well 
as the number of transit trips to within a few percent. 

2. In highway planning, measure the percentage of 
transit to within a few percentage points to account for 
the number of automobile trips that the transit system 
is taking off the road. This measurement must be fol­
lowed by a measurement of automobile occupancy. This 
option is particularly useful in smaller urban areas. 

3. Calibrate a model for predicting mode-choice per­
centages under various future transportation options. 

Option 1 is difficult with a home-interview survey. 
In most urban areas, a transit ride is a statistically 
rare event and therefore hard to measure in a home­
interview survey. Data collected in the Nationwide 
Personal Transportation Survey indicate that the aver­
age of ti·ansit tl"ips per household was 0.183 and the 
standard deviation was 0.752. Using these figures, an 

accuracy level of 5 percent, and a confidence limit of 90 
percent yields a sample size of 18 278. Because such 
large sample sizes are required, home-interview sw·­
veys are seldom used to estimate transit demand. 
Therefore, measurement of transit ridership by a home­
interview survey should not be attempted unless (a) be­
caus e of a very high number of transit trips th CV is 
much lower tl1an that Indicated above or (b) the very 
large survey required is coJIBiderecl worth the effort. 

Pursuing option 2 above requires an estimate of t1·an­
sit share (not transit ridership) . For example, suppose 
it is known that transit captures about 20 percent of all 
trips. The rest of the trips, or about 80 percent, go by 
private vehicle (assume that taxis and other pa1·atransit 
modes cany an insignificant share of the trips) . The 
requirement is to estimate the number of private vehicle 
trips to within ±5 percent. This requires the range i.11 
the estimate of percentage of automobile trips to be 76-
84 percent because 4 percent + 80 percent = 0.05. So 
the percentage of automobile trips must be estimated to 
within foul' pe1·centage points . Therefore, the trans it 
share must also be estimated to within four percentage 
points. Since this is an absolute rather than relative 
level of accuracy, a slight modification to the sample­
size formula is required. The formula to use is 

(2) 

whe~re S = standard deviation and d = absolute accuracy 
le,•el/100 percent. 

Applying Equation 2 to the present situation requires 
an estimation of the standard deviation. This estimate 
is given by the formula S = /p*(l - p), where p is the 
estimated percentage of transit (note that, as p de­
creases, so does S and, the1·efore, nL In this case, 
S = l(0.2) * (0.8) = 0.4. In addition, d = 0.04 and Z = 
1.645 (fo1· 90 t,iercent confidence). Therefore, n = 
(1-645), (0.04)-/ (0.04)2 = 271 trips. 

It is apparent that the nu.mber of trips to be sampled 
'is fP. r f ew0 r t han th!-! number of trips that would be gen­
erated, for any given purpose, by the 887 ho11s eholc1s 
identified in the trip-generation s ection. An adequate 
estimate of transit share can thus be made from a small­
sample home-interview survey as long as the percentage 
of transit trips is relatively low. 

The next step in option 2 is to measure automobile oc­
cupancy. According to Nationwide Personal Transporta­
tion Survey data on the frequency of various automobile­
occupaucy figures (7), the CV of this variable is 0. 69. 
ff Z = 1.645 and E =0.05, the. required sample si.ze is 
725 trips. Again, the 887-11ousehold samples for trip 
production should provide more than enough data. 

Thus, it is possible to measure the impact of mode 
choice on the highway system by using a home-interview 
survey of reasoua'ble size. Usually, however, a fore­
cast of mode choice under various policy alternatives is 
required, and this brings us to a discussion of sample­
size requirements for option 3. 

Usually, a separate mode-choice model is calibrated 
for each trip purpose. Unlike gravity models, mode.­
choice models do not have an easily measurable statistic 
on which they are calibrated. The most popular mode­
choice model available is the logit model, which is cali­
brated on the basis of the maxi.mum lilcelUiood (ML) sta­
tistic. Since an ML statistic requires a calibrated logit 
model for computation, it is not possible to decide be­
forehand how many samples to collect to estimate the 
statistic. 

Although the required sample size for logit modeling 
is difficult to derive theoretically, a r eas onable i·ange of 
required samples can be deter min d from pasl i·esear ch 
in model calib1·ation. In mode-choice modeling with data 



bases that contain trips (rather than households) as the 
primary observation unit, about 100-400 samples have 
been used to calibrate adequate models (8-10) . Other 
logit models have been s uccessfully calibr ated by using 
data from about 500 -1300 households (.!_!, 12). Thus, it 
seems i·easonable to be able to produce a n adequate 
model by using the 887 households required to develop 
production models. 

TRAFFIC ASSIGNMENT 

The process of traffic assignment starts with a trip 
table. Since it has been determined that an accurate 
tr ip table cannot be produced directl y from an 0 -D sur­
vey (unless a sample size approaching 100 per cent is 
used), it follows that route assignments cannot be ac­
curately determined directly from a reasonably sized 
0-D survey. Further support for this conclusion is 
available from a set of curves developed by Sosslau and 
Brokke (13) . These curves s how that estimating a vol­
ume of 1000 vehicles / day to within "'10 percent requires 
a sample of at least 20 percent of the dwelling units in 
the area. 

Since it is not possible to develop accurate link vol­
umes from a reasonably sized 0-D survey of the home­
interview type, the sample required to measure variables 
used in assigning traffic from a simulated trip table 
needs to be determined. The variables used are, how­
ever, system variables-usually travel time. Since 
traffic assignments are done on the basis of travel times 
taken from the coded network, data collected in the home 
interview do not affect the accuracy of traffic assignment 
as long as an accurate trip table can be synthesized from 
the data. 

CONCLUSIONS 

It has been determined that 900-1200 home-interview 
samples are sufficient to develop a cross-classification 
model for trip generation based on automobile ownership 
and income, depending on whether a simple random sam­
ple or a multistage sample is taken. It has also been 
shown that, for the purpose of travel demand forecasting, 
this sample size is sufficient for calibrating trip­
distribution and mode-choice models. For traffic as­
signment modeling, the size of the home-interview sur­
vey is relevant only to the extent that an accurate trip 
table can be simulated. Computation of the sample sizes 
required is based on average measures of variability 
taken from several areas around the country. If varia­
bility (CV) is greater in the particular area where these 
procedures are being applied, a larger sample size will 
be required; if variability is less, the sample size re­
quired will be smaller. 

If an 0-D survey of the home-interview type is in­
tended for more than or other than the purpose of cali­
brating travel demand models, other constraints need 
to be considered. For example, if the overall trip rate 
is being monitored, about 1100 samples are sufficient. 
But, if a trip rate for each of several jurisdictions is to 
be monitored, 1100 samples in each jurisdiction are 
required. 

There are some transportation questions that cannot 
be cost effectively answered by using an 0-D survey of 
the home-interview type. For example, vehicle kilo­
meters of travel is most effectively measured where it 
occurs-on the street. Other methods of sample-size 
determination are applicable in that case. A complete 
discussion of street sampling to determine vehicle 
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travel is presented elsewhere (14). 
Clearly, several things musfbe done before the pro­

cedures in this report can be applied . The planner must 
first decide on the purpose of the survey and must then 
determine what variable(s) to measure to respond to 
that purpose. If it is then determined that the variables 
in question are amenable to an 0-D survey of the home­
interview type, the p1·ocedures in this report are appli­
cable. But to apply these procedures, the analyst must 
develop an estimate of the variability in the quantity 
being measured. 
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Recently, there have been important policy developments 
regarding the planning and p1·ovision of transportation 
se1·vices for the elderly and the handicapped. Numerous 
experiments, notably the Se1'Vice and Methods Demon­
strations pl'Oj ects of the Urban Mass Transportation Ad­
ministration (UMTA), have tested the worth of special 
transportation services for the elderly and the handi­
capped. Despite significant work in this area, much 
i·emains to be learned about the t ravel demand charac­
teristlcs-1. e., th~ mobility-of such persons. This 
information is needed to design transportation systems 
that will enhance travel mobility. Improved mobility 
means not only more travel but also increased travel 
options, such as using prefened or more dependable 
modes, traveling to more attractive destinations, making 
mo1·e trips for certain purposes, and malting trips at 
more convenient times of the day or week. 

Measuring changes in travel mobility with statistical 
reliability depends heavily on the quality of the data. 
The quality of data is important because the changes 
being monitored are subtle in relation to backgl·ound 
factors. Methods generally used fo1· collecting travel 
data to assess changes in mobility have consisted of 
11 rcfrospective" t ravPl surveys and, nf 1 si;;er i·ele­
v:ince, on-board user su :veys . Because these methods 
have not provided stat istically reliable estimates of 
improvements in mobility, the evaluation of alterna­
tive service co11cepts has been limited. 

The retrospective technique produces a high level 
of val'iability among individuals and their trip rates . 
In addition, when individuals are asked to recall travel 
behavior from a past period, memory lapse becomes 
a factor; if this problem is attacked by reducing the 
repol'ting period to shorter intervals, lhe problem of 
measurement is exacerba ed by inc1·eased time-oI­
month variability (1) . 

This paper }JroJ)Oses a potential improvement in the 
data collection method to overcome these problems: 
recording travel data in a travel diary. A travel diary 
is a log in which the individual traveler records each 
trip made over a specified period o:Ctime. Because 
trips are i·eco1·ded at or near the time tbey are made, 
the diary produces an accu1·ate description of actual 
trip-making behavior. In addition, because the diary 
is typically compiled over a n extended period of time, 
random vaiiations in travel over time are greatly 
reduced. 

The applicability of travel diaries to the analysis 
of the mobility of the elderly and the handicap~Jed 
has been discussed by Kirby and McGillivray (2) and 
Crain and Associates (3). This paper reports on the 
planning and implementation of a before-and-after 
survey that incorporated diary techniques as part of 
the evaluation of a user-side-subsidy demonstration 
project in Lawrence, Massaclmsetts, under the UMTA 
Service and Methods Demonstrations Program (4). 
The study plan called for the diary survey to be -ad-

ministered once before the start of the project and 
again a year after the project had been in operation 
so that changes in travel behavio1· as a result of the 
demonstration project could be evaluated. 

PREVIOUS USE OF TRAVEL DIARIES 

There are, of course, practical reasons why diaries 
have not enjoyed more widespread use, such as the 
difficulties in identifying an appropriate and willing 
sample, the risk of dissolution of the sample before 
the end of the survey period, and the potentially high 
costs of administration, quality control, and respon­
dent incentives. Our research uncovered few previous 
attempts to use travel diaries in surveys, particularly 
for periods of a week or more. Three noteworthy 
attempts were reviewed: the disaggregate data set pilot 
test by the state University of New York at Buffalo, the 
London T rnnsport Survey (L TS) (5), and the 1966 Skokie 
travel survey (6) . -

The Buffalo-pilot survey experimented with 7-day and 
24-h trip logs. A substantial number of data items 
were requested for each trip. No incentives for par­
ticipation were offered, and no surveillance was main­
tained during the survey. The LTS requested only 
transit trip data; it experimented with two different 
instrument formats and two incentive schemes but 
maintained no surveillance over respondents. In 
Skokie, the effects of different instrument formats, 
incentive plans, and levels of surveillance were mea­
sured, and survey !arms in open-ended and categorical 
response format were tested. Three levels of eco­
nomic incentive-from $3.50 to $11.50 (total compen­
sationl-as well as a no-incentive strategy were tested. 
The highest l evel of incentive was provided to only 8 
percent of the sample; the average incentive received 
by participants was $5.18, and the median was $3.50 . 
Different levels of surveillance of respondents were 
also examined: Households were visited one, two, or 
three times a week for inspection and collection of 
forms. 

Several lessons emerged from these surveys. The 
Buffalo survey had the lowest success rate of those 
studied, presumably because of the amount of data re­
quested and the absence of surveillance or incentives. 
The LTS had the highest success rate, perhaps because 
of the public spirit of transit riders and the limited 
data requested in the survey. Of all individuals con­
tacted in the London survey, 98 percent accepted the 
travel diaries and 81.5 percent completed the survey. 
The Skokie survey (in a relatively affluent suburb) had 
a scope and organization closest to those planned for 
use in Lawrence. About half of all the people initially 
contacted (56. 7 percent) agreed to participate, and 50.8 
percent of these eventually completed the survey. 



SURVEY DESIGN 

In designing the diary survey in Lawrence-an older, 
low-income city-we first assumed that some kind of 
compensation was essential, since the Buffalo survey 
produced virtually no response and a very poor re­
sponse resulted in the zero-compensation group in the 
Skokie survey. It also appeared that higher incentives 
improved response and that payment schemes that 
offered a completion "bonus" were more effective in 
sustaining participation. Consequently, a total com­
pensation of $ 20, divided into a $ 5 beginning payment 
and a $15 completion bonus, was offered. This amount 
was much higher than the average participant's com­
pensation in Skokie, even after adjusting for inflation. 

The Skokie survey concluded that surveillance was a 
very important factor in completion of the survey. How­
ever, since the city of Lawrence could more easily pro­
vide cash incentives than it could provide the personnel 
that were necessary for Skokie's higher levels of sur­
veillance, a somewhat higher level of incentive was 
provided. Surveillance was limited to once-a-week 
visits to each household. 

The final lesson learned from previous efforts was 
that survey forms should be kept as concise as pos­
sible. The Buffalo experience did not support the use 
of detailed travel logs, whereas the LTS achieved high 
reporting rates with simple forms. The Skokie experi­
ment encountered problems with more ambitious data 
elements, such as route description and start-end 
times. In addition, the categorical response format 
(multiple choice) was not as effective as an "open­
ended" approach. 

SURVEY MATERIALS 

As a result of the above considerations, the diary log 
for the Lawrence survey was designed to be as concise 
and simple as possible. The trip information requested 
included origin, destination, travel mode, trip purpose, 
and start time. Travel time could be calculated from 
external sources at some later time if desired. For 
trip purpose and travel mode, respondents were per­
mitted to word responses freely rather than select 
from categories. Descriptions of origin and destina­
tion were to give just enough detail so that the loca­
tion could be found on the map or in the city directory . 
.A unique predated and prenumbered log sheet was 
supplied for each day of travel reporting. Sheets were 
printed on paper of different colors for each of the 
four weeks of the survey to facilitate identification 
when the forms were detached from the diary booklet 
and turned in at the end of each week's reporting. 

Before the travel diary was filled out, each survey 
participant was administered a background question­
naire that collected data on age, sex, income, employ­
ment, handicaps, driver status, and the location, com­
position, automobile ownership, and income charac­
teristics of the respondent's household. The ques­
tionnaire also recorded information on the individual's 
past travel behavior by means of a retrospective log 
that summarized all travel over the previous 3- or 
7-day period. This was done to allow comparison be­
tween the reporting accuracy of diaries and that of 
retrospective logs. 

SAMPLE REQUIREMENTS 

Sample size was calculated to enable statistical testing 
of changes in travel behavior as a result of the user­
side-subsidy project. Sample size was based on the 
number of individuals needed to measure a change in 
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total monthly trip generation from the diary results 
for the entire sample on the order of a 5 percent in­
crease by using a t-test and a 95 percent level of con­
fidence. It was determined that, if a before-and-after 
paired sample could be "empaneled", complete records 
from 180 individuals would be needed; for independent 
samples, 240 individuals were necessary. Given the 
planned levels of incentive and reimbursement, a 20 
percent drop-out rate and 10 percent unusable returns 
during the course of the survey were assumed. Thus, 
it was necessary to have a starting population of 320 
for the independent sample. A 15 percent before-and­
after attrition rate was assumed for the panel, which 
brought the required starting size to 260. The figure 
of 320 was selected as the design sample size given the 
uncertainties with the panel. The sample was to be 
stratified to include approximately two-thirds elderly 
and one-third nonelderly handicapped, roughly the ratio 
in the general population. 

IMPLEMENTATION 

The survey field plan had four stages: preliminary 
screening, field contact and training for the pilot test, 
conduct and review of the pilot test, and conduct of the 
main survey. Separate processes were used to identify 
the elderly and the nonelderly handicapped portions of 
the sample. 

The sample of elderly individuals was selected from 
the names of persons 65 years of age or over in the 
Lawrence city directory by using a random start and 
skip interval technique. Of 714 names drawn from the 
directory, 485 resided in households with telephones 
and 229 did not. Each of the 485 persons with tele­
phones were contacted for a 2-min screening interview. 
Of these, 321 of the telephone contacts agreed to accept 
a home visit from an interviewer and 194 subsequently 
entered into the pilot test. Of the 229 households with­
out telephones, 106 were contacted in person and 28 
entered into the pilot test. 

Nonelderly handicapped participants were located 
through agency channels, civic organizations, nursing 
homes, and other contacts. A sample of 93 nonelderly 
handicapped persons was obtained. Individuals in 
wheelchairs and with hearing or sight impediments may 
have been underrepresented because of difficulties in 
locating such individuals. The pilot test was not ad­
ministered to the handicapped sample because of delays 
in sample identification. 

The pilot test was conducted during the two-week 
period before the main survey. Ten interviewers were 
needed to administer the pilot survey to the sample of 
222 elderly individuals. This required an initial 1-h 
contact and a subsequent 1-h revisit, review, and 
action to prepare the individual for the main survey. 
Of the 222 persons sampled, 196 successfully com­
pleted the one-week pilot test and entered the main 
survey along with the 93 nonelderly handicapped. No 
major flaws were observed in the survey materials or 
approach as a result of the pilot test; thus, the main 
survey proceeded without any change in plans. 

The main survey took place over the entire month of 
May 1978. The staff of interviewers was reduced to 
six during this period. Interviewers were assigned to 
a geographic sector and maintained contact with the 
same individuals throughout the survey (continuing 
contact was later judged to be a very important factor). 
Participants were visited once a week, when forms 
were reviewed and collected. Major literacy or com­
prehension problems were not encountered in the main 
survey; persons who could not meet survey require­
ments or obtain help within the household were elimi-
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nated at the pilot stage. The survey did retain a 
sample of app1·oximately 10 percent of individuals who 
needed daily assistaJ1ce. Ultimately, 195 of the 196 
elderly and 90 of the 93 nonelderly handicapped com­
pleted the main survey. No diary was rejected because 
of unusable results or sloppy or suspicious reporting. 

RESULTS 

Only preliminary analysis of the diary data has been 
carried out to date. Tabulations of average daily trip 
rate by household income and automobile ownership 
have shown the expected relations. Weekly tabulations 
show the decline in the rate of travel from the beginning 
to the end of the month that is typical of travel among 
the elderly and the handicapped. The entire sample of 
elderly and handicapped travelers averaged 99 total 
monthly (one-way) trips with a mode of 60. An initial 
estimate of the standard deviation in total trips is 60, 
or about 60 percent of the mean. Although the mean 
trip rate for our sample, using the one- month diary, 
is as high as or higher than that in other reported sur­
veys of the elderly and the handicapped, the variation 
is less than that reported elsewhere. Crain and As­
sociates (3) describe a standard error in excess of 
the mean trip rate when the three-day-recall log 
method was used. 

Two other initial findings are worth summarizing: 

1. Only 38 percent of all trips were "return to 
home". This implies that 24 percent of trips were 
links in a travel chain, and at least 30 percent of all 
round trips had multiple destinations. The diary 
method of data collection is particularly effective in 
capturing this characteristic of travel behavior. 

2. Although not all respondents to this "before" 
diary survey have joined the user-side-subsidy proj­
ect, the same proportion have registered as in the 
population at large, or about 25 percent (the survey 
was conducted before demonstration project enroll­
ment efforts began). 

The total cost of the diary survey was $24 000, and 
this was broken down as follows: 

Item 

Telephone screening 
Initial household visit 
Return visit after pilot test 
Main survey surveillance and quality control 
Incentives 
Other direct costs including data coding 

Total 

Cost($) 

2 100 
3 750 
2100 
6 BOO 
5 250 
4000 

24000 

For the 285 completed one-month diary surveys and 
the 315 sociodemographic and retrospective travel 
questionnaires, these costs represent approximately 
$77/ usable diary and $6/usable survey questiormaire. 
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