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Prediction of Effects of Bus- Priority 
Schemes by Using Computer 
Simulation Techniques 
R. J. Salter, School of Civil Engineering, University of Bradford, West 

Yorkshire, England 
J. Shahi, Tehran Institute of Technology 

This paper describes a computer program that predicts the effect of 
bus-priority measures applied to an urban highway network. The pro­
gram predicts the travel times of buses and other vehicles along a high­
way network that has different types of intersection controls, with or 
without bus-priority schemes in operation. The paper describes how the 
program will allow transportation planners to assess the likely effects of 
proposed priority measures from a comparison of travel times through a 
complex highway system by use of a model that computes the journey 
times of buses and other vehicles over a network that is composed of 
highway links that have priority, roundabout, or signal control at the in­
tersections. The model follows the progress of each bus along a given 
route as it repeats the cycle from one bus stop to the next for various 
traffic conditions. Details of the master computer program and the asso­
ciated subroutines are given together with details of validation studies 
carried out on the outer ring road of the city of Bradford. To demon­
strate the practical use of the program, details are given of the effect of 
bus-priority schemes on average delay, queue lengths, and bus travel 
times for the following highway and traffic situations: (a) priority inter­
sections where the nearside lane of the minor road is allocated to buses 
for different traffic flow conditions and different lengths of priority 
lanes, (b) signalized intersections that have two or three approach lanes 
where the nearside lane of one approach road is allocated to buses for 
different traffic flow conditions and different lengths of priority lane, 
and (c) a 2-km length of bus route, which includes three signalized inter­
sections and eight bus stops for differing traffic volumes and proportions 
of buses in the traffic flow. Details of the program output are given to 
demonstrate that the simulation model is flexible enough to study any 
particular section of a highway that may incorporate bus priority. 

All developed countries have experienced growth of 
private automobile ownership and an increase in the 
amount of traveling undertaken by the individual. The 
result has been an increased role for the· private auto­
mobile and a decreased role for public transport in 
fulfilling today's transportation demands. In urban 
areas more vehicles are using the street system, which 
has caused an accompanying growth in congestion, 
noise, fumes, and accidents. The resulting decrease 
in environmental standards has decreased considerably 
the attractiveness of towns as places of employment, 
recreation, and residence. 

In an attempt to reverse (or at least halt) this trend, 
a particular effort has been made to make public 
transportation more convenient, more comfortable, 
and more reliable and so provide a level of service 
that is competitive with the private automobile. 

A major attempt to restore the level of service of 
public transport in many cities has been the assign­
ment of priority on the road system to public transport 
vehicles. These measures include simple traffic 
management (such as the introduction of a traffic­
signal-priority scheme at a junction or a bus-only lane 
on a small part of the road network) and an extensive 
scheme that involves the combination of several bus­
priority schemes on differing sections of the highway 
network. 

In general, the objective has been to determine the 
most beneficial scheme for all users of the highway. 
It is therefore desirable to be able to evaluate such a 
priority scheme before it is implemented rather than 

to use the traditional method of comparing before-and­
after traffic-flow characteristics. 

THE COMPUTER SIMULATION 
MODEL 

Considerable research has already been performed by 
a variety of research organizations on the effects of 
affording priority to buses at intersections controlled 
by traffic signals. Salter and Memom previously re­
ported (!.) research on the effectiveness of a curb-side 
bus-priority lane on a consideration length of a radial 
highway that had three traffic-signal-controlled inter­
sections. For bus-priority measures to produce 
significant benefits on an urban bus route, it is fre­
quently necessary for the priority to extend over a 
considerable length of the route and, with this in mind, 
we have developed a computer simulation model that 
will evaluate the effects of a variety of priority mea­
sures for the whole or part of the route. The model 
considers the effects of priority measures both on 
buses and on their passengers and also on nonbus traffic. 
Particular attention is given in the model to the con­
sequence of bus priority at intersections that may be 
priority, rotary, or signal controlled as these are 
usually the critical parts of the highway network. 

The model follows the progress of each bus in ser­
vice along a particular route as it moves from stop to 
stop on the service route. The model incorporates the 
following distributions: 

1. A distribution that represents the distribution 
over time of passenger arrivals at each bus stop; 

2. A distribution of passenger-boarding times and 
a mechanism that regulates the number of passengers 
that board in accordance with available space in the bus 
(if passengers cannot board the first bus then they form 
the initial queue for the next bus); and 

3. A distribution of passenger alighting times (both 
this distribution and the previous one are varied accord­
ing to the fare collection system and bus type that are 
in operation). 

As a bus travels along the road network, it acceler­
ates away from a bus stop, travels at the running speed 
on the highway (provided it does not arrive at a junc­
tion), decelerates to the next bus stop, and then re­
mains stationary while passengers alight and board. If 
passengers are not waiting, then the deceleration and 
waiting periods are omitted. The running speed for 
buses between intersections is determined from a 
speed-flow relation. If, however, a bus has to pass 
through an intersection, then the progress of the bus 
ceases to be determined by a speed-flow relation and 
instead microscopic simulation is employed. 

Before the bus reaches the area of influence of the 
junction, simulation of nonbus vehicles commences and 
vehicles are generated to predetermined flows and 
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Figure 1. Observed and simulated time-distance diagram for buses 
traveling on a section of the Bradford ring road. 
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turning movements. This ensures that the junction is 
at the correct level of service as the bus passes through 
the junction. The program logic prints out delays and 
queue lengths for buses and other vehicles for each in­
tersection. Vehicles are generated to a predetermined 
headway distribution at a point distant from the junction, 
generally the bus stop immediately prior to the junc­
tion. Each vehicle is assigned a turning movement, a 
speed, and an acceleration and deceleration rate. Uni­
form time scanning is used for this microscopic sec­
tion of the simulation . 

In addition to the more usual consideration of the 
effect of bus priority at signal-controlled intersections, 
this program also allows the effect of bus-priority mea­
sures at priority and roundabout intersections to be 
evaluated. 

A considerable amount of data have to be input to de­
fine the bus route to allow considerable variation in the 
service routes that can be simulated. This information 
includes a schedule of bus stops, distance between stops, 
scheduled departure times, and location of junctions 
relative to adjacent bus stops. Each bus is given a 
maximum speed and a speed-flow relation appropriate 
to the section of the service route on which the bus is 
traveling together with acceleration and deceleration 
rates. Parameters that describe the nature of pas­
senger arrival times, boarding and alighting times, 
and bus capacity are also required. 

Details of the highway also have to be input. These 
include an activity index that describes the traffic char-

Table 1. Observed and simulated bus travel times between bus stops and bus waiting times for bus stops 43-46. 

Bue Stop Numbers 

43- 44 (234 m ) 44-45 (123 m) 45-46"' (307 m) 

Average Bus Travel Average Bue Walt Average Bus Travel Average Bus Wait Average Bus Travel Average Bue Wait 
Time Between Stops (e) Time at Each Stop (s) Time Between Stops (s) Time at Each Stop (s) Time Between stops (e) Time at Each stop (e) 

Time 
(a.m.) Observed Simulated Observed Simulated Observed Simulated Observed Simulated Observed Simulated Observed Simulated 

7:35 42.33 44.66 12.66 9.66 29.00 29 .66 33.66 29.66 48.33 55 .00 29.66 25.66 
7:45 45.00 43.33 8.00 7 .00 25.00 26.00 11.33 10.00 49 .00 50.66 11.33 10.00 
7:55 42.33 46.66 11.66 9.33 24.33 25 .33 8.66 6.00 55 .66 56.66 10.33 9.00 
8:05 41.66 44.00 13.00 7.00 24.00 25.00 12.00 9.33 44 .66 63 .00 12.66 10.00 
8:15 42.33 43.66 9. :13 8.66 25.66 25.33 26.33 18.00 49 .00 45.33 12.00 22 .00 
8:25 41.33 45.00 8.00 7.00 26.33 25 .33 11.33 7.66 42 .00 43 .00 13.00 6.66 
8:35 40.00 41.33 14.00 8.66 27.00 24.00 17.00 14.66 52 .33 41.66 24.00 18.66 
8:45 39.66 41.33 11.00 7.00 23.33 24 .66 11.00 12.33 37 .33 41.33 12.00 21 .66 
8:55 46.00 39.00 10.33 9.00 24.00 27.66 8.66 8.00 36.66 42 .33 10.00 10.00 
9:05 43 .00 39.66 8.00 7.00 24.00 27.33 10.66 12 .00 43.00 40.00 17.00 21.66 

' Priority junction, b Distance from the bus stop before the junction to the stop line = 258 m; distance from the stop line to the next bus stop = 49 m. 

Table 2. Observed and simulated bus travel times between bus stops and bus waiting times for bus stops 46-49. 

8u.o·9top-Nvmben--

46-47''' (297 m) 47-48 (270 m) 48-49 (258 m) 

Average Bue Travel Average Bue Wait Average Bue Travel Average Bue Wait Average Bue Travel Average Bue Wait 
Time Between stops (e) Time at Each stop (e) Time Between stops (e) Time at Each stop (e) Time Between stops (e) Time at Each stop (s) 

Time 
(a.m.) Observed Simulated Observed Simulated Observed Simulated Observed Simulated Observed Simulated Observed Simulated 

7:35 55.00 46.66 16.00 15.00 35.66 35.33 53.66 50.33 39.00 41.00 13.66 12.33 
7:45 60.66 70.00 7.66 7.00 39.66 35.33 18.33 15.33 40 .66 33.66 13.66 15.00 
7:55 66.00 70.00 13.33 13.33 43 .11 45.66 30.00 28.66 39.33 40.33 42.00 36.66 
8:05 58.00 66.33 8.00 7.00 39.66 41.33 7.66 20.00 40.66 36.33 7.00 7.00 
8:15 57.33 55.00 9.66 9.33 34.66 38.00 23.66 18.66 38. 66 39.00 15.00 19.00 
8:25 56.33 60.33 8.00 7.00 42.33 33.60 7.00 12.33 35.00 34.66 14.33 7.66 
8:35 73.33 63.33 11.00 8.66 35.66 36.66 22 .66 16.66 39.33 40.00 2.00 13.00 
8:45 68.00 67.00 11.00 12.00 39.66 40.33 22.68 24.66 40.00 39.33 29.00 10.00 
8:55 62.33 62.66 8.00 7.66 40.33 41.33 18.00 22.33 36 .66 38.33 12.33 16.33 
9:05 56.66 59.66 11.00 27.00 42.10 40.00 22.33 13.00 36.33 37.66 21.33 33.00 

•Signalized intersection. 
11 Distance from the bus stop before the junction to the stop line = 240 m; distance from the stop line to the next bus stop = 57 m. 



Table 3. Observed and simulated bus travel times between bus stops and bus waiting times for bus stops 49-53. 

Bus Stop Numbers 

49- 50' ·"(253 ml 50-51 (310 m) 51-52 (345 m) 52- 53"' (314 m) 

Average Bus Average Bus • Average Bus Aver age Bus Average Bus A verage Bus Average Bus Average Bus 
Travel Time Walt Time at Trave l Time Walt Time at Trave l T ime Wait Time at Travel Time Walt Time at 
Between Stops Each Stop Between Stops Each Stop Betwee n Stops Each Stop Between Stops Each Stop 
(s) (s) (s) (s) (s) (s) (s) (s) 

Time Ob- Simu- Ob- Simu- Ob- Simu- Ob- Si mu- Ob- Sim u- Ob- Si m u- Ob- Simu- Ob- Si mu-
(a.m.) served lated served lated served lated served lated served lated served lated served lated served lated 

7:35 41.33 49 .33 55.66 52 .33 45.33 47.66 20.66 17.00 42.00 44.33 12.66 11.00 58.33 41.00 7.66 7.00 
7:45 51.00 40.66 19.00 21.00 48.33 49 .33 17.66 17.00 42 .66 43 .33 9.33 10.00 37.33 45. 66 20.00 14.33 
7: 55 47.66 66 .33 31.00 28.66 46.33 49 .00 10.66 9.00 41.00 47 .66 27.33 12.00 38.66 38. 33 9.00 7.00 
8:05 40.66 38.00 8.66 9.00 47.00 46.66 7.66 7 .00 43.66 62.66 30.66 19.66 56.33 42 .66 32.00 25.00 
8:15 54.00 46.33 13.66 17 .00 43.00 43.00 7.33 7.00 47.33 41.33 24.00 18.66 55.33 60 .33 12.00 0.00 
8:25 72 .00 68.00 14.00 8.66 41.66 47 .33 11.00 7.66 41.66 41.66 32.66 28.00 61.33 60.00 77 .00 34.00 
6:35 59.66 59 .00 27 .66 24.00 45 .66 51.00 14.33 19.66 49.66 47.33 32 .66 26.66 53 .33 57.00 10.33 8. 66 
8:45 49.66 48.66 29.00 30.66 47.00 49.00 21.66 24.66 46 .00 47.33 33.00 32.66 47 ,66 59 .00 10.00 32. 66 
8:55 47.00 62.33 13.33 9.00 42 .66 47. 33 10.33 19.33 43.00 44. 66 19.00 13.33 65.33 63.00 10.00 9.66 
9:05 60.00 54.33 29.00 25 .00 45 .66 47 .00 19.33 33.00 40 .66 42 . 66 33.00 13 .00 43.00 65 .00 10.00 8.00 

1 Signalizecl intersec tion. 
b Distance from the bus stop before the junct ion to the stop line= 218 m; distance from the stop line to the nex t bus stop • 35 m. 
colstance from the bus stop before the junct ion to the stop line "" 252 m; dista nce from the stop line to the next bus stop= 62 m. 

Table 4. Observed and simulated bus travel times, bus waiting times, and average bus speeds for a section of the route. 

Time at Total Bus Running Time Total Bus Waiting Time Total Bus Travel Time 
Start o! (min) (min) (min) Average Speed (km/h) 
Journey 
(a.m . ) Observed Simulated Observed Simulated Observed Simulated Observed Simulated 

7:35 7 .272 7.242 4.27 3.83 11.52 11.07 14.25 14.83 
7:45 7.32 7.30 2.27 2.11 9. 59 9.41 17.12 17.45 
7:55 7 .41 8.00 3.23 2.66 10.64 10.66 15.43 15.40 
8:05 7 .27 7.77 2.32 2.02 9.59 9.79 17.12 16.77 
8:15 7.46 7 .29 2.55 2.31 10.01 9.60 16.40 17.10 
8:25 7 .67 7.65 3.27 2.11 10.94 9.76 15.00 16.82 
8:35 7.93 7.69 2.93 2.69 10.86 10.38 15.12 15.82 
8:45 7 .31 7.63 3.17 3.47 10.48 11.10 15.66 14.79 
8:55 7.40 7 .81 2.00 2.08 9.40 9.89 17.46 16.60 
9:05 7.23 7 .56 3.02 3.21 10.25 10.77 16.01 14.24 

Mean 4.73 7.59 2.90 2.65 10.33 10.24 15.96 15.98 
SD 0.218 0.25 0.656 0.65 0.69 0.624 1.06 1.12 

Figure 2. Simulated average delay to minor road vehicles at a 
priority junction that incorporates a bus lane. 
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Figure 3. Schematic plan of bus route 1 between bus stop 
46-53. 
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Figure 4. Time saving for passengers during 1 h of bus 
operation between bus stops 46 and 53, assuming 45 pas­
sengers/bus and a bus setback distance at signalized inter­
sections of 40 m. 
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acteristics of the route and influences the speed-flow 
relationship and the traffic flows on each of the links 
together with maximum, mean, and minimum speed on 
each of the links. For each of the junctions it is neces­
sary to define the proportions of turning vehicles and 
the type and size of the junction. For priority junctions, 
including rotary intersections, details of the gap ac­
ceptance distribution are required. For signal­
controlled junctions the cycle time and the effective 
green times for each installation are required. 

Figure 5. Average delay to nonbus traffic at signalized intersections 
before and after the introduction of the bus-priority scheme. 
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After the simulation is complete, the program out­
puts information relating to the performance of the 
simulated system. Included in the normal output of the 
program are 

1. Bus travel time between successive bus stops, 
2. The number of passengers that board and alight 

at each stop together with the maximum queue length 
that occurs at the bus stop during the simulation period, 

3. Bus occupancy along each part of the service 
route, 

4. A measure of the variation of the actual bus time 
schedule from the input schedule, and 

5. A listing of delays and queue lengths for buses 
and other vehicles at intersections. 

The program has been used for an investigation of 
the effects of hypothetical bus-priority measures on the 
outer ring road of the city of Bradford. This ring road 
forms the service route for a bus service that has a 
route length of 1 7 km. During a complete orbit of the 
route a bus passes through 10 signalized intersections, 
four priority junctions, and five roundabouts. 

Data were input into the program to represent the 
layout of the ring road and the bus service along the 
ru . emmrvatiomrwere-mirde-to-detarm1ne-bmrru:n:­
ning times, passenger arrival distributions at bus stops, 
and alighting and boarding times. The model was then 
run to test its ability to reproduce actual bus journey 
times under nonpriority conditions. 

A comparison between observed and simulated bus 
journey times over a section of the ring road during 
the morning peak hour is shown in Figure 1. Good 
agreement can be noted between observed and simulated 
values in this nonpriority case. 

A second comparison was made between the observed 
and simulated bus travel times. In this case a relatively 
small part of the bus route was taken into account. This 
part of the highway (2. 74 km in length) includes three 
signalized intersections, one priority junction, and 11 



bus stops. The first bus stop (bus stop number 43) is a 
timed bus stop, which makes it possible to record the 
exact departure time of buses from this bus stop. 

Observations were carried out during morning peak 
periods (7:30-9:00 a.m.) to consider bus waiting times 
at each bus stop and bus travel times between each two 
successive bus stops. Three different observations 
were carried out for each bus departure time from the 
first bus stop on different weekdays. Subsequent 
simulation results were obtained from the model under 
the same conditions as were observed, and the results 
were compared with observed data in Tables 1-4. 

This comparison shows that the observed and sim­
ulated data are quite close to each other and that the 
model is adequate to represent their vehicle behaviors 
according to the purpose of the study. 

The model is able to predict the effects on all ve­
hicles of bus-priority measures at intersections. In 
addition to the usual form of bus-priority measures at 
traffic-signal-controlled intersections, the model also 
has the ability to predict the effects of bus-priority 
measures at priority junctions. Figure 2 shows the 
simulated variation of average delay to buses and other 
vehicles at a priority junction when the priority bus 
lane terminated 20 m from the "give way" line. The 
mean gap accepted was input as 5 s for left-turning 
vehicles and 6 s for right-turning vehicles. Equal 
flows were assumed in both directions on the major 
road and the simulation was carried out with 30, 50, 
and 70 percent of left-turning vehicles (left-hand rule 
of the road) . 

A section of bus route 1 along the ring road was 
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selected for study in order to assess the usefulness of 
the program in estimating the effect of a bus-only lane 
on bus and passenger travel times. The part of the 
route chosen was located between bus stops 46 and 53 
(as shown in Figure 3). It had a length of approxi­
mately 2 km and included three signalized intersections 
and eight bus stops. A curb-side bus-priority scheme 
was introduced along this section of the ring road. The 
priority lane terminated 40 m from the signal stop lines. 

Reductions in bus-passenger journey times between 
bus stops 46 and 53 due to the introduction of the priority 
scheme for the three cases of 30, 60, and 90 buses/h 
in each direction are shown in Figure 4. Frequently 
when bus-priority schemes are introduced travel time 
is increased for nonbus vehicles. Figure 5 shows the 
increase in delay at the three signalized intersections 
along the priority route after the introduction of the 
bus-priority scheme. 

We believe that the model has demonstrated its 
ability to simulate the effects of bus-priority schemes 
on travel time and delay. We intend to continue the 
work and evaluate future priority schemes. 
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Evaluation of Active Bus-Priority 
Signals 
A. J. Richardson and K. W. Ogden, Department of Civil Engineering, Monash 

University, Clayton, Victoria, Australia 

This paper describes the development and application of a methodology 
for the evaluation of an active bus-priority signal system. Results from a 
demonstration project show the impact of a bus-priority scheme on inter­
section delay and delay variability. Two new measures, perceived delay and 
budgeted delay, are introduced and are shown to have important impli­
cations in the evaluation of bus priority and other transportation system 
management schemes. We conclude that active bus priority is justified 
under a wider range of conditions than has hitherto been considered to be 
the case. 

In recent years, a number of interrelated factors have 
combined forces to change the direction and emphasis 
of transportation planning. The days of seemingly un­
limited expansion of the transportation system are gone. 
In its place are the tasks of maintenance and manage­
ment of the existing transportation system. Although 
some may consider that these tasks are not as exciting 
as the previous growth phase, they are nevertheless 
equally, or perhaps more, demanding of initiative and 
intellectual effort. 

The factors that have brought about this change are 
basically fourfold: 

1. The increasing awareness of the magnitude of 
private transportation as a consumer of liquid fossil 
fuels, 

2. The role of transport vehicles as mobile pollution 
sources, 

3. The economic recession that affected most 
Western countries in the first half of this decade and 
has caused spiralling inflation rates and increasing 
unemployment to be the dominant domestic concerns of 
many governments, and 

4. The emergence of citizen participation as a 
feasible and necessary planning technique. 

For these reasons, and possibly others, this reversal 
in planning directions has taken place. One important 
consequence has been the emergence of transportation 
system management (TSM) as a planning philosophy in 
its own right. As described by Patricelli (!), TSM is 
"preeminently a process for planning and operating" 
whose key objective is the conservation "of fiscal re­
sources, of energy, of environmental quality, and of 
the urban quality of life". 
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TSM has been defined to include a large number of 
project types; however, one category of particular 
interest is the use of traffic management techniques to 
give priority to high-occupancy vehicles (HOV). The 
types of priority technique may include the reservation 
of lanes on freeways or arterial roads, the granting of 
priority access at freeway on-ramps, or the granting 
of priority, by one means or another, at signalized in­
tersections. This paper will concentrate on the final 
category and, in fact, will consider only one particular 
type of intersection priority. However, many of the 
issues raised could be applied equally well to other 
priority techniques. 

BUS-PRIORITY SIGNAL SYSTEMS 

Two essentially different techniques are available to 
grant priority to buses at traffic signals. These tech­
niques may be classified as passive or active detection 
and granting of priority. Passive priority systems are 
characterized by the fact that the flow of buses need 
not be recorded at a particular instant in order to grant 
priority. Rather, the intensity of bus movements (or, 
more generally, HOV movements) is deduced from 
long-term measurements of traffic flows. These traffic 
flows, when expressed in terms of person movements, 
then form the basis of signal design. 

The essence of active priority systems is that the 
passage of an individual bus is detected and priority is 
awarded to the bus as a result of this detection. Such 
detection may be accomplished by means of an ordinary 
loop detector if the bus is in a special bus right-of-way 
(such as a bus-only lane or a bus street) or by means 
of a unique transponder-interrogator communication 
link if the bus is moving in mixed traffic. Once the 
passage of a bus has been detected, priority treatment 
can be given in several different ways. 

The two principal methods of active bus priority are 
phase extension and recall. If a bus arrives at a detec­
tor on the approach to a signalized intersection and 
that approach is currently being shown a green signal, 
by the time the bus reaches the stop line the signal may 
have changed to red. In such a situation, it would be 
desirable to extend the green period by a small amount 
of time to enable the bus to pass through the intersec­
tion in that phase. The effect of this phase extension 
is to reduce the bus delay from that of the total red 
time on that approach to no delay. This type of priority 
treatment also has negligible effects on other road users. 

When a bus arrives at an approach detector and that 
approach is being shown a red signal, a different strategy 
is employed. In this case the bus phase may be 
restarted earlier than normal in one of two ways. The 
hurry-call strategy involves giving minimum time to 
all other demanded phases in sequence, starting with 
the phase currently being served. The skip-phase 

______ s_t_r_a_te~gy involves giving minimum time to the phase 
currently being served ana-tlien skipping directly to 
the bus phase. This obviously results in lower delays 
for the bus than would be the case with the hurry-call 
strategy (except, of course, when there are only two 
phases per cycle, in which case the two strategies are 
equivalent) . The minimum time for each phase is 
taken as equal to the minimum green time of each phase, 
providing, of course, that pedestrians are also given 
adequate clearance time. 

After the award of a bus-priority phase, control may 
then be returned in one of three ways: 

1. Control may always be returned to a particular 
phase if, for example, for safety reasons one particular 
phase must always follow the bus phase; 

2. Control may be returned to the phase that was 
interrupted; or 

3. Control may be returned to the first skipped 
phase. 

The choice of strategy after awarding priority will, in 
most cases, depend on the circumstances that prevail 
at the particular intersection in question. 

Irrespective of which phase control is returned to, 
it may be desirable, especially in peak periods, to 
compensate the nonbus phases for time lost while 
awarding priority to the bus phase. This may be done 
by adding the time lost by each phase to the maximum 
green time in the next cycle. However, if another bus 
arrives in this cycle and is awarded priority, then the 
nonbus phases will again lose time, which will have to 
be added on in the next cycle. If this is allowed to 
continue, then the nonbus phases will simply ac­
cumulate a large amount of green time that is never 
repaid. Hence, effective compensation involves not 
only the repayment of lost green time but also the 
refusal of priority demands for buses that arrive in 
the next cycle following the award of a priority phase. 
In this way, the original green time balance is pre­
served over a period of two cycles. 

The above description of bus-priority signal sys­
tems is necessarily brief and serves only to place in 
context the priority scheme that is the subject of 
evaluation in this paper. 

BELL STREET DEMONSTRATION 
PROJECT 

In November 1977, the Road Safety and Traffic 
Authority, in conjunction with the Melbourne Metro­
politan Tramways Board (MMTB), installed the first 
active bus-priority system at traffic signals in Vic­
toria, Australia, at the intersection of Bell Street and 
Oriel Road in Heidelberg. 

The intersection is located approximately 11 km 
northeast of the Melbourne central business district 
(CBD), in a predominantly residential area. Bell 
Street is an important east-west circumferential route 
that links residential and industrial areas and is the 
most important nonradial arterial route in this part of 
Melbourne. Oriel Road is a comparatively minor 
north-south subarterial route, so far as general traffic 
is concerned, but it carries a substantial flow of buses. 
The intersection is of a staggered twin-tee configura­
tion, as shown in Figure 1. (Note that traffic in 
Australia drives on the left-hand side of the road.) The 
intersection was originally controlled by stop signs on 
Oriel Road, which caused considerable delays to buses 
on Oriel Road. As a result of these delays, the decision 
was made to install traffic signals at the intersection 
and, subsequently, to install bus-priority signals on a 
demonstration project basis. Monash University wa_s _____ _ 
engaged to develop ana apply an evaluation metnoaology 
to assess the impact of the priority signals (~. 

Following operation of the signals in a conventional, 
nonpriority manner for approximately two months, bus 
priority VETAG equipment was installed. The VET AG 
system is composed of 

1. A vehicle-borne semipassive transponder, 
2. A loop antenna buried in the road surface, and 
3. An interrogator, which is connected to the loop. 

Low-power interrogation signals are constantly 
radiated through the loop by the interrogator. As a bus 
passes over a loop on either approaoh in Oriel Road, 
the transponder is activated by the interrogation signals 
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Figure 1. Bell Street-Oriel Road site details. 
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and transmits a vehicle identification code to the in­
terrogator via the loop detector. This code is then 
decoded by the decoder and, if valid, is passed to the 
intersection controller as a priority demand. 

The response of the controller to a priority demand 
is one of extension or skip-phase recall, as described 
earlier. Extension of the phase is granted by allowing 
a set time interval after detection to enable the bus 
to cross the stop line. Compliance with this minimum 
set time interval may necessitate exceeding the maxi­
mum green time. The time interval is adjustable and 
is currently set at 10 s, in accordance with the distance 
from the stop line to the bus detector. Compensation 
is provided to Bell Street through traffic by means of 
two-cycle balancing of green time allocation, as de­
scribed earlier. 

EFFECT ON TRAVEL TIME AND 
TRAVEL TIME VARIABILITY 

The impacts of bus-priority schemes on travel time (or 
delay) and travel time variability have traditionally 
been the factors considered in most detail. The present 
study also considered a number of other factors; how­
ever, the results for travel time and travel time vari­
ability are presented here because these factors continue 
to be important evaluation factors. Also, the results 
offer some point of comparison with previous studies. 
The method of using these factors is radically different 
in this study and deserves consideration in itself, free 
from the extraneous influence of other factors. 

The objectives of this evaluation are twofold: (a) to 
ensure that buses do, in fact, obtain a significant 
advantage after installation of the signals and (b) to 
ensure that the net benefit after installation of the 
priority signals is, in view of the limited scope for 
mode switching, nonnegative. 

Bus Delay Changes 

Data for the calculation of bus delays were obtained by 
means of a travel time survey in which the time at 

which a bus passed a point upstream and downstream 
of the intersection was recorded (among other things) . 
After allowing for synchronization errors, a comparison 
of these two times revealed the travel time for that 
particular bus to pass through the intersection. Sub­
traction of a free travel time gave an estimate of the 
delay incurred by that bus. The mean and standard 
deviation of delay were then calculated for each survey 
period. The number of buses in each period and the 
average passenger occupancy were also calculated from 
recorded information. 

Table 1 shows the results obtained from surveys 
conducted on two days in December 1977: one when 
the priority signals on Oriel Road were switched on 
and one when the conventional signals were switched 
on. The passenger flow is given in terms of the number 
of buses multiplied by the average bus occupancy during 
that period. The results are given for two bus groups; 
the MMTB buses, which were fitted with transponders, 
and buses from the Ivanhoe Bus Company, which also 
ran along Oriel Road but were not fitted with trans­
ponders and hence acted as a control group. 

Several features of the table deserve comment. 
First, note that the average bus occupancy levels are 
very low. At most, they correspond to a 25 percent 
load factor. This is consistent, however, with the 
position of the intersection, close to the outer extremi­
ties of the bus routes that pass through the intersection. 
These low bus-loading figures make it difficult, on the 
basis of net benefit, to justify bus-priority measures at 
such an intersection. Second, the introduction of the 
priority signals appears to have the desired effect of 
reducing both mean delay and standard deviation of 
delay for transponder-equipped buses. On the other 
hand, the effect on nonpriority buses appears rather 
variable. 

More complete statistical testing of the changes in 
means and variances confirms this initial impression. 
Four out of the 12 priority bus flows· experienced 
significant reductions in variance of delay at the 5 per­
cent level, but none of the nonpriority bus flows ex­
perienced such reductions. Similarly, 4 out of 12 
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Table 1. Bus flow summary. 

Without Priority 

Average 
Passenger Delay 

Time Period' Bus Flow Direction Flow (s) 

7:15-11:15 a.m. MMTB Northbound 13 x 6.5 52 .38 
Southbound 19 x 9.3 68.74 

Ivanhoe Northbound 4 x 8.1 37 .25 
Southbound 5 x 7.8 91.60 

8:15-9:15 a.m . MMTB Northbound 12 x 8.1 41.25 
Sout hbound 10 x 14. 5 56.30 

Ivanhoe Nor thbound 4 x 7.8 37 .75 
Southbound 3 x 9.0 45 .33 

11:00 a .m .- MMTB Northbound 9 x 11.2 46 .67 
12:00 n. Southbound 8 x 10.0 44 .13 

Ivanhoe Northbound 3 x 4.3 58.67 
Sout hbound 3 x 5.5 36.67 

1:30-2:30 p.m. MMTB Northbound 8 x 9.1 62.13 
Southbound 8 x 7.6 35.50 

Ivanhoe Nor thbound 3 x 5.3 49.67 
Southbound 3 x 2. 7 43.67 

3.15-4. 45 p .m. MMTB Northbound 11 x 11.6 79.55 
Sout hbound 10 x 7 .9 39. 30 

Ivanhoe Northbound 5 x 4.9 103.60 
Southbound 4 x 9. 7 10.50 

4: 45- 5:45 p.m . MMTB Northbound 15 x 11. 2 111 .47 
Southbound 9 x 10.0 25.33 

Ivanh oe Northbound 4 x 5.9 82.00 
Sout hbound 4 x 6.9 26.75 

a Signi ficant. 

priority bus flows experienced significant reductions 
in mean delay at the 5 percent level and another 5 
priority bus flows were found to have significant re­
ductions in mean delay at the 20 percent significance 
level. None of the nonpriority bus flows experienced 
reductions in mean delay at the 5 percent level and 
only two experienced significant reductions at the 20 
percent level. 

In view of these results, it seems reasonable to 
conclude that priority bus flows experienced significant 
reductions in both mean delay and variance of delay, 
but nonpriority bus flows experienced no such reduc­
tions. Hence, the priority system is capable of giving 
differential priority to vehicles on an approach to the 
intersection. 

Nonpriority Vehicle Delay Changes 

The granting of priority within the context of a positive 
net benefit is a little more complex to analyze. To do 
this, information is needed on the delay suffered by 
nonpriority vehicles at the intersection. These data 
were obtained by conducting surveys on the same two 
days as the bus survey, by use of a survey technique 
described by Richardson @· The survey method is 
based on the measurement of ueue len h on each a -
proach at various times within a signal cycle. The re­
sults of these surveys are shown in Table 2 for one of 
the survey periods. Similar tables exist for the other 
five survey periods (~ but, for brevity, are not in­
cluded here. An explanation of the terms used in 
Table 2 is given below. 

Vehicle flow-vehicular flow as measured in survey 
(vehicles/ h). 

Passenger flow-passenger flow using average auto­
mobile occupancy of 1:30 as measured at site for 
automobiles, and using observed average bus oc­
cupancies for buses. 

Total vehicle stops-total number of effective vehicle 
stops. 

With Priority 

Standard Average Standar d Variance Mean 
Deviation Passenger Delay De viation Reduction Reduction 
(s) 

27.37 
36.48 
37 .70 

9.69 

22 .97 
24.16 
15.63 
13 .61 

33 .94 
29 .24 
40 .87 
27 .93 

17 .88 
18.80 
29.40 
22. 03 

26.49 
34.27 
43.4 1 
12.15 

11 7. 86 
26.60 
44.23 
27 .63 

Flow (s) (a) (%) (%) 

12 x 5.8 30.42 10.98 5• 5• 
18 x 10.6 31.89 28.56 5 5• 
4 x 7.5 50.50 29.72 5 50 
5 x 12 .3 38.40 35 .60 5 5• 

11 x 7.3 31.45 17 . 55 5 50" 
8 x 16.5 39. 88 25 .32 5 20" 
4 x 4.7 30.25 27 .68 5 50 
1 x 3.0 22 .00 5(f 

8 x 10.4 35. 38 19 .14 5 50" 
8 x 9.4 22 .00 9.80 5• 10' 
3 x 6.7 40.00 16. 52 5 50 
3 x 3.5 28.33 32 .81 5 50 

8 x 9.6 31. 75 15.23 5 5• 
8 x 7.9 24.50 13 .47 5 20' 
4 x 1. 7 58.25 26.83 5 50 
3 x 1. 8 35 .33 31.88 5 50 

10 x 9. 1 50.20 22.77 5 5• 
10 x 11.5 24 .00 9. 68 5• 20· 
4 x 5.1 47.20 24.48 5 let 
5 x 2.0 38.50 34 .46 5 50 

19 x 12.4 64.32 40 .47 5' 20' 
11 x 8.9 26.36 18.91 5 50 
4 x 5. 7 59. 00 40 .92 5 50 
4 x 5.0 21. 50 17 .82 5 50 

Average number of stops-total vehicle stops divided by 
vehicular flow. 

Average delay-average delay per vehicle (or person) 
on each approach (s). 

SD delay-standard deviation of delay for vehicles on 
each approach (s). 

Average + SD-sum of average delay and standard 
deviation of delay, which is defined in this paper as 
budgeted delay (s). 

l::i.. Average number of stops-change in the average 
number of stops per vehicle between the without 
priority case and the with priority case. 

l::i.. Average delay-change in the average delay per 
person. 

l::i.. (Average + SD)-change in the budgeted delay per 
person. 

(l::i.. Average)2 -square of the change in the average delay 
per person, which accounts for the perceived value 
of this change. 

[/::i,. (Average+ SD)] 2-square of the change in budgeted 
delay per person, which reflects the change in 
perceived, budgeted delay. 

l::i.. Total stops-total change in the number of effective 
stops obtained by multiplying the change in the aver­
age number of stops per vehicle by the vehicular 
flow. 

Flow x l::i..A-total change in delay obtained by multiply­
ing the change in delay per person by the passenger 
flow (s). 

Flow x l::i..(A + S)-total change in budgeted delay ob­
tained by multiplying the change in the budgeted 
delay per ~er s on by the passenger flow (s). 

Flow x (l::i..A) - total change in perceived delay (s2
). 

Flow x [A(A + S) )2-total change in pe1·ceived, budgeted 
delay (s2). 

Results are presented individually for the seven 
distinct vehicle movements (as shown in Figure 2) and 
for the four bus movements along Oriel Road. 

Flows that are in direct conflict with the priority bus 
movement (i.e., movements 1, 2, 4, and 5) may be ex-



Table 2. Summary of survey results for survey period 1. 

Vehicle Group Movement-7:15-8:15 a.m. 

Measure 2 

Without priority 
Vehicle flow 794 54 
Passenger flow 1 032 70 
Total vehicle stops 424 52 
Average number of 

stops 0.53 0.96 
Average delay 20.77 64.91 
SD delay 25.35 52.79 
Average+ SD 46.12 117. 70 

With priority 
Vehicle flow 848 55 
Passenger flow 1 102 72 
Total vehicle stops 549 41 
Average number of 

stops 0.65 0. 75 
Average delay 22.95 50.60 
SD delay 26.67 56. 74 
Average+ SD 49.62 107.34 

Comparison 
Vehicle !low 821 55 
Passenger flow 1 067 71 
AAverage number 

of stops +0.12 -0.21 
AAverage delay +2.18 -14.31 
A(Average + SD) +3.50 -10.36 
(AAverage)' +4.8 -204.8 
[A(Average +SD)]' +12.3 -107.3 
A Total stops +99 -12 
Flow x AA +2 326 -1 016 
Flow x A(A+S) +3 735 -736 
Flow x (AA)' +5 122 -14 541 
Flow x [A(A+S)]' +13 124 -7 618 

Figure 2. Intersection movement numbers. 

Note : Northbound buses follow some path 
as movement 6 

Southbound buses follow some path 
as movement 3 

CD--- -
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4 

583 1 980 
758 2 574 
544 1 040 

0.93 0.53 
47.43 22.50 
40.21 28.13 
87 .64 50.63 

540 1 915 
702 2 490 
424 1 444 

0. 79 0. 75 
40.82 31. 37 
38. 77 33.72 
79.59 65.09 

562 1 948 
730 2 432 

-0.14 +0.22 
-6.61 +8.87 
-8.05 +14.46 
-43. 7 +78. 7 
-64.8 +209.1 
-79 +429 
-4 825 +21 572 
-5 877 +35 167 
-31 901 +191 398 
-47 304 +508 531 

13 
17 
13 

1.00 
50.69 
34 ,66 
85.35 

29 
38 
24 

0.83 
74.21 
74.67 
148.88 

21 
28 

-0.17 
+23.62 
+ 63. 53 
+ 557. 9 
+4 036.0 
-4 
+661 
+1 779 
+ 15 621 
+113 008 

pected to suffer additional delay. Flows that run in the 
same phase as the priority bus movements might be ex­
pected to obtain a reduction in delay; however, this 
reduction in delay would be offset by the fact that, 
although some of the vehicles in these flows would ob­
tain secondary priority, others would suffer the effects 
of the compensation cycles and hence suffer additional 
delay. Thus, while it might be expected that, overall, 
these movements would receive some priority, they 
would not receive the same degree of priority as the 
priority buses. This should apply both to the vehicular 
flows (movements 3 and 6) and the nonpriority bus flows. 
The remaining vehicular flow (movement 7) should lie 
somewhere between these extremes, since it shares a 
phase with a conflicting movement (movements 2 and 5) 
and hence will be adversely affected, but also shares 
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Bus Group Movement-7:15-8:15 a.m. 

MMTB MMTB Ivanhoe Ivanhoe 
Bus Bus Bus Bus 
North- South- North- South-

6 7 bound bound bound bound r; 

149 216 13 19 4 5 
194 281 84 177 33 39 
124 156 12 23 4 9 

0.83 0.72 0.92 1.21 1.00 1.60 
42.54 32.39 52.38 68. 74 37 .25 91.60 
36.52 32.37 27.·37 36.48 37. 70 9.69 
79.06 64.66 79.75 105.22 74.95 101.29 

156 205 12 18 4 5 
203 267 70 191 30 62 
126 148 12 16 5 4 

0.81 0. 72 1.00 0.89 1.25 0.80 
42.47 30.96 30.42 31.89 50.50 38.40 
40.99 31. 73 10.98 28.56 29. 72 35.60 
83.46 62.69 41.40 60.45 80.22 74.00 

153 211 13 19 4 5 
199 274 77 184 32 51 

-0.02 0 +0.08 -0.32 +0.25 -0.80 
-0.07 -1.33 -21.96 -36.85 +13.25 - 53.20 
+4.4 -1.97 -38.85 -44. 77 +5.27 -27 .29 
0 -1.8 -482.2 -1 357.9 +175.6 -2 830.2 
+ 19.4 -3.9 -1 509.3 -2 044.4 +27 .8 -744.7 
-3 0 +1 -6 +1 -4 +422 
-14 -364 -1 690 -6 780 +424 -2 713 +7 581 
+876 -540 -2 991 -8 238 +168 -1 392 +21 951 
0 -493 -37 114 -249 688 +5600 -144 330 -260 326 
+3860 -1086 -116 193 -368 736 +890 -37 980 -60 496 

Table 3. Effect of priority system on delay suffered by various traffic 
movements. 

Movement 

Priority buses 
N onpriority buses 
Complementary movements 

(3 and 6) 
Movement 7 
Conflicting movements 

Increase 
Delay 

(1, 2, 4, and 5) 18 

Total 32 

Reduce Delay 

Number Percent Total 

11 91 12 
9 75 12 

7 63 12 
1 17 6 

6 25 24 

34 52 66 

the phase with the priority buses and hence might expect 
some benefit. 

If the results of Table 2 (and the results for the other 
five time periods) are examined, the above speculation 
is largely borne out. Consider the effect of the priority 
scheme on the delay suffered by the 66 recorded move­
ments at the intersection (11 traffic movements x 6 
time periods). As shown in Table 3, the probability of 
obtaining a reduction in delay decreases as the degree 
of conflict with the priority bus movement increases. 
Hence, the measured effect of the bus-priority system 
appears to be logical, insofar as the direction of the 
change in delay is concerned. 

Consider next the effect of the priority system on 
the magnitude of these changes in delay. Although the 
priority system has quite substantial effects on the 
delay suffered by priority buses (most changes in the 
range -10 to -40 s},. the effect on the nonpriority ve­
hicular flows was much less marked (generally in the 
range +1 to +10 s). In fact, statistical testing was 
unable to reveal any significant changes in delay for 
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Figure 3. Value of time and amount of time relationships. 
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nonpriority vehicles because of the effects of the rela­
tively large variances in delay and the relatively small 
changes in mean delay. At this stage, it is tempting to 
conclude that a Pareto improvement has been achieved, 
since significant reductions in delay were obtained for 
buses without causing significant increases in delay 
for nonpriority vehicles. However, because of the 
very consistent pattern of changes revealed in Table 3, 
it seems unlikely that the observed changes in delay, 
although small, were due entirely to chance. 

Hence, in determining the net benefit of the priority 
scheme (in terms of total delay changes), all changes 
in delay have been considered irrespective of whether 
or not they have been shown to be significant by sta­
tistical tests. The traditional method of obtaining net 
benefit is to multiply the average change in delay for 
each movement by the passenger flow in that move­
ment and then to sum these passenger delay terms 
across all movements. The results, using this tech­
nique, for this study are given below. 

Time Period 

7:15-8:15 a.m. 
8:15-9:15a.m. 
11 :00 a.m.-12:00 n. 
1 :30-2:30 p.m. 
3:45-4:45 p.m. 
4:45-5:45 p.m. 

Total Change 
in Delay 
(s) 

+7 581 
-10 919 

-1 458 
+8 743 
-3 739 

+36 529 

It appears from this table that the effects are rather 
variable. In three of the periods delay has been reduced, 
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when allowance is made for the extreme variability in 
results obtainable with field surveys, the priority 
scheme appears to have, if anything, slightly increased 
the total delay at the intersection over the course of a 
full day. This is because the relatively large decreases 
in delay that accrued to bus passengers have been more 
than offset by the small increases in delay suffered by 
the much larger number of automobile travelers. 

Perceived Delay 

The above argument has been based on the implicit as­
sumption that small changes in delay should be weighted 
at the same value as large changes in delay. That is, 

the value of time (delay) savings is independent of the 
amount of time saved. There is, however, a growing 
body of literature in the travel demand field that ques­
tions this assumption [Thomaa and Thompson (4), 
Henshe1· (~, and Gl·ay and Bowen (~) J. Insteaaof as­
suming a constant value of time, they suggest that the 
value of time savings is itself a function of the amount 
of time saved. Thus the value of saving one unit of time 
is not half the value of saving two units of time. Sim­
ilarly, the value of x people saving y units of time is 
not the same as one person saving x·y units of time. 

This realization has important consequences for the 
evaluation of TSM schemes, especially bus-priority 
schemes. In these schemes large time savings to a 
small number of priority mode users are usually traded 
off against small time increases to a large number of 
nonpriority mode users. If large time changes are 
weighted more heavily (on tne grounds that they are 
more easily perceived and usable), then the evaluation 
results will be more favorably inclined toward the 
consideration of large delay reductions or increases. 

Various functional forms have been suggested for the 
relationship between value of time and the amount of time 
saved, some of which are shown in Figure 3. They in­
clude (a) a linear relationship, (b) a displaced linear rela­
tionship in which a minimum threshold amount of time 
saved (or lost) must be exceeded before time has any 
value, (c) a linear relationship with a maximum value 
of time, and (d) an ogive or sigmoid relationship (e.g., 
a probit curve) with a maximum value. 

For illustration of the effects of assuming a variable 
value of time, and for simplicity of calculation, the 
linear relationship that has a maximum value of time that 
occurs for all time savings greater than 5 min will be 
adopted. Since all amounts of time saved or lost in this 
study are less than 5 min, this relationship reduces to 
a simple linear relationship. Thus, 

V = Vm X t/tm (I) 

where 

v = value of time, 
Vm = maximum value of time, 

t amount of time saved (or lost), and 
tm = minimum time for which v m is assumed. 

Hence, 

TV(t) = (vm X t/tm) X t = (vm /t,J t 2 (2) 

where TV(t) =total value of amount of time t. Thus, 
by using a linear relationship between value of time 
saved and amount of time saved, which gives greater 
weight to larger amounts of time saved or lost, the 
overall effect of the priority system can be estimated. 
This is done by considering the squared values of the 
amoun o ime saved or lost. ese va ues are s own 
in Table 2 and are summarized for all periods below. 

Time Period 

7:15-8:15a.m. 
8:15-9:15a.m. 
11 :00 a.m.-12:00 n. 
1:30-2:30 p.m. 
3:45-4:45 p.m. 
4:45-5:45 p.m. 

Total Change 
in Delay 
(s2) 

-260 326 
-98 479 
-28 622 
-15 383 

-171 518 
+234 201 

This table demonstrates that when larger changes 
in delay are given more weight, it is relatively easier 



Table 4. Effect of priority system on variability in delay suffered by 
various traffic movements. 

Increase Reduce Variability 
Variabil-

Movement ity Number Percent 

Priority buses I 11 91 
Nonpriority buses 5 6 55 
Complementary movements 

(3 and 6) 8 4 33 
Movement 7 4 2 33 
Conflicting movements 

Total 

12 
11' 

12 
6 

(1, 2, 4, and 5) 19 2 21 24 

Total 37 28 43 65 

•one nonpriority bus movement contained only one bus and therefore had no vilriability in 
delay. 

to justify the bus-priority scheme. When unweighted 
delay changes are used in the evaluation, the results 
are generally inconclusive. However, when delay 
changes are weighted by the magnitude of the change, 
then the bus-priority scheme can be justified on the 
basis of the net perceived change in delay. 

Delay Variability and Budgeted Delay 

Recent research in behavioral travel demand theory 
[e.g., Stopher and Meyburg (1.)J has indicated that many 
factors affect travel demand besides the traditional 
variables of time and cost of a trip. Such additional 
variables include comfort, convenience, and reliability. 
One of the prime determinants of reliability is the ability 
to arrive at one's destination on time. This can be 
related easily t~ the distribution of travel time for a 
trip. 

Consider a journey to work where the employee is 
permitted to arrive at work late once per pay period. 
Further late arrivals will result in deductions being 
made from his or her pay. If the employee aims to 
meet this standard, once every two weeks he or she 
can be late (i.e., 1 day in 10 or 10 percent of the time). 
Thus he or she must schedule the trip such that the 90 th 
percentile of travel time distribution will be equal to the 
time between leaving home and starting work. Hence, 
he or she must budget for this 90 th percentile time 
rather than for the 50 th percentile time (the median :!O 

mean). If the employee were to allow simply for the 
mean time, he or she would be late approximately 50 
percent of the time. 

Hence in the comparison of alternative modes, a 
function of mean travel time and variability of travel 
time should be considered. Similarly, in the evaluation 
of the level of service provided by a mode, this budgeted 
time should be considered rather than the mean time 
since it is this budgeted time that is effectively spent 
in using the mode. By considering the budgeted time, 
it is possible to obtain an improvement in the level of 
service without decreasing the average travel time (or 
delay). Thus a bus-priority scheme that does not re­
sult in a significant reduction in mean delay for buses 
may still be worthwhile if a considerable reduction in 
delay variability is achieved. In fact, it is possible to 
have better service even when mean delay increases, 
provided that the reduction in variability of delay is of 
sufficient magnitude. Thus the consideration of budgeted 
rather than mean delay presents more opportunities for 
the justification of bus-priority schemes. 

The exact definition of budgeted time is, however, 
difficult to specify. In this study, it is defined as being 
equal to the sum of the mean and the standard deviation 
of travel time (or delay). It corresponds to an upper 
percentile point of the delay distribution. For a normal 
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distribution, it would represent the 84 th percentile point. 
For other distributions, the exact percentile point would 
depend on the skewness and kurtosis of the distribution. 
Although other definitions of budgeted time are possible, 
this simple sum is used in this study for purposes of 
illustration and ease of calculation. 

The effect of the priority scheme on variability in bus 
delay has already been discussed. Consider now the 
effect on nonpriority vehicular traffic. Table 4 shows 
the effect of the priority scheme on the variability in de­
lay for the 66 recorded intersection traffic movements. 
As in Table 3, the probability of receiving favorable 
treatment from the priority scheme is inversely pro­
portional to the degree of conflict with the priority bus 
movement. Again, however, statistical testing of the 
changes in variance revealed no significant changes for 
nonpriority traffic. Once again, however, all changes 
in variability are included in the calculation of net 
benefit. 

As before, both weighted and unweighted delay changes 
are calculated, except in this case budgeted delay is 
used instead of mean delay. The results are given 
below for the six time periods. 

Time Period 

7:15-8:15 a.m. 
8: 15-9: 15 a.m. 
11:00 a.m.-12:00 n. 
1:30-2:30 p.m. 
3:45-4:45 p.m. 
4:45-5:45 p.m. 

Budgeted 
Time Change 
(s) 

+21 951 
-13 958 
-7 679 

+14180 
-4892 

+43 231 

Perceived Budgeted 
Time Change 
(s) 

-60 496 
-76 468 

-205 669 
+42 487 

-233 204 
-1 183 688 

This use of budgeted delay appears to have had little 
effect on the overall results. Hence, as before, the 
unweighted budgeted delay results show an even split of 
positive and negative net benefits; however, the weighted 
delay results again show a five-to-one balance in favor 
of the bus-priority system. Overall, the inclusion of 
variability changes does not have as great an effect on 
the outcome of this evaluation as does the use of a 
variable, or perceived, value of time. 

CONCLUSION 

The evaluation of TSM schemes is, and will continue to 
be, an important topic of discussion in transportation 
planning. The current emphasis on improving the ef­
ficiency of the existing transportation system demands 
that TSM schemes be implemented if they can be shown 
to be economically, socially, and environmentally ef­
ficient. In the consideration of one type of TSM project, 
bus-priority schemes, this paper has suggested that a 
number of refinements can be made to improve the 
evaluation process. Specifically, two new variables 
are introduced: perceived delay and budgeted delay. 
Perceived delay accounts for the psychological finding 
that the relationship between stimulus and response is 
rarely linear. In terms of travel time delay, this is 
equivalent to the statement that the value of time savings 
is a function of the amount of time saved. Hence, large 
changes in delay are weighted more heavily than small 
changes in delay. In the evaluation of bus-priority 
schemes, where the basic trade-off is between large 
time savings to a small number of priority mode users 
and small time increases to a much larger number of 
nonpriority mode users, this realization is of consider­
able significance. Application of this principle to a 
case-study evaluation shows, as expected, that the re­
sults of the evaluation can be influenced considerably by 
the adoption of perceived delay as the appropriate mea-
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surement of performance. 
The second major development is the concept of 

budgeted delay. This variable accounts for the amount 
of time a traveler budgets for a trip. It is a function 
of the mean travel time for a hip and the variability of 
travel time for a trip and corresponds to an upper per­
centile point on the travel time distribution. Reduc­
tions in budgeted time are a more accurate measure of 
the benefit of a bus-priority scheme than reductions in 
mean time. Use of budgeted time in a case-study 
evaluation produced no significant difference to the 
results, although this is not likely to be a general 
finding. 

Finally, and most importantly, many bus-priority 
schemes that have been evaluated on the basis of net 
reductions in mean travel time may have been incor­
rectly labeled as infeasible. Reevaluation of these 
schemes on the basis of perceived, budgeted time 
changes would probably result in many of them being 
relabeled as feasible TSM schemes that can contribute 
to the more efficient operation of the existing transporta­
tion infrastructure. 
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Impact of Short-Term Service Changes 
on Urban Bus Transit Performance 
Anil S. Bhandari, University of Dar es Salaam, Dar es Salaam, Tanzania 
Kumares C. Sinha, Center for Public Policy and Public Administration, 
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This paper examines the impact on a fixed route of small changes in 
three operational policy variables: frequency, number of bus stops, 
and fare. Analytical expressions are developed that trace the impact 

----- -oteach·variable~n· various-other,system ·variables, which leeds-10-en 
assessment of changes in selected measures of efficiency and effective­
ness. The application of the methodology is demonstrated by a case 
study of a selected bus route in a medium-sized Indiana city. Three 
specific options are evaluated in terms of alternative frequency, number 
of stops, and fare policies. Since none of the options was actually im­
plemented, the paper reports only on a theoretical analysis of the changes 
that might be expected under each option. The results indicate that 
significant improvements are possible in most of the efficiency and 
effectiveness measures under all three options examined. The tech-
nique does not require an extensive amount of data or calibration effort; 
instead it relies on information generally available from the records 
of a transit company and reasonable assumptions where necessary. 

Much effort is currently being directed toward gaining 
a better understanding of urban transit performance. 

Under public ownership, transit systems are being sub­
sidized heavily by federal, state, and local funds. These 
subsidies are necessary if transit companies are to con­
tinue o provi e serVlce o ffie pu c even w en ey can­
not recover their operating costs from the farebox. Un­
der these circumstances, if service improvements are 
evaluated solely on the basis of cost recovery, few proj­
ects, if any, would be implemented. Previous studies 
of short-term changes in service have concentrated on 
ridership, costs, and revenue impacts; little emphasis 
was given to their impact on accepted measures of per­
formance. 

This paper presents a methodology for relating short­
term service changes to changes in selected measures 
of performance. Particular reference is made to bus 
transportation in medium-sized urban areas. Specifi­
cally, an examination is made of the effect of changes in 
three major operational policy variables along a fixed 



bus route. These variables are (a) frequency of service, 
(b) spacing between stops, and (c) basic fare. 

The emphasis is on the development of a systematic 
approach that traces the impact of each policy variable 
on various other system variables, which will lead to an 
assessment of the appropriate performance measures. 
The most important aspect is to establish reasonable im­
pact relationships between the policy and the impact 
variables as well as relationships among the impact vari­
ables themselves. 

A number of factors were considered of prime impor­
tance and common to the development of the specific 
relationships and the overall methodology. First, tran­
sit management and transportation planners should find 
the procedure simple and quick to apply to provide a rea­
sonable assessment of the impacts. Second, the rela­
tionships developed should maintain a sound theoretical 
base, but they should not be unduly complex or require 

Figure 1. Linkages and ridership. 
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Figure 2. Linkages and system costs and revenues. 
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a great deal of modeling and calibration effort. Third, 
the procedure should not be too restrictive in the sense 
of being applicable only to unique situations. In other 
words, the methodology should be general and adapt 
readily to different environments. Last, use of the pro­
cedure should not be very costly in terms of data re -
quirements. Most of the data required should be avail­
able from the usual records kept by the transit operators. 

IDENTIFICATION OF IMPACTS 

On any given bus route, the entire spectrum of variables 
that can be affected directly or indirectly by changes in 
the operational policy variables may be grouped as 
follows: 

1. Service variables-Average operating speed, ve­
hicle travel time, walking time, and waiting time; 

2. Output variables-Ridership, passenger miles, 
vehicle miles, vehicle hours, and revenue; 

3. Resource variables-Number of buses, number 
of drivers, operator costs, and user costs; and 

4. Performance measures-Cost efficiency (opera­
tor and total cost per vehicle hour, operator and total 
cost per vehicle mile, operator and total cost per pas­
senger, and operator and total cost per passenger mile), 
revenue efficiency (revenue per dollar of operating cost 
and revenue per vehicle mile), driver utilization effi­
ciency (vehicle miles per driver pay hour and passengers 
per driver pay hour), vehicle utilization efficiency (an­
nual vehicle miles per vehicle and annual passengers 
per vehicle), user cost effectiveness (user cost per pas­
senger and user cost per dollar of operating cost), rider­
ship effectiveness (passengers per vehicle mile, pas­
sengers per vehicle hour, passengers per dollar of op­
erating cost, and passenger miles per seat mile), and 
other measures (e.g., deficit per passenger). 

The operator costs are the direct cost of bus opera­
tion computed as a function of the total vehicle hours and 
vehicle miles operated. Hourly costs include driver 
wages, fringe benefits, and advertising. Distance costs 
include depreciation, maintenance, parts, fuel, oil, 
tires, insurance, tickets and timetables, and right-of­
way costs. The user costs consist of the value travelers 
place on their walking, waiting, and vehicle travel times. 

The measures of performance selected here are those 
that are influenced most by changes in the policy vari­
ables and are felt to cover adequately major areas of 
interest. A more complete treatment of performance 
measures can be obtained by reference to other studies 
(!.-!). 

ASSESSMENT OF IMPACTS 

The various linkages among the relevant variables are 
shown schematically in Figures 1, 2, and 3. The most 
important outcome is the change in ridership due to 
changes in the operational policy variables. This change 
occurs as a result of the inherent elastic nature of de­
mand in response to changes in the level of service 
characteri sties. 

Figure 1 shows, for example, that an increase in fre­
quency will decrease waiting time, increase the average 
speed, and decrease vehicle travel time, which will 
result in an increase in ridership. An increase in the 
number of stops decreases walking time but also de­
creases the operating speed, which will cause an in­
crease in the vehicle travel time. The effect on rider­
ship then depends on the relative elasticities and magni­
tudes of the change of waiting time and vehicle travel 
time. 
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In the case of a fare change, an increase in fare, for 
example, will decrease ridership as a direct result of 
the negative elasticity of demand with respect to fare. 
However, this decrease in ridership might improve the 
average operating speed and cause a decrease in the ve­
hicle travel time, thereby inducing an.increase in rider­
ship. The net change in ridership may still be negative, 
depending, however, on the relative magnitudes of these 
opposing changes. This reverse effect of the change in 
ridership on the average bus speed is also present in the 
case of changes in frequency and number of stops, as 
shown by the dotted lines in Figure 1. 

Figure 2 shows the linkages of the total system costs 
and revenues. Total costs are the sum of operator costs 
and user costs. The change in operator costs is related 
directly to the change in vehicle hours and vehicle miles 
of bus operation; however, change in user costs is a 
function of the change in the travel time components. 

Eventually, interest lies in the effect these changes 
have on the performance of the system. This is mea­
sured through changes in the appropriate performance 
indicators obtained via changes in variables such as 
ridership, costs, revenues, vehicle miles, and vehicle 
hours, as shown in Figure 3. 

Analytical expressions to represent the various link­
ages were developed as follows. 

Average Operating Speed 

The variables that are characteristic along a given bus 
route are defined below {SI units are not given for the 
variables of this model because its operation requires 
that they be in U.S. customary units.): 

L = round trip route length in miles; 
Y = number of stops per mile; 
Q = average hourly demand (i.e., the number of 

passengers served along the entire route per 
hour); 

M = average trip length per passenger in miles; 
X = frequency of service in buses per hour; 

S* = running speed of bus in miles per hour; 
S = average operating speed over the entire route 

in miles per hour; 
£ = time spent per passenger in boarding or alighting 

from a bus, converted to hours; and 
0 = time spent in a stopping and starting maneuver, 

converted to hours. 

In addition, the following assumptions are made: 

1. Origins and destinations are uniformly distributed 
along the route, 

2. The probability distribution of the number of pas-

liYL = the time spent in starting and stopping 
maneuvers, and 

(l-e-2Q1xvL) =the probability that a given stop is made. 

Dividing Equation 1 by L, 

l/S = (1/S*) + (2Qe/XL) +liY (1-e-20/XYL) (2) 

which gives the desired expression for the average op­
erating speed as a function of demand, frequency, num­
ber of stops, and the running speed of the bus. 

In-Vehicle Travel Time (IVTT) 

This is simply the average trip length divided by the 
average speed. 

IVIT = 60M/S, in minutes (3) 

Walking Time {WKT) 

In the absence of specific knowledge about the distribu­
tion of actual walking distances, we assume that the max­
imum walking distance will be one-half of the distance 
between stops; therefore, l/4Y miles can be taken as 
the average walking distance. Since walking occurs at 
both ends of the trip, the total walking distance per trip 
is 1/2Y. 

If w is the walking speed in miles per hour, 

WKT = 30/wY, in minutes (4) 

Waiting Time {WTT) 

For average waiting delays, the following relationships 
were used: 

WIT= 30/X, for X " 2, in minutes (Sa) 

WTT = 8 + 14/X, for X .: 2, in minutes (Sb) 

The assumption is that the average waiting time will be 
equal to one-half the headway for headways less than 30 
min and vary linearly between 15 and 22 min for head­
ways between 30 and 60 min. Headways greater than 1 h 
are not expected. 

Ridership 

If we assume that the demand function is of the product 
form with constant elasticities, the new ridership level 
(Qi) after a small change (A) in the service variables 
can be obtained from 

sengers that board a bus at a given stop follows a Pois- Q, = Qo{ I + cx[L'.(IVIT)/IVTTol + ~[L:i(WKT + WTT)/(WKTo 

son distribution, and +WTT0)] +'Y[L:i(FARE)/(FAREo)l}· (6) 
3. Passen ers are eq_ually likely to ~e_t_o_f_f_a~t_a_n _____ ~~ ---~-~----. 

stop, and they make their decisions to do so inde- where a., {3, and y are the demand elasticities with re-
pendently of one another. spect to vehicle travel time, excess travel time, and 

Mohring (5) showed that under these assumptions the 
total round-trip time may be obtained as 

L/S = (L/S*) + (2Qe/X) + llYL ( J-e-20/XYL) (I) 

where 

L/S = the round-trip time, 
L/S* = the running time (i.e., the time spent 

when the bus is in motion), 
2Q£/X = the time spent in loading and unloading 

passengers, 

fare, respectively. Subscript zero refers to the level 
before the change in service variables. 

Any change in the operational policy variables (namely, 
X, Y, and FARE) is analyzed by sequential solution of 
Equations 2-6. For greater accuracy, however, the 
change in X, Y, or FARE is divided into N smaller in­
crements {positive or negative) and the equations are 
solved N ff.mes. 

The remaining impact variables are obtained as fol­
lows: Let there be n distinct periods during which any 
of the variables such as ridership, fare, and frequency 
may be different, and let i denote the ith such period 
where i = 1, 2, ... n. The hourly impact variables in the 



ith period are then obtained as below: 

Revenue 

(revenue per hour)i= (ridership per hour)i x (FARE)i (7a) 

or 

(7b) 

Vehicle Miles 

(vehicle miles per hour)i = (frequency)i 

x (round trip length) (8a) 

or 

(8b) 

Vehicle Hours 

(vehicle hours per hour)i = (frequency)i 

x (round trip time)i +layover (9a) 

or 

(9b) 

where, LOF =the layover time factor as a fraction of 
round trip time. 

Passenger Miles 

(passenger miles per hour)= (ridership per hour)i 

x (average trip length)i (!Oa) 

or 

(!Ob) 

To obtain the values on an annual basis, the hourly values 
are muJtiplied by the number of annual hours of the re­
spective period and summed over all the n periods. 

Number of Buses 

The number of buses required during any period i is 
computed as follows: 

(number of buses)i= (frequency)i x (round trip time)i (I la) 

or 

NBUSi = Xi· (L/SJ, rounded up to nearest whole number (11 b) 

Number of Drivers 

The number of drivers required on any one day is largely 
a function of run cutting, labor rules, and the peak to 
off-peak service ratios. However, a reasonable esti­
mate may be obtained by making certain simplifying as­
sumptions. Assume, for example, a certain average 
ratio of the number of pay hours to platform hours rele­
vant to a particular situation. Let this ratio be denoted 
as R. Assume also that a driver is paid for an average 
of N hours per day. Then, an estimate of the number of 
drivers required on any day can be obtained from 

Number of drivers= (vehicle hours per day x R)/N (l 2a) 

or 

NDRVR = (Vh/D · R)/N (12b) 
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where Vh/D = total number of vehicle hours per day. 

Operation Costs 

The operating cost in the period i is obtained from 

(operating cost per hour)i =a (vehicle hours per hour)i 

+ b (vehicle miles per hour)i (13a) 

or 

(13b) 

where a and b are the unit costs of bus operation per 
vehicle hour and vehicle mile, respectively, for a bus 
of a particular size. 

User Costs 

This cost is taken as a function of the dollar value that 
users place on their travel time, obtained from 

(UC/P)i = V(IVTI)i + 1J V(WKT + WTT)i (14) 

where 

(UC/P) 1 = the user cost per passenger in the period i, 
V =dollar value of vehicle travel time, and 

rtV = dollar value of excess time (rt ranges gen­
erally from two to three). 

Hence, the user cost per hour (UC/h) in the period i is 
obtained as 

(UC/h)i = (UC/P)i · Q 

APPLICATION OF THE 
METHODOLOGY 

(15) 

The application of the methodology to a case study is 
illustrated here by an examination of a typical route se­
lected from a transit system in a midwestern city that 
has a population of 600 000. First, a comparison is 
made of the results obtained by using the relationships 
developed above with those obtained from records of the 
transit operator. Then, an analysis is presented of 
specific policy alternatives in terms of their impact on 
performance. 

Route Data and System Information 

Most of the information required for the study was avail­
able from the transit corporation. The specific informa­
tion is given below: 

Route selected-English Avenue, route number 10; 
Round trip length (L)-19.1 miles; 
Number of stops (Y)-9.11/mile; 
Number of periods (N)-4 (weekday peak and off-peak, 

Saturday peak and off-peak); and 
Hours of service (weekdays and Saturdays)-peak, 

7:00-9:00 a.m. and 3 :30-6:00 p.m.; off-peak, 6:00-7:00 
a.m., 9:00 a.m. -3:30 p.m., and 6:00-7:00 p.m.; 

Running speed (S*)-27.5 mph; 
Average trip length (M)-0.56 mile; 
Fare-$0.50, all periods; 
Average loading and unloading time(£) (computed 

from small-scale, on-board survey)-'4.66 s/passenger; 
Average stopping and starting time (13) (computed from 

small-scale, on-board survey)-19.29 s/stop; 
Assumed walking speed = 3 mph; 
Assumed value of vehicle travel time (V)-$2.00/h; 
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Table 1. Summary of annual statistics for the base case generated by the model . 

Weekday Saturday Peak Plus Off-Peak 
Annual 

Variable Peak Off-Peak Peak Off-Peak Weekday Saturday Total 

Headway (min) 20 45 45 
Number of buses 4 2 2 
Layover factor 0.247 0.291 0.424 
Number of drivers per day 
Annual ridership 88 484 100 724 4 837 
Annual passenger miles 49 551 56 405 2 709 
Annual vehicle miles 65 752 55 198 '5 704 
Annual vehicle hours 4 590 4 335 468 

Annual revenues ($) 44 242 50 362 2 418 

Annual operator costs ($) 85 430 76 787 8 711 
Annual user costs ( $) 71 011 138 462 6 209 

Annual total costs ( $) 156 441 215 249 14 919 

Annual deficit ( $) 41 188 26 425 6 293 

Note: Figures may not add exactly due to rounding errors. 

Assumed value of waiting and walking time ( nV)­
$4 .00/h; 

Bus size-47 seats; 
Unit cost of bus operation-a= $10.5243/vehicle-h; 

b = $0.5646/vehicle mile; 
Average ratio of pay hours to platform hours (R)-

1.20; 
Average pay hours per driver-9.25/day; and 
Assumed demand elasticities-given below(§_-.!!). 

Variable 

Vehicle travel time 
Excess time (waiting 
and walking) 

Fare 

Weekday Peak 

-0.35 

-0.70 
-0.20 

Saturday and Weekday 
Off-Peak 

-0.45 

-0.90 
-0.40 

The layover factor (LOF) is computed from 1 + LOF = 
NBUS/(X'L/S). 

Headways, ridership, and hours of operation are as 
follows: 

Measure Time Weekday 

Headways (60/x) (min) Peak 20 
Off-Peak 45 

Ridership (Q) (passen- Peak 77.11 
gers/h) Off-peak 46.47 

Annual hours of operation Peak 1147.5 
(based on 255 weekdays Off-peak 2167.5 
and 52 Saturdays/year) 

Comparison of Route Performance 
with System Average 

Saturday 

40 
45 
20.67 
21.76 
234 
442 

45 
2 
0.553 

9 618 
5 386 
11 256 
884 

4 809 

15 659 
13 111 

28 769 

10 850 

First the model was used to obtain the annual output and 
resource variables in each of the four periods consid­
ered. The results are summarized in Table 1. The 

______ o~nl_y_ route-specific data obtainable from the s st.em rec­
ords for comparison with those shown in Table 1 were 
annual weekday and Saturday vehicle miles and vehicle 
hours of operation. These values were found to differ 
by less than 10 percent, as given below. 

Annual Vehicle Annual Vehicle 
Period Miles Hours 

Weekday 
Actual 125 460 9873 
Model 120 950 8925 
Difference (%) -3.6 -9.6 

Saturday 
Actual 18 460 1381 
Model 17 960 1352 
Difference ( %) -2.8 -2.1 

4 4 

5 4 
189 208 14 455 203 663 
105 956 8 095 114 051 
120 950 17 960 138 910 
8 925 1 352 10 277 

94 604 7 227 101 831 

162 217 24 370 186 587 
209 473 19 320 228 793 

371 690 43 688 415 378 

67 613 17 143 84 756 

We were able to obtain data on most systemwide perfor­
mance measures. A comparison of these with the route­
specific values (obtained by using the model) is given in 
Table 2. The annual performance values obtained with 
the model are in close agreement with the system aver­
ages. The difference is less than 15 percent for all ex­
cept the passengers per vehicle mile measure, which is 
about 33 percent below the system average. Comparison 
of weekday ridership counts on routes that have com­
parable service levels showed route 10 to have a much 
lower patronage per mile, which probably accounts for 
the lower route-specific passengers per vehicle mile 
value. 

An important result to note in Table 1 is the relatively 
high layover factor in each period. Since this factor 
reflects the idle time between successive runs as a frac­
tion of the total round trip, it seems that, if buses adhere 
strictly to headways as scheduled, they spend a large 
fraction of the time laying over between runs-25-30 per­
cent on weekdays and 42-55 percent on Saturdays. De­
pending on individual labor contracts and scheduling con­
straints, layover times should not be greater than 5-10 
percent of the round-trip time for greater performance 
efficiency. 

Analysis of Specific Options 

In order to demonstrate the possible use of the meth­
odology by transit operators, a set of specific service 
improvement options was evaluated. These alternatives 
were formulated as shown below, along with the existing 
base case. 

_ lternatii.te 

Base case 
Option 1 
Option 2 
Option 3 

Headways (min) 

Weekday 

Off­
eak_ f'eak 

20 45 
17 36 
24 36 
24 36 

Saturday Number 
Off- of Fare 

_eak_~eak_.Stops {ceots) _____ _ 

40 45 9.11 50 
30 30 9.11 50 
30 30 9.11 50 
30 30 12.00 50, peak; 40, 

off-peak and 
Saturday 

Option 1 represents an improvement in the headways 
for all periods; the number of stops and fare are un­
changed. Option 2 is the same as option 1, but headway 
is increased to 24 min in the weekday peak period. Op­
tion 3 is the same as Option 2, but the number of stops 
is increased to 12 .O/mile and fare is reduced to 40 cents 
during the weekday off-peak period and all day Saturday. 

The results obtained for each option are summarized 



in Table 3. Option 1 results in a considerable increase 
in annual ridership and vehicle miles operated, as well 
as corresponding increases in revenues and operating 
costs. Although the operating deficit increases by 
$6328, the deficit per passenger decreases from $0.416 
to $0.398. Except for small increases in the operating 
cost and total cost per vehicle hour, the remaining cost-

Table 2. Comparison of route 
performance with system average. 

Performance Indicator 

Efficiency 
Operating cost per vehicle hour ($) 
Operating cost per vehicle mile ($) 
Operating cost per passenger ($) 
Operating cost per passenger mile ($) 

Total cost per vehicle hour ( $) 
Total cost per vehicle mile ($) 
Total cost per passenger ($) 
Total cost per passenger mile ($) 

Revenue per dollar operating cost ($) 
Revenue per vehicle mile ($) 

Vehicle miles per driver pay hour 
Passengers per driver pay hour 
Annual vehicle miles per vehicle 
Annual passengers per vehicle 

Effectiveness 
User cost per passenger ($) 

17 

efficiency indicators are generally improved and the 
driver and vehicle utilizations are increased significantly. 
The option is also effective in reducing the user cost 
per passenger and user cost per dollar of operating cost. 

The service cutback in the weekday peak period in 
option 2 causes ridership to decline relative to option 1, 
but it is still higher than the base-case ridership. The 

Route Specific Data 
System 

Weekday Saturday Annual Average" 

18.18 18.03 18.16 20.51 
1.34 1.36 1.34 1.60 
0.36 1.69 0.92 0.90 
1.53 3.01 1.64 1.62 

41.65 32.31 40.42 NA 
3.07 2.43 2.99 NA 
1.96 3.02 2.04 NA 
3.51 5.40 3.64 NA 

0.58 0.30 0.55 0.55 
0.78 0.40 0.73 0.88 

10.26 9.34 10.13 NA 
16.04 7.51 14.85 NA 
30 238 8980 34 728 36 771 
47 302 7228 50 916 50 288 

1.11 1.34 1.12 NA 
User cost per dollar operating cost ($) 1.29 0.79 1.23 NA 
Passengers per vehicle mile 1.56 0.81 1.47 2.19 
Passengers per vehicle hour 21.20 10.69 19.82 23.17 
Passengers per dollar operating cost 1.17 0.59 1.09 1.11 
Passenger miles per seat mile 0.019 0.010 0.017 0.021 

other 
Deficit per passenger ( $) 0.36 1.19 0.42 0.41 

•Numbers were obtained from a published report of the transit system. 

Table 3. Comparison of alternatives. 
Impact Variables Base Case Option 1 Option 2 Option 3 

Output 
Annual ridership 203 663 228 568 208 147 221 025 
Annual passenger miles 114 051 127 998 116 562 123 774 
Annual vehicle miles 138 910 172 176 149 612 149 612 
Annual vehicle hours 10 277 10 277 9 129 9 129 
Annual revenues ($) 101 831 114 284 104 073 96 308 

Resource 
Number of buses-weekday 4 4 3 3 
Number of buses-Saturday 2 2 2 2 
Number of drivers-weekday 5 5 4 4 
Number of drivers-Saturday 4 4 4 4 
Annual operator costs ($) 186 587 205 368 180 552 180 552 
Annual user costs ( $) 228 793 227 608 231 668 243 535 
Annual total costs ( $) 415 378 432 977 412 221 424 088 

Efficiency 
Operating cost per vehicle hour ($) 18.156 19.983 19. 778 19.778 
Operating cost per vehicle mile ( $) 1.343 1.193 1.207 1.207 
Operating cost per passenger ($) 0.916 0.898 0.867 0.817 
Operating cost per passenger mile ($) 1.636 1.604 1.549 1.459 

Total cost per vehicle hour ($) 40.418 42.131 45.155 46.455 
Total cost per vehicle mile ($) 2.990 2.515 2.755 2.835 
Total cost per passenger ($) 2.040 1.894 1.980 1.919 
Total cost per passenger mile ($) 3.642 3.383 3.536 3.426 

Revenue per dollar operating cost ($) 0.546 0.556 0.576 0.533 
Revenue per vehicle mile ($) 0.733 0.664 0.696 0.644 

Vehicle miles per driver pay hour 10.126 12.551 13.171 13.171 
Passengers per driver pay hour 14.847 16.632 18.324 19.458 
Annual vehicle miles per vehicle 34 728 43 044 49 871 49 871 
Annual passengers per vehicle 50 916 57 142 69 382 73 675 

Effect! veness 
User cost per passenge r ($) 1.123 0.996 1.113 1.102 
User cost per dollar operating cost($) 1.226 1.108 1.283 1.349 
Passengers per vehicle mile 1.466 1.328 1.391 1. 786 
Passengers per vehicle hour 19.817 22.241 22.801 24.211 
Passengers per dollar operating cost 1.092 1.113 1.153 1.224 
Passenger miles per seat mile 0.017 0.016 0.017 0.018 

other 
Annual deficit ($) 84 756 91 084 76 479 84 244 
Deficit per passenger ($) 0.416 0.398 0.367 0.381 
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most significant impact is a reduction of one in the num­
ber of buses and drivers required during weekdays. As 
a result annual operating costs are less, and the deficit 
is reduced to $76 479 compared to the base-case value 
of $84 756. There is also further improvement in the 
driver and vehicle utilization indicators and in the op­
erating cost efficiencies, except for the cost per ve­
hicle mile. 

The main effect of simultaneous reductions in fare 
and spacing between stops in option 3 is to increase 
ridership relative to option 2. Operating costs remain 
the same due to no change in the number of buses; how­
ever, revenues decrease due to the reduction in fare. 
As a result, total deficit increases relative to option 2, 
but remains less than the base-case value. Option 3 is 
the most effective in terms of passengers per vehicle 
mile, passengers per vehicle hour, passengers per dol­
lar of operating cost, and passenger miles per seat 
mile. Values of 19.458 passengers/driver-hand 73 675 
passengers/vehicle are also the highest under this option. 

L~ general, all three options offer significant improve ­
ments in most of the performance indicators. If a choice 
were to be made, it would have to be done with due re­
gard to the relative importance of each performance 
measure and the magnitude of the trade-offs available. 

CONCLUSION 

A relatively simple and quick technique for analysis and 
assessment of the impacts of major operational policy 
variables has been presented in this paper. The tech­
nique involves identification of the impacts and use of 
simple mathematical relationships to measure them; 
particular emphasis is on performance. The appli­
cability of the technique has been successfully demon­
strated by a theoretical analysis of options for transit 
service improvement in a specific route of a case-study 
area. 

The technique does not require an extensive amount 
of data collection effort; most of the information re­
quired is generally available from the records of a tran­
sit company. However, before it is applied, all of the 
assumptions made in the procedure must be considered 

and modified to suit a specific situation. 
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Evaluation of Bus and Carpool 
Operations on the San Bernardino 
Freeway Express Busway 
Lawrence Jesse Glazer and John Crain, Crain and Associates, Menlo Park, 

California 

The San Bernardino Freeway Express Busway, which runs eastward from 
downtown Los Angeles, is the most complete busway in the nation. It 
includes park-and-ride and on-line stations, feeder bus lines, outlying 
park-and·pool lots, and a supplemental contraflow bus lane in the central 
business district. Beginning in October 1976, carpools of three or more 
were permitted on this previously bus-only facility. During the mixed­
mode operations, the number of carpools on the busway and free-
way more than doubled, increasing by at least 800. These carpools were 
new and not caused by diversion from parallel roadways. Bus ridership 

was not noticeably affected until after a major fare increase. During the 
peak 1 h, the busway lane carries twice the number of people as does one 
adjacent freeway lane, but traffic still moves at 88 km/h (55 mph). Sur­
veys were conducted among bus riders, busway carpoolers, and freeway 
users (busway nonusers). Most carpoolers said they would not be car­
pooling if they could not use the busway. Attitudes of most busway non· 
users were positive; the busway is not controversial. There were no major 
safety or enforcement problems. The type of separation between busway 
and freeway was found to strongly affect safety and enforcement require-



ments. The busway was generally found to be more cost effective than 
an additional freeway lane. The average savings in out-of-pocket costs, 
for busway-induced carpoolers and bus riders only, covered two-thirds 
of the annual (capital and operating) costs of the busway. Most of these 
conclusions would probably change, however, if congestion on the ad­
jacent freeway was reduced or eliminated (for example, because of ramp 
metering or freeway widening). 

The San Bernardino Freeway Express Busway is a 
17.6-km (11-mile) exclusive roadway for high-occupancy 
vehicles (HOV s) • which runs eastward from the Los 
Angeles central business district (CBD) (see Figure 1). 
The two unidirectional busway lanes are buiit in the 
median strip or alongside the freeway and are separated 
from the automobile traffic lanes by either concrete 
barriers or a buffer lane that has flexible posts. This 
$57-million facility is the most complete busway in the 
country, with its on-line stations, park-and-ride 
facilities, feeder bus lines, outlying park-and-pool lots, 
and a supplemental contraflow bus lane in the CBD. 

From October 1976 through June 1978, carpools of 
three or more were permitted·on this previously bus­
only facility from 6:00 to 10:00 a.m. and 3:00 to 7:00 p.m. 
This mixed-mode phase was done in two stages; car­
pools were permitted on only the eastern portion of the 
busway during stage 1 and on the whole length of the 
busway during stage ·2. 

This paper summarizes an evaluation of the mixed­
mode phase (!J. A brief summary of previous (bus­
only phase) findings is also included for background. 

SUMMARY OF PREVIOUS 
FINDINGS 

During bus-only operations bus ridership grew steadily 
during the first 29 months of operation, from 1000 to 
14 500 daily passenger trips ©· The number of riders 
then -stabilized until October 1976, when mixed-mode 
operations were added (see Figure 2). During bus-only 
operations, 50 percent-of the bus -riders formerly drove 
alone and 25 percent came from--a carpool @. Only 11 
percent of those riders were transit captives; the re­
maining 89 percent had an automobile available to them 
@·. New riders added during Uiat time had substan­
tially higher incomes than prebusway riders-(~ . The 
transit market share in this corridor has stabilized 
near· 25 percent (of those-trips-whose origin and destina­
tion are both served by a busway bus) ©. This mode 
share is comparable to that of other forms of r apid 
transit. The principal reasons cited for choosing to 
ride a busway bus were time and cost savings and free­
dom from traffic congestion (~-

CORRIDOR IMPACTS 

In the half decade that the busway has been in operation, 
travel demand in the corridor has increased substan­
tially. This has been caused by population growth in 
the eastern end of the corridor and also by latent demand 
becoming manifest as new capacity was -added. Thus, 
although busway usage has increased- dramatically, the 
freeway -lanes are used at or near capacity for about 3 h 
out of each 4-h morning and evening period. 

During mixed-mode operations, the number of car­
pools on the busway part of the freeway has more than 
doubled, causing an increase of at least 800 carpools. 
These carpools were newly formed and not created by 
diversion from parallel roadways. During this period 
vehicle- and person volumes on other major east-west 
roadways in the corridor have increased slightly, 
speeds have decreased slightly, and accident rates 
have increased slightly. The main cause of these 

changes appears to be population growth, but since 
the busway does not extend the full length of the cor­
ridor, growth has just increased the preexisting con­
gestion at both of its ends. 

FACILITY USAGE 
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Carpool volumes showed a slow, steady growth (similar 
to the prior growth in bus patronage) from about 600 to 
over 1400 automobiles in each 4-h morning and evening 
period (see Figur e 3). At the observed occupancy of 
3.3 persons/ca rpool, this translates to about 4600 car­
poolers daily. Reverse-direction carpool volumes on 
the busway are negligible because the adjacent freeway 
is normally uncongested. Carpool growth is still con­
tinuing. 

Bus ridership was not noticeably affected by the in­
troduction of carpools. After the major fare increase 
in July 1977, perhaps 1000 bus riders switched from 
buses to carpools and single-occupant automobiles. 
However, by the end of the evaluation period bus rider­
ship appeared to· have regained its previous levels. 
During each 4-h morning and evening period the busway 
carries about 1600 vehicles, which contain about 10 000 
persons. Half of these people are in carpools and the 
other half are in buses. 

Total person volume over each 4-h period now 
slightly exceeds the average volume on one adjacent 
freeway lane. Demand on the freeway lanes is at 
capacity for most of the 4-h period, but the busway 
shows a sharp 1-h peak, which may be an expression 
of desired commute times versus the capacity­
constrained· commute times on the freeway. During 
this 1-h peak, the busway carries about twice the 
person volume of ·one freeway lane. Even at this 
volume, the bus way is operating at only two-thirds 
of the estimated 88-km/h (55-mph) capacity of 1200 
vehicles/ h. 

OPERATIONAL PERFORMANCE 

Bus running times have not been noticeably affected by 
the introduction of carpools and remain about 14 min 
for the 17.fl-km (11 -- mile) length (including two station 
stops). Carpool travel time on the busway is 12 min 
at all times. Automobile travel times on the adjacent 
freeway lanes have actually grown worse during mixed­
mode operations because of congestion caused by merges 
at the ends of the- busway, increased demand, and con­
struction on parallel surface streets. 

Thus, busway carpoolers can save up to 18 min in 
the morning peak and up to 8 min in the evening peak 
periods. This time savings can be even greater during 
incidents on the freeway lanes. The reliability of 
buswaytravel times gives further, unquantified savings 
to busway commuters ·because they do not have to depart 
earlier to be sure of an on-time arrival at work. An 
additional time savings may result from the flexibility 
to travel at any desired time. 

MODE SHIFTS 

More than half of the busway carpoolers surveyed said 
that they would not carpool if the busway had not been 
opened to carpools. This means that 2600 people now 
carpool as a direct result of mixed-mode busway opera­
tions . More than one-third of the busway carpoolers 
formerly drove alone, one-fourth came from buses, and 
a smaller p~rc-entage came from another carpool. Two­
thirds of all carpool partners are coworkers. The 
turnover rate among carpoolers is estimated to be about 
25 percent/year. 
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Figure 1. San Bernardino Freeway Express Busway. ~~ _ 

Figure 2. Busway patronage trends. 
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More than half of the carpoolers cited cost-related 
reasons for carpooling; time savings or convenience 
reasons were cited next most frequently. Parking costs 
are similar among carpoolers and solo automobile 
drivers. The major reasons cited by solo drivers for 
not carpooling were irregular work hours, the need for 
an automobile during the day, and convenience. Solo 
drivers' reasons for not riding a bus were time savings, 
convenience, and the need for an automobile. Car­
poolers' perceptions of the time savings and pleasantness 
of carpooling were much more positive than those of solo 

Figure 4. Western segment of busway. 

Figure 5. Eastern segment of busway. 

Figure 6. Access lane to busway. 
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drivers, but perceptions of carpool cost savings were 
similar. Most carpoolers agreed that they enjoy riding 
with other people; the solo drivers were neutral about 
that statement. 

The large increase in bus fare in July 1977 caused 
roughly 200 bus riders to switch to carpools, but a 
greater number appear to have switched to a single­
occupant vehicle. This is consistent with the findings 
about their prior mode of travel and automobile avail­
ability. 

ENVIBONMENTAL EFFECTS 

The reduction in vehicle kilometers traveled just from 
those trips attracted to the busway during the 4-h 
morning and evening periods was 160 000 km/day 
(100 000 miles/day) during bus-only operations and 
240 000 km/day (150 000 miles/day) during mixed­
mode operations. The resulting reduction in air pollu­
tion emissions ranged from 10 to 20 percent and the 
energy savings from 7 to 10 percent of the 4-h, peak­
direction totals on the busway-freeway lanes. 

Although these savings were realized as a result of 
a major shift to HOVs, vehicular volumes on the free­
way have also increased. This increased demand has 
offset some or all of the above savings. Other environ­
mental impacts were inconsequential. 

SAFETY AND ENFORCEMENT 

The western segment of the busway is a physically 
separate roadway, accessible only at the end points 
(see Figure 4). The eastern segment of the busway is 
in the median of the freeway and is separated by a 
buffer shoulder with flexible posts (see Figure 5). Thus, 
it is possible to enter the busway at any point along the 
eastern segment, but it is illegal to do so except at the 
legal acc-ess points at the ends. Further, there are two 
lengthy access lanes to and from the busway where 
HOV s are separated from the freeway lanes by nothing 
more than a stripe on the pavement (see Figure 6). 
These differing configurations have a pronounced effect 
on safety and enforcement. 

During bus-only operations, there were virtually no 
accidents, violations, or enforcement problems on any 
of the three parts of the busway. During mixed-mode 
operations, the same thing held true on the physically 
separated western segment. On the eastern segment, 
however, there was a low occupancy-violation rate (less 
than 10 percent) and a safety problem caused by illegal 
weaving across the buffer shoulder. ThiS produced an 
overall accident rate that was about the same as for a 
typical freeway. About 500 enforcement contacts are 
made per month. For the unseparated access lanes 
this illegal weaving is an even larger problem that 
has caused accident rates to double and created enforce­
ment problems. 

A safety problem at the ends of the busway was 
caused by increased congestion. An enforcement prob­
lem during stage 1 was caused by unclear signing. This 
problem was resolved at the beginning of stage~. In 
summary, a physical barrier between the HOV lane and 
adjacent traffic lanes is desirable for safety, and 
adequate room must be provided for emergencies and 
enforcement activities. 

PUBLIC OPINION 

Public opinion has remained strongly positive. Surveys 
were done of busway carpoolers, bus riders, noncar­
poolers who use the freeway lane·s, and households in 
the corridor. Most bus riders said that the busway 
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Table 1. Development of equivalent costs and revenues. 
Additional Actual Low-Cost Low-Cost 
Freeway Bu sway Busway Reversible 

Item Lane ($) ($) ($) Busway ($) 

Capital costs 
Rights-of-way 

East segment 3 400 a 500 8 600 8 600 
West segment 2 000 4 400 2 400 2 400 

Lane construction 
East segment 7 300 7 900 7 900 8 000 
West segment 3 200 11 900 3 400 3 400 

Railroad relocation 
East segment 1 700 4 700 4 700 4 500 
West segment 0 1 500 0 0 

Ramps and tunnels 
East segment 600 3 200 600 600 
West segment 0 -. . -. 

Station construction 
El Monte 0 3 800 3 800 3 800 
Hospital and college 0 1 100 0 0 

Project planning, design, and 
implementation 3 ooo• 8 100 5 ooo• 5 100• 

Bus purchases 
Initial purchase-100 0 4 700 4 700 4 700 
Replacement in 1990-150 0 7 000 7 000 7 000 

Total-1972 dollars 21 200 66 900 48 100 48 100 
Total-1977 dollars 29 400 94 900 67 400 67 400 

AMual operating costs 
Roadways 84 150 175 110 
Terminals 0 350 200 280 
Buses 0 3 830 3 830 3 830 
Enforcement 77 77 77 77 

Total 161 4 407 4 362 4 297 
Less annual revenues -o -1 500 -1 400 -1 400 

Net annual operating costs-1977 
dollars 161 2 907 2 962 2 897 

Equivalent a1U1ual capital costs' ~ 4 736 3 262 ~ 
Total equivalent annual costs-

1977 dollars 1 549 7 643 6 224 6 159 

•Ramps included in lane construction. 
bThese are estimated costs in 1972. Cost in 1978 would be almost double, 
'"Inflated by using Federal Highway Administration Highway Construction Cost Index (.2, p. 631). 
dAnnualized equivalent of capital costs, less residual value of right-of-way (estimated equal to the original cost, in 
constant 1977 dollars) . 

should be open to carpools and that carpools have not 
hurt bus service. Noncarpoolers on the freeway lanes 
said that the busway should "be open to both buses and 
carpools and that the busway was a good investment of 
taxpayer's money. Press coverage of the busway has 
been infrequent but positive. The busway is not con­
troversial. 

Washington, D.C. Cost estimates were then made for 
the existing busway and for the three alternative options 
(see Table 1). 

By using the above cost estimates and MOEs, the 
cost-effectiveness of the four options, under bus-only 
and mixed-mode operations, was evaluated. Mixed­
mode operations were found to be generally more cost 
effective than bus-only operation. mainly because the 
relatively fixed costs were spread among more users, 
all of whom gained some benefits. The only exception 
was with regard to safety. 

COST-EFFECTIVENESS 

To form a basis for an evaluation of cost-effectiveness, 
the goals of the busway project were identified as The busway was superior to the additional freeway 

lane option in the reduction of user costs, improvement 
1. Provide added corridor capacity, of level of service, reduction of environmental im-
2. Reduce environmental impacts of corridor travel, pacts, and provision for future contingencies. There 
3. Improve the level of service for corridor wa-s no difference with regard to safety, and the freeway 

travelers, was more cost effective for providing added capacity. 
4. Reduce the personal cost of travel, The low-cost busway options were a little more cost 

-------,5. mprove e sa etyo corrlcl.or rave, an ----effective than tfie exisffiig busway. 
6. Provide for future contingencies (e.g., a future The greatest monetary benefit of the busway is the 

rail line). savings in user costs that result from reduced vehicle 

Measures of effectiveness (MOEs) were identified for 
each of the goals, and data were gathered to measure 
the degree of attainment of each of the goals during 
bus-only and mixed-mode operations. 

To-provide a better basis for future decision making, 
several hypothetical alternatives as well as the existing 
busway were included in this -analysis. These included 
an additional freeway lane, a low-cost busway to take 
full advantage of what we have learned from this busway 
demonstration experiment, and a low-cost, reversible­
lane busway similar to the Shirley Highway busway near 

use by those new carpoolers and bus riders attracted 
to the busway. These user cost savings (for busway­
induced carpoolers and bus riders only) cover two­
thirds of the annual (capital and operating) costs of the 
busway. 

Most of the above conclusions, however, would 
probably change dramatically ifoperating conditions on 
the adjacent freeway were to change-dramatically (e.g., 
because of ramp metering or freeway widening). 



CONCLUSIONS AND IMPLICATIONS 
FOR FUTURE BUSWAYS 

This demonstration project has shown that busways can 
be cost effective, noncontroversial, and attract sub­
stantial numbers of solo automobile drivers to buses 
and carpools. 

Busways would be most cost effective in bus-only 
operations if sufficient demand existed to fully utilize 
available capacity. When sufficient bus ridership 
demand does not exist, or when its development is 
uncertain, carpools may be added to increase the cost­
effectiveness of busways with only minor impacts on 
bus operations. When bus demand is uncertain, the 
busway design should permit carpools to be added, 
limited, or removed as circumstances change during 
the life of the busway. 

Demand data from this project have shown that a 
properly designed busway can attract a mode share 
similar to that of a comparable rail facility, at sub­
stantially less cost. The collection and distribution 
function served by the same busway buses reduces or 
eliminates the transferring required for a typical rail 
trip. The ability to increase cost-effectiveness by the 
addition or deletion of carpools makes a busway more 
adaptable than rail to changing or uncertain future 
circumstances. Of course, if total demand grows be­
yond the busway capacity, conversion to a higher­
capacity rail line is possible. 

For maximum cost-effectiveness, each major aspect 
of-the busway design should be examined to determine 
that its cost is justifiable in terms of the additional 
users that it will attract. To minimize adverse impact, 
busways should be physically separated from adjacent 

Abridgment 

freeway traffic and should not begin or end at places 
where the freeway will be congested-where these 
features can be achieved in a cost-effective manner. 
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Finally, busways are most appropriate for congested 
freeway corridors. If congestion does not exist or is 
eliminated, much of the attractiveness, and effective­
ness, of the busway would be lost. 
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Analysis of Bus Systems to Support 
Rail Rapid Transit 
Gunter P. Sharp and Ronald L. Rardin, Georgia Institute of Technology, 
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Howard G. Eisenstadt, Richard T. Shogren, and Charles C. Schimpeler, 

Schimpeler-Corradino Associates, Louisville 

This abridgment describes an evaluation of alternative 
bus systems that will serve as line-haul and feeder ser­
vice for the Metropolitan Dade County Stage 1 Rapid 
Transit System (Miami area). The weighted derivative 
(sensitivity) of transit ridership is defined and computed 
for all study-area zones, zone pairs, districts, and dis­
trict pairs. Then a comprehensive transit system is 
determined for the study area to aid in the planning pro­
cess. These two concepts are applied to a large urban 
area by using the urban transportation planning system 
(UTPS) and UTPS-compatible programs. 

Transit planning by use of UTPS for large urban 
areas generally precludes the use of optimization 
techniques in the design of bus route systems. The 
large networks, long computer execution times, and 
impenetrability of the UTPS programs all combine to 
make optimum use of UTPS at the detailed planning 
level difficult. Previous studies of optimization con-

cepts generally dealt with smaller networks that have 
fewer than 100 nodes (1-3). The concept of the weighted 
derivative is motivated by the desire to use a gradient­
type interactive approach to make changes in the bus 
route system. Knowledge of the potential change in 
ridership due to changes in travel disutility can guide 
the planner in making changes to increase ridership at 
the least cost. Although the approach used did not 
iterate in the usual sense, the information provided 
gives new insight for the two route systems studied 
and helps explain why one is superior to the other. 

The concept of a comprehensive transit system is 
not new, but its application in a UTPS setting is (4,5). 
Sometimes called an ubiquitous system, a compre-­
hensive transit system is an abstract concept defined 
by the following service characteristics: 

1. It covers the entire service area, 
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2. Each potential traveler has access to the system 
near trip origin and destination, 

3. Headways are short, 
4. Paths are not circuitous , and 
5. There are few or no transfers. 

In short, it is assumed that the numbers of vehicles and 
routes are unlimited. Transit fare and costs of com­
peting automobile trips are assumed to be the same as 
for a design system. Such a system will attract the 
maximum potential ridership for any system by using 
the same vehicle types and speeds. The planner obtains 
an upper bound on ridership for evaluating various 
design systems. Detailed comparisons between a 
comprehensive and a design system on connectivity, 
ridership, travel times, and disutility can aid in 
modifying the latter. A comprehensive system can 
also aid in designing a new transit system (6). For 
Dade County the major use was to evaluate design 
systems. 

APPROACH 

The approach of the analysis is described by eight steps: 

1. Develop initial alternative bus systems. For Dade 
County these are two-NET 6, a modified version of the 
existing system plus committed extensions and additions, 
and GRID 1, prepared by Dade County Office of Transit 
Administration. Both of these systems had already 
undergone considerable refinement before being subject 
to the present analysis. 

2. Develop comprehensive transit system as a 
reference system. A 1985 highway network was used, 
and automobile speeds were factored down to appro­
priate bus speeds. Additional links were added to the 
resulting network to represent the 34-km (21-mile) 
long stage 1 rail line and a number of express busways. 

3. Use UTPS program package to evaluate each 
system, generate paths, modal splits, and line assign­
ments. Compatibility with UTPS was a requirement 
because virtually all previous planning had been per­
formed with Federal Highway Administration (FHWA) 
and UTPS programs. 

4. Generate reports of service indices and potential 
ridership changes for each alternative. The same pro­
gram provided data on zone coverage, ridership, trip 
times, transfers, and the derivative of the modal split 
function. Most of the data were aggregated to district 
trip-end summaries and district-district tables. 

5. Generate reports of resources needed: vehicles 
and vehicle distances and hours traveled on routes. 

6. Examine reports to determine if further improve­
ments or resource and patronage trade-offs can be 
made. 

7. Use detailed output reports to make changes, 
then go back to step 3. 

8. Stop. This decision was based on the time, 
manpower, and computer resources needed to perform 
another iteration versus the likelihood of achieving a 
significantly better bus system. 

DESCRIPTION OF PROGRAMS 

The program package consists of a sequence of UTPS 
programs (7); they are UNET, UPATH, UMODEL, 
ULOAD, aiid UFMTR. (These computer p1·ograms 
were designed for U.S. customary units only; there­
fore, values given are not in SI units. ) 

Comprehensive Transit System 
Devel9pment 

Considerable effort was spent on the development of 
the comprehensive transit system. The first step 
assumes existence of a capacity-restrained highway 
assignment, which yields congested automobile speeds. 
FHWA program UNBLDHR is used to produce link cards 
from the historical record office (HRO) file (8). High­
way link times are used to derive bus speeds by using 
the formula 

Tb= Ta+ L2/(2STa) + 0.2L/S (1) 

where 

Tb bus time on link (min), 
T. automobile time on link (min), 
L length of link (miles), and 
S bus stop spacing on link (miles). 

The second term expresses delay due to acceleration 
and deceleration of the bus and the third term reflects 
passenger boarding and alighting times. This formula 
is similar to one in McFadden and others (9). Bus 
spacing is a function of automobile speed: -

S = (0.007) (automobile speed)+ 0.12 (2) 

Spacing is confined to the interval (0.17 mile, 0.33 
mile), and the final bus speeds are confined to the 
interval (8 mph, 30 mph). Access to the comprehensive 
transit system is by walk connectors. These are the 
same as the centroid connectors to the 1985 highway 
net, except that walking speeds of 3.0 mph are assumed. 

UMODEL Program 

The key program in the analysis is a UMODEL routine 
with user-coded subroutines. The program reads zonal 
data, fare and toll matrices, parameters, and trip 
table data and then performs modal split for each inter­
change or zone pair, computes performance indices, 
and writes outputs. Person trip data used were for 
1985, with four purposes defined: home-based work, 
home-based other, nonhome based, and school. 
Time and distance skims are for peak and off-peak. 
Also, trips are differentiated by origin zone location: 
beach area and nonbeach. 

Modal Split 

A logit model is used to predict transit choice ~): 

fraction transit = 1 /(1 + e•) 

in which x = sDD - aDA - b 

where 

DD 

DA 
s, a, and b 

disutility on design transit system 
(for comprehensive service, DC is 
substituted for DD) , 
disutility for automobile trip, and 
constant coefficients for trip 
categories. 

Disutility for a transit system (DD or DC) is ob­
tained by 

(3) 

DD= run time+ fare disutility +(walk and 

wait time x 2. 5) (4) 



The automobile disutility (DA) is given by 

DA= run time +terminal time +parking cost disutility 

+ automobile operating cost dis utility (5) 

Weighted Derivative 

It is useful to know how sensitive system output is to 
changes in inputs. Previous work on mode choice 
(10) indicated that certain purpose-location-income 
group (PLI) combinations were far more sensitive to 
changes in transit service than others. Also, for a 
given PLI combination, the sensitivity to changes de­
pends on the difference between transit and highway 
disutilities. This concept is expressed mathematically 
by the derivative of the modal split function, evaluated 
at the weighted disutility diffe1·ence (x) for a design 
system under consideration: 

(6) 

The DER is multiplied by total person trips to show the 
change in transit ridership due to changes in x. This 
yields the weighted derivative (WTDER): 

WTDER = DER x total person trips for zone pair (7) 

The WTDERs are then aggregated to give district trip­
end summaries and district-district tables. 

These WTDERs must be interpreted with caution. At 
any aggregation level there is an assumption that a 
change in x for all person trips involved causes transit 
ridership to increase. Improvements in service to one 
or more zonal interchanges that cause the total district 
interchange to improve one disutility unit may not im­
prove the transit ridership by the value WTDER. 
WTDER is computed with respect to x. For different 
PLI combinations, x exhibits different sensitivities for 
changes in DD or DA. For widely differing values of 
the coefficients, the WTDERs should not be aggregated. 
In summary, the WTDER values are another output of 
the program. Properly interpreted, they can aid the 
planner in making changes in the system. 

Area-Adjusted Weighted Derivative 

A problem in interpreting WTDER is that it is unrelated 
to the cost of changing the transit service. To adjust 
for the cost of improving transit service, by lower 
headways, closer line spacing, or faster bus speeds, 
one should modify WTDER based on these factors. 
Little work exists on such relationships-what has been 
reported suggests that some of the cost factors are re­
lated to the area of the district being served (11). Thus, 
it was decided to divide the WTDER for a district by the 
area of the district, giving the area-adjusted weighted 
derivative. 

Program Time and Size 

The program sequence was run on an IBM 360/65. 
Constraints that affect time and size include: number 
of tables input (24) and output (26), zones in the network 
(723), and nodes in the transit (2200) and highway (9000) 
network. A complete run takes about 250 central pro­
cessing unit (CPU) min. Nearly half of that time is 
used by the UMODEL program, which also requires the 
largest amount of core, 616 000 bytes. 

APPLICATION AND ANALYSIS 

Summary details are given below for the bus lines in 
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NET 6 and GRID 2, a revised version of GRID 1: 

Variable NET 6 GRID 2 

Bus lines 137 103 
Route miles 2 466 1 896 
Vehicles 921 931 
Vehicle miles 200 000 177 000 
Vehicle hours 15 600 13 800 

The most evident difference is in the higher route miles, 
vehicle miles, and vehicle hours for NET 6. One of the 
purposes of NET 6 is to provide service to an expanded 
area. This is also clear from an examination of the 
connected zones and interchanges. 

Service to NET6 (%) GRID 2 (%) 

Peak zones 92 90 
Interchanges 
Peak 82 80 
Off-peak 77 80 

Total person trips 
Peak 95 93 
Off-peak 93 91 

Average 94 92 

NET 6 provides service to 2 percent more zones and 
interchanges during the peak than does GRID 2. During 
the off-peak, however, NET 6 coverage is reduced to 
3 percent fewer interchanges than GRID 2. 

Superior Performance of GRID 2 

The GRID 2 system performs slightly better in terms 
of patronage and modal split. 

NET 6 GRID 2 Comparable 
Modal Split ~ (%) Service(%) 

Peak 12 13 19 
Off-peak 5 5 7 
Total 6.5 7 10 

GRID 2 attracts more peak rail patrons, but fewer during 
off-peak. Average disutility of travel time is 0.7 min 
less on GRID 2. As expected, transfers are higher for 
GRID 2 than for NET 6-1.4 and 0.7 versus 1.3 and 0.6 
for peak and off-peak, respectively. 

The major difference between the two systems is in 
productivity. Peak productivities are neal'ly the same, 
but the off-peak figures favor GRID 2-1.3 passengers/ 
vehicle mile versus 1. 1 passengers/vehicle mile and 
18 passengers/vehicle-h versus 15 passengers/vehicle­
h. NET 6 uses 22 percent more vehicles and 19 percent 
more vehicle miles during the off-peak and yet attracts 
only 1 percent more off-peak patrons. These differences 
are substantial: 131 more off-peak buses and 23 000 
more off-peak vehicle miles (12). 

Balance and Sensitivity 

More detailed analysis shows that GRID 2 performs 
better for nonbeach work trips and low-income trips; 
however, NET 6 provides better service for beach 
zones. GRID 2 gives better service in the core area, 
and NET 6 serves the peripheral and beach areas 
better. The area-adjusted WTDERs indicate where 
cost-effective changes in transit service can be made. 
These WTDER values can be aggregated at higher 
levels to compare large areas against one another. 
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Area-Adjusted 
NET 6 GRID 2 

WTDER tor Peak Off-peak Peak Off-peak 

Central area 467 499 474 494 
Periphery 114 168 150 236 
Beach area 906 3290 888 3017 

This comparison provides some numerical values 
about how much more difficult it is to gain riders in the 
periphei-al areas. If transit disutility is reduced by 
4 min tiu·oughout an uea (4 tin,1es a typical s value of 
0. 2 5 = 1.0), the xeS1llting increase in ridership will be 
about 467-499 / mile2 in the peak, and 114-236/mile2 in 
the off-peak. The beach districts have the greatest 
area-adjustedWTDE Rs. NET 6 and GRID 2 are fairly 
compuable in the core and beach areas but differ 
markedly in the peripheral area. 

CONCLUSIONS 

Two concepts were applied in the transit planning process 
for a large urban area by using UTPS-compatible pro­
grams: the weighted derivative of t r ansit r idership a11d 
a comprehensive transit system. Because de1dgn of bus 
route systems for Dade County had progressed consider­
ably before application of these concepts, they did not 
lead to major changes in alternative h"ansit systems. 
However, they did provide clear and meaningful new in­
sight in expl aining the superiority of one route system. 
ln part icular, it was judged that a grid bus system was 
able to achieve higher productivity because it concen­
trated service in the core districts, which have much 
greater weighted derivative values. Since the compre­
hensive system attracted about the same number of 
riders for both connected servic.e areas, the difference 
between t he two design systems is largely in emphasis 
on different areas. It is hoped that these concepts will 
be used to guide subsequent refinements of the grid 
system. 
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Discussion 
S. Chandana Wirasinghe, Department of 

Civil Engineering, University of 
Calgary, Calgary, Alberta 

The authors should be commended for their attempt 
to rationalize the design of a complex transit network. 
Several aspects of the paper, however, merit further 
discussion. Essentially, two transit networks proposed 
for Dade County, Florida, are compared with an ubiqui­
tous network. The concept of an "area-adjusted weighted 
derivative of ti·allsit ridership" is also inb'oduced. 

A section of the paper is devoted to describing various 
idealized bus transit networks (such as grid and radial) 
that have been discussed at length elsewhere (5). 
Somewhat surprisingly and contrary to the title of the 
paper, feeder route systems and their orientation to 
fixed guideways (13, 14) are not discussed. 

An ubiquitous transit network is i·ather attractive 
for the purpose of comparing such variables as total 
ridership. However, one should be careful because 
the system ope1·ating costs cannot be compared in a 

1. M.H. Rapp, P. Mattenberger, S. Piguet, and similar manner. Further, care should be taken in the 
A. Robert -Grandpierre. Interactive Graphics definition of an ubiquitous system in a practical situa-
Systems for Transit Route Optimization. TRB, tion for purposes of comparison. For example, the 
Transportation Research Record 559, 1976, pp. sensitivity of the results to the ubitrary assumption of 
73-88. a 10-min headway between buses should be checke . 

-- ---- 6 -,--P ;-Sha-rp-,P -:- . Jones,-and-J-:-0 :-B-e-U-. - App1ic_a,-----Tlfe filg 1way iiiKt1me formula given by Equation 1 
tion of a Route Structu1ing Algorithm to City Bus is based on several assumptions that should be 
Lines. Georgia Institute of Technology, Atlanta, noted. The term L 2 / 2ST. is dependent on both the 
1974. acceleration and deceleration of a bus being equal to 

3. L.J. LeBlanc. An Algorithm for the Discrete 4 miles/min2
• The last term 12/S seems to be based 

Network Design Problem. Transportation Science, on the heroic assumptions that the link lengths and the 
Vol. 9, No. 3, 1975, pp. 183-199. number of passenge1·s that board and alight in each link 

4. R.H. Pratt and G. W. Schultz. A Systems Ap- are equal. The basis for tJ1e formulation of the bus 
proach to Subarea Transit Service Design. TRB, stop spacing as a lineai- .function of speed (given by 
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37-47. (15) tha:t the spacing that minimizes the sum of the 

5. G. L. Thompson. Planning Considerations for passenger time costs and bus ope1·ating costs (total 
Alternative Transit Route Structures . American cost) is proportional to the square i·oot of the bus speed. 
Institute of Planners Journal, April 1977, pp. 158- It is likely that the clisutility of a transfer is com-
168. posed of two parts: one related to the waiting time and 



one related to the intrinsic inconvenience. In other 
words, an intrinsic transfer disutUity would exist even 
if the transfer time was zero. Tbis fact should be re­
flected in the transit disutility function given by Equation 
5, since up to three transfers are allowed in the transit 
networks being compared. 

It is recognized in the paper that the "weighted 
derivative of transit ridership (WTDER)" is unrelated 
to the cost of altering the service and, hence, of little 
value. The proposed remedy-the division of the WTDER 
for a district by the district area to obtain an estimate 
of the sensitivity of the change with respect to cost­
leaves much to be desired. The WTDER for a district 
(as I understand the paper) is the change in trip ends 
between all the zones in a district and all the zones in 
the study area inclusive of that district, when the (DD -
DA) values are decreased by one unit. Thus, the divi­
sion of WTDER by the district area to obtain the sensi­
tivity with respect to operating cost is not helpful since 
the district area cannot be a surrogate for the cost of 
operating buses, let alone trains, between zones in the 
district and zones outside the district. 

The "superiority of one route system" over another 
cannot be established without more explicit recognition 
of the operating cost of the systems. A good transit 
system is one perhaps where a balance is obtained be­
tween the level 0£ service and the operating cost. 
Recent work in the area of optimal bus transit networks 
(16) has indicated that a grid is not likely to be better 
than an asymmetric network if the total cost is to be 
minimized. 

Finally, the inclusion of sketches of the two networks 
(NET 6 and GRID 2) would have been helpful. 
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Author's Closure 
Gunter P. Sharp 

Wirasinghe's discussion contains a number of valid 
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comments. Some points mentioned should be clal'ified. 
The formula for bus link times (given by Equation 1) 

originally contained an error and should read 

Tb= T, + L2/(2ST,) + 0.2 L/S (!) 

The second term (L2 /2ST.) does not imply bus accelera­
tion and deceleration of 4 miles/min2 but instead relates 
to the additional acceleration and deceleration time 
needed for bus rather than automobile. The third term 
(0 .2 L/S), which previously contained the error, is based 
on 0.05 min/ passenger and four passengers/stop. 

Bus stop spacing was expressed as a linear function 
of speed because this was thought to provide a good, 
simple approximation of current and future practice by 
Dade County. Stop spacing is influenced heavily by the 
type of street and spacing of blocks. 

The disutility of a tranfer was expressed in a manner 
consistent with previous mode split analysis for the 
system, so that comparisons could be made more easily 
between the one-step logit model and the hierarchical 
model used previously (10). 

The division of the weighted derivative of transit 
ridership (WTDER) by the area of the district is in­
tended to yield a measure of potential ridership increase 
per square mile. Such a measure is clearly helpful to 
the planner even if the relation between district area and 
bus operating cost is not well specified. 

It is stated in the paper that the superiority of the 
GRID 2 system is based on productivity and sensitivity. 
Since both systems attract about the same total numbers 
of patrons, the higher productivity of GRID 2 translates 
into lower operating costs. Thus, operating costs are 
explicitly recognized. 

The term grid is something of a misnomer for the 
GRID 2 system. A more detailed analysis of route types 
in each system gives this comparison. 

Peak Vehicles by Route Type 

Routes oriented mainly east·west 
or north-south, local 

Radially oriented routes, local 
Routes of mixed type, local 
Express routes of all types 

NET 6 (%) 

42 
12 
28 
18 

GRID 2 (%) 

60 
11 
11 
18 

The express routes are mainly radially oriented and of 
mixed type and are the same in both systems. The 
difference between the two systems is a matter of 
degree; either one might be classified as being an 
asymmetric network. 

The route systems require eight or more figures 
for clear graphical representation; these were ex­
cluded because of page limits. The Grid Bus Analysis 
(12) contains a complete set. 

Publication of this paper sponsored by Committee on Bus Transit 
Systems. 
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Abridgment 

Evaluation of the Greenwood Drive 
Fringe Parking Facility 
M. J. Demetsky, R. N. Robertson, and Robert E. Jalette, 

University of Virginia and Virginia Highway and Transportation 
Research Council, Charlottesville 

Fringe parking (or park-and-ride) lots are designed to 
draw on the benefits of the private automobile and bus 
transit by using the automobile to collect passengers 
from low-density residential areas and then carry them 
along high-density transportation corridors by bus. 
Many fringe parking and express bus services have 
been successful; however, several lots, such as the 
Greenwood Drive lot in Portsmouth, Virginia, have not 
been fully utilized. One factor that may have con­
tributed to the underutilization of such parking facilities 
is the lack of adequate planning procedures for use in 
preliminary feasibility studies and subsequent transit 
planning efforts for park-and-ride facilities and 
services. 

To assist transit planners in developing park-and­
ride facilities, Wester and Demetsky proposed a pro­
cedural method for express bus and fr inge parking 
t r ansit planning (1 ). This methodology ls bas ed on the 
analysis of population, s ervice, a11d urban development 
characteristics of park- and- ride operations in Rich­
mond and Virginia Beach (2, 3). In addition to deter­
mining the feasibility of the operation, the methodology 
also estimates the demand for the bus service. 

This paper describes a study that was conducted to 
determine why the service from the Greenwood Drive 
lot failed to attract more riders than it did and to test 
the a bJlity of the planning methodology to s how. why this 
fringe par king facility was not successful. In addition, 
the potent!.al for moxe demand for the service is 
discussed. 

HISTORY OF FACILITY 

The Greenwood Drive park- and- r ide lot was de veloped 
jointly by the Federal Highway Administration, the 
Virginia Department of Highways and T r ansportation, 
the Tidewater T1·anspor tation District Commission, 
and the city of Portsmouth. The lot, located at the 
interchange of I-264 and Greenwood Drive in southwest 
Portsmouth, was dedicated on May 17, 1976. Bus ser­
vice connects the lot with downtown Norfolk, the cen­
tral bus iness district (CBD), and the naval bases at 
Sewell's Point. The lot provides 335 free parking 
spaces and includes a kiss-and-ride area, an en­
closed passenger s helter, bicycle racks, lighting, 
landscaping, and easy access to both transit and 
private passenger vehicles. 

The initial service consisted of six buses that de­
parted from the lot during the morning and returned 
during the afternoon. Three buses traveled between 
the lot and the U.S. Naval Operations Base (NOB) and 
the U.S. Naval Air Station (NAS), and the others ser­
viced the Norfolk CBD. Due to ins ufficient passenger 
demand, the service to the CBD was discontinued in 
April 1977. The remaining three buses also serve 
another free parking lot located at the Midcity Shopping 
Center and stop on demand at the Old Dominion Uni­
versity and Public Health Hospital and on Hampton 
Boulevard. 

The use of the park-and- r ide lot and the ridership 
on the bus service have been very low from the be­
ginning-frequently only 15-20 vehicles are parked in 
the lot daily. Table 1 summarizes the bus patronage 
through October 1977. Approximately 30 persons trips/ 
day were made in each direction between the Greenwood 
Drive lot and the NOB- NAS. 

ANALYSIS 

The procedural method for planning expre ss bus and fringe 
padtlng transit was ap1,lied s tep-by-step to detenuine why 
demand for the bus se1-vice has been low. 

An examination of the parking supply, roadway conges­
tion, and travel costs revealed that conditions that have 
been shown to prevail where the majority of successful 
express bus and fringe parking services have been imple­
mented do not exist in the Portsmouth-Norfolk area. 

The area served by this service is made up of single­
family houses and townhouses. The numbers of home­
to-work trips to the Norfolk CBD and the NOB-NAS 
are given by census tract in Table 2. 

Obse1-vations from an on-site survey and an a nalysis 
of the a1·ea around the Greenwood. Drive lot revealed lo­
cational advantages that included proximity to an existing 
travel corridor at the interchange of an Interstate high­
way. Disadvantages of the lot site include a lack of signs 
to direct drivers to the site, low level of maintenance, 
and lack of security. Overall it was concluded that the 
status of the site could be improved, but no dominant 
negative characteristics were detected. 

Demand Estimation 

The demand for the G.t·eenwood Dr ive fr inge parld ng and 
express bus service was estimated by use of a model 
calibrated for a service that originated at the Princess 
Anne Plaza in neighboring Virginia Beach (2 ) . This 
model was chosen because of the similarities between 
the two transit operations and the respective markets. 

The traffic zones used in past studies of the area pro­
vided the basis for the demand analysis. A corres­
pondence of the zones with the census tracts was estab­
lished in order to apply the work-trip data given in 
Table 2 to the traffic zones. 

The probability (Pb) of choosing the express bus was 
determined by the logistic model 

(I ) 

wher e G6c) = a linear function of explanatory variables 
and is given by G(x) = 1. 2444 - 3. 296 lX L + 2 .85 41X2 + 
2.0156X3; 

X1 =number of household automobiles 

7 number of licensed drivers (2) 

(3) 



Table 1. Ridership of Greenwood Drive park-and-ride bus 
service. 

Week Beginning 

May 17, 1976 
June 14, 1976 

Destination 

NOB-NAS CBD 

8 
17 
24 
31 
31 
29 
29 
19 
21 
19 
18 

July 19, 1976 
August 16, 1976 
September 13, 1976 
October 18, 1976 
November 15, 1976 
December 13, 1976 
January 17, 1977 
February 14, 1977 
March 14, 1977 
April 11, 1977 

18 
33 
63 
63 
58 
61 
69 
77 
57 
63 
65 
58 
63 
62 
61 
52 
66 
58 

Service terminated 
May 16, 1977 
June 13, 1977 
July 18, 1977 
August 15, 1977 
September 12, 1977 
October 17, 1977 

Table 2. Greenwood Drive corridor market-area home-to-work 
trips. 

Home-to-Work Trips" 

Census Tract Population CBD NOB-NAS 

127 .01 4568 29 228 
127 .02 5893 29 249 
128.0 7541 46 126 
213.01 1887 16 26 
214.04 2531 39 64 
215.01 3396 6 57 

aThe figures in this table were estimated from the 1970 census by assuming that all 
nonlocal government workers employed in Norfolk work at the NOB-NAS. 

where 

travel time via automobile, 
travel time via bus, 
cost of using automobile, and 
cost of using bus. 

(4) 

In order to estimate the demand for the express bus 
service the number of captive riders was subtracted 
from the zonal NOB-NAS and Norfolk CBD work trips. 
The rate of captive automobile riders was assumed to 
be the same as that for the area where the models were 
calibrated-47. 7 percent. A summary of the ridership 
estimates by zone for the express bus service from 
the market area is given below. 

Traffic Destination Traffic Destination 

Zone CBD NOB-NAS Zone CBD NOB-NAS 

389 1 1 407 1 2 
390 3 4 408 0 0 
391 1 1 487 8 59 
393 1 5 495 7 16 
398 1 4 505 8 63 
400 0 1 Total 31 157 
406 0 1 

Demand Analysis 

The NOB-NAS is unique in that a bus service that closely 
resembles that provided by the Greenwood Drive opera­
tion was available prior to the institution of the new 
service. Buses are privately owned and operated by 
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employees of the NOB-NAS. Personnel interested in 
using this service contact an owner and arrange a pick­
up point. A current directory shows that nine 65-
passenger buses operate in the same market area as the 
Greenwood Drive parking lot. The cost of this bus 
service ranges from 60 to 75 cents/trip. Therefore, 
the express bus service faces direct competition from 
the established subscription bus service. In order to 
determine the expected patronage for the Greenwood 
Drive lot service, the submodal split between the sub­
scription buses and the Greenwood Drive express bus 
was estimated. 

Since the travel time and cost of the established sub­
scription bus service are similar to those of the new 
Greenwood Drive express bus service and the new ser­
vice requires an additional access mode but the sub­
scription bus provides door-to-door pickup, it was 
assumed that the majority (80 percent) of the current 
subscription bus passengers would continue to use that 
service. 

These passengers were then subtracted from the total 
estimated demand in the market area for express bus 
service to get an accurate estimate of the number of 
people who would use the express bus service. The 
table below gives the final estimates of ridership for 
the Greenwood Drive express bus service. 

Traffic Destination Traffic Destination 

Zone CBD NOB-NAS Zone CBD NOB-NAS 

389 1 1 407 1 1 
390 3 3 408 0 0 
391 1 1 487 8 23 
393 1 1 495 7 9 
398 1 1 505 8 17 
400 0 0 Total 31 57 
406 0 0 

The final step of the procedure for planning fringe 
parking and express bus transit is to determine the number 
of automobiles that will be parked at the fringe parking 
lot. This was accomplished by using a submodal split 
model for each zone in the market area: 

G(x) = -5.7146X1 + 3.4796 

(5) 

(6) 

The estimate of the number of automobiles parked was 
found by multiplying the probability of parking by the esti­
mate of the express bus ridership. These results are 
given below. 

Traffic Owner's Destination Traffic Owner's Destination 

Zone CBD NOB-NAS Zone CBD NOB-NAS 

389 1 1 407 0 0 
390 2 2 408 0 0 
391 1 1 487 5 15 
393 1 1 495 2 2 
398 1 1 505 5 12 
400 0 0 Total 18 35 
406 0 0 

The estimated ridership for the express bus service 
(as given above) is approximately double that actually 
realized (Table 1). Much of the discrepancy between 
the actual and predicted values is attributed to the 
numerous assumptions required in order to account for 
the subscription bus service and the error to be ex­
pected by borrowing models . The demand analysis 
did indicate, however, that the service would experience 
levels of patronage much lower than those for which the 
lot and service were designed. 
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CONCLUSIONS 

The application of the methodology to the planning of 
express bus and fringe parking transit to the Greenwood 
Drive service reveals that the low levels of patronage 
that have been experienced could have been expected. 
When the Greenwood Drive service was planned, the 
competing subscription bus service was not properly 
considered. Although the planning methodology was 
not designed to deal directly with such unique issues 
as competing bus service, we have shown that the com­
prehensive study approach could be adapted to special 
local problems, such as this competition. Accordingly, 
we conclude that the methodology improves the general 
capability for developing successful park-and- ride 
transit operations. 

The following observations were made regarding 
the future potential of the Greenwood Drive lot service 
to attract riders: 

1. The competing subscription bus service clearly 
dominates the market for transit to the NOB-NAS, 

2. The site is somewhat isolated from the local 
neighborhoods, 

3. The service should have been advertised con­
tinually and more directional signs should have been 
provided on local roads, and 

4. The lot design is adequate, but better maintenance 
and security are desirable. 

In view of the above findings plus other factors con­
sidered, it does not appear that demand for the service 
will grow in the near future. Only when the area to the 
south of the lot (Chesapeake and Suffolk) is developed 
will it be possible for the lot and service to be anywhere 
near successful. 
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Bus Route Analysis Model (BRAM) 
Summary Report 
Robert Bengtson and Ken Markve, Upper Great Plains Transportation Institute, 

North Dakota state University, Fargo 

This describes the bus route analysis model (BRAM), a computer system 
that was developed to design bus routes. The computer program uses an 
iterative process to test various route configurations and to minimize the 
number of routes, the distance traveled, and the total travel time within 
constraints established by the parameters of maximum riding time and 
average speed of the bus. In the active mode BRAM designs bus routes by 
first dividing the district into a number of pie-shaped sectors, which are 
preselected by the planner, and then designing a route within each sector. 
Bus stops are first assigned to a sector by location and are then assigned to 
a route. A theoretical loop curve that represents an ideal route is used to 
form the routes. Bus stops are assigned to the route based on distance 
from the ideal curve and other constraints (such as bus capacity and 
student travel time). In order to test feasibility the routes are then sub­
jected to a modeling procedure to determine travel time and travel dis­
tance. Through an iterative process various configurations of routes are 
tested until the best configuration is determined. BRAM is user oriented. 
A user's procedure manual describes the procedures for data collection 
and completion of coding forms, which are then keypunched. Support 
personnel input the data to the computer program and also establish the 
various parameters and constraints used. The printout is then sent back 
to the school district, where the routes are plotted and analyzed. The 
computer program also includes a management information system that 
can summarize daily statistics and print out monthly reports on the bus 
system. These reports provide information on the buses, routes, em­
ployees, and related costs. BRAM provides a design tool that can quickly 
investigate route alternatives for school buses or other fixed-route 
transit systems. 

During the past several years research has been con­
ducted at the Upper Great Plains Transportation Institute 
to develop a computer model to route school buses. The 
need for the conservation of energy is urgent in this age 
of increasing energy costs and dwindling resources. 
One area where costs can be reduced is in the transport­
ing of students to and from school. The costs of trans­
porting students are a particularly acute problem in North 
Dakota, where those school districts that responded to 
a questionnaire on usage of the computer indicated that 
there ~s an average of 1 sLudent/7. B km2 (1 student/3 
mile2

). After an extensive i·eview of the literatu1·e (!-i) 
we decided that contemporary network analysis models 
would be too complicated for school district personnel 
to use. structuring of the networks would be too ex­
pensive because many of the school bus routes in rural 
North Dakota are very long. Due to the severe weather 
and expected absences, routes change continually. The 
road system is everywhere-a road is available on most 
section and quarter-section lines. 

DESCRIPTION OF THE RESEARCH 

The objectives of the research were 



1. To assess the state of the art of school trans­
portation and the need for improved planning of school 
bus routes in North Dakota, 

2. To assess the operating characteristics of a 
school bus system and to use these observations to de­
velop a simulation model, 

3. To develop a methodology for a computer program 
to design bus routes and manage a bus system, and 

4. To develop a user's procedure manual so that 
school district personnel can use the bus route analysis 
model (BRAM). 

The BRAM computer system designs bus routes and 
then models these routes to test student travel times 
and the distances traveled by the buses. The computer 
program uses an iterative process to test various route 
configurations in order to minimize the number of 
routes, distances traveled, and total travel time within 
constraints established by such parameters as maximum 
bus riding time and the average speed of the bus. In 
North Dakota a student cannot spend more than 1 h on 
a bus. 

BRAM designs bus routes by first dividing the district 
into a number of pie-shaped sectors, which are pre­
selected by the planner, and then routes are cut within 
each sector. Bus stops are first assigned to a sector 
by location and are then assigned to a route. A theoret­
ical loop curve that represents an ideal route is used to 
form the routes. Bus stops are assigned to the route 
based on distance from the ideal curve and other con­
straints (such as bus capacity and maximum student 
travel time). The routes are then subjected to a model-

Figure 1. Near optimum 
route . 

Figure 2. Rose-petal curve. 

n/2 
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x 

x 
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ing procedure to determine travel time and distance in 
order to test feasibility. Through an iterative process 
various configurations of routes are tested until the best 
configuration is found. 

The data required by the computer program can be 
supplied by the school district personnel. A user's 
procedure manual describes the processes of data col­
lection and completion of coding forms, which are then 
keypunched. Support personnel put the data into the 
computer program and also establish the various 
parameters and constraints used in the program. The 
printout is sent back to the school district, where the 
routes are plotted and analyzed. 

The computer program also includes a management 
information system (!) that can summarize daily sta­
tistics and print out monthly reports on the bus system. 
These reports provide statistics on the buses, students, 
employees, and related costs. This system can pro­
vide monthly, year-to-date, or yearly totals so that 
costs can be watched closely and information provided 
on bus replacement or route revision. 

TECHNIQUES 

A false coordinate system is established on the south­
west corner of each school district in order to express 
each student-boarding point as a positive (X, Y) co­
ordinate. The centroid of the student population can 
then be established. The ideal location of the school 
would be this centroid; however, factors such as popula­
tion density and land use trends need to be considered in 
the location of the school. The school district is divided 
into sectors. The total number of sectors is the total 
students divided by bus capacity. Usually three com­
puter runs are made: (a) l'he first run uses two fewer 
than the current number of buses, (b) the second run 
uses one fewer than the current number of buses, and 
(c) the third run uses the same number of buses as are 
currently used. 

The first route modeled is in quadrant 1. The bus 
is backed out of the school to the closest passenger 
point. In the initial research each additional passenger 
was picked up until either travel time or bus capacity 
was exceeded. This resulted in a zigzag pattern that 
had many crossovers. Another attempt was made to 
pick up passengers by use of all possible combinations. 
This would give more iterations than the computer could 
handle. For example, for a route that has 24 stops, the 
resultant combinations are approximately 2.3 x 1023

• 

Other attempts were made. The longest route (a 
rectangle in which the farthest student is at the opposite 
diagonal of the rectangle) was tried, then the shortest 
route on the diagonal was tried. It was also a failure. 
A near-optimum kite-shaped pattern shown in Figure 1 
was also attempted. This produced results but the com­
putation time was awkward and excessive. 

A continuous curve was needed to direct the bus along 
the route. Mathematical integration of a uniform 
density of students to a point is difficult. A search of 
a set of math tables @ indicated sets of curves, called 
rose-petal curves, for which the formula illustrated in 
Figure 2 is 

a= sin n () (!) 

where n, an even integer, results in 2n leaves and n, 
an odd integer, results inn leaves. A formula for any 
number of sectors can thus be derived. The distance 
from the farthest student to the origin is represented 
by a. Even though this is longer than the kite-shaped 
route (2.42a versus 2.32a), the conversion from polar 
to Cartesian coordinates is simple and better routes 
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Figure 3. Summary of BRAM methodology. 
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Figure 4. Internal macroflowchart. 
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are obtained through improved computation. 
Thus, the bus is backed out on the curve in a counter­

clockwise direction and students in the path of the curve 
[3.2 and 4.8 km (2 and 3 miles) are used] are picked up. 
The pickups are stored and, at the completion of the 
program, a printout is given of the information that 
follows (1 km = 0.62 mile): 

Bus route number 1 
Bus number 1 
Dead haul to first bus stop = 10.0 km 
Route distance = 76.8 km 
Total distance= 87.7 km 
Number of students loaded= 33 (bus capacity = 48) 
Total elapsed time= 68.4 min 
Bus stop sequence (order of pickup) 14, 11 , 9, 8, 

7, 3, 5, 4, 2, 1, 6, 30 

After one iteration in each quadrant, the axis is 
rotated 5° for successive iterations. Total travel 
distance is computed, and the route selected for print­
out is based on the lowest travel distance. 

A summary of the program steps is given below and 
described in Figure 3 and by the internal macroflow­
chart of Figure 4. 

1. The school district is divided into sectors by 
dividing total students by bus capacity; 

2. The centroid of bus stops is determined and 
translated to XY axes; 

3. The sector is rotated to the first quadrant; 
4. A stop is assigned to a route by using the de­

sign curve; 
5. The route is simulated by loading passengers 

and determining travel time {the above procedure is 
repeated for each of the remaining sectors); 

6. The next iteration is prepared by rotating XY 
axes and repeating steps 1-5 to create a new configura­
tion of routes; and 

7. After all iterations are complete, the best con­
figuration of routes is printed. 

RESULTS 

This computer program has been used for 15 school 
districts and, in general, has produced a 20 percent 
reduction in fleet size and also a 14 percent reduction 
in travel distances over the manual systems that are 
currently used by school districts to establish bus 

Table 1. Potential savings to school districts resulting from application 
of BRAM. 

Operating Travel 
Cost Distance Fuel 
Savings Savings Savings 
per Year per Year per Year Equipment 

School District ($) (km) (L) Savings 

Butte 7 860 14 190 15 900 2' 
Drayton 2 520 8 110 3 810 1' 
Emerado 3 300 2 610 5 900 1' 
Finley 12 240 16 220 7 630 1 bus 
Gackle 5 220 16 800 7 910 2' 
Langdon 0 530 22 530 9 650 1 bus 
Linton 22 300 59 680 28 090 2 buses 
Mayvll!e-Portland 4 320 13 900 6 550 1 bus 
Page 8 585 16 340 11 130 1 bus 
Park River 2 880 9 270 4 350 1 bus 
Rhame 3 920 1 450 9 270 2' 
West Fargo 17 900 8 110 3 820 2 buses 
Wishek 14 300 31 540 13 490 2 buses 

Notes: 1 km= 0.62 mile; 1 L • 0.26 gal. 
Potential savings are calculated based on a comparison of the present busing system to 

the optimum busing system arrived at through use of BRAM . 
•Replace two large buses with two minibuses. 
bReplace one large bus with one mini bu~. 

routes. A sample of the cost savings is shown in 
Table 1. 

A grant from the state energy office was used to 
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fund the development of the routes for 13 districts. Cur 
rently, the engineering experiment station is working 
with districts on a cost-plus-fee basis. A typical cost 
per district for computer time, travel, and personnel is 
about $1000. This can be reduced if district personnel 
code the student locations and decipher the printout. 
Only one-fourth of the school districts contacted in 
North Dakota indicated that they would be interested in 
using this model. However, if all school districts used 
this model, North Dakota would save about $2 million 
in costs for buses and gasoline. The research also 
points out that some school buses have excess capacity 
because school children (especially high school students) 
drive to and from school. School districts shaped in 
oblong or egg-shaped patterns are not conducive to route 
development. A better geometry would be square­
shaped patterns. BRAM has other spinoff effects. In 
the Wishek district, for example, improvement of 3.2 
km (2 miles) of county road will provide substantial 
route savings. 

Limitations of the Model 

The model has several limitations, which are currently 
being studied in the continuing research effort. First 
of all, the model cannot show any savings for school dis­
tricts that have three buses or less. These systems are 
too small to model effectively. If a school district has 
multiple schools that are separated by some distance, 
the model will not work. This can be resolved by running 
the program the same number of times as there are in­
dividual school sites or transfer points. In this case 
the last school or transfer point modeled merely be­
comes a bus stop for the next modeling run. This, of 
course, is expensive. 

The model has not been tried and may not work where 
large physical constraints (such as badlands or lakes) 
are present. Current research will attempt to divide 
the sectors into square-shaped cells and mask those cells 
with geophysical constraints. Then routes can be 
directed around the masked cells. The decision on 
when to use a short route (0.5 h) or a long route (1 h) 
is not clear and the investigation and analysis are con­
tinuing in these areas. 

Some of the districts in western North Dakota that 
have few roads, routes longer than 1 h, and many phys­
ical constraints may not be candidates for the modeling 
effort. Special studies and manual methods may be 
needed in these areas because model development might 
exceed the cost of a special study. 

Future Research 

During the course of the research the idea of using 
school buses for other purposes was developed. These 
purposes include 

1. Package delivery in small urban and rural areas, 
2. Mail delivery, 
3. Library book delivery, 
4. Senior citizen subscription ride services, 
5. Mobile health services, and 
6. Rural public transportation systems. 

Research will also be conducted on the design of a 
multipurpose rural vehicle that could handle all of the 
above services. 

The feasibility of using BRAM for the following will 
be tested: 
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Figure 5. Bus route 
configuration. 

1. Solid waste optimization collection systems 
(SWOCS)-The routing of garbage trucks is a similar 
problem but the delivery point is not at the centroid of 
the pickups. 

2. Small urban fixed-route transit planning-This 
is a similar problem, but the coordinates change for 
each run on a route. 

3. Small urban floating-point transit planning­
Requests have been made to investigate routing of van­
pools and senior citizen demand-responsive systems. 

Other low-density routing problems will be investigated. 
In some of the remote or very low-density areas the 

revival of the c·ountry school should be considered. 
There is a breakpoint at which the cost of operation of 
these schools approaches the cost of transportation. 
The psychological factors involved in riding a bus 2 h/ 
day needs to be considered. In 12 years of school, a 
student could spend as much as 0.5 year on a bus. The 
four-day school week and study-at-home packages need 
to be considered. The use of vans to collect distant 
passengers could reduce riding time. Also, near and 
far loops need to be investigated. 

The major disadvantage of the loop-shaped route is 
excessive riding time for the first students on the bus, 
who travel away from their destination half of the time. 
This route is, therefore, not suitable for long routes 
but is satisfactory for short- and medium-length routes. 
Outlying stops should be serviced by more direct routes. 

In order to keep travel time under 1 h, the riding dis­
tance should be no more than 48-56 km (30-35 miles). 
By using the design curve (rose petal) with a length of 
56 km, the radius of a cell around the central school 
location can be determined. Loop-shaped routes can 
be used within a radius of 19 km (12 miles). This is 
represented in Figure 5. The small circle represents 
the area in which double-tripping is feasible (a bus 
unloads after servicing a medium-length route and then 
immediately services a short route on the outskirts of 
a town) . The radius is approximately 3 km (2 miles). 
The West Fargo scbool district uses several short 
routes of this type. The large circle represents the 
area in which loop routes of a medium length can be 
used. stops in the area beyond the larger circle must 
be serviced by more direct routes of a general con­
figuration, shown in Figure 5. 

CONCLUSION 

The development of this model has shown that an ex­
pensive network analysis is not needed to route school 
buses. The coordinates from the computer printout 
can be easily plotted on an overlay by school district 
personnel, and decisions on which routes to take are 
then based on local knowledge in the school district. 
This leaves the decision on final bus routes and 
schedules where it should be-at the local level. 
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Estimating the Effects of Alternative 
Levels of Service on Rural Transit 
Ridership 
Wayne R. Ugolik and Robert G. Knighton, Planning and Research Bureau, New 

York state Department of Transportation, Albany 

This paper deals with the need to assess public response to alternative 
levels of service and travel flexibility on proposed rural transportation 
systems. A public opinion survey was conducted in rural Otsego County, 

New York, among 254 households, 30 of which had no telephones. The 
survey presented three public transportation options (fixed route, dial-a­
bus, and mobility club) and asked questions about possible use of such 



services at different fare and service levels. The survey questionnaire 
was designed to minimize noncommitment bias and responses were 
separated on the basis of automobile availability to minimize the need 
for adjustment for noncommitment. Adjustment for noncommitment 
was necessary for the group that had an automobile available. This ad· 
justment was based on the proportion of transit trips made by the 
automobile-available group on the existing dial·a·bus system (as deter· 
mined by an on-board survey), which operates in Oneonta, the county's 
largest city. Estimates of potential ridership were made for each transit 
option at different fare levels, service levels, and travel-flexibility 
levels. Although it is not suggested that the demand estimates de· 
veloped for Otsego County are transferable to other areas, the relative 
changes in demand resulting from changing fare, service, and travel· 
flexibility levels should be generally useful. 

Providing for the mobility needs of rural residents is 
a growing national concern. In fact, a 1974 public 
opinion poll in New York State (!.) identified the lack of 
adequate public transportation as the number one com­
munity problem in rural areas. 

Estimates of potential usage are essential to planning 
and implementing any rural transportation system. Pre­
vious methods for estimating demand for such service 
have varied from extremely simple trip rate schemes 
to fairly sophisticated models (~-.'.D· These methods 
contribute to the establishment of estimates of demand, 
but they do not provide a method for assessing public 
response to innovative approaches to public transporta­
tion that might be appropriate in rural areas. In 
particular, some understanding of how restrictions on 
service availability might affect ridership is necessary 
in order to analyze and develop alternative fare levels, 
service levels, and travel-flexibility policies. This 
study was intended to provide insight into these matters. 

The research involves the design of a questionnaire, 
its administration in a telephone and personal interview 
survey, and an analysis of the data obtained. The 
survey was conducted in Otsego County, a rural county 
in central New York. The county has a population of 
56 000, 16 000 of whom live in the city of Oneonta, 
where a dial-a-bus service has been in operation since 
1974. The remaining 40 000 live in rural areas and 
small vilages; the largest is Cooperstown, which has 
a population of 2400 and is famous as the "home of 
baseball". 

The analysis resulted in estimates of potential de­
mand, outside the city of Oneonta, for various proposed 
transportation services (dial-a-bus, fixed-route bus, 
and mobility club) at different fare and service levels. 

DATA AND METHOD 

A sample of 224 households outside the city of Oneonta 
was selected at random from telephone directories, 
and one person per household was interviewed. The 
sample was proportioned among census minor civil 
divisions in order to ensure representation of all 
areas of the county. A snowball method was used, 
whereby persons interviewed were asked if they knew 
of households that did not have telephones. An addi­
tional 30 households were then personally interviewed 
so that the needs of persons who do not have telephones 
could be assessed. Thus, the survey resulted in 254 
completed questionnaires. 

Initial analysis of the sample indicated an over­
representation of women and older men. Therefore, 
the sample responses were weighted on the basis of 
six age and gender categories to align the sample with 
census statistics (see table below; note that P = the 
population proportion and p =the sample proportion). 
The demand estimates were based on the weighted 
survey results by summing weights rather than units. 
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Age Women Men 

16-34 p = 0.165 P=0.150 
p = 0.185 n = 47 p = 0.067 n = 17 
w = P/p = 0.892 w = P/p = 2.238 

35.54 p = 0.171 p = 0.162 
p = 0.209 n = 53 p = 0.086 n = 22 
w = P/p = 0.820 w = P/p = 1.88 

55+ p = 0.185 p = 0.160 
p = 0.275 n = 70 p=0.177 n = 45 
w = P/p = 0.673 w = P/p = 0.904 

The survey was conducted during the second week of 
April 1978. The survey questionnaire (.!!) was designed 
to investigate the effects that various service limitations 
and fare levels would have on the demand for different 
transportation services. Each respondent was asked 
questions specific to the last time he or she needed to 
go somewhere (one round trip). Of particular interest 
was a question referring to "automobile availability" 
for that trip. Each of three transportation services 
(dial-a-bus, fixed-route bus, and mobility club) (~ 
were described and the respondents were asked whether 
or not they would have used such transportation service 
for that trip. The questions were asked sequentially 
and required simple yes or no answers. After an in­
dication of "yes I would have used that option", answers 
to questions such as "would you have used that option 
if ... " were solicited for various levels of different 
types of service constraints in increasing order of their 
limitation to service (such as increasing fares, in­
creasing wait time, and requiring advance reservation 
time). The weighted positive responses were doubled 
(assuming a round trip), averaged to reflect trips per 
day, cross-tabulated by type of service restriction, 
and expanded to the entire population (16 years of age 
and over) within the county, but outside the city of 
Oneonta, to yield an estimated number of one-way trips 
per day at various service levels. These estimates 
were then adjusted for noncommitment bias. 

Estimates obtained directly from data of this kind 
are distorted by noncommitment. A 1974 study (!) 
showed that noncommitment responses sometimes need 
to be reduced more than 90 percent in order to obtain 
reasonable estimates of demand. That is, many per­
sons indicate in surveys that they would use a trans­
portation service when in reality, if the service were 
made available, they would not. This is particularly 
true for respondents who have an automobile available 
for their use. Persons who have an automobile who 
think that they might use public transportation are still 
more apt to use their automobiles rather than public 
transportation. This is especially true because ob­
stacles to using public transportation such as waiting 
time, required advance reservation time, and im­
mediate out-of-pocket cost make an available auto­
mobile a much more attractive option. However, 
persons who do not have an automobile to use are apt 
to use public transportation if it is available and if 
its use appeals to them. 

In fact, most riders on existing systems do not 
have an automobile to use. A recent on-board survey 
conducted on the Oneonta dial-a-bus system (!Q) showed 
that 85 percent of the riders had no other means of 
transportation. Here a rough concept of need enters 
the picture: The person without an automobile to use 
needs public transportation more than the person who 
has an automobile available. One might expect then 
that persons who do not have an automobile to use are 
more committed to the use of public transportation. 
Moreover, the majority of persons reached in a tele­
phone survey have an automobile for their use. Indeed, 
89 percent of those surveyed in this study indicated 
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Table 1. Initial noncommitment response rates (raw data). 

Would Use Would Not Use 

Transportation Automobile No Automobile Automobile No Automobile 
Service Available Available Total Percent Available Available Total Percent 

Dial-a-bus 94 
Fixed- route bus 86 
Mobility club 101 

14 
16 

8 

108 
102 
109 

42.5 
40.2 
43.0 

that they had an automobile available to use for the 

132 
140 
125 

last trip they made. Thus, the bulk of the overestima­
tion of demand, which results from the direct use of 
noncommitment raw data responses, derives from the 
automobile-available respondents. Therefore, the no­
automobile-available and automobile-available re­
spondents were analyzed separately. The distortion 
that is introduced by noncommitment is indicated by 
Table 1. Certainly, an expectation that over 40 percent 
of the population would use public transportation is 
unreasonable. 

By asking each respondent to answer all questions 
with regard to one specific trip that he or she actually 
made, the questionnaire was designed to bring the 
respondent from some vague idea of general transit use 
to a more realistic conception of actual travel restric­
tions that might be encountered in using public trans­
portation. We assumed that such a real-world frame 
of reference would reduce noncommitment bias, par­
ticularly among those who need public transportation. 
In particular, since persons without automobiles are 
much more apt to use public transportation, we assumed 
that noncommitment bias among the no-automobile­
available respondents was eliminated by the design of 
the questionnaire. This assumption was supported by 
the raw data. Of the entire sample of 254 respondents, 
28 did not have automobiles available for their trips. 
Of these, only 12 indicated that they would have used a 
dial-a-bus at a $0.50 fare; 8 said they would have paid 
$0. 75; 5 said they would have used it at a $1.00 fare; 
only 3 indicated that they would have paid $1. 50. From 
an empirical standpoint, these numbers appear realistic. 

A certain element of demand was expected to be 
generated by persons who have an automobile available. 
However, these respondents should generate only a 
fraction of the total demand. But, the number of 
automobile-available respondents who indicated in the 
survey that they would have used public transportation 
for their trips was more than five times that of the no­
automobile-available group. This apparent paradox is 
due to the high degree of noncommitment among the 
automobile-available respondents. In order to obtain 
more accurate estimates of demand within this group, 
a noncommitment adjustment procedure was developed. 
The technique was based on the procedure developed 
by Hartgen and Keck (i). But, rather than using a 
presupposed trip rate to forecast demand, we assumed 
that, at a prescribed fare and service, availability 
level, the automobile-available group would generate 
a specific share of the total demand. 

NONCOMMITMENT ADJUSTMENT 
METHODOLOGY 

Data from the recent on-board survey conducted on the 
Oneonta dial-a-bus system (!Q) we1·e used to determh\e 
that the average fare for the system is about $0.40 and 
the required advance reservation time is about 0. 5 h. 
At this fare and service-availability level, 85 percent 
of the ridership had no other means of transportation. 
Therefore, about 15 percent of the demand is generated 

14 146 57.5 
12 152 59.8 
20 145 57.0 

by persons who have an automobile available for their 
use. We therefore assumed that, at this same fare 
and advance reservation level, 15 Pl'!rcent of the total 
demand for a dial-a-bus outside the city of Oneonta 
would come from individuals who have an automobile 
available for their use. 

The dial-a-bus noncommitment responses of the 
automobile-available group (weighted by age and gender 
category) were then expanded to the entire population 
over age 16 who live outside the city of Oneonta and 
were cross-tabulated by fare level and call-in-advance 
level. We determined that at a $0.40 fare and a 0.5-h 
call in advance, 2722 daily one-way trips would be gen­
erated by the automobile-available noncommitment re­
sponses. Similarly, we determined that at this same 
fare and service level, 440 daily one-way trips would 
be generated by the no-automobile-available responses. 

The assumptions that the 440 trips generated by the 
no-automobile group are committed trips, and that this 
number is 85 percent of the total number of daily one­
way trips, led to the estimate that about 518 daily one­
way trips would be made on a dial-a-bus that operates 
outside the city of Oneonta at a $0.40 fare level and 
0.5-h advance reservation. This meant that the non­
commitment response for the automobile-available 
group was 34. 897 times what it should be [34. 897 = 
2722/(518-440)]. Therefore, the noncommitment ad­
justment factor for the automobile-available group is 
0.0287 (0.0287 ,.,, 1/34.897). We assumed that the same 
degree of noncommitment applied at each fare and 
service level. This assumption is based on the premise 
that a respondent's answers to questions about increas­
ing fare levels and service restrictions merely help to 
quantify preference for or against the service, but 
commitment to use the service remains constant through 
the levels of fares and service that he or she finds 
acceptable. 

Therefore, in order to estimate the demand for dial­
a-bus service under a particular set of service restric­
tions, the total number of trips generated by the ex­
panded and weighted responses of the no-automobile­
available group were summed with 2.87 percent of the 
total number of trips generated by the expanded, 
weighted, noncommitment responses of the automobile­
available group. 

Moreover, because both a mobility club and a fi.xed­
route bus serve the same function as a dial-a-bus (they 
differ mainly in the level of service), and since each 
of the persons surveyed was questioned about each 
transportation option, we also assumed that the same 
degree of noncommitment applied to the fixed-route and 
mobility-club options. Thus, the estimate of demand 
for an option at a particular fare and service level was 
determined in exactly the same way as that for a dial­
a-bus; 0.0287 was used as the adjustment factor for the 
automobile-available response group. 

RESULTS 

Dial-a-Bus 

The specific factors that limit dial-a-bus service that 
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Table 2. Dial·a·bus demand estimates. Automobile No 0.5-h 1-h 2-h 
Fare ($) Availability Flexibility Flexibility Flexibility Flexibility 

<0.50 No 436 406 236 178 
Yes 53 50 31 15 

Total 489 456 267 193 

0. 50 No 436 406 236 178 
Yes 52 49 30 14 

Total 488 455 266 192 

0.75 No 298 268 148 148 
Yes 42 39 24 10 

Total 340 307 172 158 

1.00 No 202 172 148 148 
Yes 34 32 21 9 

Total 236 204 169 157 

1.50 No 124 124 124 124 
Yes 21 18 12 -1 
Total 145 142 136 131 

Table 3. Mobility-club demand estimates. 
Automobile No 0. 5-h 1-h 2-h 

Fare ($) Availability Flexibility Flexibility Flexibility Flexibility 

<0.50 No 
Yes 

Total 

0.50 No 
Yes 

Total 

0. 75 No 
Yes 

Total 

1.00 No 
Yes 

Total 

1.50 No 
Yes 

Total 

were considered are (a) fare level, (b) required call in 
advance for reservation, and (c) flex-time. The flex­
time factor is an innovative concept that requires the 
potential user to be flexible in his or her desired pick-

250 
57 

307 

250 
56 

306 

170 
45 

215 

116 
37 

153 

70 
22 

92 

up time to the extent that he or she would still use the 
dial-a-bus service if notified in advance by a dispatcher 
(presumably soon after making a reservation and specify­
ing a pickup time) that the dial-a-bus might make a 
pickup as much as 0.5-2 earlier than planned. This 
added flexibility on the part of the user would make 
scheduling pickups easier and could aid in increasing 
vehicle occupancy, thereby requiring fewer vehicles to 
meet the demand. This would help in the practical im­
plementation of such service. Naturally, as the re­
spondents were asked to be more flexible (increase 
flex-time from 0.5-2 h) the demand was seen to decrease, 
yet many respondents appeared to feel comfortable with 
a 0.5-h flex-time requirement. Demand decreased 
noticeably from the 0.5-h flex-time requirement to the 
1-h flex-time requirement, particularly at the low fare 
levels. Table 2 gives the demand estimates for the 
dial-a-bus option for various fare and flex-time levels 
under the specific limitation of a one-day call in advance 
for a trip reservation. We thought that this advance 
reservation time was reasonable from the standpoint of 
the practical implementation of a demand-responsive 
service, and in fact it was reasonably well received by 
the survey respondents. Such tables exist for other call­
in-advance levels but will not be presented here. 

Mobility Club 

The mobility club is a grass-roots approach to rural 

232 134 102 
54 33 16 

286 167 118 

232 134 102 
52 32 ..11 

284 166 117 

152 84 84 
42 26 ....!.! 

194 110 95 

98 84 84 
34 22 10 

132 106 94 

70 70 70 
19 13 ....!! 
89 83 78 

transportation that has many of the same service char­
acteristics as a dial-a-bus (e.g., door-to-door service) 
except that the mode of travel is usually a privately 
owned passenger automobile @). Thus, potential users 
would be expected to call to make a reservation, specify 
a pickup time, and pay for the service. We, therefore, 
assumed that the relative changes in demand that result 
from decreases in levels of service for a mobility club 
would be the same as that for a dial-a-bus service. 
Survey respondents were, therefore, not asked ques­
tions about their perceived use of a mobility club under 
various fare, flex-time, and advance reservation re­
quirements. Rather, the estimates of demand for dial­
a-bus service were adjusted to reflect the different 
composition (on the basis of automobile availability) of 
respondents who initially indicated that they would have 
used a mobility club. Table 1 indicates that the mobility 
club option was 1.07 times as popular as the dial-a-bus 
option among the automobile-available respondents 
(1.07 .,,101/94) but only 0.57 times as popular among the 
no-automobile-available respondents (0.57 ,..8/ 14); 
therefore, each dial-a-bus estimate for the automobile­
available group was multiplied by 1.07 to obtain the cor­
responding estimate of mobility-club demand, and each 
dial-a-bus estimate for the no-automobile-available 
group was multiplied by 0. 57 to obtain the corresponding 
estimate of mobility-club demand. Table 3 gives the 
resulting demand estimates for a mobility club at various 
fare and flex-time levels under the specific limitation 
on potential users of a one-day call in advance for a trip 
reservation. Tables 2 and 3 indicate that the dial-a-bus 
option would reach more persons who need transportation­
i.e., those who do not have an automobile to use. 
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Table 4. Fixed-route bus demand estimates. 

Automobile Walk 1 Block Walk 0. 40 km Walk 0.80 km 
Fare ($) Availability to Bus Stop to Bus Stop to Bus Stop 

< 0.50 No 124 68 68 
Yes 28 25 17 

Total 152 93 85 

0.50 No 124 68 68 
Yes 28 25 17 

Total 152 93 85 

0. 75 No 124 68 68 
Yes 27 24 16 

Total 151 92 84 

1.00 No 94 68 68 
Yes 23 21 13 

Total 117 89 81 

1.50 No 92 68 68 
Yes 15 13 9 

Total 107 81 77 

Note: 1 km= 0,62 mile 

Fixed-Route Bus 

From the standpoint of practical implementation, the 
fixed-route bus option is the least likely to provide 
adequate service at a reasonable cost to residents of a 
sparsely populated area. This option was considered 
primarily so that later analysis might be done to see 
if such service could be made available along specific 
routes. The specific factors that limit fixed-route ser­
vice that were considered are (a) fare level (b) distance 
to bus stop, and (c) bus headway. After reasonable 
service limitations were proposed, the fixed-route bus 
option proved to be the least popular option. Table 4 
indicates the estimates of demand under the specific 
constraint of 4-h bus headways. 

NO-PHONE RESPONSES 

The implementation of some form of demand-responsive 
system appears to be the most realistic approach for a 
rural transportation service to reach the most people. 
This paper has considered two: dial-a-bus and mobility 
club; however, these systems require that the user 
telephone a request for service. Thus, an investiga­
tion of the needs of persons who do not have telephones 
is of interest. The fundamental question is, Do these 
perople need public transportation more than persons 
who have telephones? That is, are they more apt to be 
unable to use automobiles? If so, such demand­
responsive systems will not be readily available to the 
people in greatest need of them. 

Three important observations were made from the 
analysis of the responses of the 30 persons who were 
interviewed in person. Only five indicated no house­
hold automobile, but three of these did have an auto­
mobile available for their own use; only three persons 
that had a household automobile did not have an auto­
mobile available to use. In total, 83 percent of the no­
phone respondents did have an automobile to use (this 
compares with 89 percent for the entire sample). More­
over, only two of the no-automobile-available persons 
who did not have a telephone indicated that they would 
use dial-a-bus; neither would pay more than a $0.50 
fare and only one responded to the 0.5-h flex-time re­
quirement. Thus, the need among people without a 
telephone does not appear to be appreciably greater 
than that of persons who have a household telephone. 

SUMMARY AND CONCLUSIONS 

This paper presents a procedure for assessing the 
simultaneous effects of fare and service levels on 
potential demand for proposed rural transportation 
systems-dial-a-bus, fixed-route bus, and mobility 
club. The method is based on a survey that uses a 
questionnaire designed to reduce noncommitment bias. 
This is done by asking respondents to answer all ques­
tions in a yes or no format with reference to an actual 
trip previously made. 

Respondents to our survey were classified on the 
basis of automobile availability. It was empirically 
determined that noncommitment bias among the no­
automobile-available respondents was eliminated by 
the questionnaire design. However, adjustment for 
noncommitment bias was necessary for the automobile­
available group. The noncommitment adjustment 
methodology was based on an assumed share of the 
total ridership that should realistically be expected to 
be generated at a specific real fare and service level 
by persons who have an automobile. The results showed 
that the highest demand would be for a dial-a-bus ser­
vice, regardless of the fare or service level. 

The survey also included a subsample of 30 house­
holds that do not have telephones, which were selected 
by a snowball method. It was found that, based on auto­
mobile availability, this group of households did not 
have a greater need for public transportation than those 
households that have telephones. However, the method 
of selecting these housholds may have introduced bias 
in the subsample. Therefore, further research into 
the relation between automobile availability and tele­
phone availability is needed in order to more fully 
understand the transportation needs of persons in rural 
areas who do not have telephones. 

Estimates of demand based on surveys are often high 
estimates due to noncommitment bias. In the research 
reported here a reasonably easy adjustment for this 
bias was made. But, the resulting estimates were 
based on the assumption that the levels and types of 
services described can actually be implemented. Actual 
use of a public transportation service may fall short of 
these estimates if the promised level of service is not 
provided. 

The concept of flex-time was introduced in the study 
as a method to serve the public more realistically and 
in the hope that its implementation could increase ve­
hicle productivity. The idea was well received by the 
survey respondents. Research is currently being con­
ducted to determine how well demand-responsive sys­
tems might actually perform under the various flex­
time and service levels described in the questionnaire. 
The objective is to determine ways to serve the esti­
mated potential demand with a reasonable number of 
vehicles at a realistic cost level. 
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Analysis of Volunteer Driver Systems 
in Rural Public Transportation 
Robert L. Smith, Jr., Department of Civil and Environmental Engineering, 

University of Wisconsin, Madison 

Rural public transportation systems that rely on volun­
teer drivers who use their own automobiles have been 
proposed and analyzed theoretically by transportation 
planners (1-3). Yukubousky and Fichter developed the 
concept ofa volunteer driver system called the mobility 
club (1). More recently Weaver and Lundberg proposed 
a friends-and-neighbors rural transportation system 
supplemented by a conventional van service in North Da­
kota (2) as a demonstration project under Section 147 of 
the Federal-Aid Highway Act of 1973. A volunteer driver 
system has also been developed for the Chester County, 
Pennsylvania, Section 147 demonstration project (3). Hu­
man service agencies have already gained considerable 
experience in operating volunteer driver systems. Re­
cent inventories of specialized transportation providers 
in Wisconsin and Texas showed that a significant propor­
tion of the total service was being provided by volunteer 
driver systems (4, 5). The purpose of this study is to 
evaluate the potential for continuing, and even expanding, 
volunteer driver systems in rural areas. Case studies 
of volunteer driver systems in two Wisconsin counties 
are used to test the hypothesis that volunteer driver sys­
tems can be a cost-effective, feasible means of providing 
high-quality, specialized transportation service in rural 
areas. In addition, the role of volunteer driver systems 
in relation to paid driver systems that use vans or buses 
is examined in terms of an optimum mix of service types. 
Finally, the implications for public policy in the imple­
mentation of the rural public transportation operating 
assistance program (Section 18 of the Surface Transpor­
tation Assistance Act of 1978) are examined. 

GROWTH OF VOLUNTEER 
DRIVER SYSTEMS 

The growth of social welfare programs designed to meet 
the needs of low-income and handicapped people in re­
cent years has made human resource personnel more 
aware that programs to provide medical care, nutrition, 
and other basic human services require transportation 
to bring the people to the services. Thus, human re­
source agencies have taken a leading role in the develop­
ment of transportation systems in rural areas. Volun­
teer driver programs in which the volunteers use their 
own vehicles and usually are reimbursed for the ex­
pense of operating their vehicles [generally about 9.3-
13.6 cents/km (15-22 cents/mile)] provide a low-cost 
means for human service agencies to meet the trans­
portation needs of their clients. 

A volunteer driver system has many advantages. The 
capital, maintenance, and operating costs of a van or 
bus system are avoided. Often the existing staff has had 
experience with volunteer programs so that additional 
personnel are not required, at least initially. Part-time, 
paraprofessional staff can be added incrementally as the 
number of volunteer drivers increases. Sometimes 
volunteers can also be recruited to aid in scheduling 
trips. Funds for reimbursement for the distance driven 
have been available from a variety of sources, including 
Titles XIX and XX of the Social Security Act of 1935, as 
amended; local support; and, in Wisconsin and other 
states, seed-money grants under Title III of the Older 
Americans Act of 1965, as amended. 
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Table 1. Service measures for volunteer driver 
and van systems. 

Service Measures 

Per sons eligible for 
service (age 65+) 

Trips per month 
Annual trips per capita 
Vehicle kilometers 

per month 
Number of drivers 
Vehicle kilometers 

per trip 
Trips per vehicle hour 
Cost per trip-travel 

cost($) 
Total trip cost-including 

administrative costs ($) 

Note: 1 km= 0.62 mile. 
•Rural area orily. 

Volunteer Driver 

Dane County 

7746 
1310 
1.2-2.8 

15 680 
158 
12.0 

1.4 
1.11 

1.72 

Van Systems 

Grant County Dane County• Grant County 

6130 4351 7746 
230 1890 1450 
0.038 5.2 2.2 

11 520 3700 6080 
90 
21.3 2.0 4.2 
82.6' 

5.0 4.4 
2.08 1.68 1.11 
7.68' 
4.24 1.81 1.20 
9.84' 

bTrips to dHtlnations outside of Grant County. 

In many rural areas the growth of volunteer driver 
systems has been restrained by the lack of a continuing 
source of operating assistance; however, volunteer 
driver systems are not affected by abrupt changes in 
funding as much as are van or bus systems that have 
paid drivers. Also, the volunteer systems can be more 
easily funded from a variety of sources because of the 
ease of allocating and recording the funds spent. 

Potential problems faced by volunteer driver systems 
include recruitment and retention of volunteers, reli­
ability, safety, and insurance. In order to maintain an 
adequate roster of volunteer drivers, the professional 
staff must devote a substantial amount of time to the 
recruitment, training, and retention of volunteers. The 
turnover rate among volunteers often is high; however, 
the rate can be reduced by a regular program of public 
recognition of the volunteers' contributions. 

The reliability of services provided by volunteers 
was not found to be a problem in the two Wisconsin sys­
tems that were studied in depth. As long as volunteers 
are only called on to provide the amount and kind of 
transportation service they agreed to initially, a high 
level of performance can be expected. A screening pro­
cess should be used to select volunteers who will be safe, 
competent drivers. In addition, the users of the system 
quickly recognize the less-than-competent drivers and 
refuse to ride with them. If the volunteer driver system 
is part of a larger volunteer program, the less­
competent drivers can be shifted to some other area of 
the program. 

Insurance has been a continuing problem because the 
lack of claims experience for volunteer driver programs 
represents an unknown risk. Insurance companies, in 
some cases, react by canceling the insurance policy or 
raising the rates. Excess personal liability coverage 
purchased by the agency responsible for the volunteer 
program to cover the volunteer has been difficult or even 
impossible to obtain. The Wisconsin Commissioner of 
Insurance has advised counties that have volunteer driver 
programs that the primary question that affects insur­
ance rates is "whether the volunteer driver is 'driving 
for profit'. In that circumstance, the driver would be 
considered as operating a 'livery' and would not be cov­
ered under his or her private passenger automobile 
policy" (6). The commissioner recommended paying 
only the actual expenses of these drivers based on a set 
rate per kilometer driven by the volunteer. Further­
more, in Wisconsin insurance rates for volunteer drivers 
should not change solely because the person is a volun­
teer driver. 

EXAMPLES OF VOLUNTEER 
DRIVER SYSTEMS 

In order to provide insight into the role that volunteer 
driver systems can play in providing specialized trans­
portation service in rural areas, systems in two Wis­
consin counties are analyzed and compared with van or 
small-bus systems. The Dane County system is one of 
the few systems in Wisconsin that is operated under the 
Retired Senior Volunteer Program (RSVP) of ACTION, 
the federal domestic volunteer program. The RSVP pro­
gram is administered by a full-time coordinator, who 
spends most of her time in recruiting and volunteer 
recognition activities. Medical trips receive first prior­
ity, but about 40 percent of the trips are for nonmedical 
purposes, such as shopping, eating at the nutrition pro­
gram meal site, and personal business. In contrast, 
the Grant County system is administered by the county 
department of social services. A social worker spends 
about 50 percent of his or her time on program support. 
Nearly all of the trips are for medical purposes. Many 
of the trips are to medical facilities in Madison, which 
is more than 125 km (80 miles) away. 

Service measures for the two volunteer driver sys­
tems are presented in Table 1. Both systems generate 
a large number of vehicle kilometers of travel each 
month. Because of the long average trip lengths of the 
Grant County system, the number of trips served in 
Grant County is much smaller than in Dane County. The 
differences in average trip costs for the two systems also 
reflect the differences in average trip lengths. The total 
cost per trip for a volunteer driver system includes the 
cost of administrative and volunteer support services. 
As shown in Table 1, the overhead costs increase the 
cost of a volunteer driver trip substantially. The in­
crease is particularly high in Grant County because so 
few trips are provided. 

VAN AND BUS SYSTEMS IN DANE 
AND GRANT COUNTIES 

In contrast to the highly individualized, direct door-to­
door service provided by volunteer drivers, van or 
small-bus systems provide group service. Individuals 
are still picked up at their homes, but, in general, sev­
eral other individuals are also picked up on the same 
trip and taken to the same destination, typically the 
nearest Title VII nutrition program meal site. In rural 
Dane County almost 60 percent of the trips are nutrition 
program trips, 30 percent are shopping trips, and 8 per­
cent are social or recreation trips. Only 2 percent are 



medical trips. In Grant County the trip purpose dis­
tribution is even more heavily oriented to the Title VII 
nutrition program. 

The grouping of passengers makes more efficient use 
of the driver's time. Since the driver's wages are the 
major expense in operating a van or small-bus system, 
grouping of trips reduces the cost per trip substantially. 
A simple model for computing the total cost per trip for 
van or bus systems (including capital costs) is 

total cost per trip = [(driver wage per hour 

+vehicle operating cost per hour) 

7 trips per hour] 

+administrative cost/total trips (I) 

in which all nonadministrative costs associated with ve­
hicle operation are included in the hourly vehicle operat­
ing cost. A more complex cost model for rural trans­
portation systems has been developed by Ceglowski ('.!) , 
but the simplified model is adequate for comparison with 
the costs of volunteer driver systems. 

For the Dane County van system, the parameters for 
the cost model are (a) hourly wage of $4.80, (b) vehicle 
operating cost of $3.60/h ($0.22/km x 16 km/h), and 
(c) administrative costs of $1000/month. If these param­
eters are assumed to be fixed in the short run, then the 
total cost per trip becomes a function of the productivity 
of the system (trips per vehicle hour) and the total num­
ber of trips served. Based on a productivity of 5.0 and 
7650 trips/month (urban and rural), the total cost per 
trip in Dane County is $1.81 (see Table 1). The total 
cost per trip in Grant County is even lower because the 
hourly wage is about $3.00. Administrative costs are 
low because the drivers schedule passengers, handle 
vehicle maintenance, and submit monthly reports on 
system use. 

The costs per trip for the Dane and Grant County sys­
tems are substantially lower than the costs reported for 
low-density systems operated as part of the Section 147 
demonstration program (8). Average total costs per trip 
for two groups of low-density systems ranged from $3.13 
to $4.19. Much higher costs can be expected if groups 
of passengers are transported to the same service in a 
relatively high-wage area, as shown by costs of $7.62/ 
trip in Barnstable County, Massachusetts (~,and $6.53/ 
trip in Washtenaw County, Michigan (10). 

VOLUNTEER DRIVER VERSUS 
VAN SYSTEMS 

The services provided by the volunteer driver and the 
van or small-bus systems are complementary. A van 
system cannot provide the high-quality door-to-door ser­
vice appropriate for medical trips at the same low cost 
as does the volunteer driver system. In some cases the 
elderly need assistance throughout their stay at their 
destination. The cost of using paid drivers to provide 
such assistance would be prohibitive. A volunteer driver 
system, however, cannot provide the high volume of trips 
that can be served efficiently by a van service, which 
emphasizes group rides. The supply of volunteer drivers 
is limited. Thus, only the highest-priority trips can, in 
general, be served by the volunteers. The s4pply of 
volunteers can be increased somewhat by a vigorous re­
cruitment and volunteer recognition program, as is the 
case in Dane County; however, a point of diminishing re­
turns is probably reached very quickly. 

A direct comparison of the costs per trip for the vol­
unteer driver versus the van systems (as shown in Table 
1 for Dane and Grant Counties) is misleading. The rele­
vant cost comparison is the cost of providing the volun­
teer driver trips versus the cost of providing a van sys-
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tern. By using Equation 1, the cost for Dane County, as­
suming a vehicle productivity of 2.0 trips/h, an operating 
cost of $8.40/ h, and a 10 percent overhead rate, would 
be $4.62/ trip. This is over 2Yz times the current volun­
teer driver system cost. 

The main impediments to the development of a mix of 
volunteer driver and van transportation systems in other 
rural areas are the lack of stable funding and, in some 
states, possible insurance problems. In Wisconsin the 
funding problem is less acute because a modest level of 
operating assistance is now available through grants by 
the state of Wisconsin to counties for elderly and handi­
capped transportation. Thus, in Wisconsin the experi­
ence of Dane County should be readily transferable to 
other counties. In fact, initial analysis of the county 
programs submitted for funding under the state's El­
derly and Handicapped Transportation Assistance 
Program (Wisconsin Statute 85.08, Section 5) shows that 
a number of counties already have both volunteer driver 
and van systems in operation. 

IMPLICATIONS FOR FEDERAL 
OPERATING ASSISTANCE 

As demonstrated by the case studies of the systems in 
Dane and Grant Counties, substantial benefits can be ob­
tained from volunteer driver systems. Benefits are ob­
tained not only from the lower costs per trip but also 
from the increased social interaction of both the trip­
makers and the drivers. Thus, federal operating as­
sistance under Section 18 of the Surface Transportation 
Assistance Act of 1978 should be made available for vol­
unteer driver systems. In general, a van or small-bus 
system would provide the basic service, but the volunteer 
driver system would meet the specialized needs of the 
elderly, handicapped, and others for medical and oth~r 
high-priority trips. Maximum flexibility should be given 
to local and regional agencies in deciding what mix of 
specialized transportation services is most appropriate 
for each local situation. 

CONCLUSIONS 

The two case studies of volunteer driver systems show 
that volunteer driver systems can provide high-quality, 
cost-effective transportation for the elderly in rural 
areas. Volunteer driver systems can provide lower 
costs per trip than all but the most productive van sys­
tems. Only a high-cost, taxi-like van system can ap­
proach the high-quality, door-through-door service of 
the volunteer driver system. Even then the volunteer 
driver system provides superior service because of the 
potential for personal assistance to passengers at their 
destination. 

The feasibility of volunteer driver programs has been 
demonstrated over an extended period of time (six years 
in Grant County and three years in Dane County). With 
professional direction, potential problems of volunteer 
recruitment and retention, volunteer reliability, and 
driver safety can be minimized. Insurance may be a 
problem in some states, but in Wisconsin the insurance 
commissioner has stated that volunteer drivers should 
not have their rates increased or insurance canceled 
solely because of their volunteer driver status. 

Volunteer driver systems should not be expected to 
provide for all of the public transportation needs in rural 
areas, but volunteer systems can provide high-priority 
trips (such as medical trips) at a high degree of effi­
ciency. Van systems should be used for trip purposes 
for which extensive grouping of rides is possible. 

Research is needed on how volunteer driver systems 
can best be integrated into a total rural public transpor-
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tation system. For example, the potential for a volun­
teer driver system to serve as a feeder system for a 
regular fixed-route system needs to be examined. 
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Forecasting Experiments for Rural 
Transit Policymakers 
Yorgos J. stephanedes, Department of Civil and Mineral Engineering, 

University of Minnesota, Minneapolis 
Thomas J. Adler, Thayer School of Engineering, Dartmouth College, 

Hanover, New Hampshire 

Four major groups are involved in the development of 
transit service in an area: (a) users, (b) management, 
(c) planning and funding agencies, and (d) the com­
munity. This paper addresses problems faced by 
transit managers and funding agencies. Such problems 
have been identified through the interaction of state and 
federal officials and during a review of rural transit 
systems in northern New England performed during the 
first part of 1978 (.!.). The authorization of more th.an 
$24 million for FY 1976 by Section 147 of the Federal­
Aid Highway Act of 1973 and $420 million by Section 
303e and Section 313a of the Federal Public Transporta­
tion Act of 1978 for FYs 1979-1982, will encourage the 
growth (in size and number) of rural transit systems. 
With this growth, the number of problems will increase. 

Some of the first problems that transit managers 
face are in the initial application for funding and making 
plans based on socioeconomic and demographic char­
acteristics of the service area. During the same 
period, federal subsidies for rural transit projects 
may be allocated to applicants based on the relative 

merit of alternative proposals. The benefit/ cost 
standards that a local community applies to the ex­
penditure of federal or state subsidies can be some­
what different from those used for local subsidies; 
since the former are considered to be marginally free, 
the accrual of any form of benefit is a net gain to 
the community. In most cases this means that the 
effectiveness of the expenditures of federal subsidies 
depends heavily on an operator's internal evaluation 
of his or her service or on the external evaluation of 
the allocating agency. 

These problems are further complicated by the 
urgency with which funding agencies expect to see re­
sults in order to decide about funding continuation and 
budget approval. Because of this urgency, state and 
federal officials often use single average values to 
describe system performance in order to make 
decisions about the long-term feasibility of rural 
transit operations. Such values are then compared 
against each other at the national level and decisions 
made about whether a system's performance is ac-



ceptable or not. The danger of such decision making 
is illustrated by Figure 1. During its 19th month of 
operation the transit system in Bennington, Vermont, 
exhibits acceptable behavior. The same system if 
reviewed at the end of the 7th month would seem un­
acceptable. The figure shows that about 19 months 
were needed for the Bennington system to reach 
equilibrium behavior (i.e., a range of performance 
values that do not change appreciably with time). The 
magnitude of this overall system delay depends on 
four individual delays, each of which is from 4 months 
to one year long (!} . These delays have been identified 
during our work on case studies of rural transit sys­
tems in northern New England: 

1. Vehicle acquisition delay, 
2. Schedule change delay, 
3. Subsidy award delay, and 
4. Ridership information delay. 

GENERAL RESEARCH APPROACH 

This research consisted of three sequential sets of ac­
tivities. The first was an evaluation of the rural transit 
systems in northern New England (primarily New 
Hampshire and Vermont) . The evaluation and com­
parisons served as a base of information from which 
the more generalized analyses proceeded. 

In the second part, the effects of characteristics of 
(a) the service area, {b) management policies, and (c) 
funding policies on different measures of productivity 
and efficiency were tested. One of the findings was 
that an overall delay of at least one year occurs before 
the system exhibits steady-state behavior. For ex-

Figure 1. Bus ridership in Bennington, Vermont. 
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ample, this delay was about 19 months for the Benning­
ton system, as evidenced by the behavior of its rider­
ship over time. Another finding was the existence of 
a seasonal variation in system performance, which was 
particularly evident from the moving average of a per­
formance measure (e.g., the 4-month moving average 
of the Bennington load factor, which exhibits a seasonal 
variation during a period of 6 months) (see Figure 2). 

The third part of the analysis was a detailed study, 
by use of a computer simulation, of the effects of dif­
ferent policies or environmental changes (e.g., energy 
shortages) on rural transit productivity and efficiency 
{both in the short and long term). Examples of the 
types of policies that were tested are (a) different 
federal or local subsidy policies, {b) fuel price in­
creases, and (c) different operating and design strate­
gies (e.g., fleet size, vehicle utilization, and service 
area). The set of nonlinear differential equations de­
veloped to simulate the rural transportation system 
across time incorporates (a) logit travel demand models 
(3 , 4) pr eviously shown to be transferable to areas of 
ciiffel'ing- characteristics, modified and calibrated 
in rural Goffstown, New Hampshire, and {b) supply and 
resource functions developed empirically in rural 
northern New England. More information on the model 
structure and a comparison with other existing models 
can be found in Stephanedes ® and in other forthcoming 
papers. 

EXPERIMENTS THAT USE THE 
RURAL TRANSIT MODEL 

The results of simulation experiments reflect the im­
plications of structural assumptions used in formulating 
the model. [Area and service characteristics that were 
input to the model are detailed in stephanedes (!}.] For 
example, this particular model assumes that managers 
and funding agencies behave in a particular manner in 
response to changes in ridership. In most cases, these 
representations should be different, depending on the 
specific transit system being analyzed. The same basic 
structure, as represented by the existence of certain 
delays (e.g., in vehicle acquisition) and of interrela­
tionships (e.g., between ridership changes and service 
levels), should, however, apply to all rural transit sys­
tems. Thus, the results of experiments described here 
should be interpreted as having numerical values that 
apply to the specific prototype system, whose managers 
and funding agencies behave as assumed, but the 
direction of changes applies more generally to other 
rural transit systems. 

Should High-Quality Service Be Offered 
Early in System Life? 

An example was used of headways that were assigned a 
lower upper limit (30 min; base value = 1 h), and lower 
initial headways (24 min; base value = 30 min). These 
decisions were combined with an aggressive managerial 
policy that had a low desirable load factor (0.3; base 
value= 0.5). Even though load factors remained 
slightly below full capacity, headways became half of 
the base value, passenger trips tripled, and noncapital 
net cost per kilometer decreased by 30 percent [from 
about $0. 54 ($0. 75/ mile) J within a five-year period. The 
choice of service quality to be offered remains to be 
made by the transit manager, who could be aided in 
this task by the use of a simulation approach. 

Should Capital or Operating Subsidies 
Be Reduced? 

When capital subsidies are reduced to 50 percent of 
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what is applied for and initial capital equipment are 
doubled, service quality declines slowly, as does 
ridership (by 60 percent) and noncapital net cost (by 
3 5 percent). The prototypical system in our example 
went into the zone of unacceptable service (headways 
above 1 h) after seven years of operation. Given that 
service quality and ridership start to decline only ' 
toward the end of the fourth year, this policy may be 
tried in combination with incentives to increase the 
local share of transportation costs while the transit 
system still enjoys a good reputation with the com­
munity. 

Reduction of operating subsidies causes service 
quality to quickly deteriorate. Within two years head­
ways fall (from about 25 min) to the lowest acceptable 
level, r idership decreases by 90 percent (from about 
320 passengers/week), and costs more than double . 
Similar results were obtained by doubling initial capital 
and by varying subsidy decreases between 20 and 50 
percent. 

If Operath1g Subsidies A1:e Reduced, 
Should New Systems Be Preferred? 

After the transit system had been in operation one to 
two years, operating subsidies were reduced by 20-50 
percent. Results did not differ appreciably from the 
case where operating subsidies started at a reduced 
level. Unless old systems have picked up the necessary 
local funding support, they are as likely to suffer at 
reduced subsidy levels as are new systems. 

How Much Should Be 5),?ent for 
Advertising and How Much 
for st1·eamlining the Transit 
Funding and Schedule Change 
Process? 

Rider information delays are particularly high for rural 
systems. Because of low demand, capital acquisition 
delays are also appreciably higher than should be ex­
pected. Because the rural transportation programs 
are new, a large amount of paperwork is necessary 
during the funding application process. The same holds 
for procedures to approve schedule changes, especially 
when they are in conflict with interests of established 
interstate carriers. The question that arises is, What 
will be gained if these delays are reduced? 

When information delay alone was reduced by 50 per­
cent, the behavior of the system did not change ap­
preciably, except for the total net cost at the end of 
five years, which was reduced by 5 percent. When all 
other delays were reduced by 50 percent, noncapital 
net cost increased by 100 percent and buses ran 20 
percent less full than in the base run-probably a re­
sult of excess capacity, because ridership was still 
slow in responding. Reduced delays by 50 percent 
across the board, however, increased the noncapital 
net cost by 50 percent but caused a 60 percent in­
crease in ridership; thus the noncapital net cost per 
vehicle kilometer was reduced by 15 percent. 

What Is the Effect of Fare Increases 
and P'i·o1notional Policies on the 
Sistem Behavior? 

Fare increases have negative effects on ridership, and 
such effects are smallest when changes are instituted 
late in the life of a system (i.e., at least after the first 
six months of operation). Data from the two Section 
147 systems in Vermont confirm this observation. 

Promotional policies (e.g., free rides) have negligible 

effects on ridership, unless they last for a long period 
(i.e., six months). Data from the Stagecoach system 
in Bethel, Vermont, confirm this observation. 

CONCLUSIONS 

A simulation technique is used in the analysis of the 
effects of different policies on the development of a 
rural transit system. Results from policy experiments 
agree with the observed behavior of rural transit sys­
tems in northern New England. The technique is useful 
primarily as a quick-turnaround policy-analysis tool. 
A complete simulation run consumes less than 10 s of 
central processing unit time on a Honeywell 66/40. 

The technique has potential applications for policy 
analysis at two levels: (a) at the managerial level to 
provide help in project planning and operation and (b) 
at the fund allocation level to help in decisions about 
funding approval, funding allocations, and funding 
renewal. The inclusion of a large set of policy­
relevant variables as endogenous in the rural structure 
allows for the testing of policies that vary with time, 
and requires relatively limited initial data input. No 
intermediate data are necessary. 

Four major delays in rural transit are identified. 
Specific ways of reducing the effects of delays are 
proposed and applied to experimental cases. The 
effects such improvements have on transit behavior are 
not obvious and may vary, depending on the particular 
way such improvements are instituted. 

Further research will identify, through implementa­
tion case studies, ways in which transit managers and 
others can use the model to increase the effectiveness 
of rural transit programs. Inclusion of more variables 
as endogenous to the transit structure will make it pos­
sible to ask policy questions of a much broader spectrum. 
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Maintenance Planning for Small 
Transit Systems 
M. M. Bakr, Division of Engineering Science, University of Wisconsin­

Parkside, Kenosha 
Henry Glueckstein, Jr., Weyerhaeuser Company, Marshfield, 

Wisconsin 

Vehicle maintenance in most transit systems follows a 
fixed routine of daily inspection and service, which in­
cludes fueling, cleaning, and washing. Bus operators 
are often required to check various systems on the bus 
before they leave the storage garage and to report any 
maliunction or suspicion of problems. Additional inspec­
tion and service is also undertaken at various intervals 
by mechanics, who then correct the problems discovered. 
As the interval between inspections increases, the in­
spection covers a greater number of systems and com­
ponent units (!). 

TRANSIT BUS MAINTENANCE 
FACILITY 

A complete maintenance facility for a transit bus con­
sists of a storage garage; a service area for daily 
fueling, cleaning, and inspection; a periodic inspec­
tion area; a bus repair area; and a component unit re­
pair and rebuild facility. The component repair and 
rebuild facility is often subdivided according to the 
types of systems (for example, electrical systems are 
often housed together). Special areas are also devoted 
to engine and engine components and transmission and 
brake rebuilding. In addition, a body shop and an in­
terior repair work area are often included in the bus 
maintenance facility ~). 

Transit Bus Maintenance for 
Small Systems 

Large transit systems can justify the costs of a com­
plete maintenance facility, but smaller systems do not 
have the same advantage. Most small systems, because 
of the low volume of repairs, acquire segments of the 
maintenance facility but depend on outside sources to 
handle the majority of their maintenance work needs. 
The size of the property (as reflected in the number of 
buses it operates) dictates the size and shape of the 
maintenance facility. The smaller the size of the fleet, 
the smaller and more limited the maintenance facility 
and the more the system will depend on outside sources 
for maintenance. This study focuses on the small sys­
tems, which are often neglected in discussions of tran­
sit maintenance. 

Small Transit Systems Under 
Study 

This study, conducted in 1976, focuses attention on two 
small transit systems in the state of Wisconsin-the Bell 
Urban System (BUS), which serves the Racine area, and 
the Sheboygan Transit System, which serves the city 
of Sheboygan and some of the surrounding communities. 
The study deals with the current maintenance facilities 
and procedures, as well as with expected future needs. 

A review of available maintenance reporting and 
planning systems such as the Service, Invento1·y and 
Maintenance System (SIMS) (l) and BUS {_i) reveals that 

such systems could not be supported efficiently in small 
transit systems. 

FEATURES DESIRED IN THE 
MAINTENANCE PLANNING 
SYSTEM 

Maintenance work, particularly that of a less frequent 
nature, requires evaluation of the necessary tasks and 
the proper allocation of these tasks to sources inside 
and outside the transit maintenance facility. The allo­
cation process should capitalize on the attributes of the 
available internal and external resources. 

Several areas should be looked into in the evaluation 
of possible outside vendor services. Balancing service 
time, repair quality, and cost of repair are among the 
factors to consider when work is contracted to outside 
vendors. 

Adequate communication is necessary between the 
system and outside vendors. The vendor should be in­
formed of the particular problems on the bus and may 
also be provided with a short history of previous work 
completed on the bus. The vendor, in turn, should 
provide the transit system with the necessary informa­
tion to update the bus file. When information is uni­
formly dispensed and received, the transit system can 
control the maintenance process and assoCiated costs. 

Accurate quality-control records can reduce the tran­
sit property cost and improve both in-house and vendor 
maintenance services through auditing and controlling 
the quality of these services. If records of various 
maintenance costs and projected expected maintenance 
requirements are maintained, transit management can 
evaluate the need for expansion of their maintenance 
facilities by the addition of a particular service or 
facility. 

Maintenance cost can be l'eported in various degrees 
of detail according to management needs. Costs re­
ported by vehicle are used for replacement decisions; 
costs of emergency repairs are useful to the evaluation 
of a preventive maintenance policy. Costs reported by 
various maintenance activities are helpful in pinpointing 
productivity and performance quality problems. In ad­
dition to the previous reports, small transit management 
would be interested in the cost of outside services, per­
formance of the vendor, and the cost of spa.re parts in­
ventory. 

Figure 1 shows the main components of the desired 
system for maintenance planning. The proposed system 
could be applied in a manual fashion or by the use of a 
small computer, in which case it may be integrated in 
the total management information system. 
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Figure 1. Components of a system for maintenance planning . 

.FORECAST OF MAINTENANCE REQUIREMENTS 
BY TASK 

LONG RANGE MAINTENANCE PLAN 
& EXPECTED COST 

,_ __ .. VENDOR 

INFO. 

UPDATE: BUS FILE 

PERIODICAL EVALUATION OF FACILITIES 

REPAIR PLAN 
(IN-HOUSE REPAIRS) 

EVALUATION OF MANPOWER 
AND PARTS AVAILABILITY 

REMOVE, REBUILD & INSTALL 

REMOVE & REPLACE UNIT 
FROM INVENTORY 

REMOVE, ORDER UNIT FROM 
SUPPLIER & REPLACE 

MANAGEMENT 

REPORTING 

SYSTEM 

INITIAL VENDOR SURVEY 

.FACILITY .AVAILABILITY 

.COST . EQUIP. LEVEL 

TASK 

ATTRIBUTES 

REPAIR PLAN 

(OUTSIDE VENDOR WORK) 

VENDOR FILE 

MANAGEMENT REPORTING 

REPAIR PLANNING 

CURRENT PERFORMANCE 

VENDOR 

ATTRIBUTES 

IN-HOUSE REPAIR PROCEDUR& VENDOR SELECTION 

2. H.J. Glueckstein. Maintenance Facilities Planning: 
Milwaukee County Transit System Main Shop Analy­
sis. Mimeograph, May 1976. 

3. R. L. Scott. SIMS Implementation Handbook. 
Urban Mass Transportation Administration, Rept. 
UMTA-VA-06-0004-75-1, Dec. 1974. 

4. D. Robey and M. M. Bakr. Factors Influencing the 
Adoption of Management Innovations at the CTA. 
May 1977. NTIS: PB 266 154. 

Publication of this paper sponsored by Committee on Maintenance 
Equipment. 



47 

Overview of Accessible Bus Services 
Robert Casey, Transportation Systems Center, U.S. Department of Transportation, 

Cambridge, Massachusetts 

By December 1978, the number of transit authorities that operated fixed­
route, wheelchair-accessible bus services totaled five. This paper is in­
tended to disseminate information about these initial efforts. The ma­
jority of the operational data and results are from the experience of the 
St. Louis metropolitan area with accessible bus service, which was 
operated by the Bi-State Development Agency. Very few persons who 
use wheelchairs have used the fixed-route accessible bus services to date. 
Ridership has averaged only a few trips per day. However, the reliability 
of the services has been poor and some wheelchair boardings have been 
denied due to unavailability or malfunctioning of lift equipment. Con­
sequently, judgment of the effectiveness of accessible bus services based 
on this early experience is premature. Accessible bus operations can 
have a substantial economic impact. In addition to the capital cost 
of the lift equipment, operating costs have increased due to the heavy 
lift maintenance and repair workload and, to some extent, to the 
changes in operational procedures that partial accessibility may neces­
sitate. Due to the low number of riders who are wheelchair users, the 
overall mobility of this population group would seem to be little 
changed. 

An increasing number of cities, counties, and metro­
politan areas are planning fixed-route accessible bus 
services. The impetus varies, but principal causes have 
been proposed regulations to implement Section 504 of 
the Rehabilitation Act of 1973, U.S. Department of 
Transportation guidelines, local group pressure, or 
actual or threatened lawsuits. By the end of 1978, five 
transit authorities had fixed-route accessible bus pro­
grams in operation. The amount of data available from 
these regular fixed-route accessible bus services is 
limited. Some information is available from San Diego, 
San Mateo, Santa Clara, and Detroit, but the major-
ity of the operational and user data presented in this 
paper are drawn from the St. Louis experience. Six 
more transit authorities are ready to initiate accessible 
bus services as soon as problems with the buses, the 
lifts, or legal issues are overcome. 

The principal target population for accessible bus 
service is the wheelchair-using traveler. In St. Louis 
and in some of the other sites discussed, use of the lift 
by persons not in wheelchairs will not be permitted due 
to the perception by the transit authority of a potential 
safety hazard, such as a person standing on the lift 
being struck by the door frame as the lift rises to the 
bus floor level. This paper, therefore, concentrates 
on the utilization of accessible bus services by wheel­
chair users and the operational and economic impacts 
of providing these services. 

ACCESSIBLE BUS SERVICES 

San Diego 

On February 6, 1976, the San Diego Transit Corporation 
implemented a pilot program to demonstrate the need 
for wheelchair-accessible transit buses (1). Permis­
sion was received from the Urban Mass Transportation 
Administration (UMTA) to shift funds within an existing 
capital grant in order to retrofit five buses with wheel­
chair lifts. Additional lift-equipped buses are currently 
on order, but service implementation with these added 
buses will not occur for some time. 

Four of the buses provide approximately hourly ser­
vice on two heavily patronized routes. The fifth bus is 
a spare. The lift buses run over 36.5 line-km (22. 7 line­
miles) or about 3 percent of the total system. Nineteen 

runs are made in each direction on both routes. Both 
routes pass through the San Diego central business dis­
trict (CBD). 

San Mateo, California 

In August 1978, the San Mateo County Transit District 
initiated accessible bus service on two routes. Only 15 
of the 24 accessible buses are scheduled to provide ser­
vice, but the majority of the other 9 are needed and used 
to provide regular route service; consequently, the spare 
ratio is low. Altogether, the district operates 223 buses 
on 67 routes. 

Accessible bus headways are scheduled to be 30 min 
on the main-line route from Palo Alto to the Daly City 
Bay Area Rapid Transit (BART) station. A 1-h acces­
sible bus headway is scheduled on the Coastal Highway 
1 route to the Daly City BART station. Approximately 
every other bus on both of these routes is an accessible 
bus. 

St. Louis 

On August 15, 1977, the Bi-State Transit System, op­
erated by the Bi-State Development Agency, instituted 
a pilot program of accessible fixed-route transit ser­
vices, which runs 60 wheelchair-lift-equipped transit 
buses on 10 routes (2). After three months, on Novem­
ber 28, the service was expanded to 157 buses, which 
serve 17 regular and 5 express routes. The entire Bi­
state Transit System is composed of approximately 1100 
vehicles that operate on 100 local routes and 50 express 
routes. 

Accessible bus coverage varied by route and time of 
day; during peak periods it ranged from 2 7 percent on 
the route that has the least coverage to 86 percent on 
the route that has the highest coverage and from 51 to 
100 percent during midday. The 22 routes were assigned 
126 buses, and 31 buses were kept as spares. This is 
a spare ratio of nearly 25 percent, compared to the nor­
mal range of 8-12 percent for standard nonaccessible 
buses. However, due to extensive downtime, actual 
coverage often fell far short of the scheduled coverage. 
The continual failure to provide the accessible bus cover­
age advertised in the published schedules caused Bi-State 
to cut back the scheduled accessible bus service to a 
level they felt confident could be provided. This action 
changed the schedule to only 40 accessible buses on 12 
routes, beginning in September 1978. The reduction in 
service was carefully chosen so that existing riders 
would be accommodated to the maximum extent possible. 
As a result, ridership remained virtually the same after 
the cutback. 

Detroit 

Two transit authorities in the Detroit metropolitan area 
have purchased accessible buses. The Southeastern 
Michigan Transportation Authority has 16 accessible 
buses, which are operated in a single corridor. They 
initiated accessible bus service on October 9, 1978. 

The city of Detroit Department of Transportation has 
received 41 accessible buses. These buses are to be 
used in the same corridor as the transportation author­
ity's accessible buses in order to test the impact of fully 
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accessible bus service in one portion of the region. The 
buses are currently in service, but not as accessible 
buses due to litigation initiated by the union that repre­
sents the drivers. The date of initiation of accessible 
service with these buses is, therefore, uncertain. The 
state of Michigan has mandated that all new buses pur­
chased will be fully accessible. 

Santa Clara County, California 

The Santa Clara County Transportation Agency has op­
erated one fixed-route accessible bus service for more 
than two years. This route is operated with three lift­
equipped small buses. However, the reliability of the 
equipment is such that the number of runs that are ac­
tually accessible are probably only 30 percent. 

Since the transportation agency has increased em­
phasis on accessibility, 52 standard buses with lifts have 
been delivered. They will also soon advertise for bids 
on 50 advanced-design buses with lifts and for 81 lifts to 
retrofit other recently purchased buses. The 52 lift­
equipped buses are expected to begin service in 1979. 

Current plans for the 52 new buses call for making 
3 or 4 of the 44 routes on the system completely acces­
sible. Other routes will be made fully accessible as the 
retrofits or the advanced design lift-equipped buses be­
come available. 

The transportation agency board has established a 
policy of complete system accessibility. The current 
activities will make the fleet about 85 percent accessible . 

Milwaukee 

The Milwaukee County Transit Board has purchased 100 
accessible buses. These buses have been delivered but 
are undergoing lift modifications in order to improve 
their performance. Of the 100 buses, 88 will be as­
signed to 11 of the 35 system routes (3). The remaining 
12 accessible buses will be used as spares-a spare ratio 
of 14 percent. 

The deployment of these 88 accessible buses will make 
11 routes completely accessible during the base service 
period and approximately 50 percent accessible during 
the peak period. These routes will be fully accessible 
on Saturdays and Sundays. Deployment of the accessible 
buses is expected in early 1979. The next bus order will 
purchase 180 more accessible buses. 

Washington, D.C. 

The Washington Metropolitan Area Transit Authority has 
ordered 130 standard-sized accessible buses. Imple­
mentation of accessible fixed-route service is expected 
in the spring of 1979. 

The staff of the transit authority has recommended 
that only 80 of these buses be scheduled in the first phase 
of the service, which would reserve 46 percent of the 
buses for relief of those that experience mechanical dif­
ficulties. Under these recommendations 44 routes would 
receive service hourly throughout the day. In addition, 
20 new small accessible buses will be used in the down­
town circulation service. The purchase of 131 lifts to 
retrofit other recently purchased buses has been 
authorized. 

Palm Beach County, Florida 

The Palm Beach County Transportation Authority has an 
UMT A service and methods demonstration program grant 
to demonstrate a fully accessible, small urban area 
transit fleet. Service is expected to begin by March or 

April 1979, using the first of the 30 retrofitted acces­
sible buses (4). A second stage will be implemented on 
receipt of the15 small accessible buses currently out 
for bids. At that time the entire fleet will be accessible. 

The transportation authority operates 19 routes. 
Routes will be made fully accessible as vehicles become 
available. A priority scheme has been developed for 
route accessibility. Some routes will, therefore, have 
no accessible service until the new buses are delivered. 

Los Angeles 

On October 22, 1974, the Southern California Rapid 
Transit District adopted a policy that all buses purchased 
in the future be able to accommodate handicapped per­
sons, including those confined to wheelchairs. On Octo­
ber 13, 1976, a contract was awarded for 200 wheelchair­
accessible, standard-sized transit coaches. 

The district operates 195 regular service routes plus 
10 subscription lines and 9 park-and-ride express ser­
vices within four counties of the Southern California 
area, covering more than 5905 km2 (2280 miles2

). The 
district currently operates approximately 2000 scheduled 
buses, excluding spares, on this complement of lines. 
The proposed placement of 171 accessible buses is 
nearly 9 pE;Jrcent of the scheduled buses that operate 
on 10 percent of the district's routes. The 29 spare 
accessible buses rep1·esent a spa.re ratio of approximately 
17 percent. 

Initially, 23 routes were selected for implementation 
of the accessible buses. Accessible bus headways on 
these routes will average about 30 min during the day 
and 45 min at night. The date when the accessible routes 
will commence operation with the lift mechanism has 
been postponed due to the failure of the manufacturer to 
deliver accessible buses that are accepted as operation­
ally satisfactory. The anticipated maintenance require­
ments are such that the operating division for 15 of the 
routes will be reassigned to maximize the efficiency of 
lift maintenance activities. 

Rhode Island 

The Rhode Island Public Transit Authority has received 
19 accessible advanced-design buses, which are under­
going preimplementation testing. Service may start as 
early as January 1979. 

Fifteen of the accessible buses will be scheduled on 
five of the authority's routes, which leaves four buses 
in reserve-for a spare ratio of 27 percent. Accessible 
bus headways on the five routes range from a low of 30 
min to a high of 90 min. The entire system consists of 
58 routes and 222 buses. 

ACCESSIBLE BUS TRAVEL DEMAND 

Data on the use of accessible buses by wheelchair users 
are limited, since only five accessible fixed-route ser­
vices are in operation as of December 1978, and St. 
Louis is the only one that has both a substantial amount 
of service and a lengthy period of operation. However, 
actual ridership is somewhat uncertain even there. 
Comparison of travel diary information of wheelchair 
users with dispatcher records indicates that only about 
half of the accessible bus trips by wheelchair users were 
recorded. Also, in many instances a wheelchair user has 
tried to board a bus but could not due to an inoperable 
lift or the lack of an accessible bus. Some of these trips 
were foregone while others were made on a subsequent 
accessible bus. The number of foregone trips cannot 
be ascertained from the data available, however. 



During January and February of 1978, estimated 
wheelchair ridership on the Bi-State system averaged 
2.5 one-way trips/day. (Some trips are indeed one-way 
by bus as the return trip is made by another mode.) The 
winter was exceptionally snowy in St. Louis and outdoor 
travel by wheelchair was often difficult or impossible. 
As the weather improved, estimated ridership increased 
to 4 trips/day in March and to 8 trips/day in April, the 
highest monthly average achieved (250 wheelchair pas­
sengers). Since April, however, ridership has de­
creased to an estimated average of 5 one-way trips/ day. 
This trip level amounts to only one wheelchair passenger 
for every 320 scheduled accessible bus trips. Of note 
is that a few fairly regular riders account for a large 
majority of the wheelchair-user transit trips. 

The San Diego Transit wheelchair ridership level has 
been low (commensurate with the level of service of­
fered). As of November 1978, ridership averaged 5 one­
way trips/week. The Southeastern Michigan Transpor­
tation Authority service, in operation for only two 
months, car1·ies about 18 passengers/ week. In San 
Mateo, whe1·e any handicapped person can use the lift, 
lift usage during October was about 18/ week. The per­
centage of these boardings that were made by persons 
in wheelchairs is not known. 

A survey of 62 wheelchair users in St. Louis sheds 
some light on reasons for nonuse of the accessible buses. 
The most important reasons were the inability to go out 
without help, the availability of another mode, and the 
difficulty of getting to the bus stop. Reasons rated least 
important were the dislike of being out in public, the 
crowdedness of the buses, an unsafe feeling on the lifts 
of buses, and the unreliability of the lifts and the sched­
uled accessible bus service. Other reasons listed as 
moderately important included: the accessible bus 
routes not serving their trip origins or destinations, the 
ti·ansit trip time being much greater than by automobile, 
the difficulty in obtaining schedule info1·mation, severe 
weather conditions, and the fear of ha.ving difficulty in 
getting on and off the bus. 

Some transit authorities have placed restrictions on 
driver assistance to wheelchair passengers. This may 
be a factor that tends to depress ridership. The lifts 
currently being installed are somewhat difficult to board 
due to the initial incline of the ramp . Without the as­
sistance of another person, some wheelchair users would 
not be able to get on the bus. If the driver cannot help, 
an attendant or companion would be required for the trip. 
The availability of a companion thus would have a bearing 
on whether or not a trip is made. 

The· current wheelchair-accessible bus services of­
fered are unlikely to have significant immediate effect 
on the mobility of wheelchair users. The limitations in 
the origins and destinations served and the obstacles in 
getting to and from the buses virtually ensure that there 
will be no great change in wheelchair-user travel. 

The St. Louis survey and another survey conducted 
in Portland, Oregon, indicate accessible demand­
responsive services would have much more widespread 
appeal to wheelchair users than do fixed-route acces­
sible services due to their door-to-door nature. Never­
theless, many transit authorities are implementing 
fixed-route services due to local pressw·es, expected 
Section 504 requirements, or a perception that fixed­
route accessible service will be cheaper for them than 
special or separate services. 

OPERATIONS AND MAINTENANCE 

The decision to provide a fully or partially accessible 
bus system has had a major effect on its maintenance 
operation. Most transit authorities that have received 
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lift-equipped buses have experienced severe problems 
in the initial testing of the lift equipment. In most in­
stances the problems have delayed the initiation of ac­
cessible bus service for several months. Many correc­
tive measures have been tried by the transit authorities 
and the lift manufacturers, but all of the problems have 
not yet been solved. 

A major difficulty for the operational systems has 
been keeping enough accessible buses available to pro­
vide the service published in the schedules. San Diego 
(at least at the beginning), San Mateo, Santa Clara, and 
St. Louis have been unable to provide the full service 
advertised. San Mateo Transit, for example, operates 
five of its accessible vehicles out of its South San Fran­
cisco operations base and the lifts on only three of them 
are operable on an average day. 

Much more is known about vehicle availability in St. 
Louis. During 1978, a daily average of 66 of the 157 
accessible Bi-State buses were unavailable for service. 
Since only 31 spares were planned for, this left a short­
age of 35 buses. Bi-State developed a priority system 
to cover the most important routes when shortages oc­
curred . . The lift is also placed in a particularly vulner­
able spot (the right front) and the lower outside longitu­
dinal support member has to be cut so that the lift can 
be installed. This increases the potential for damage 
to the bus and lift due to minor bumps or hitting curbs. 
These buses also are used more than the other buses 
due to their constant use in both peak and off-peak 
periods. Consequently, they require more frequent 
maintenance and repair than do other comparable ve­
hicles. As a result, a larger number of spare lift buses 
are required for schedule adherence than are normally 
required for the rest of the fleet. St. Louis allowed for 
25 percent spares, which turned out to be insufficient. 
However, it is too early to say with assurance what the 
spare ratio should be. Of note is that the unavailability 
of lift buses was not always due to a difficulty with the 
lift. Other causes accounted for 21 percent of the bus 
unavailability. 

The burden of maintaining the lifts has caused an in­
crease in the maintenance staff in St. Louis. Bi-State 
had originally planned to hire one additional mechanic 
for each 40 accessible buses. However, due to the large 
lift maintenance workload, Bi-State needed to hire two 
mechanics more than had been planned. Given current 
experience, extra mechanics will be needed at all prop­
erties that implement any significant amount of acces­
sible bus service. 

So many St. Louis lift buses broke down on the road 
that two more road supervisors were hired to handle the 
lift problems and the wheelchair passengers stranded on 
the buses. The supervisors normally not only help the 
stranded wheelchair passengers off the bus but also take 
them where they are going. 

Unless fleet accessibility is total, system operations 
may be further affected. Special garage requirements 
for ease of operation and maintenance, extra deadheading 
from the garages, and a restriction on through-routing 
are possible consequences for systems that are less than 
100 percent accessible. In some instances these ele­
ments may result in extra costs but otherwise may not 
cause serious operational problems. However, the im­
pact on system operations is very much site specific. 
San Mateo, for example, due to the routes selected for 
accessible bus service, expects very little change in 
system operations except for a heavier maintenance 
work load. 

Los Angeles transit officials have decided to operate 
their accessible buses from a few garages rather than 
have them spread out among all the garages in the sys­
tem. This permits concentration of mechanics who are 
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specially trained for lift maintenance and repair at a 
few locations and also facilitates the deployment of sub­
stitute or standby buses and drivers when problems 
arise. It also results in extra deadheading for the buses, 
however, as they will not all be located at the most ef­
ficient storage facility. 

The reduction in through-routing occurs when an ac­
cessible bus completes its run but the route to which it 
would normally be connected is not scheduled for an ac­
cessible vehicle. It could be through-routed and the lift 
not used if there were an excess of lift vehicles, but this 
will probably not be the case for the partially accessible 
systems described in this paper. When through-routing 
is reduced, greater bus service hours generally result. 
This complication does not exist for fully accessible 
systems. 

Some transit authorities expected that the implemen­
tation of accessible bus service would require the modi­
fication of schedules to accommodate longer running 
times due to wheelchair passenger boarding and alight­
ing. Bi-State, in fact, did modify the schedules on a 
few routes for this reason. However, the low ridership 
by wheelchair users indicates that such modification 
might not have been necessary. 

Some transit operators have voiced concern about the 
loss of seating capacity on the accessible buses. How­
ever, only the Southeastern Michigan Transportation 
Authority has added buses to make up for the seating 
capacity lost due to the wheelchair-tiedown positions. 
The additional standing room available on the accessible 
buses will permit total capacity to remain about the same 
even though seating capacity on each bus will be reduced 
by four to eight seats. 

COSTS 

An inescapable cost of lift bus service is the cost of the 
lift and the bus modifications to accommodate it. Costs 
to date have been as follows: 

Place 

St. Louis 

San Diego 
Palm Beach 
Milwaukee 
Los Angeles 

Washington 
Detroit 

Cost($) 

Retrofit 

9800 
8160 

New Order 

5 000-fi rst order 
6 315-second order 

6 000 
8 000-first order 

14 000-second order 
7 000 
8000 

In addition to the above capital costs, accessible bus 
service will cost more than regular bus service to op­
erate. Some elements of the added operational costs 
are easy to determine, others are not. The actual cost 
due to schedule changes, reassignment of buses, and re­
duction in through-routing could be obtained through a 
special effort, but most transit properties will not 
bother. Often accessible bus service is instituted along 
with other schedule changes, which precludes easy cal­
culation of the cost impacts of the accessible buses 
alone. On the other hand, the cost of extra mechanics 
and maintenance, driver training, promotion and adver­
tising, accident claims (if any), and extra drivers' pay 
(if any) should be readily discernible. 

Scattered information or estimates from the various 
sites point to at least some of the potential extra operat­
ing costs. Bi-State estimated that accessible bus opera­
tions resulted in 519 extra driver hours/week due to 
schedule changes, reduction in through-routing, and 
deadheading drivers to and from the routes so that the 

accessible buses would not have to come in to the ga­
rages. The cost of these added driver hours totaled 
$213 180 for 12.5 months of service. Bi-State also 
found it necessary to hire six extra mechanics and two 
extra road supervisors as a consequence of the acces­
sible bus service. 

In Los Angeles, the cost of reassignment of buses to 
different garages was estimated to be $70 000/year. 
San Diego Transit calculated the cost of inspection and 
maintenance of the lift equipment at $16 900, or $3380/ 
bus during FY 1978. The cost of inspection and main­
tenance of the Bi-State lifts (including replacement parts) 
totaled $244 800 for the first 12.5 months of service, or 
about $1500/bus annually. 

The cost of Bi-State's driver training (1 h) was cal­
culated to be $16 320. This is a very low cost for this 
effort. At the other extreme is Washington, D.C., where 
the program is budgeted for $150 000, $105 000 of this 
just for the cost of the drivers' time (3 h) to participate. 
Bi-State estimated the cost of administrative staff time 
related to accessible bus planning and operations at 
$68 180. 

Bi-State spent $35 000 on advertising to make the 
public aware of the accessible bus services, which were 
implemented in two stages. Palm Beach County has a 
$70 000 advertising and promotion budget, which also 
includes outreach and training of potential users. Ac­
cident claims due to the lift cost Bi-State $11 000 during 
the first nine months of 1978. 

In order to present the cost of accessible bus service 
in an organized manner, a hypothetical estimate of the 
added capital and initial annual operating cost for a par­
tially accessible fleet of 200 buses (25 percent of the 
total fleet) might be as follows: The cost of the capital 
item-lifts (including installation and assuming that buses 
would be bought anyway)"' $8000 x 200 = $1 600 000. 
Operational costs would be 

Item 

Reduction in through-routing and other 
operational changes 

Driver training 
Extra mechanics-8 
Extra supervisors-3 
Administrative staff 
Accident claims 
Advertising 

Total 

Cost($) 

200000 
100 000 
160 000 
75000 
15000 
10000 
25000 

585000 

The basic service costs would recur annually. How­
ever, in subsequent years the amount of driver training 
would be cut to a much lower level and less advertising 
would undoubtedly be necessary. If reliability is im­
proved, fewer mechanics and supervisors may be nec­
essary. Counteracting these real or potential cost re­
ductions are an added cost for replacement parts (pre­
viously covered under warranty) and possible added costs 
for drivers' wages (for helping wheelchair passengers or 
merely for operating the accessible buses). The cost 
of operation of the 200 accessible buses would be a mini­
mum of $350 000/ year and could be substantially more, 
particularly if lift reliability is not markedly improved. 

The cost of operating accessible bus service will ob­
viously be affected by the number of accessible buses 
used. The strategy or route configuration for deploy­
ment of accessible buses can also have a significant bear­
ing on the cost of the service. San Mateo for example, 
which operates 24 accessible buses (12 percent of the 
fleet) on 2 of its 60 routes, will have little added opera­
tional cost except for maintenance. They will incur 
costs associated with driver training and advertising but 



the marginal cost for accessible bus service will be 
small. 

Alternative demand-responsive services have been 
discussed as an alternative to fixed-route services for 
the handicapped. Determination of the level of demand­
responsive service that might be the equivalent of fixed­
route service is not easy. The number of trips carried 
by the accessible buses in St. Louis, for example, could 
be handled by one demand-responsive, lift-equipped van 
at less than 10 percent of the operating cost and less 
than 2 percent of the base capital cost. On the other 
hand, a $350 000 budget would run the 15-bus Portland, 
Oregon, LIFT service for about eight months. The LIFT 
service carried 1341 wheelchair trips during the month 
of June. It can be argued that these are not equivalent 
services and that neither ridership nor cost are appro­
priate measures by which to judge equivalence. As yet 
no guidelines have been published as to what would con­
stitute equivalent service if an alternative to fixed-route 
bus service were to be provided. 

OTHER EFFECTS 

Bus Riders 

For those able to use the lift buses, travel cost will be 
lower. Riding a bus at a $0.15 fare is cheaper than 
driving an automobile or taking a taxi or a medicab. The 
cost is also lower than being driven by a friend or rela­
tive if the convenience and travel cost to the other person 
is considered. 

The impact on transit travel time of nonhandicapped 
bus riders will be minimal until wheelchair ridership 
builds up. Lift operation for two or more passengers 
during a single bus run would definitely affect other 
riders and bµs operations. Regular use in this amount 
has not occurred to date. 

Regardless of the usage of the life there will be a loss 
of seating capacity on the accessible buses. If two 
wheelchair-tiedown positions are installed in the buses, 
as is most often the case, eight permanent seats will 
have to be removed. If the wheelchair positions are not 
occupied, fold-down seats, which most transit operators 
will install, will accommodate four persons. Seating 
capacity is, consequently, reduced by four to eight seats, 
depending on whether either or both of the wheelchair 
positions are occupied. When the tiedown positions are 
not being used by wheelchair passengers, total capacity 
will not be reduced since there will be added standing 
room. This would be a change in the level of service, 
however, for those forced to stand. 

Other Service Providers 

The usage of the present services is such that there 
would be minimal effects on private operators such as 
taxis or medicab type services. This could change, 
however, if wheelchair ridership on the accessible buses 
increases substantially. 

Labor 

Labor unions have not so far negotiated extra pay for 
the operation of lift buses. Whether this will hold true 
for the future is unknown. 

Accessible bus operations have resulted in 12 accident 
claims in St. Louis. The importance of driver training 
and the verification of driver competence in the opera-
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tion of the lift cannot be stressed strongly enough. 

FINDINGS 

Available information on the travel patterns of wheel­
chair users and their capabilities and the provision of 
lift-equipped fixed-route bus services reveals several 
interesting points. The most significant of these are 

1. Initial ridership on accessible bus services has 
averaged only a few trips per day. 

2. It is not known how much service unreliability has 
contributed to low ridership among wheelchair users, but 
the St. Louis survey indicates that this was one of the 
least important reasons for not using the accessible bus 
service. The availability of another mode of travel, the 
difficulty of going out at all without assistance, and the 
difficulty of getting to a bus stop were listed as the most 
important reasons. 

3. Keeping the accessible buses available for service 
has been the most serious problem encountered in the 
provision of fixed-route accessible bus services to date. 
Spare-bus ratios higher that those normally required for 
regular buses appear to be necessary. 

4. Lift maintenance and repair have been responsible 
for substantial costs above those experienced for the 
operation of regular buses without lifts. Changes in op­
erational procedures, particularly for partially acces­
sible systems, have also caused considerable added 
expense. 

5. The fixed-route accessible bus service appears to 
have caused very little overall change in wheelchair user 
mobility, regular bus riders' level of service, or use 
of other transportation services by wheelchair users. 
However, no data are available at this time to support 
these hypotheses. 

6. Some injuries have been sustained due to the op­
eration of accessible buses. Some of these were caused 
by lift malfunctions and some were due to negligent op­
eration of the lift by drivers. Since the human element 
will always be present, accidents will probably never be 
completely eliminated. 

CONCLUSIONS 

Ridership on fixed-route accessible buses by wheelchair 
users has been low, but judgment of the effectiveness 
of this concept from early results is premature. It will 
take time to change the travel patterns of a large number 
of wheelchair users. Furthermore, these travel 
changes will be somewhat inhibited until the reliability 
of the service is improved. The cost of providing this 
service will not be insignificant, however. 

A major drawback to the provision of accessible bus 
services to date has been the amount of bus downtime, 
due primarily to malfunctions of the lift equipment. It 
appears that lift technology has not advanced to the point 
that reliable service can be maintained without a 
very large number of spare accessible buses (compared 
to spare requirements for regular buses). Some transit 
authorities have indicated that they are holding off on 
purchases of accessible buses until lift reliability is 
proven. 
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