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Trends in New York State Automobile 
Ownership Patterns 1973-1977 
K. -W. Peter Koeppel, Planning and Research Bureau, New York State Department 

of Transportation, Albany 

Data on all motor vehicles that have a gross vehicle weight of up to 2722 
kg (6000 lb) registered to persons in New York State were analyzed with 
respect to age and sex of the owner. The study found that the increase 
in the vehicle fleet in New York State from 1973 to 1977 can be attrib­
uted solely to women. Increases in women's ownership are moderated 
somewhat by differential population growth by age cohort. The main 
determinants for the men's level of ownership appear to be economic 
conditions expressed in employment. As to the type of automobile 
owned, men generally register much heavier automobiles than do women, 
and the men's vehicles show somewhat larger increases in average gross 
vehicle weight. Disaggregated by age, men and women show similar pat­
terns in the gross vehicle weight increase, which is probably a reflection 
of economic conditions. Vehicles registered to young men and women 
show an extremely high increase in gross vehicle weight, those registered 
to middle-aged persons show a very low increase, and those registered to 
older persons show a moderate but steady increase. At the very least, an 
ongoing statewide fuel-efficiency monitoring program for new automo­
biles is called for. 

New York State has considerable reason to be concerned 
about energy use in its transportation secto1·. In 1974, 
New York State imported 84 000 000 m3 (530 000 000 bbl) 
of petroleum. Approximately half of the energy gen­
erated from such petroleum imports is used in trans­
portation, where current technology offers little possi­
bility for energy substitution (1). More important, 
through payments made for petroleum and petroleum 
products, New York State loses substantial economic 
resources to other states and overseas (2, 3). The fed­
eral government has reacted with a mandatory corporate­
average-fuel-economy (CAFE) standard (Public Law 
94-163) for new automobiles through 1985. Such federal 
programs, however, are generally ill-prepared to cope 
with the effects of regional maldistribution: We could, 
for instance, find that the CAFE standards are attained 
on the federal level but still see large state-to-state 
variations. 

In addition, the availability of crude oil as a natural 
resource or the lack of such, climatic differences, eco­
nomic development, and a host of other regionally dif­
fering factors warrant the development of state or re­
gional energy policy to supplement or even substitute 
for federal policy. This paper presents results of an 
ongoing effort of the New York State Department of 
Transportation to assess the background, trends, and 
effect of policy alternatives on energy usage in New 
York's transportation sector. Other reports are avail­
able (4-6) and more will be coming forth in the future. 
This paper is based on an earlier report (7) and repre­
sents a refinement of some of the earlier findings. De­
tailed backup information to the analysis in this paper is 
only included where necessary; the interested reader is 
referred to the earlier report (7) for a full presentation 
of all available background data~ 

DATA AND METHOD 

For a given state, total gasoline consumption is deter­
mined by automobile ownership and automobile usage 
patterns. On the individual level, an automobile's ef­
ficiency is determined by a variety of factors, the most 
important of which is vehicle weight (8). Thus, policies 
that aim, directly or indirectly, to reduce vehicle 

weight have a particularly high potential to reduce auto­
motive fuel consumption. The federal program to in­
crease new automobile efficiency to 11. 7 km/ L (2 7. 5 
miles/gal) by 1985 initially relies heavily on weight re­
duction as one means to achieve its goals (9). 

The current study focuses on a segmenCof the New 
York State vehicle fleet defined as follows: all passen­
ger and commercial vehicles of up to 2722 kg (6000 lb) 
gross vehicle weight (GVW) registered to private owners. 
Commercial vehicles were included because a van or a 
pickup truck owned for business purposes is frequently 
used for personal transportation as well. For this re­
search, New York State's Department of Motor Vehicles 
cross-matched its vehicle license and drivers' license 
files to permit analysis of these vehicles by weight and 
the owner or registrant's age, sex, and county of 
residence. The period covered by these data is January 
1973-June 30, 1977. 

The following analysis deals with all of these variables 
except county. The same argument that was used to 
justify statewide analysis within the federal frame could 
be used for the inclusion of county data within a state­
wide analysis, but time constraints did not allow us to 
do so. Work to include this differentiation is in the 
planning stage. 

So far, analysis of vehicle efficiency and consumer · 
behavior toward fuel-efficient vehicles deals almost ex­
clusively with new automobiles and, at best, takes the 
existing fleet as a given (10-13). Almost half of the 
New York State fleet is afTeast five years old (see Table 
below) (14), so we are ill advised to disregard the effect 
of old automobiles on the state's fleet's efficiency. 

Automobile Age (years) 

New 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12+ 

Percentage of Fleet 

13 
11 
11 
11 
10 
9 
9 
8 
6 
5 
3 
2 
2 

A number of shortcomings of the data need to be pointed 
out: 

1. Multiple automobile ownership is inherent in the 
data. Nationwide, the percentage of multiple automobile­
owning households was 42 percent of all automobile­
owning households in 1974 (15). 

2. The cross-tabulations are by age and sex of 
the registrant. The registrant, however, does not have 
to be the primary user. In New York State sharply dif­
ferent insurance premiums based on the sex and age 
of the registrant provide incentives to register automo­
biles in the names of women or older persons. 

3. The summary tabulation of automobiles without 
respect to automobile age makes it almost impossible 

1 
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to separate effects of differential longevity of automo­
biles, changes in the automobile age distribution, and 
changes in vehicle size (measured by weight) from one 
another. 

TRENDS IN DEMOGRAPHICS AND THE 
VEHICLE FLEET IN NEW YORK STATE 

Size of the Fleet 

Overall, the fleet has increased by 183 923 vehicles, from 
7 759 378 in December 1973 to 7 943 301 vehicles in De­
cember 1976 (Figure 1). Female registrants account for 
all of this increase. Male registrants show a net loss 
over this period, in spite of a slight recovery in the 
male-registered fleet after the loss in 1974. This de­
velopment initially contrasts with population trends. 
However, if we disaggr egate automobile owner and popu­
lation trends by age and sex (Figure 2), women show 
an across-the-board increase in vehicle registrations, 
moderated somewhat by population growth, which is not 
uniform for all age groups. For men, the analysis is 
slightly more complex. Men up to age 45 show a loss in 
registrations, which is moderated by the growth of that 

Figure 1. Fleet size, New York State fleet 1973-1977. 
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male population age cohort, and men older than 45 show 
a gain in registrations, which is moderated by the reduc­
tion in the size of that age cohort. 

This crossover requires additional variables for a 
full explanation. Economic conditions, as described by 
employment, for instance, provide part of such an ex­
planation: Young and middle-aged men have fared worse · 
with respect to employment than did their share in the 
population (Figure 2). Young and middle-aged women, 
on the other hand, show gains in employment far ahead 
of the increases in the respective population size; thus 
a greater need is generated for personalized transpor­
tation and the economic resources to acquire additional 
vehicles are provided (Figure 2). The larger work force 
of women is supported by a substantial increase in labor­
force participation, which reflects changed child-bearing 
habits as well as the emergence of nontraditional house­
holds, which showed a substantially larger growth than 
did traditional households. If we look at young and 
middle-aged men and women together, we cannot ex­
clude the possibility of shifts in registrations from men 
to women under the differential insurance rates in New 
York State. From the foregoing analysis, we should ex­
pect to see an increasing number of vehicles registered 

1974 1975 
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Figure 2. Changes in fleet size, 
population and employment, by 
sex in early 1970s. 
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Table 1. Selected automobiles: GVW (kg) 
trends in weight, 1972-1977. 

Automobile .. 1972 1973 1974 1975 1976 1977 ti 1974-1977 

Impala 1782 1877 1907 1913 NA 1617 -290 
Monte Carlo 1590 1684 1781 1781 1772 1747 -34 
Cutlass 1551 1717 1780 1691 1674 1641 - 139 
Nova 1355 1390 1448 1500 1461 1440 -8 
Vega 979 1007 107 5 1095 1108 b 

Pinto ·934 959 1076 1132 1111 1049 -27 
Corolla 805 821' 823 986' 1010 914 +9 1 

Note: 1 kg = 2.2 lb. 
•Basic modet b Discontinued. c Estimate from similar model . d Change in model designation. 

to women of all age groups, as well as to older men; 
however, an increase in registrations for young and 
middle-aged men should only occur if the employment 
of these persons improves. 

Trends in Vehicle Weight 

In spite of a petroleum supply crisis in 1973-1974 and 
increased marketing of smaller and scaled-down auto­
mobiles, average GVW of the New York State fleet in­
creased steadily between 1973 and 1977 (1 kg= 2.2 lb). 

Year Average GVW (kg) Change 

1973 1581 
1974 1589 +8 
1975 1596 +7 
1976 1608 +12 
1977 1616 +8 

There are three effects reflected in the GVW figures: 
changes in the age distribution, differential longevity by 
automobile size (larger automobiles tend to last longer 
than do small automobiles), and the average GVW of 
each model year as it enters the fleet. Separation of 
the effects of these three sources of variation from one 
another would be important, but the only effect we can 

account for with some certainty is due to changes in the 
age distribution. We have some knowledge of the de­
velopment of GVW by model type (Table 1) but are unable 
to properly account for the effect of differential longevity 
without extensive analysis. 

The basic method for the extraction of the model year 
effect from the flee twide average GVW is as follows: The 
average, fleetwide GVW in any given calendar year can 
be written as the weighted average of the average GVW 
by model year of all model years on the road in that cal­
endar year; the weights used are the percentages, which 
reflect the composition of the fleet in the given calendar 
year in terms of vehicles of all model years on the road in 
in that calendar year. 

For 1975, for instance: 

1596 kg= 0.823 GVW73_ + 0.108 GVW74 + 0.069 GVW75 (I) 

where 1596 kg (3518 lb) is the fleetwide New York State 
average GVW for 1975; GVW73- is the average New York 
State GVW of automobiles of vintage 1973 and earlier; 
GVW 14 and GVW 1s are the contributions of model years 
1974 and 1975, respectively, to the fleetwide 1975 aver­
age GVW; and 0.823, 0.108, and 0.069 are the percent­
ages of the vehicles of those vintages in the 1975 New 
York State fleet. 
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By using the fleetwide average New York State GVW 
from the table above and known age distributions we 
obtain the following system of linear equations: ' 

0 
I 584 0.8987 0. 1013 0 0 

f 
l.'RI ] f 1.0 0 O 
159() = o.s23 0.108 o.069 0 

0.095 
0.101 

o ] f .vw
13

] 
0 cvw,. 
0 x GVW75 (2) 

1608 0 .7 18 0.101 3 0.0857 
1616 0.646 0.10 0.081 

0 GVW76 
0.072 GVW77 

The solution of this system of equations yields 1581 
kg (3485 lb) for GVW73- and the following values for the 
remaining variables (1 kg= 2.2 lb): 

Year (XX) GVWxx (kg) ~GVW 

1974 1666 
1975 1664 -2 
1976 1701 +37 
1977 1691 - 10 

The trends in these numbers (as reflected by the 
changes from year to year in the last column) is reason 
for concern. Even if we were to allow that the effect of 
differential longevity could influence the trend as well 
as the level of the solution, we find that this trend does 
not really reflect the development observed in GVW by 
model (Table 1). 

This pattern, obviously, does not have to mean that 
New Yorkers buy larger automobiles; an alternative ex­
planation for the increase is that they load their automo­
biles with heavy options. Irrespective of the reasons 
we observe a less than desirable change in fleet effi-' 
ciency. 

That our concern should not only be about new auto­
mobiles but also about used automobiles as well is evi­
denced by the table below, which shows much more mas­
sive shifts in registration than new automobiles alone 
could produce (1 kg= 2.2 lb). 

Weight 
Model Year 

Class (kg) 1973-1974 1974-1975 1975-1976 

< i i34 -t-4922 +36 496 -ii 651 
1135-1588 -75 872 -14 032 -15 078 
1589-1814 -82 854 -43 813 +26 037 
1815-2268 +52 229 +81 801 +95 204 
>2269 +41 214 +42 331 +46 989 
Total -60 361 +102 783 +141 501 

In consideration of the problems experienced when 
the new automobiles were introduced into the fleet during 
1974-1976, we should expect some of these moves to be 
due to differential longevity. Due to different usage pat­
terns (12), large automobiles have the potential to re­
main in the fleet longer, a situation that may be ag­
gravated as replacement decisions are deferred. This 
deferral of replacement is reflected in new automobile 

Table 2. Average GVW : male and female owners. 

Male Female 

Year Average GVW (kg) A Average GVW (kg) A 

1973 1608 1507 
1974 1618 +10 1515 +8 
1975 1630 +12 1520 +5 
1976 1641 +11 1530 +10 
1977 1650 +9 1536 +6 

1973-1977 +42 +29 

Note: 1 kg= 2.2 lb. 

registrations in New York State. (This table excludes 
vehicles registered commercially to private persons.) 

Year 

1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 

New Privately Owned 
Registrations 

777 726 
792 173 
819 090 
874 280 
670 349 
618 753 
699 393 
713 964 

The drop between 1973 and 1974 is dramatic, and 
the level of the late 1960s has not been reached again. 
Even cursory inspection reveals that this pattern is not 
reflected to the same extent in fleet size; additional evi­
dence of increasing pressure on the used-automobile 
market stems from the price index of used automobiles 
(increase of 83 percent since 1967 and a dramatic in­
crease in the rate of gi'owth a1·ound 1974 versus an in­
crease of 41 percent for new-automobile prices during 
the same period) (13). 

Despite reservations about the quality of the data, the 
trends of average GVW disaggregated by the sex and 
age of the registrant are examined. Only fleetwide 
trends can be examined since we do not know the fleet­
age distributions disaggregated for these fleet segments. 

Disaggregation by sex shows that women, in gen­
eral, register much lighter automobiles than do men and 
that the increase in weight of automobiles owned by 
women was· less than that of the automobiles owned by 
men (Table 2). 

This finding is in line with the view that women are 
more energy conscious than men (16), but other economic 
factors probably contl'ibute more tothe expla11ation of 
this finding. It is also quite possible that a substantial 
share of automobiles registered to women belong to 
multiautomobile households. At least for new automo­
biles, it has been demonstrated that a second automobile 
tends to be smaller than the first automobile in multi­
automobile households (12). Since the automobile in­
surance rates in New York State favor women over men 
(heavily so in the younger age groups), we would expect 
many second automobiles to be registered in the names 
of women rather than men. 

Finally, in a comparison of average GVW increases 
by sex and age of the registrant, we find virtually the 
same pattern for men and women (Figure 3) . Age, ob­
viously, is a very important discriminator. Not sur­
prisingly, there appear to be three distinctly different 
age groups that correspond rather well to the three 
groups identified in the examination of vehicle registra­
tions. This points to a common cause in these patterns 
which we believe to be largely economic. The level of ' 
discretionary income tends to be very low at a young age, 
to be higher but largely tied up for the establishment of 
a household for middle-aged persons, and to rise dra­
matically in the last few years of employment when de -
pendents have left the household and most major pur­
chases (e.g., a house) no longer constitute a severe drain 
on earnings. This leads us to hypothesize that increases 
in automobile prices have forced young people into the 
clunker segment of the used-automobile market which 
is generally heavier in GVW than the somewhat'broader 
segment previously accessible to them. Middle-aged 
people, due to the severe strain on their resources by 
?ther household-related expenses, have probably found 
it hard to frequently trade automobiles and thus have 
escaped the market pressures that would force them into 
relatively cheaper but heavier automobiles. In addition, 



Figure 3. Change in average 
New York State GVW, 
1972-1977, by sex. 
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since these persons are likely to acquire relatively new 
automobiles as a bounce-back effect from the previously 
owned rather old automobiles, they do not need to follow 
a steady, frequent pattern of trading. We hypothesize 
that such a pattern lies behind the steady increase in 
GVW found for older persons who own automobiles. 

OUTLOOK 

In the 1976 and 1977 model years, the strong trend to 
increase the weight of models came to a halt (Table 1). 
The start of a substantial scaling-down program is ex­
pected to continue over the next few years(17). Spe­
cifically, the U.S. Department of Transportation (DOT) 
expects that scaling down alone will be sufficient to 
achieve 1981 CAFE standards but that substantial 
changes in engineering, design, and materials will be 
required to meet the standards thereafter (9). Manu­
facturers, who have over the past years introduced a 
variety of new subcompact models (Chevette, Fiesta, 
Omni-Horizon) p1·iced to meet the Japanese competition 
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(and generally below comparable prices for European 
automobiles) are likely to meet or exceed the 1978 CAFE 
standard of 7. 7 km/L (18 miles/gal). In New York State, 
the CAFE figure for the first nine months of the 1978 
model year was an estimated 8.9 km/ L (19.0 miles/ gal). 
However, since three of the four American automobile 
manufacturers (Ford, Chrysler, and American Motors) 
have admitted that they lose money on each of the small auto­
mobiles they sell and the fourth manufacturer (General 
Motors) has declined to make public statements, we 
should not expect American manufacturers to push sales 
of these very efficient vehicles more than necessary to 
meet CAFE standards. 

There is some short-term relief on petroleum im­
ports due to larger domestic production in Alaska, sub­
stitution of other sources, and conservation efforts (14), 
but demand for petroleum products in the transportation 
sector continues to increase. This does not have to 
mean that conservation goals in transportation are not 
met; considering the composition of the vehicle fleet with 
respect to average fuel efficiency by model year (18) and 
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age distribution, an increase in demand for petroleum 
products has to be expected for several more years to 
come. 

CONCLUSIONS 

Among all the trends observed in this study, two are 
reasons for concern from an energy conservation point 
of view: the continued increase in vehicle registrations, 
which is possibly linked to an increase in multi­
automobile households, and the lack of a strong decrease 
in average GVW in the 1977 model year. This latter 
trend is particularly disturbing since it can have a 
variety of meanings. These include a temporary bounce­
back effect after the difficult years of 1974-1976, a last 
chance to own a big automobile rush, and outright con­
sumer rejection of smaller vehicles. In the light of 
these possibilities, the 1978 model year takes on par­
ticular importance in the analysis of this trend. This 
model year showed not only very substantial scaling 
down in size but also a number of new, smaller models 
in the American market. Thus, in the light of the wide 
range of policy implications represented by the above 
consumer attitudes, it is virtually mandatory that New 
York State institute on ongoing new-automobile fuel­
efficiency monitoring program. In view of the pervasive 
influence of older automobiles on the fleet efficiency, 
an extension of this monitoring program to older auto­
mobiles might be indicated as well. Depending on the 
trends observed under this program, one or several of 
the policy programs described in another paper (7) 
should be considered for implementation. -
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Psychological and Socioeconomic 
Correlates of Automobile Size 
Rica1·do Dobson*, Chase Automot ive Division, Bala Cynwyd, Pennsylvania 
Karen E . Lar son, Charles River Associates, Cambridge, Massachusetts 

Since Americans use 25 percent of all energy consumed in the United 
States for automotive travel, a primary place to conserve energy appears 
to be through increased fuel efficiency of the automobile fleet. Achieve­
ment ot national energy conservation goals through this approach de­
pends on both advances in fuel economy technology-and changes in con­
sumer purchase patterns. Knowledge of which psychological and socio­
economic variables correlate with the purchase of fuel-efficient vehicles 
will make it possible to market vehicles that have optimal attribute 
mixes to the groups that will be most receptive to promotions for fuel­
efficient vehicles. Information on psychological and socioeconomic 
correlates of automobile buying patterns can also be used to generate 
and assess forecasts of sales in response to motor vehicle options. This 
paper focuses on a select set of psychological and socioeconomic cor­
relates of automobile size. Several interesting correlates of automobile 
size were found. Analysis of the relationship between consumer 
awareness of fuel-efficiency ratings and size of vehicle purchased re-
veals that buyers of small automobiles acquainted themselves with the 
fuel-efficiency ratings, but no evidence suggested that awareness of 
the ratings caused consumers to purchase fuel-efficient vehicles. 
Multivehicle households have a smaller average automobile size than 
single-vehicle households. If this relationship continues and the 
number of multiautomobile households increases, sales of small-
sized automobiles can be expected to increase. Other size correlates 
were found with respect to consumer evaluation of the relative im­
portance of vehicle attributes, household income, and region of the 
country. 

Americans use 25 percent of all energy consumed in the 
United states for automotive travel; therefore, a pri­
mary place to conserve energy appears to be through 
increasing the fuel efficiency of the U.S. automobile 
fleet (!). In accordance with these considerations , the 
Energy Policy and Conservation Act of 1975 has des­
ignated mandatory fuel economy standards for motor 
vehicles s old within the United states (Public Law 91-
163). Manufacturer achievement of the corporate aver­
age fuel economy standards depends both on advances in 
fuel economy technology and on consumer purchase 
patterns. Ensuring that motor vehicle sales patterns 
are compatible with national energy conservation goals 
requires more extensive and better-organized informa­
tion on consumer attitudes and behavior toward fuel­
efficient vehicles. 

An understanding of consumer motor vehicle owner­
ship correlates is potentially very useful to the achieve­
ment of energy conservation goals. Knowledge of which 
psychological and socioeconomic variables correlate 
with the purchase of fuel-efficient vehicles will make 
it possible to market vehicles with optimal attribute 
mixes to the target groups that are most likely to be 
receptive. Information on psychologica l and socioeconomic 
correlates of automobile buying patterns is also useful 
in generating and assessing forecasts of sales in response 
to motor vehicle options offered to consumers. Since 
correlations do not necessarily imply causal relation­
ships, it is important to identify causal patterns when 
appropriate data are available. When such data are not 
available, caveats should be included in the interpreta­
tion of automobile size correlates . 

This paper focuses on a selected set of ps ychologica l 
and socioeconomic correlates of automobile s ize. Three 
data sets are examined to both confirm findings across 
data sets and to extend the range of relationships that 
could be examined. Both correlational and causal 

analysis methods are used to identify quantitative rela­
tionships that characterize consumer motor vehicle 
buying patterns. 

STUDY DESIGN 

Data Sets 

Each of the three data sets, although initially compiled 
to address somewhat differ ent issues concerni.ng auto­
mobile purchase, use , and ownership, contains infor ­
mation on automobile size. Depending on data avail­
ability, various correlational and causal relationships 
between automobile size and psychological and socio­
economic factors are tested. 

The Abt data set was gathered by Abt Associates 
(2). The data were initially collected to assess the im­
pact of the Federal Energy Administration (FEA) - U.S. 
Environmental Protection Agency (EPA) fuel economy 
information p1·ogram on new aut omobile purchases. 
This program was developed to provide information 
for the consumer on motor vehicle fuel economy in 
the form of both fuel efficiency labels affixed to the 
windows of new automobiles and light trucks and the 
publication of an annual fuel-economy guide for new 
automobile buyers. 

A telephone survey was conducted among a national 
sample of new (1976) automobile buyers. The sample 
was obtained from the registration lists of R. L. Polk 
and Company and was stratified by automobile size. 
A total of 796 interviews was completed and the follow­
ing information obtained: 

1. Make and model of new 1976 vehicle purchased, 
2. Make and model of vehicle replaced, 
3. Make and model of other vehicles considered 

during the purchase period, 
4. Reasons for purchasing the particular vehicle, 
5. Fuel economy of new vehicle, 
6. Importance of various vehicle attributes, 
7. Vehicle usage patterns, 
8. Gasoline-buying habits, 
9. Awareness of and attitudes toward the gasoline­

economy label, 
10. Awareness of and attitudes toward the lll76 

fuel-economy guide for new automobile buye r s, and 
11. Demographics, including age, education, in­

come, and household size. 

The Peskin data set was developed as a part of a 
study, sponsored by the Federal Highway Administra­
tion (FHWA) to assess the impact of the 1974 gasoline 
shortage on urban travel behavior @. A small-scale 
home interview survey was conducted among households 
in the northern suburbs of Chicago. Households that 
had a high level of automobile ownership were chosen 
because it was assumed that such a sample would 
be affected most by gasoline price increases and de­
creased availability. A total of 425 households on 
24 blocks was contacted. The response rate was 27 
percent; interviews were completed with 159 households. 
The interview questionnaire was designed to collect 
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information on travel behavior during the energy 
crisis, at the time of the interview (1975), and in the 
future. Respondents were asked to anticipate their 
responses to price and availability scenarios. Demo­
graphic data, including number of automobiles, their 
make and model, age and sex of household members, 
dwelling-unit type, and household income, were also 
obtained. As would be expected among a sample of 
households that have a high level of automobile owner­
ship, the mean household income was also high 
($22 500). Every household sampled owned at least 
one automobile, and 72 percent owned two or more. 

The third data set, ICPSR, was obtained from the 
Interuniversity Consortium for Political and Social 
Research. It contains data from a series of studies 
sponsored by FEA to examine consumers' attitudes, 
knowledge, and behavior regarding energy conservation 
®· Data wel'e gathered through telephone suxveys of 
a national sample of the United states population 18 
years of age and older. Information was collected from 
independent samples (waves) cf respondents every two 
weeks beginning in July 1974. A total of 23 426 house­
holds was interviewed in 42 waves; each wave stressed 
a somewhat different issue (e.g., attitudes regarding 
the seriousness of the energy shortage, its probable 
causes, and duration). This data set also contained 
socioeconomic variables, such as education, income, 
number of automobiles per household, type of dwelling 
unit,and region of country, that could be correlated 
with an automobile size or average household automobile 
size. 

Each of the above data sets is subject to limitations 
based on the initial issue being addressed. The data 
were insufficient in most cases to test more sophis­
ticated causal automobile-size models; however, several 
salient correlates of automobile size were identified. 

Analysis Methods 

A variety of analytical procedures are available to the 
researcher for the quantitative assessment of correla­
tional or causal relationships. Two-stage least squares 
is particularly useful in the development of causal 
models of behavior. Two-stage least squares enables 
the researcher to estimate systems of simultaneous 
equations where the same variable may be dependent 
in one equation and independent in another. This 
methodology may be used to test interdependence be­
tween variables (for example, consumer attitudes and 
behavior). Estimation is dependent on the presence 
of exogenous variables (i.e., those completely deter­
mined outside of the system under consideration) in the 
equations. Socioeconomic data are often a useful 
source of exogenous variables. The technique first 
involves estimation of the endogenous (interdependent) 
variables in terms of the predetermined or exogenous 
variables. Then the original endogenous variables are 
replaced by the estimated endogenous variables and 

Figure 1. Flowgraph of interrelationship between awareness of fuel 
economy and size of vehicle purchased. 
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ordinary least squares is applied. This methodology 
is particularly useful when experimenting with causal 
models of behavior (~, ~. 

RESULTS 

Psychological Correlates 

It has been hypothesized that expanding consumer 
awareness of fuel-efficiency ratings can increase the 
purchases of smaller vehicles. A prior evaluation of 
the FEA-EPA fuel-economy information program found 
that higher awareness levels of fuel-efficiency labels and 
guides were positively correlated with greater fuel­
conserving behavior (i.e., the purchase of smaller 
vehicles) @. This result was interpreted as support­
ing the hypothesis. Subsequently, the l'elationships 
between consumer awareness of fuel economy and 
automobile size were reanalyzed by using two-stage 
least squares to test for the mutual dependence of 
awareness and size of vehicle purchased, as well as 
for different exogenous variable inputs. Figure 1 
shows all links between variables that are significant 
at the 0.05 level. Note that the link from awareness 
to size of vehicle purchased was not determined to be 
statistically significant as originally hypothesized. 
Application of the two-stage least-squares causal model 
identifies the direction of the link between size and 
awareness. This analysis found that size was a signif­
icant explanatory variable in determining level of 
awareness; in other words, owners of smaller, more 
fuel-efficient vehicles tend to be more aware of the 
fuel-efficiency label and guide. 

The Abt data set also contained information on con­
sumers' beliefs about the importance of various vehicle 
attributes in the decision to purchase a new automobile 
or light truck. The attributes were factor-analyzed, 
and the following clusters were identified: 

Factor 1-Roomy interior, good warranty, superior 
safety features, reliable dealer, high resale value, and 
good service network; 

Factor 2-High styling, fast acceleration, high per­
formance; 

Factor 3-Small exterior, good fuel economy, low 
price, had not bought this model before; and 

Factor 4-Reliable model and manufacturer, ease of 
handling, good dependability. 

The factors may be labeled value and service (factor 
1), sportiness and performance (factor 2), economy 
and size (factor 3), and mechanical attributes (factor 4). 

These factors were then used as discriminating vari­
ables to distinguish between automobile-size groups and 
to highlight differences in characteristics of the groups. 
All four factors were entered into the discriminant 
analysis. Two discriminant dimensions were statis­
tically significant. The standardized coefficients of the 
first discriminant function indicated that factor 3 plays 
a predominant role in distinguishing between automobile­
size groups. The second discriminant function identi­
fied factor 2 as a salient variable in differentiating be­
tween size groups. 

The centroids or points about which the size groups 
tend to cluster are plotted in Figure 2. Dimension I 
may be interpreted as an economy consideration, and 
dimension II is essentially a sportiness consideration. 
Since the standardized coefficients of both factor 3 and 
factor 2 are negative, the more negative the centroid, 
the greater the importance of the factor to that size 
group. Thus, subcompact owners value economy more 
than do owners of the other size groups. Dimension II 



proved to be significant in differentiating owners of 
light trucks from the remainder of the sample. Pur­
chasers of light trucks do not value sportiness and are 
only moderately concerned about economy. They are, 
however, more concerned about economy than are 
owners of standard or luxury automobiles. Figure 2 
is particularly useful for making comparisons between 
groups. 

Socioeconomic Correlates 

It may also be hypothesized that certain socioeconomic 
variables influence automobile-size ownership and 
purchases. In Figure 1, for example, the link between 
income and automobile size is shown to be statistically 
significant. The sign of the estimated coefficient of 
income implies that people who have high incomes tend 
to buy larger automobiles. The coefficient for the size 
of the automobile replaced was also significant at the 
0.05 level in determining the size of the new automobile 
purchased. Based on the sign of the coefficient, the 
implication is that the larger the size of the automobile 
being replaced, the larger the new vehicle will be. 
Consumers tend to replace automobiles with comparably 
sized vehicles. 

Analysis of the Peskin data set uncovered some in­
teresting socioeconomic correlates of automobile size . 
A cross-classification table of size and number of auto­
mobiles in households was formed by using an average 
automobile - s ize index (1). The automobile-size variable 
was recoded so that, as size inc reased, the value of the 
variable also went up. The following five size categories 
were used: 

1 = U.S. subcompact, foreign subcompact, and sports 
automobile; 

Figure 2. Plot of centroids 
of size groups in reduced 
space from discriminant 
analysis. 
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Table 1. Cross-tabulation of number of automobiles by automobile-size index. 

A utomoblle-Slze Index 

Number Low Medium High 
of 
Automobiles Number Percent Number Percent Number 

One 1 2 .3 11 25.0 32 
Two 5 5.7 40 45.5 42 
Three + .Q 0 12 46.2 7 

Total 6 3,8 63 39.9 81 

Notes: Raw chi-squared c 42.084 26 with six degrees of freedom. 
Cramer's V • 0.364 94. 
Contingency coefficient c -0.458 62. 

2 = U.S. compact and foreign compact automobile; 
3 = intermediate automobile; 
4 = luxury and full-size automobile; and 
9 = other (i.e., light trucks and vans). 

The average automobile-size index was then com­
puted as the sum of the size variables divided by 
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the number of automobiles for each household. A value 
greater than 4 for the average automobile-size index 
would imply that at least one of the household vehicles 
is a light truck. The index was divided into four cate­
gories: low (values.1 -1. 5 inclusive) , medium (greate1· 
than 1.5 to ·3) , high (gr eater tban3 to 4) and other (greater 
than 4). This index was necessary so that each house­
hold would fall into only one cell of the classification 
table (i.e., two-automobile households would not be 
counted twice). 

The cross-tabulation is given in Table 1. The chi­
square value is significant at the 0.05 level, which 
implies that a systematic relationship exists between 
number of automobiles and average automobile size. 
More than 50 percent of the households surveyed were 
two-automobile families. The figures reveal that one­
automobile households usually own a large automobile, 
and, in general, as the number of automobiles increases, 
the average automobile-size index tends to decline . 
For example, the cross-tabulation reveals that, for 
households that have a high automobile-size index, the 
row percentages decrease as the number of automobiles 
increases. Conversely, for households that have a 
medium automobile-size index, the row percentages 
increase as number of automobiles increases. 

The ICPSR data set analysis also supported a cor­
relation between average household automobile size and 
number of automobiles. A series of regressions were 
conducted by using average automobile size as the de -
pendent variable and various combinations of indepen­
dent variables. The value of an F-statistic indicated 
whether the regression formulation was significantly 
different from zero at the 0.05 level. If the F-test 
showed statistical significance, t-tests were used to 
assess the significance of individual coefficients. 
Several formulations were examined but the following 
one resulted in all coefficients being statistically sig­
nificant and having signs that were readily interpre­
table: 

Average automobile size= f (education, region of interview, 
number of automobiles) (I) 

where R2 = 0.075 and F = 2.945 (10, 360 degrees of 
freedom) . 

It is particularly important to note the sign of the 
estimated coefficients. Both education and number of 
automobiles were found to be inversely related to 
average automobile size, which implies that, as the 
number of automobiles increases, average automobile 

Percent 

72.7 
47 .7 
26.9 

51.3 

Other 

Number 

0 
1 
7 

Percent 

0 
1.1 

26.9 

5.1 

Row 
Count Percent 

44 27.8 
88 55.7 
~ 16.5 

158 100.0 
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size decreases. Similarly, as education increases, 
average automobile size decreases. The coefficients 
of the dummy variables used to code possible responses 
to region are not to be directly interpreted. Since 
they were significant at the 0.05 level, an association 
between average automobile size and region of the 
country is confirmed. 

To further clarify the implication of the regression 
findings, three cross-tabulations of automobile size 
with number of automobiles, education, and region were 
calculated. The distribution of automobile sizes by 
number of automobiles in household is given in the 
table below. 

Subcompact or 
Compact Other-Sized 

Number of Automobile Automobile 

Automobiles (%) (%) 

One-automobile 
households 24 76 

Two-automobile 
households 30 70 

Three-automobile 
households 32 68 

Note that, as the number of automobiles owned by a 
household increases, the percentage of subcompacts 
and compacts also increases. The percentage of larger 
sizes displays a concomitant decrease. The table 
below gives the distribution of automobile size by educa­
tion of the respondent. 

Subcompact or 
Compact Other-Sized 
Automobile Automobile 

Education (%) (%) 

8th grade or less 19 81 
Some high school 24 76 
High school 
graduate 27 73 

Some college or 
college graduate 34 66 

A greater proportion of the more-educated respondents 
owned subcompacts or compacts than did the less­
educated individuals. The results of segmentation by 
region of the country are illustrated in the table below. 

Region 

New England 
Middle Atlantic 
East North Central 
West North Central 
South Atlantic 
East South Central 
West South Central 
Mountain states 
Pacific states 

Subcompact or 
Compact 
Automobile 
(%) 

45 
30 
30 
32 
23 
24 
23 
18 
32 

Other-Sized 
Automobile 
(%) 

55 
70 
70 
68 
77 
76 
77 
82 
68 

The highest percentage of subcompact and compact 
automobiles was found in New England, and the lowest 
percentage was found in the Mountain states. The 
southern regions also had lower percentages of small 
automobiles than did other areas of the country. 

SUMMARY AND CONCLUSIONS 

This study presents a preliminary examination of the 
psychological and socioeconomic correlates of vehicle 
size. Consumer awareness of fuel-economy ratings 

was found to be positively correlated with vehicle size, 
but this does not imply that increased awareness will 
necessarily lead to the purchase of smaller automobiles. 
A causal model of behavior found that awareness level 
was a function of size of automobile purchased and not 
vice versa. 

Consumers tend to group certain vehicle attributes 
together. These were identified as value and service, 
sportiness and performance, economy and size, and 
mechanical attributes. Economy-size considerations 
were determined to be the most significant in dif­
ferentiating between vehicle size classes. The im­
portance placed on sportiness and performance dis­
tinguished owners of light trucks as a distinct group 
from buyers of passenger automobiles. 

Income and size of the automobile being replaced 
are correlated with the size of new automobile pur­
chased. Higher-income households tend to purchase 
larger vehicles and consumers generally replace auto­
mobiles with comparably sized vehicles. Average 
automobile size and number of automobiles are in­
versely related (i.e., as the number of automobiles 
per household increases, the average automobile size 
declines). Average automobile size is also correlated 
with education and region of the country. In general, 
as education increases, average automobile size de­
creases. Average automobile size differs between 
regions of the country. 

These results have a number of underlying policy 
implications for both automobile manufacturers and 
the government. For example, the original evaluation 
of the FEA-EPA fuel-economy information program 
concluded ·on the basis of a correlation between fuel­
economy awareness and the purchase of smaller, more 
fuel-efficient vehicles that increasing the level of 
awareness of both the fuel-eco'nomy label and the fuel­
efficiency guide would lead to the purchase of more 
fuel-efficient vehicles. Our reanalysis of the data set 
clarifies the relation between awareness of fuel econ­
omy and vehicle-size purchase decisions, and it shows 
the prior conclusions to be erroneous. Awareness was 
shown to be a function of size, but size was not a func­
tion of awareness. This is not to imply that awareness 
does not have a role in a decision to purchase an auto­
mobile or light truck. Research has indicated that there 
is a general lack of credibility surrounding the EPA 
fuel-efficiency figures ®· Consumers eithe1· do not 
understand or do not believe the ratings. Influencing 
the purchase of fuel-efficient vehicles through con­
sumer awareness will require an improved validity for 
the government fuel-efficiency ratings and heightened 
promotional efforts that stress the consumer benefits 
of fuel-efficient vehicles. 

Economy considerations were indeed found to be 
important among buyers of small automobiles. As the 
size of the new vehicle purchased increased, the im­
portance of economy declined. By using discriminant 
analysis, buyers of light trucks may be differentiated 
on the basis of their attitudes toward the importance 
of sportiness and performance. This cluster of attri­
butes is, on the average, much less important to 
purchasers of light trucks than it is to owners of pas­
senger vehicles. A better understanding of consumer 
willingness to trade off attributes relating to fuel ef­
ficiency, performance, size, and costs is essential in 
order to promote and design fuel-efficient vehicles 
that will satisfy the consumer. 

A negative correlation was identified between aver­
age automobile size and the number of automobiles. 
There is a tendency for multiple-vehicle households 
to have a smaller average automobile size. If the trend 
toward multiple-automobile households continues, 



this would imply a general decline in average vehicle 
size per household. The fuel-conservation implications 
of such trends cannot be determined until automobile 
usage patterns of multiautomobile households are more 
fully examined. The relationship between household 
size and vehicle size should also be explored. 

More extensive data sources are required in order 
to develop a more complete unders tanding of consumer 
attitudes and behavior towa rd small automobiles. Data 
limitations forced us to use correlational methods, 
with one exception. The interrelationship between con­
sumer attitudes and behavior should be studied more 
fully through the use of causal models (~ ~. This 
would necessitate the collection of new data sets that 
can more properly reflect consumer socioeconomic 
and attitudinal effects on automobile and light truck 
purchases. 
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Rationale for an Alternative Mathematical 
Approach to Movement as Complex 
Human Behavior 
Pat Burnett, Center for Urban Affairs, Northwestern University, 

Evanston, Illinois 
Susan Hanson*, Department of Geography, Middlebury College, 

Middlebury, Vermont 

This paper contains arguments and data analysis for a new mathematical 
approach for the study of human behavior such as intraurban travel. Cur­
rent disaggregate models are criticized because of their unrealistic axioms 
about (a) the simplicity of behavior incorporated in the concept of the 

.dependent variable, a trip; (b) the constancy, ad hoc differentiation, or 
random variability of choice sets between persons; and (c) the complexity 
and uniformity of decision strategies and rules about how utilities for 
options are formed and manipulated. Arguments are advanced for more 
realistic approaches to movement; for inductive data analysis to specify 
new descriptive choice models, based on different assumptions; and hence 
for a consistent underlying microeconomic theory that is based on 
more realistic axioms for the ultimate derivation of improved analytic 
models of travel. The paper contains exploratory small-sample analysis 
to demonstrate that, by reconceiving movement as complex, hypotheses 
can be formulated that fit standard kinds of travel data as well as current 
models that have different, less realistic assumptions. Movement is 
thought of as (a) a sequence of events differentiated by time and space 
coordinates, (b) choice sets that individuals and groups find systemati­
cally limited and variant because of the spatial properties of cities, and 
(c) decision strategies that are simpler and morevariantthan currently be­
lieved because of the differences in choice sets. This paves the way for 

the further development of the alternative approach proposed for the 
study of movement as complex human behavior. 

Recent well-known criticisms of disaggregate utility­
theory-based models of movement come from diverse 
sources (1-4). The realism of a number of different 
assumptions has been questioned. Specifically, it has 
been asserted that models of spatial and other travel 
choices: 

1. Do not provide a realistic description of the 
group movements that they attempt to predict, since 
they ignore decisions about the sequence of a household 
member's activities during a given decision period 
(5-9); 
- 2. Assume that limited sets of the socioeconomic 
characteristics of individuals and characteristics of 
given options (such as the travel time differences to 
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designated alternative destinations) are the major 
determinants of the demand for recurrent movement 
[the models thus underemphasize and do not explore 
the relative effects on behavior of many other possibly 
important variables, especially those spatial and tem­
poral variables beyond the individual's control (insti­
tutional variables) that influence the supply (numbers 
and kinds) of available optioUBJ ~. 10,.!,!); 

3. Assume that each individual confronts an 
identical, complicated choice situation (choice sets 
containing at least two alternatives for modes, destina­
tions, activities, trip times, respectively); however, in 
many instances individuals have a very limited number 
and few kinds of alternatives in their choice sets, to 
the extreme of no options or missing preferred alterna­
tives because of spatial, temporal, and other con­
straints (1, 12, 13); and 

4. Assume that all individuals form, manipulate, 
and maximize utilities in the precise and complicated 
strict utility-maxil'uizing wa·y, even for simple routine 
behaviors like travel ~. 14). 

Strict utility-maximization is an evaluation procedure 
whereby, given a set of alternatives, an individual, for 
each member of the set in turn, first, evaluates the 
part-utilities of each attribute of an alternative; next, 
sums them (or uses some other combination rule) to 
estimate an overall unique utility for each alternative; 
and then allocates choices over each pair of alternatives 
in accordance with the ratio of their total utilities. 

REALISTIC DESCRIPTIVE AND 
EXPLANATORY VERSUS CLASSIC 
DEDUCTIVE MODELING 

The criticisms of these unrealistic assumptions in 
current mathematical models of movement and, by im­
plication, of the same assumptions in the models' most 
widely accepted choice-theory base in microeconomics 
(3) seem well founded (15). No matter how well any 
theory 01· model p1·eclicts, a better alte1·nati ve will 
always be one that might predict as well but also in­
corporates more realistic assumptions. The simul­
taneous appearance of a number of writings that re­
assess the realism of an established theory or a 
model derived therefrom is indicative of the timeliness 
of a search for the better alternative. 

A far more interesting rationale stems from the 
growing recognition in the late 1970s of an apparent 
cleavage in the goals of, and hence the priorities ac­
corded to, the normal criteria of realism and predictive­
forecasting accuracy for the assessment of models of 
human social systems. It is well accepted that theories 
and models of human social behavior, including those 
of movement, inevitably reflect the personal political 
mores of their authors (16). One reason for this is 
that choices that reflect such mores exist and must be 
made among the typically many kinds of language terms 
for the same kinds of human phenomena in modeling 
(for example1 between social classes and role-complex­
related groups to desc1·ibe humans in cities). The de­
bate on value freedom in theories and models for human 
social behavior has therefore necessarily turned on the 
political and other biases built into the theories and 
models per se, rather than on the political and other 
biases in the use of results of objective research, as 
in the physical sciences (17 ). 

Choice of political orientation therefore takes 
priority over, and precedes, scientific work on human 
behavior, and, given this, only the range of political 
perspectives directed toward major modifications of 
such behavior through collective action now have 

credibility in the so-called advanced societies that are 
preoccupied with crisis situations, such as energy 
shortages and race relations. This contrasts with the 
goals of physical scientists who are concerned with 
natural phenomena, which can generally be defined in 
neutral language, and whose intent is to identify the 
objective laws of their behavior, so that useful adapta­
tions to such laws (rather than modifications of them) 
can be made by predicting the behaviors of the phe­
nomena accurately. The effect of the primarily radical 
political orientation of scientific studies of human social 
behavior (including movement) may be argued to require 
the reversal of priorities of evaluation criteria for 
theories and models from accurate prediction to realis­
tic explanation. 

It is a truism that social systems, including cities 
and their movement patterns, are dynamic. Major 
decisions in both public and private sectors are directed 
toward altering current trends through changing the 
behaviors (manipulating the rules regulating the be­
haviors) of human populations. Policy issues in the 
urban transportation area, for example, by the late 
1970s, encompassed debates on how to alter the habits 
of urban populations for energy conservation, the 
redesign of urban neighborhoods and traffic flows, the 
servicing of latent demand in sprawling suburban cities 
with paratransit, increasing the mobility of the elderly 
and handicapped, downtown revitalization, and ade­
quate public service delivery, including health care. 
It is imperative to identify correctly the causes of, 
and the decision mechanisms behind, individual and 
group behaviors in order to be able to identify, modify, 
and manipulate those variables and the relations be­
tween them that could induce change most effectively. 
Hence, the requirement that axioms or assumptions in 
analytic theories and thence in derived policy-related 
models of human social behaviors be realistic and that 
such assumptions be correctly related causally to 
human actions. For human social systems, realistic 
explanatory theories and models from a variety of politi­
cal perspectives will provide for a necessary diversity 
of potential treatments of urban and other problems. 
Less emphasis is desirable on classical analytical­
deductive work, in which the realism of axioms or as­
sumptions can be disregarded. 

Both the progress-of-science and societal problem­
solving arguments for more accurate assumptions in 
theories and models for movement are different from 
the standard arguments originally advanced for develop­
ing behavioral models in the late 1960s and early 1970s 
(18, 19 ). The original rationale for disaggregate models 
oTmovement seems to have been that, by incorporating 
accurate assumptions about individual decision making, 
theories and models would be better predictors. Al­
though this argument still holds, the more recent argu­
ments seem now to make the strongest case for still 
more behavioral approaches to the study of movement 
to meet inseparable scientific and political goals. With­
in this general perspective, the demand for new theory 
for, and models of, spatial and other kinds of travel 
behavior, without any of the key unrealistic assumptions 
of the present ones, seems timely and well founded. 

A number of approaches to develop such new models 
for movement seem possible at this point. First, there 
is the possibility of exploring successive modifications 
to existing models, such as the logit and probit, with 
the goal of improving both their predictive accuracy and 
their explanatory ability by modifying one or another 
unrealistic assumption in turn (20-23). Since such 
models are basically used to forecast aggregate urban 
travel flows, on the assumption that, once identified 
through a set of coefficients that link travel to signifi-



cant independent variables, current patterns of behavior 
and decision processes will continue at least in the im­
mediate future. This approach can be used to furnish 
better numbers for the ongoing highway and transit in­
vestment decisions that must be taken now. Second, 
there is the possibility of developing simulation models 
that will isolate the reasons for individual and group 
responses to a specific political activity, such as stag­
gering work hours or changing school hours in a subur­
ban city. The household activity-travel simulato1· de­
veloped at Oxford and described by Jones in a paper 
in this Record is one such device (8, 24). This work can 
meet immediate policy needs for investigating how to 
try to modify behaviors without necessa.ri1y estimating 
precisely the numbers of persons who make differen.t 
kinds of behavioral changes. Such research appears 
better oriented toward some of the newer political re­
quirements for models of movement than simpler and 
earlier macro-scale forecasting approaches. 

Finally, a need l·emains fo1• research to explore the 
development of new explanatory mathematical models 
and a consistent, revised underlying economic theory 
of demand that have far less grossly unrealistic as­
sumptions than present versions. The emphasis at 
the moment should not be on the predictive or fore­
casting accuracy of the models or of the theory pro­
clucecl, or on immediate policy applications at local 
levels, but rather on the rewriting of models of move­
ment in a rigorous explanatory mode and, by using 
the insights so gained, to restructure the unde~rlying 
microeconomic theory base (25). By rewriting mol'e 
realistically the microeconomic theory now used to 
derive models not only of human responses to any 
transportation-1·elated political action, but also, for 
example, models of housing and employment demand, 
the generic basis of many kinds of urban policy can be 
appropriately l'estructured. This will supplement 
piecemeal approaches to urban systems, which mili­
tate against obtaining conceptually or methodologically 
compaxable findings and well-integrated and consistent 
results in practice. All this does not, of course, deny 
the urgency also of developing models of movement to 
meet immediate urban transportation needs. 

RESTRUCTURING THEORY 

The assumptions in policy-related models that should 
be changed first a1·e not just those that current work in 
the literature on movement suggests as the most ur­
gently in need of revision but should also include im­
portant general axioms of microeconomic theory. 
Since a more detailed review of the travel litera:ture 
concerning these assumptions and a critical discussion 
and evaluation of them is already available elsewhere 
(9 ), only a summary statement of the three principal 
aXioms selected is provided here: 

1. The individual and collective behaviors to be 
explained or predicted by any theory· or model are 
simple (that is, are single, observable, recordable, 
and measurable events) not complex (that is, 
sequences of events in space and time). For example, 
in models of movement, the behaviors to be explained 
have generally been assumed to be trips by individuals, 
where a trip is a single movement by a person from 
one stop to another. 

2. The individual behaves by making a choice from 
a set of alternatives, where the set always contains at 
the very least two (and usually many) alternatives for 
each individual and where the set is either constant 
between individuals or varies between them in some 
arbitrary way or in some random fashion, defined by 

an arbitrarily selected probability density function. 
This assumption is incorporated in both the standard 
strict and random utility versions of the multinomial 
logit model of choice behavior and some applications 

13 

and modifications of them (2 6) (we call this the constant-
choice-set axiom). -

3. The individual's decision making is extremely 
complicated. Specifically, all individuals in a popula­
tion make all deCisions in the strict utility-maximizing 
way in all situations. This is incorporated into travel­
demand models through assuming the strict utility­
maximizing decision strategy for all kinds of travel 
choices (20). 

Ongoing research, therefore, has three major goals. 
The [frst goal is to it1vestigate human behavior as a 
complex phenomenon and, in particular, here, to ex­
plore the mathematical reconceptualization and mea­
surement of the individual's travel as an example of 
such complex behaviol·, to indicate the feasibility 
of dependent variables defined at an increased level 
of complexity for modeling . The second goal is to 
develop a causal model of choice-set formation for the 
individual, assigning probabilities to any alternative 
included in the set, to handle the implausibility of the 
constant-choice-set axiom. The third goal is to identify 
the simpler decision strategies that different individuals 
might use to select alternatives in situations of different 
degrees of complexity, as defined by the numbers and 
kinds or alternatives in choice sets, and to atte·mpt to 
develop mathematical choice models for them. This 
follows from recent advances in choice theory in 
psychology that emphasize the variability of decision 
strategies between individuals in problem - solving 
situations of cliffe1·en.t degrees of complexity (27). 

In sum, our research is directed towa1·d the use 
of data analysis to specify an explanato~·y and descrip­
tive rather than a deductive and predictive model for 
the individual, and thence for appropriate population 
groups, of the general form: 

PU)= PU~A) , PU/jU) (1) 

where 

A 

PQ!;A) 

P(j/j!:A) 

the individual's complex behavior (to 
be defined); 
the choice set of alternatives from 
which j is selected for the individual; 
a causal model that assigns alternatives 
to the choice set for the individual; and 
the appropriate decision strategy for 
the selection of an alternative, as­
suming that there is more than one 
alternative in the choice set for the 
indi victual. 

(At the moment, Equation 1 ignores possible complex 
interdependencies between its different right-hand side, 
and i·ight- hand side and left-hand side, components.) 

The relaxation of the constant-choice-set axiom and 
the related development of the model for ·the individual's 
choice set in Equation 1 is the most important goal for 
future research, as indicated by h·ends in the literature. 
[For detailed discussion of the diverse important but 
hitherto analytically intractable urban policy- related 
issues it opens up see another article (25 ). ] Inquiry 
into the detenninants of the individual'schoice set now 
has a relatively long though spasmodic history; however, 
as yet, no satisfactory model of choice-set formation 
has been developed. Over a decade ago, North Ameri­
can geographers investigated the relations between the 
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individual's opportunity set for spatial choice (all his 
or he1· spatial alternatives in a city), his or her cogni­
tive oppodunlty set (known alternatives), and his or 
he1· choice or contact set (all those alternatives ever 
used) ~ 29). So-called choice-set generation prob­
lems were also noted independently in the mid-1970s 
in the United States, first in connection with spatial­
choice modeling by both geographers and engineers 
(1, 30, 31) and later in connection with mode-choice 
modeling (32, 33). Independently, worke1·s in Europe 
began inquiring into the ways in which many possible 
consb·aints limit options individuals have for decisions, 
in many cases reducing options to very few, one, or 
none ~. ~. 12, ~ ~ 34-36). At tile moment, little is 
known about the nature, number, and 1·elative impor­
tance of the many variables now postulated to form 
the choice sets for different decisions made by the 
differe11t individuals in different situations. 

Recent European work emphasizes the relative 
significance of institutional constraints. Such con­
straints are often encountered by the individual or 
group in the form of '' detailed spatial distributions 
or activities (residences, work places, or shops) 
and their scheduling within the city (urban space-time 
or spatial constraints ). Such spatial constraints need 
detailed detinition and measurement for la1·ge popu­
lation groups for an kinds of travel decision, and 
their relative significance vis-a-vis variables 
more under the individual's control in forming 
choice sets and influencing behaviors (such as socio­
demographics innuencing time and money budgets) 
needs to be assessed for different kinds of i11dividuals 
and population groups. The development of a causal 
descriptive model of the individual's choice set could 
clearly be assisted by inductive data analysis that 
uses comparable sociodemographic, travel-diary, and 
geocoded land-use data sets for large samples of in­
dividuals in a number of areas in advanced societies 
(13, 25). 
- The development of a causal model of the indi­
vidual's choice set will not only help answer some 
theoretical questions but could also have some im­
mediate policy implications. The investigation of the 
relative importance of spatial aspects of institutional 
constraints and their relation to movement will dis­
tinguish those individuals and population groups whose 
behaviors are determined largely by institutional 
constraints on choices. These behaviors are best 
altered through collective action aimed at changing 
urban spatial and temporal organization, such as 
through changing places of employment and shopping 
destinations by contl'ols on residential densities and 
proximities to transit lines. Alternatively, the 
development of a choice-set formation model will also 
discriminate which population groups have behaviors 
that could be better modified through strategies that 
rely on alterations by the individual of his or her 
behavior through manipulating personal constraints, 
such as time and money budgets. 

From the perspective of the long-term development 
of theory, exploration of actual choice-set formation 
models for the indl vldual, as outlined here, could _per­
mit the explicit incorporation in microeconomic theory 
of precise statements about impo1·tant connections be­
tween institutional behaviors (that is, societal decision 
making at the macro level), and observable individual 
behaviors at the micro level (like trave l), through 
intervening variables that define the space- time 
structure of the modern metropolis. In the present 
view, institutions create the differential distributions 
of activities in space and time that foi·m the varying, 
tangible day-to-day environments of human beings. 

These distributions help form choice sets for indi­
viduals and groups, which in turn circumscribe the 
possibilities for their behavior by controlling their 
access to resources and thus affect in subtle and im­
portant ways the distribution of social costs and social 
benefits in urbanized societies. 

The study of spatially defined choice sets, therefore, 
leads into the study of some special important and 
invisible aspects of social welfare that arise from dif­
ferent combinations of the relative effects or coopera­
tive collective institutional actions (choice sets) and 
individual decision making (related decision strategies) 
fo1· different population groups. Although, of course, 
this may not be the only way in which institutions affect 
individuals and groups, and although the operation of 
institutions through spatial constraints may not be rele­
vant for all individuals in all decision situations, current 
research indicates that these might be fruitful questions 
to explore. Revised versions of microeconomic theory 
fo1· these purposes could draw on descriptive choice-set 
formation models like the one proposed here to provide 
for a more J!igorous treatment of the differential effects 
on human groups of collective action primarily directed 
toward changing institutions: for example, changing the 
housing market, changing the hiring practices of dif­
ferent kinds of firms in different kinds of locations, 
changing social roles. Current microeconomic theory 
assumes institutions and their reflections in the dis­
tance properties of land uses in urban systems are ex­
ogenous, and therefore, in practice, unchanging and 
equitable, which is especially revealed in the constant­
choice-set axiom of the models of movement derived 
from it and outlined above. Microeconomic theory itself 
and derived policy- related models thus permit neither 
a satisfactory realistic explanation of behavior, well­
informed speculation about differential impacts of insti­
tutional evolution on social access-to-opportunity costs 
for individuals and groups, nor the possibility or policies 
for some of the more radical but not necessarily unde­
sirable social, economic, and enviromnental transfol'ma­
tions that urban systems could still undergo. 

Against this grand perspective, the initial tasks of 
the remainder of this paper appear extremely limited. 
Some preliminary data analysis is conducted to sub­
stantiate that some key alternative assumptions to 
standard ones might be feasible for future model and 
theory development. The alternatives are 

1. The individual's behavior is complex; 
2. Choice sets are restricted and might vary in 

a systematic way, through the effects of differential 
access, between persons and hence groups; and 

3. Decision strategies might be both simpler than 
commonly conceived and also vary with differences 
in individuals' situations, as defined by the numbers 
and kinds of alternatives they confront. 

The strategy of the remainder of the paper is to develop 
statistical hypotheses that are consistent with each and 
all of these assumptions and then to demonstrate that 
there is no acceptable g1·ounds for rejecting them, by 
use of data from standard records of travel behavior. 
Since the latter are as well fitted by existing choice­
theory-based models like the logit incorporating alterna­
tive assumptions, there is evidence of an equifinality 
problem, the normal resolution of which is to progress 
in the direction of the theory or models with the more 
realistic and more plausible properties. This seems 
clearly the direction indicated by Equation 1 and this 
paper. 



MATHEMATICAL RE CONCEPTUALIZATION 
OF MOVEMENT AS COMPLEX HUMAN 
BEHAVIOR 

Travel as a Path inn-Dimensional 
Space 

In both aggregate and disaggregate approaches to move­
ment, the overt behavior to be predicted or explained, 
the trip, is a link between two stops, and pu1·pose or 
activity, frequency, mode, time of day, and destination 
are the principal choices that the ind! vi dual confronts 
for the conduct of each trip. Such choices manifest 
themselves, at the macro level, in the relative fre­
quencies of trips of each kind. When choice theory is used 
for the modeling of movement, therefore, the tl'ip is 
theoretically the unit of (derived) demand, though there 
ai·e many varieties or trips from which to choose. One 
of the implications of treating movement and any other 
behavior as a complex rather than a simple phenomenon 
is, therefore, that it could lead to a redefinition of the 
unit of demand in both derived models aud underlying 
theory. 

American geographers Marble, Nystuen, and Curry 
were the first to conceive of travel as an example of 
complex behavior, by considering trip making as home­
to-home circuits (37). They divided movement by indi­
viduals il1to single-pu1·pose (simple tl'ip) and multiple.­
purpose (complex trip) travel (38, 39) and attempted to 
study the linkages of stops on multiPle-purpose travel. 
Considerable emphasis was put on the statistical analy­
sis of longitudinal travel data for individuals in order 
to define as rigorously and as objectively as possible 
the kinds of multiple-purpose trips that persons in 
cities tend to make (38, 40, 41). One work by Hanson 
and Marble in 1971 contained sophisticated statistical 
manipulations of a flow matrix or travel linkages be­
tween land use types. This approach enabled some 
patterns in the land use or activity site linkages of a 
sample of individuals to be determined. Patterns in 
the linkages of other aspects of trips (such as the link­
age of modes to successive stops), we1·e not, however, 
investigated. In addition, the relations or patterns of 
trip linkages to certain sociodemographic characte~dstics 
of individuals (such as race, class, age, culture, and 
sex) were explored (28, 42, 43). The contribution of this 
conceptualization of movenumt and related data analysis 
was its emphasis on the following: 

1. That the complexity of an individual's behavior 
lies in the fact that it consists of a sequence of events 
differentiated by locations in space and time (for 
example, travel is a sequence of trips that link stops 
with space and time coordinates), and 

2. That such complex behaviors of individuals linked 
to sociodemographic characteristics can be identified, 
comprising systematic behaviors that should be sus­
ceptible to normal scientific e:-.'J)lanation through disag­
g1·egate modeling and theory-development procedures 
CTl. 

In the middle of the 1970s, as work in the disaggre­
gate modeling of destination choice progressed in the 
United States, the question of the linking of trips by 
individuals, especially of nonwork trips, became im­
portant. The notions of trip chains, journeys, tours, and 
travel patte rns appeared ~ 44, 45) and extended, al­
though inadvertently, the earlier conceptualization of 
movement as complex behavior as trip linkages and 
multiple-purpose travel on home-to-home circuits. 
The appearance of the later concepts of chaining re­
vealed not only a recognition that movement as a 
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complex behavior is in fact a linking of events (trips) 
in a sequence differentiated by space and time dimen­
sions but also that this may entail linkage and differen­
tiation on other dimensions as well, such as trip desti­
nation (land use), activity (purpose), and mode dimen­
sions (23, 45). Little work has been carried out on its 
implications, namely, that empirical research is re­
quired on longitudinal trip data for individuals (ad­
mittedly not readily available) to establish what, if 
any, kinds of multidimensional linkage patterns exist. 
So far, complex trip making has been arbitrarily 
divided into some simple classes, for example, trip 
sequences linked by purposes other than work and those 
not so linked or those tied to residential destinations 
and those not so tied (9, 20, 45). 

Some well-known work inthe mathematical recon­
ceptualization of travel as complex behavior has, how­
ever, been carried out to permit this kind of empirical 
research, primarily at the University of Lund, Sweden 
(10, 34, 46 ), and the Tra11sport Studies Unit at the Uni­
versity of Oxford, England (8, 24, 35, 36). The two­
dimensional geometric representationof the individual's 
movement as a space-time path (Figure 1 ), apparently 
attributable originally to H.agerstrand (47) and then to 
Lenntorp (34) and reappearing in various guises in 
Thrift (46)and Dix (24), represents a first attempt to 
depict what an individual's movement might be, once it 
is gra11ted that he or she does not make a trip but 
makes a sequence of trips to different places (stops) 
over time. However, although work at both Lund and 
Oxford has involved the collection of detailed indi­
vidual travel data, the data have been used for dif­
ferent policy and modeling approaches than have been 
taken here, so that a still sharper mathematical 
reconceptualization of movement as complex behavior 
has not been delineated and neither has a design for 
related statistical analysis of longitudinal trip 
records to investigate repetitive patterns for individuals 
and population groups to demonstrate the tractability of 
the notion of movement as complex behavior as a de­
pendent variable in models and theory. 

Figure 1. The individual's path in time and space dimensions. 
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One of the less obvious features of the representation 
of the individual's movement in Figure 1 is that, by 
portraying it just as a line in two-dimensional space 
(time of day and distance), information about other as­
pects of travel (activities, modes, destination type, and 
location) is collapsed into that space. Technically, 
Figure 1 is a simplified geometrical l'epi·esentation of 
the individual's travel as a path inn dimensions, one 

Figure 2. Sample diagrams for representing the 
individual's path in n dimensions through a series of two­
dimensional cross sections. 
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Table 1. Distribution of sample households and individuals in 
Uppsala, Sweden, by life-cycle group. 

Group 
Characteristics 

Head of household 
67 or older 

Head of household 
between 50 and 
66, no children 
living at home 

Head of household 
between 18 and 
49, single persons 
only 

Head of household 
between 18 and 
49, two-person 
household with no 
children 

Head of household 
between 18 and 
49, at least one 
adult, at least 
one child over 7 
years, and no pre­
school children 

Head of household 
between 18 and 
49, at least one 
adult, and at least 
one child less than 
5 years of age 

Total 

Number of Sampled 
Households 

19 

21 

23 

11 

13 

92 

Number of Sampled 
Indi victuals 

25 

32 

26 

11 

24 

being time of day, another being distance from last stop 
to the next, and the others representing the remaining 
important aspects of travel as a complex behavior that 
have been considered, namely, mode, activity, land use 
type, and location of destination. The path, properly 
represented in the n-dimensional space, would become 
a line that joins a sequence of points, which represent 
stops, and each stop possesses a set of coordinates (or 
values) on a separate axis giving, at least, time of ar­
rrival at stop, distance from the last stop, location of 
present stop, mode used to get to stop, activity con­
ducted at the stop, and land use at the stop. (It is clear 
that any other important aspects of travel could be 
portrayed on further dimensions, such as duration of 
stay at as op.) The more rigorous geome rical repre­
sentation of the individual's daily travel as a path in n 
dimensions is shown in Figure 2. 

The immediate questions for future empirical, 
modeling, and theoretical work therefore become, 
What do individuals' trip records look like when repre­
sented in this fashion as complex behaviors, and, 
more importantly, is there any indication of less 
complex multiple-trip sequences (linking only one or 
two, and one or two kinds of, modes, activities, or 
destination types); and, are the1·e any apparent tenden­
cies for groups of individuals to have patterns or the 
same types of paths? For the purpose of this paper, 
it is sufficient to show that (a) paths apparently tencl 
to be less rather than more complex; (b) individuals 
of the different groups tend to have different typical 
paths; and (c) at least some statistical methods exist 
to measure (classify) paths into a few classes so that 
complex behaviors could comprise some kind of well­
behaved variables for model and theory development. 

Data to document the present conceptualization of 
travel and to answer the questions raised should conform 
to the following requirements: It should consist of re­
cent trip records for a random sample of individuals, 
of varying sociodemographic characteristics1 where 
each indi victual' s record is comprised of each stop 
visited in sequence over a time period, and details of 
the activity of the stop, times of arrival at the stop, the 
mode used to get to the stop, the precise point location 
of the stop, the land use at the stop, and the distance 
from the last stop. The Uppsala data set, a collection 
of the longitudinal travel records over 35 days for a 
sample of 144 individuals in 92 households in Sweden 
in 1971, was the only available data set that met all of 
these requirements. 

The individuals in the set were a stratified random 
sample of persons by life-cycle group; Table 1 gives 
the definition of the group and the distribution of the 
sample between gi·oups. For the exploratory purposes 
of this pape1-, an initial subsample of 40 indi v1duals was 
selected randomly; each life-cycle group was repre­
sented in the subsample in the same proportion as in the 
complete sample. The analysis was then repeated by 
using a larger sample of 100 indi victuals to check that 
extremely small sample size did not influence results. 

Some sample plots of the paths of the 40 individuals 
are shown in Figure 3. The total number of plots just 
for 40 persons numbered 840, so only an illustrative 
selection can be included. These, however, display 
some evidence that 

1. Individuals have paths with less rather than more 
complex structures, that is, they use one or two modes 
per day, limit themselves to a few activities, generally 
restrict the distance traveled, and do not visit highly 
dispersed or a large variety of locations; 

2. Some of the paths for different individuals exhibit 
similarity; and 
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Figure 3. Plots of representations of then-dimensional paths of selected individuals in the Uppsala data set. 

70.00 

>­
~ 

:::: 35.00 
~ 
u 
<t 

(SMALL SCALE) 

>­
~ 

60.00 

:::: 30.00 
~ 
u 
<t 

(LARGE SCALE) 

>­
~ 

50.00 

:::: 25 .00 
~ 
u 
<t 

SCALE) 

0 .00-1---.-...,.---.-...,.---.--.---.-....... --..---.-_._, 0 .00 +-"-.-..,..----.--. 0. 00 -t-"--.--.--.~---.;----.---,;----. 
0.00 5,50 000 10.00 2000 0.00 20.00 40.00 2 .50 

CUMULATIVE DISTANCE CUMULATIVE DISTANCE CUMULATIVE DISTANCE 

3. There appear to be differences in the paths for 
persons in different groups, although these are not 
necessarily simply related to life cycle. 

Classifying Paths 

This preliminary data display needs to be supported by 
a description of some simple statistical methodology 
to show that the paths that represent complex behaviors 
could be classified rigorously, so that their associations 
with a number of sociodemographic descriptors could 
then be defined by using standard multivariate proced­
ures (such as k-way contingency-table analysis). The 
illustrative approach to the classification of complex 
behaviors that follows refers to the early geographic 
work that classified travel in terms of only one pos­
sible dimension of a stop (namely the type of land use 
there, representing the type of destination). The ex­
tension of the discussion demonstrates how complex 
travel represented on additional dimensions could be 
classified. 

The method involves manipulations of a flow matrix. 
For any sample of individuals, the longitudinal data of 
travel diaries can be summarized in a square from-to 
flow matrix in which the rows represent the origin 
stops and the columns the destination stops in the 
sequence of out-of-home linkages made over some time 
period. The initial focus is on the out-of-home linkages 
made over some time period. First, the analysis cen­
ters on the out-of-home land use characteristics of the 
origin and destination of each linkage; then cells give 
the number of times people traveled from land use i 
(e. g., bank) to land use j (e.g., barber shop) in the 
course of home-to-home circuits (48, 49). By next in­
cluding a home-home cell to represenfthe frequency 
with which individuals ended one home-home circuit and 
started another one, circuits are linked together and the 
matrix properly represents flows over any time period 
(e.g., a day). The home-home cell is an artificial cell 
that links circuits; as it reflects no movement between 
two different bases, as do other cells in the flow matrix, 
it is omitted from subsequent analyses of travel linkages. 
Because the directionality of the sequence of stops is re-

tained, the matrix is, of course, asymmetr·ic. It is also 
extremely complex. Our goal is to simplify this com­
plex matrix (a) by identifying which travel linkages oc­
cur frequently enough to be considered significant and 
(b) by identifying groups of land uses that tend to occur 
together on the same path. 

In order to reduce the complexity of the matrix and 
to identify significant linkages, transaction flow analysis 
is used. Transaction flow analysis provides a way to 
eliminate size effects (unequal row and column mar­
ginals) that can obscure impol·tant patterns and lead to 
a biased interpretation of the data. The method involves 
specification of a null or indifference model for deter­
mining the expected number of linkages between origins 
and destinations and then comparison of these estimates 
with the observed interaction data. The null model used 
to estimate the number of links is normally specified 
as a function of the size or the relative importance of 
the origins and destinations (i.e., of row and column 
sums); therefore the residuals calculated from this 
model are free from the effect of different absolute 
flow levels among land uses. Following Slater (50), the 
expected flow levels, a;j, are specified as: -

a;j = ui vj ; i = l , .. . t m 
j =I, ... , n (2) 

where 

U1 = La;;/LLa;; and 
J I J 

V; = La;;/L Laii 
i i J 

and a!J is the observed interaction between i and j. The 
residuals from the indifference model are a measure of 
the strength 01· signmcance of the linkages among land 
uses and, moreover, identify for each land use the other 
land uses that are linked p1·imarily as origins or pri­
marily as destinations to the land use in question. In 
this manner trans action flow analysis enables us to 
determine which cells in the flow matrix contain signifi­
cant linkages; transaction flow analysis does not, how­
ever, tease out groups of land uses that tend to occur 
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on the same path. In orde1· to classify paths on the basis 
of land use linkages , principal components analysis of 
the flow mafrix must be per fo1·med. 

Factor analysis has been used extensively as a 
grouping or regionalization technique (51, 52). In the 
analysis of directed flow matrixes a standard R-mode 
principal components analysis will yield factors that 
represent destinations that have similar patterns of link­
ages to the set of origins. The factor scores from an 
R-mode analysis provide information on the origins that 
tend to be identified with each factor. Groups of highly 
interacting land uses (complex tr ave l patterns in one 
dimension) can be derived by combining sets of land 
uses that have high [actor s cores . Thus we identify 
destinations with similar source patterns (vi the factor 
loadings ) and the common sources associated with these 
destinations (via the factor scores). 

An alternative grouping procedure that takes into ac­
count the indirect linkages contained in the flow matrix 
is to use one of the many algorithms available for 
grouping observations. All grouping algorithms for 
i nteraction data mus t address the problem of unequal 
1·ow and column sums (53). In our case, this problem 
can be ameliorated by applying the grouping procedure 
to the matrix comprised of the residuals from the null 
independence model described above rather than to the 
raw linkage matrix. The groups derived from a standard 
hie r a1·chical grouping procedure suifer, however, from 
the fact that, at any given step jn the aggr egation proce s s, 
the previous groupings are taken as given; hence a 
globally optimal solution is unlikely . 

The classification methods discussed thus far have 
conside~·ed only one aspect (dimension) of each stop in 
an intli vi dual' s path. Since we need to be able t o classify 
complex trave l patterns inn di mensions we need to con­
sider how these methods could be extended to encom­
pass the dimensions of travel other than simply land 
use. One approach is to build a flow matrix in which 
each row and column is a composite of any of the 
limited number of dimensions of travel considered of 
interest. Clearly some simplification or refinement 
is necessary to keep the size of such a matrix manage­
able. As one possible solution, consider only criti cal 
dimensions of a s top: aclivity type (shop, recreation, 
wor k, per sonal business, social, and home- based 
activity}, mode of trave l (automobile, bus, bicycle, or 
walk ), dista r\ce tr aveled from last stop (classified in 
discrete distance categories), and time of day (also 
classified in discrete categories). Each row and 
column then represents a unique combination of activity, 
mode, distance, and time, and the now matrix is a 
record of the individual's path in four dimensions. 
Analysis of such a flow matrix should yield those 
activity-mode-distance-time bundles that occur fre­
quently on the same path and enable the classification 
of paths in four dimensions similar to the typology of 
travel derived from analysis of the matrix of travel 
linkages between land uses. The same approach could 
be extended to paths in a large r number of dimensions, 
depending on the size of sample of individual daily ti·ip 
recor ds . 

As can be seen from the above, the methods of 
analysis of the flow matrix are not complicated, given 
the current s tatis tical p1·ocedures in widespread use 
for segmenting individuals into groups and estimating 
the param eter s of cU1-rent trave l models . 

The definition and measurement of travel implies, 
however, that the unit of demand is a set or slops that 
has dlstinguls hable p1·ope1·Ues {location in time and 
space, mode used to get there, activity or purpose 
there, and land use type ) and that the selection of a set 
of stops from a larger but still spatially constrained 

set generates travel as a complex behavior. Thus, the 
conception of distinct and excessively complicated 
simultaneous or sequential choices or decisions for 
trips (modes, destinations and times of day) (54), with 
simple trips of the different varieties as the unit of 
demand, relapses into a much less complicated and 
more plausible notion of what is demanded and how, 
once it is realized that the redefinition of travel as a 
complex behavior apparently entails demand for a set 
of stops for the accomplishment of activities from a 
rather larger but still spatially constrained set in a 
city. In urbanized societies in which increasing spatial 
dispersion and specialization of activities is a domitiant 
feature, this seems an appropriate way of conceiving the 
origins of recur r ent movement. 

The implications of this for demand theory are ob­
viously profound and beyond the scope of this paper. 
Some preliminary data analysis becomes even more de­
sirable to substantiate the proposed nature of choice 
sets and the general contention of this paper that sys­
tematic variation of limited sets of options between indi­
viduals exists, together with resultant variability in 
decision procedures. It remains for future research 
to specify in detail a choice-set-formation model and 
to discover and to elaborate on precisely what are the 
decision strategies of individuals in different types of 
situations, to flesh out the explanatory model of indi­
vidual and group behavior of Equation 1. 

IMPLICATIONS FOR INDIVIDUAL'S 
ALTERNATIVES AND 
DECISION MAKING 

Hypothesis 1 

Hypothesis 1: Given that stops are described by a 
limited number of critical dimensions, the set of 
alternative stops for an individual to use in a day may 
be r estricted to one or mor e, which are descr ibed by 
a limited number of valu.es or categories and perhaps 
only one value or category oi each aspect . 

Thus, shopping for other than necessities may be 
associated only with regional shopping centers, the 
automobile mode, more than 15 min, and arrive on 
the way home from work; but shopping for toothpaste 
may be associated only with local drugstore, walk less 
than 5 min, and drop by from home after work. The 
individual might have only one regional shopping center 
for nonnecessities and one corner drug for necessities 
to choose. The kinds of associations formed for stops 
and the number of stops included in the choice set, how­
ever, may vary systematically between individuals in 
different socioeconomic groups and will be dependent on 
the nature of the spatial envi ronment in which they exist. 
In operational terms, this implies that, in the i ndi­
vidual's trip record, a high degree of correlation should 
exist between obse rvations of the acti vity, distance, 
mode, destination type, destination location, and time 
of arrival aspects of stops, with repetitions of combina­
tions increasing the degr ee of corre lation. Moreove1-, 
the kinds of association s hould manliest some variation 
for different types of individuals. 

It follows from hypothesis 1 that, if more than one 
stop exists in the choice set, the individual must find 
some means for evaluating them to select the set to use. 
That is, he or she must have some procedure for evalu­
ating the cost and benefits of using the limited number 
of combinations of activity, destination location, desti­
nation type, distance, mode, and time of visit values or 
categories that describe each possible stop. This im­
plies that some underlying common dimensions might 



exist in terms of which all aspects of these combi­
nations can be described and evaluated. Since, in the 
literature on both the disaggregate and aggreate model­
ing of movement, travel time and cost have always been 
either plausibly argued or demonstrated to be of pri­
mary importance in regulating movement, and since 
recent time and money budget studies (55, 56) tend to 
confirm this, hypothesis 2 can be formulated as 
follows. 

Hypothesis 2 

Hypothesis 2: Places as defined in hypothesis 1 are 
evaluated by each individual on two fundamental dimen­
sions, which could be the time and cost expenditures of 
using them. Systematic differences could also exist 
between individuals in the ways places are evaluated in 
terms of time and cost, depending on sociodemographic 
characteristics, which reflect possibly varying decision 
strategies. 

In operational terms, this means that the stops in each 
indi victual' s trip record for a day, defined in terms of 
their six critical aspects (activity, location, land use, 
distance, mode, and time of arrival), should exhibit 
selection in accordance with a model of judgment that 
conforms to hypothesis 2. 

The two hypotheses comprise an initial explanation 
of observed complex individual travel behavior, as re­
conceptualized here and as should be manifest, for 
example, in the daily trip records for the two sub­
samples of 40 and 100 individuals in the Uppsala data 
set. Statistical techniques can be used to show that 
the two hypotheses, by reconceptualizing behaviors as 
complex, options as limited and variable, and decision 
procedures as simple and variable too, could fit 
standard kinds of travel data just as well as the alterna­
tive assumptions on which current models of movement 
and underlying theories are based. 

Statistical Tests of Hypotheses 

Hypothesis 1 

For each of the 40 individuals in each life-cycle group 
in subsample one, an intercorrelation matrix was pre­
pared to show the Pearsonian simple product-moment 
correlation coefficient (r) between observations for 
each pair of aspects for each of the p stops in the 
individual's day. The Pearsonian simple product-mo­
ment correlation coefficient is used here as a measure 
of pattern (association) and not as a statistic measuring 
degree of explanation of a causal model, its more 
normal use. For this reason, no statistical tests of 
significance are conducted. It is recognized also that 
r is not strictly an appropriate measure of association 
between variables that are made up of mixed data 
(cardinal, ordinal, and ratio); however, it was the best 
of all measures to meet the requirements of •. being both 
a pattern measure and a measure of similarities for 
input into the INSCAL algorithm for the second phase 
of the analysis below. 

The day when the individual made .a maximum 
number of stops was selected [typically for an indi­
vidual (5 ,; p,; 15)]. If hypothesis 1 is correct, then 
the absolute value of each r in the intercorrelation 
matrix should tend to be high. Moreover, different 
kinds of association between the variables should be 
present for different kinds of individuals, some persons 
perhaps matching bus with regional shopping center 
and automobile with local convenience stores, and others 
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doing the reverse. This should result in a dispersion 
of r's (+, -) for each pair of aspects of stops. These 
expectations proved to be the case when the data for the 
subsample of Uppsala individuals were analyzed. 
Tables 2-4 contain a selection of the trip records and 
intercorrelation matrices for selected individuals to 
document this. Systematic variation of choice sets be­
tween different types of individuals was tested by using 
multiway analysis of variance of the characteristics of 
indi victuals- stage in life cycle (rows) versus the r­
values for the individuals (cells), for each possible 
pair of stop aspects (columns). Frequency distributions 
of r-values for 40 indi victuals in the Up_E._sala sample are 
given below. (F =relative frequency, F = mean relative 
frequency of r-values, and v, = the coefficient of varia­
tion.) 

All Aspect Pairs, All Individuals 

r-Value Number 

0 to 0.24 260 
0.25 to 0.49 192 
0.50 to 0.74 179 
0.25 to 0.99 83 

Mode and Time of Arrival 

r-Value 

-1.00 to -0.51 
-0.50 to -0.01 
0.00 to 0.49 
0.49 to 1.00 

Mode and Land Use 

r-Value 

-1.00 to -0.51 
-0.50 to -0.01 
0.00 to 0.49 
0.49 to 1.00 

Mode and Acti vity 

Number 

6 
5 

19 
4 

Number 

0 
5 

12 
17 

r-Value Number 

-1.00to-0.51 7 
-0.50 to -0.01 12 
0.00 to 0.49 14 
0.49 to 1.00 1 

Mode and Distance 

r-Value Number 

-1.00to-0.51 O 
-0.50 to -0.01 0 
0.00 to 0.49 10 
0.49 to 1.00 24 

Time and Land Use 

r-Value Number 

-1.00 to -0.51 2 
-0.50 to -0.01 16 
0.00 to 0.49 15 
0.49 to 1.00 1 

Time and Activity 

r-Value Number 

-1.00 to -0.51 15 
-0.50 to -0.01 15 
0.00 to 0.49 2 
0.49 to 1.00 2 

F 

0.36 
0.27 
0.25 
0.12 

F 

0.18 
0.15 
0.55 
0.12 

F 

0 
0.15 
0.35 
0.50 

F 

0.21 
0.35 
0.41 
0.02 

F 

0 
0 
0.29 
0.71 

F 

0.05 
0.47 
0.44 
0.02 

F 

0.44 
0.44 
0.06 
0.06 

F 

0.37 
0.27 
0.25 
0.12 

F 

0.06 

F 

0.43 

F 

-0. 12 

F 

0.60 

F 

-0.03 

F 

-0 .38 

VF 

0.45 
0.47 
0.51 
0.83 

VF 

7.83 

VF 

0.86 

VF 

-3.52 

VF 

0.38 

-11.22 

VF 

-1 .08 
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Table 2. Correlation in the individual's daily trip record between aspects of stops from the Uppsala subsample 
for individual 110 525 (elderly life-cycle group). 

Stop Land North-South East-West 
Aspects Mode Time Use Activity Location Location Distance 

Mode -0.70 +0. 33 -0.66 -0.54 +0.67 +0.99 
Time - 0.70 +0.68 +0.99 +0. 75 -0.99 -0.69 
Land use •0. 33 +0.68 -0.69 +0.70 -0.64 +0.34 
Activity -0. 66 +0.99 -0.69 +O. 79 -0.99 -0.66 
North-South location -0. 54 +0.75 +0.70 +0.79 -0. 77 -0. 56 
East-West location +0. 67 -0.99 -0.64 -0.99 -0. 77 +0.67 
Distance - 0.99 -0.69 +0.34 -0 .66 -0. 56 +0.67 

Table 3. Correlation in the individual's daily trip record between aspects of stops from the Uppsala subsample 
for individual 130 101 (elderly life-cycle group). 

Stop Land North-South East-West 
Aspects Mode Time Use Activity Location Location Distance 

Mode -0.25 +0. 71 +0.31 +0.13 - 0. 18 +0.78 
Time -0.25 -0.38 +0.45 +0.64 +0. 87 -0.46 
Land use +0.71 -0.38 +0.27 +0. 04 - 0.36 +0.74 
Activity +0.31 +0.45 +0.27 +0.96 >O. 70 +0.34 
North-South location +0.13 +0.64 +0.04 +0.96 ~ 0. 87 +0.15 
East-West location +0.18 +0.87 -0.36 +0.70 +0.87 -0.24 
Distance +O. 78 -0.46 +0.74 +0.34 +0. 15 - 0.24 

Table 4. Correlation in the individual's daily trip record between aspects of stops from the Uppsala subsample 
for individual 151 410 (middle aged with children group). 

Stop Land North- South East-West 
Aspects Mode Time Use Activity Location 

Mode -0.48 +0.17 -0.73 -0. 75 
Time -0.48 +0.37 -0.18 -0.35 
Land use +0.17 . 0.37 +0.04 -0.23 
Activity -0. 73 -Q,. 18 +0.04 +0.53 
North-South location -0. 75 - 0.35 -0.23 +0.53 
East-West location -0.83 -0.24 -0.19 +0.63 +0.90 
Distance +0.72 +0.02 +0.08 -0.49 -0.24 

Land Use and Distance 

r-Value Number F F VF 

-1.00 to -0.51 1 0.03 0.32 0.94 
-0.50 to - 0.01 1 0.03 
0.00 to 0.49 24 0.71 
0.50 to 1.00 8 0.24 

The analysis-of-variance results were disappointing 
but could indicate that more, and more appropriate, 
sociodemographics need to be included in the analysis. 
The data set did not, however, contain additional socio­
demographics for such an analysis. The repetition of 
the analysis for the larger subsample of 100 individuals 
showed no difference in results. 

Hypothesis 2 

The correlation coefficients in the matrices for indi­
viduals, such as those of Tables 2-4, comprise mea­
sures of similarity between the different aspects of 
stops for each person. These coefficients are the best 
kinds of similarities (distance or proximity) measures 
for input into an M D S scaling algorithm, which fits 
the INSCAL model of the evaluation of stimuli to data. 
The algorithm and the model can be used with the data 
for the Uppsala individual trip records to test hypothe­
sis 2 in the following way (57). 

Assume that the six critical aspects of stops in the 
individual's choice sets comprise stimuli for the indi-

Location Distance 

-0.83 +0.72 
-0.24 +0.02 
-0.19 +0.08 
+0.63 -0.49 
+0.90 -0.24 

-0.38 
-0.38 

Table 5. Correlations between distances between 
stimuli (aspects cf stops) in two-dimensional ! !\JSCAL 
configurations and input similarities (proximities) 
data for stimuli. 

Individual 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

r-Value 

0.881 361 
0.828 531 
0.691 990 
0.820 661 
0.820 961 
0.512 941 
0. 733 039 
0.631 778 
0 .617 555 
0 .609 835 
0.358 989 
0. 640 775 
0 ,840 689 
0.831 145 
0.764 530 
0,609 176 
0,619 236 
0,816 674 
0.874 279 
0,873 872 

Note: Group correlation= 0.895 483. 

Individual 

21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

r-Value 

0.550 332 
0.528 632 
0.646 401 
0.640 377 
0. 734 304 
0. 773 128 
0.567 975 
0.718 454 
0. 849 543 
0.648 269 
0. 816 215 
0.732 914 
0. 621 152 
0. 581 234 
0.851 186 
0.764 260 
0.812 975 
0.836 420 
o. 795 324 
0. 793 309 

victual. Then associations between the aspects of stops 
might not only reflect the restricted nature of the op­
tions in the choice sets but also the degree of similarity 
(proximity, discriminability) of the stimuli that define 
stops when they are evaluated on no more than two 
basic dimensions by each and every individual. The 
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Table 6. Variability of weights for individuals in 
Individual Dimension 1· Dimension 2b Individual Dimension 1 ~ Dimension 2b 

the Uppsala subsample on dimensions 1 and 2. 
1 126.91 142.35 21 102.55 131.60 
2 75.09 76.20 22 56.03 65.87 
3 113.99 107 .46 23 58. 74 101.31 
4 112.12 131.28 24 66 .04 110.62 
5 73.52 99.78 25 77.06 105.54 
6 29.82 86.15 26 48.05 62. 73 
7 49.07 51.40 27 112. 51 149. 58 
8 99.98 135.09 28 20.21 78.80 
9 62.61 85.81 29 38.06 31.88 

10 70.73 125.66 30 122.07 101.07 
11 20.61 47 .1 7 31 38.14 49.10 
12 36.40 47.95 32 115.23 108.05 
13 48.42 69.13 33 59.12 56.31 
14 95. 78 124.13 34 75.15 72.14 
15 67.64 69.07 35 112.42 101.32 
16 49.44 59.22 36 116.85 86.59 
17 67.63 115 . 13 37 79.23 67.21 
18 106.92 129 .67 38 86.31 BB.14 
19 87 .39 88.68 39 54.53 60.49 
20 109 .44 108.22 40 61. 52 70.2 5 

"For dimcns.km 1, t-tests of the difference between the means of weights for each pa_ir of life-cycle groups were significant at 
the 5 percent level in only 3 of 21 pairs. The coefficient of variation of all weights 1s 30.2 percent, . . . 

° For dimensio n 2, t·tests of the difference between the means of each pair of life cycle groups were s1gnif1cant at the 5 per­
cent level in only 6 of 21 pairs, The coefficient of variation of all weights is 34.8 percent, 

Figure 4. Plot of three-dimensional group spaces and weight spaces derived from INSCAL analysis of trip records of 
aspects of stops used in a day. 
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DIMENSION I 

aspects (stimuli) that define the stops for each indi­
vidual during a day should, therefore, comprise a 
configuration that is recoverable in a two-dimensional 
mental space, with each aspect (stimulus) discriminated 
along each dimension. However, interindividual dif­
ferences should exist in recovered configurations, with 
systematic differences between groups of individuals, 
which indicate differences in evaluation procedures. 

The INSCAL model and algorithm allow for inter­
indi vidual differences in the evaluation of stimuli 
(aspects of stops) in the above ways by 

1. Testing the goodness of fit to the similarities 
data for stimuli, for n different individuals, of n match­
ing stimuli configurations, each in a two-dimensional 
space; 

2. Producing a group or overall configuration for all 
individuals as a composite of the individual ones, pro­
viding a basis for comparison of the latter; and 

3. Allowing for individual differences in configura­
tions through variation in the weights in the function 
used to fit the similarities (distance) data for each indi­
vidual, where the function relates the individual and 

-,400 -.200 -.000 , 200 .400 
DIMENSION 1 

group configurations in the following way: 

where 

r 

1 
Wt 

(3) 

the distance (similar ity) between the 
j th and the k th stimulus for the i th 
individual, 
the number of underlying dimensions 
(here assumed to be 2), 
the values of the stimulus on each 
dimension, and 
the weights for each dimension, 
specific to the individual. 

On the basis of the preceding discussion, we would 
expect that, if hypothesis 2 is true and by using the 
kinds of intercorrelation matrices of Tables 2-4 for 
each individual as proximities input to the INSCAL 
algorithm: 

1. Configurations of stimuli (the six critical aspects 
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Figure 5. Plot of three-dimensional group spaces and weight I. 20 0 
spaces derived from I NSCAL analysis of trip records. 
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of each stop) are recoverable for each individual in a 
two-dimensional space, with a very good match of the 
distances between stimuli in each individual configura­
tion to the input similarities (proximity) measures; 

2. Stimuli are well discriminated (spaced out) on 
each dimension in individual and hence group configura­
tions; and 

3. There is considerable interindividual variation 
in weights for each dimension, with statistically signifi­
cant differences in the weights (and hence configurations 
and evaluations) for individuals in different life-cycle 
groups. 

The results of the data analysis for the small sub­
sample of 40 persons conform with these expectations, 
as shown in Tables 5 and 6. The match of the recovered 
group and indi victual configurations to the input data is 
excellent, as measured by the generally high r-values 
in Table 5, for each individual and for the group, be­
tween the distances represented by the input data and 
the recovered distances for each configuration. This 
demonstrates that, as hypothesized, two fundamental 
dimensions are probably used for evaluation, most 
probably travel time and cost. The expected high inter-

DIMENSION 3 

individual variability in weights appears (Table 6) and, 
therefore, the possibility of grouping individuals in 
some manner to minimize intragroup and maximize 
between-group variance in them (and thus group con­
figurations or evaluation functions); however, the ex­
pected association of weights simply with life-cycle 
group through standard multiway analysis of variance 
did not appear and there is no evidence as to precisely 
how evaluation procedures vary between groups, only 
that they do. Perhaps, again, some further sociodemo­
graphic variables should be included to help partition 
the population better (for example sex, marital status, 
income, and occupation) as well as life-cycle stages. 
These were not available in the Uppsala data set. 

A repetition of the analysis by using the large 100-
indi vidual subsample yielded generally similar results, 
except that a third dimension of minor importance ap­
peared (see Figures 4 and 5). This could be a dimen­
sion associated with service, also prominent in 
disaggregate-travel-modeling literature. 

CONCLUSION 

The exploratory data analysis for both hypotheses seems 



sufficient to support the contention that, once it is granted 
that the individual's recurrent movement is an example 
of complex behavior and definable as a path in n­
dimensional space, then it may be generated by the evalu­
ation of a limited number of spatially defined options 
in terms of only several criteria, probably time and 
cost considerations. This is also consistent with the 
supposition that, although movement is complex from a 
researcher's point of view, it is more likely to be 
viewed by most persons as a routine question, not as a 
major decision or investment question (6). It is there­
fore plausible that travel options are few and decision 
making is simple. Choosing, as far as the individual 
is concerned, is not complicated problem solving in 
complicated situations, as our current models and 
theories assume. The results of the data analyses are 
also consistent with systematic variations in complex 
behaviors, spatially constrained options, and simple 
decision rules and strategies for population groups. It 
remains for further research to develop the mathematical 
explanatory models and theory for the analysis of human 
behaviors that allow behaviors to be complex and options 
and evaluations to be simple and permit all three to vary 
by population group. 
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Definition of Alternatives and 
Representation of Dynamic Behavior 
in Spatial Choice Models 
Timothy J. Tardiff*, Department of Civil Engineering and Division of Environmental 

Studies, University of California, Davis 

This paper considers issues relevant to two important spatial-choice 
modeling problems: the definition of alternatives and the modeling of 
dynamic behavior. The definition of alternatives may benefit from the 
development of a classification scheme that consists of a reasonably 
small number of categories. This approach could lead to more manageable 
data requirements and improved model specification through the use of 
a larger set of alternative-specific constants. Also, spatial alternatives 
often have characteristics that do not vary from individual to individual. 
Recognition of this can lead to computational efficiencies and possibly 
easier use of aggregate data in model estimation. Dynamic behavior 
is modeled by introducing the effects of previous choices and using an 
error-components structure in the utility functions for choice models. 
Four special cases of the dynamic model are considered. It is then 
possible to identify the assumptions necessary to apply existing choice 
methodologies to dynamic choice problems and to recommend further 
research on methodologies that require less restrictive assumptions. 

Several features of spatial choice problems have made 
the conceptual and empirical development of appropriate 
models challenging. This paper focuses on two of the 
more important features: the definitions of spatial alter­
natives and the treatment of the dynamic aspects of spa­
tial choice ( 1-3). These issues will be discussed in the 
context of the utility maximization approach to quantal 
choice problems (4, 5). 

Spatial choice prOblems apparently differ from the 
more commonly modeled mode choice problems in the 
identifiability and number of available alternatives. 
Available transportation modes are easily identified and 
few in number. Spatial alternatives (e.g., alternative 
shopping destinations) can be identified in several ways, 
ranging from individual spatial locations to fairly large 
geographic zones or other aggregation schemes. Also, 
in many urban areas, the number of alternatives can be 
very large. 

Another important characteristic of spatial alterna­
tives is that many of their objective characteristics do 
not vary for different individuals. That is, the charac­
teristics (such as travel times and costs of transporta­
tion modes) vary with an individual's location, but ob­
jective characteristics of spatial alternatives (such as 
the number of retail employees at a shopping destination) 
do not. This property can be used in the exploration of 
methods that make more efficient use of data in the 
estimation of spatial choice models. 

Dynamic considerations are especially important for 
short-term spatial choices, such as shopping travel. 
Although repeated observations of these choices can be 
obtained during a reasonably short time period, these 
problems have often been treated empirically in the same 
manner as longer-range choices (i.e., only a single cross 
section of observations has been used). By explicit con­
sideration of a time series of cross sections, the dynamic 
aspects of short-term spatial choices can be studied 
in detail. In addition, the consequences of improperly 
ignoring dynamic considerations in the development and 
application of spatial choice models can be identified. 

DEFINITION OF SPATIAL 
ALTERNATIVES 

Research relevant to definition of alternatives can be 
divided into two categories: (a) classification of alter­
natives and (b) data requirements for spatial choice 
models. In general, the definition of spatial alternatives 
is of both theoretical and practical importance. The 
validity of the assumptions made for particular model 
structures [e.g., the independence from irrelevant al­
ternatives property of the multinomial logit model (6)], 
is closely related to the definition of the alternativeS: 
In addition, specification of independent variables and 
the resulting data requirements are influenced by the 
definition of alternatives. 

Classification 

Choice models have been used most frequently to ex­
plain modal choice, in which the modal alternatives are 
fairly easily identified. For example, the classification 
of a particular mode as an automobile or bus is rela­
tively easy. Also, the total number of alternatives is 
small; often only two alternatives (automobile and tran­
sit) are considered. 

In contrast, there does not appear to be any natural 
method for classifying spatial alternatives, and the total 
number of alternatives can be quite large in many prob­
lems. Consequently, the actual definition of alternatives 
has been quite arbitrary and ad hoc, and often there has 
been no categorization of alternatives or only a very 
crude classification scheme. Some models, for example, 
have defined spatial alternatives to be the traffic zones 
established in metropolitan transportation studies and 
have made no attempt to classify alternatives, with the 
exception, perhaps, of the central business district 
(CED) (5, 7). Examples of more developed classification 
systems are the classification of grocery shopping des­
tinations by store type (8) and the classification of shop­
ping centers by distance-from home and floor area (9). 

Classification is important for two reasons. First, 
the spatial choice problem can be made more tractable 
by first assigning an individual to a broad category and 
then assigning a specific destination within that cate­
gory (9). For certain regional policy analyses where 
spatial detail is unnecessary, application of only the 
first step of this process may be sufficient. Second, 
even if the specific destinations are used directly, the 
classification approach allows the use of a fuller set of 
alternative-specific constants in the utility function of 
the choice model. The usual approach in specification 
of destination-choice models has been to exclude con­
stants (5) or to include constants for only special des­
tinations, such as the CBD (7). The classification ap­
proach allows the use of an alternative-specific con­
stant for each category. Since the use of constants has 
been shown to be important in the proper specification 
of choice models (10), the development and use of a 
classification scheme is important for improved model 
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specification as well as for problem simplification. 

Data Requirements 

The most common definitions of spatial alternatives in­
volve numerous destinations that are fairly small in 
geographic size. Consequently, in order to make the 
choice problem empirically tractable, it has been nec­
essary to limit the size of the choice set available to 
each individual or household. This has been done by 
either assigning a restricted choice set to each individ­
ual before estimation of the model (5, 7) or by limiting 
the number of destinations available- to all individuals by 
focusing on a limited geographical area. For example, 
the destination-choice project conducted by Northwestern 
University researchers (11) limited the available shop­
ping destination to a common set. In many applications 
the definitions of alternative destinations involve some 
sort of spatial aggregation (12-14). 

The necessity for limitingchoice sets can be illus­
trated by considering the data storage requirements for 
estimating a choice model. When every individual has 
the same number of alternatives, these requirements(,!) 
are 

S = N(a-l)v (I) 

where 

S = the number of spaces required to store the in-
dependent variables, 

N = sample size, 
a = the number of alternatives, and 
v = the number of independent variables. 

The nonlinear nature of the usual logit and probit ap­
proaches requires that all of the data be stored simul­
taneously. 

The independent variables include characteristics of 
the spatial alternatives themselves, characteristics of 
the individual, and the spatial relationships between the 
individual and the alternative (e.g., distance). When 
objective data are used, the characteristics of the spa­
tial alternative do not vary from individual to individual 
(e.g., the floor area of a shopping center is the same 
for everyone). In this case, if everyone has the same 
choice set, the actual storage requirements are 

S = (a-l)v, + N(a-l)v2 (2) 

where v1 is the number of independent variables that do 
not vary from individual to individual and V2 is the num­
ber of the remaining independent variables. A slight 
modification of existing logit and probit analysis com­
puter programs would result in the smaller storage re­
quirements of Equation 2. This would lead to greater 
statistical efficiency by allowing an increase in sample 
size and number of alternatives per individual or re­
duced cost for the same level of statistical efficiency. 

This modification has the potential of yielding sig­
nificant computational savings. For example, in a study 
of housing location choice, Friedman (15) developed a 
model that had nine communities as alternatives and nine 
independent variables. Of these variables, only one 
varied from individual to individual. Consequently, in 
many spatial choice problems, empirical tractability 
may not be as large a problem as commonly believed. 

For some problems, variables that vary among in­
dividuals may not enter directly into the model. For 
example, a market segmentation approach may result 
in separate models, which correspond to various com­
binations of spatial separation and individual character-

istics. In this case, v2 is zero and the problem becomes 
one of estimating the effects of the characteristics of 
the spatial alternatives on the aggregate shares. Es­
sentially, the situation is one of repeated observations 
of a single -choice situation. (Assuming each individual 
has the same choice set, each individual constitutes a 
repetition.) Although it was not used for a spatial choice 
problem, the random-coefficient logit model used to ex­
plain market shares of automobile models based on their 
characteristics is an example of the basic approach (16). 
Not only is there economy in computation requirements, 
but data requirements are drastically reduced as well. 
Only the aggregate shares and the characteristics of al­
ternatives are necessary. 

The ability to estimate behaviorally sound spatial 
choice models by using only characteristics of alterna­
tives and aggregate shares as input data is highly de­
sirable from a practical standpoint; however, the ex­
clusion of independent variables, which indicate the spa­
tial relationships between individuals and destinations 
and individual or household characteristics, may not be 
conceptually sound. In this case, it may still be pos­
sible to estimate models that have reduced data require­
ments by using an appropriate procedure for estimating 
disaggregate models from aggregate data. 

Suppose a particular choice model for estimating the 
probability that a given individual will select a particular 
alternative is 

(3) 

where X1 represents characteristics of alternatives that 
do not vary among individuals and X2 represents inde­
pendent variables that do vary among individuals. Then 
the aggregate share is given by 

Sharei = JX2 fi(Xi,X2 ) g(X2)dX2 (4) 

where g(X2) is the probability density function. 
In order to estimate the choice model by using ag­

gregate data, it is necessary for Equation 4 to result 
in the shares being a function of X1 and characteristics 
of the distributions of X2 (e.g., the means and higher 
moments). If the choice model is multinomial probit, 
the results of Bou the lier and Daganzo ( 1 7) suggest that 
the means and the variance -covariance matrix that cor­
respond to the variables in X2 for each alternative are 
sufficient when X2 can be approximated by a multivariate 
normal distribution. 

For other choice models, the integral in Equation 4 
can be analytically intractable. In these cases, either 
Monte Carlo integration techniques (18) or the approxi­
mation of f1 by a polynomial expansion, such as the 
Taylor series (12, 19), may yield similar data require­
ments for the estimation of the model by using aggre­
gate data. 

There are some potential implications for current 
practice and future research from these characteristics 
of spatial alternatives. More research on the classifica­
tion of alternatives into meaningful categories would be 
useful in the proper specification of spatial choice models 
and in the development of models for policy analysis at 
the regional level. That many of the objective 
characteristics of spatial alternatives do not vary from 
individual to individual immediately reduces the compu­
tational requirements for the estimation of choice models. 
Consequently, the use of much larger choice sets may be 
a possibility. There is also the possibility of estimating 
disaggregate models with aggregate data. The required 
data would be the aggregate shares for spatial alterna­
tives, the nonvarying characteristics, and information 
such as the first and second moments of the distributions 



of the independent variables, which vary among individ­
uals for each alternative. More research on the d.evelop­
ment of these procedures for models other than the pro­
bit model and on the efficiency and reliability of s uch 
methods may yield results that allow the development of 
practical models that have fairly moderate data require­
ments. 

DYNAMIC ASPECTS OF SPATIAL 
CHOICE 

Most spatial choices are repeated. This is especially 
relevant for short-run destination choices, such as shop­
ping travel. However, since most models have been 
estimated by using a single cross section of observa­
tions, the dynamic nature of the behavior is not empha­
sized. 

Dynamic spatial behavior was studied by Burnett (20). 
However, her approach considered only one spatial ar:­
ternative at a time. Modification of the usual utility 
maximization approach to choice behavior allows the de­
velopment of models that consider more than one alter­
native and the exploration of the consequences of using 
the assumptions behind static models in dynamic contexts. 

This can be seen by considering the typical approach. 
The utility for a given alternative can be expressed as 

where 

U1 = the utility of the i th alternative, 
X1 = the characteristics of the alternative, 

f3 = a vector of coefficient, and 
E 1 = an error term. 

(S) 

To simplify the discussion, variables that describe in­
dividuals will not be identified. A choice model results 
from the utility maximization assumption and from the 
assumption of a distribution for the E 1• 

The dynamic implications of Equation 5 are not clear. 
Certainly, if some of the independent variables change 
in the course of time, the resulting model will produce 
different selection probabilities. However, during short 
time periods, these variables are likely to be stable. 
In this case, any variation in an individual's choice over 
time is determined by E 1• If the errors are assumed to 
be the effects of excluded variables rather than pure ran­
domness, then they are unlikely to vary for short time 
periods for a given :individual, resulting in the predic­
tion of a canst.ant choice over time. Since this is clearly 
unrealistic for some types of spatial behavior (e.g., 
people do not necessarily limit themselves to one shop­
ping destination), it is necessary to assume random er­
ror terms or to respecify the model to consider dynamic 
behavior explicitly. 

A useful approach is to consider a specification anal­
ogous to the ones used in linear models that use a time 
series of cross-sectional dat.a (21, 22). 

A general form of such a model would be 

uits = Xits/3 + 1: 'Yijcj(t - I )s + µ;, + Ujts 
J 

(6) 

whe1·e the subscripts i and j i·efe1· to alternatives, t to 
a time period , and s to ai1 individual. C J(o-r)s is one if 
individuals chose alternative j in the previous time 
period and zero otherwise. Although the model could 
be made more general by considering choices in pre­
vious time periods, in linear models a single lag term 
has often been used. Finally, µ.i s is an error term that 
varies among individuals but not time periods and v;,, 
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is an error term that varies among both individuals and 
time periods. 

In addition to allowing the use of the time series of 
cross-sectional data, the revised specification intro­
duces two additional elements. First, the possibility 
that the choice in one period may influence the following 
choice is allowed. A positive coefficient for the lag term 
indicates an increased choice probability in the subse­
quent time period, and a negative coefficient indicates 
the opposite influence. Second, the use of a component 
structure for the error term allows the possibility that 
some of the unobserved effects may be constant across 
time periods for particular individuals. An example of 
such a situation is when the IJ.is represents the effects of 
unspecified characteristics of alternatives and the JJ;i, 

represents pure randomness in the choice process. For 
sufficiently short time periods, the unspecified character­
istics would probably remain fairly constant; th.erefore, 
the error components representation would be reason­
able. 

The discussion in this section is confined to fixed­
coefficient models. The development of dynamic choice 
models, analogous to the random-coefficient linear 
models (23), will not be considered. 

In order to estimate a model that results from Equa­
tion 6, the data required are observations of the X;is and 
the Ci,, for N individuals and T time periods. When one 
or more of the terms in the model is set equal to zero, 
several variations are possible. 

Case 1 

Case 1 is the ordinary 11tility-ma.x:imization model ap­
plied to the time-series dat.a: iii = 0 for all i, j and µ.is 

0 for all i, s. The basic assumption is that·a static 
choice model can be applied directly to the dynamic prob­
lem. In estimating the model, the observations for a 
given individual over time would be treated as indepen­
dent (i. e ., in the same way as an observation of a dif­
ferent individual that has similar characteristics is 
treated}. The standard st.atic model is a special case 
when only one time period is observed. If the variables 
in X vary over time, the estimation of a choice model 
from the repeated observations of a single individual is 
another special case. 

When the independent variables for the individuals do 
not vary over time, then the model becomes a choice 
experiment with repeated observations (4). Such choice 
problems have been treated in three ways: 

1. The use of a single time period is the special case 
just mentioned (models estimated from data from stan­
dard transportation surveys are examples of this 
approach), 

2. Actual observations of the repeated choices could 
be made (this would require travel-behavior diaries or 
recontact of a survey panel}, and 

3. Respondents could be asked to give their usual 
choices or the usual choice is constructed from reported 
choice frequencies in an attempt to capture the pre­
dominant pattern of repeated behavior (~. 

If the case 1 assumptions are valid, then either of 
the first two dat.a collection procedures will allow the 
estimation of consistent model coefficients. However 
it is conjectured that the use of the usual choice as the 
dependent variable does not result in consistent estima­
tion. This is based on an empirical example (24) in 
which models that used the usual behavior we.requite 
different from those that used actual choice b6havior. 
In addition, simulated data can be used to show that for 



28 

some simple binary-choice models, when usual choice 
is the dependent variable, coefficient estimates do not 
converge to finite values when the data were constructed 
by assuming a model with finite coefficients. More re­
search on the consequences of using the usual rather than 
actual choices would be useful in the determination of 
whether the apparent inconsistency is generally the case 
and the magnitude and direction of the bias if it is a 
problem. 

Case 2 

The key assumption in case 2 is that previous choices 
affect current choices: /J;, = 0 for all i, s. However, 
there is no constant component to the error term for a 
given individual. The effects of factors not explicitly 
included in the model are treated as completely random. 

Since previous behavior is explicitly considered, ob­
servations of more than one time period are necessary. 
However, since the error terms are independent across 
time periods, existing models (such as the multinomial 
logit model) could be used directly. 

A special case of this model occurs when the X(3 term 
is zero (i.e., current choice is only a function of previous 
choices). The moclel then yields the transition prob­
abilities of a Maxkov model of spatial choice (25, 26). 
In general, the model can be viewed as incorporating 
the effects of learning (2 7). 

Case 3 

Case 3 introduces the possibility that there may be un­
specified effects that are constant for individuals over 
time: 'Y ij = 0 for all i, j. Since it is impossible to clis­
tiuguish empirically be tween the two error components 
when only a single cross section of observations is made, 
the identification of the variance components specific to 
individuals requires more than one period of observa­
tion. Most of the research on linear models has been 
concerned with the development of estimates for models 
analogous to the case 3 model (28-33). 

This particular model illusl:ratesthe ambiguity of 
interpreting the selection probabilities estimated from 
a static model in a dynamic context. If the µ. terms are 
zero (case 1 model), then each individual has a prob­
ability of selecting a particular alternative for each time 
period as determined by the model. At the other ex­
treme, if the v component is zero, each individual makes 
a constant deterministic choice. The selection prob­
abilities from the model are the probabilities that in­
dividuals who have the same choice situation will make 
a particular constant choice. For example, in the mode 
choice case, the case 1 model gives a probability that 
an individual will use the bus on a particular day, and the 
extreme version of the case 3 model gives the probability 
that an individual who faces a particular choice situation 
will always choose the bus. The intermediate case is 
when both µ. and v are nonzero, in which case the selec­
tion probabilities for an individual lie between those es­
timated from the model and the deterministic situation. 

Estimation of case 3 models introduces correlations 
in individual behavior over time. Therefore, each time 
period does not constitute a completely independent ob­
servation. As a result, estimation of the model, as in 
case 1, does not appear to be valid. 

A possible estimation approach, which is analogous 
to that used in linear models, would be to explicitly 
identify the u terms. This is referred to as the fixed­
effect approach. This would result in a set of 
alternative-specific constants for each individual. Since 
this is undoubtedly unwieldy in practice, it may be pos­
sible to first classify the sample and have one set of 

constants for each category. Also, it might be nec­
essary to classify the alternatives, as suggested earlier, 
in the specification of manageable sets of constants. 
When this is done, standard choice models can be used 
directly. 

A conceptually more appealing approach is to deal 
directly with the more complex variance structure, the 
random-effects approach. This approach would be anal­
ogous to the work on correlated error terms among al­
ternatives (34, 35) (e.g., the development of the multi­
nomial pr obit model). Further, simulation and empiri­
cal work with linear models has indicated that models 
that deal directly with variance components perform 
better in small samples than do those that identify con­
stant terms (22, 36). This suggests that research on the 
estimation ofcase3 models may be very important. 

Case 4 

Case 4-the full model-does not appear to introduce any 
new considerations. However, note that,for linear 
models, this case is the most sensitive to incorrect as­
sumptions. That is, when a case 4 model is estimated 
as a case 2 model, inconsistent coefficients result. On 
the other hand, when a case 3 model is estimated as a 
case 1 model, the coefficient estimates are consistent 
but inefficient (21, 22). Further research could be useful 
in the determination of whether an analogous situation 
exists with respect to choice models. It could be the 
case that explicit consideration of the error components 
is especially important for case 4 models. 

This approach to dynamic spatial choice models is 
similar to the methodology developed by Heckman (37) 
to explain dynamic labor-force-participation decisions. 
The models tested the effects of personal, household, 
and economic characteristics as well as previous par­
ticipation in the labor force on women's decisions to 
work. Two variations of a generalization of the case 4 
model were used. The first explicitly considered the 
variance structure (random effects) and the second di­
rectly identified the error components that corresponded 
to individuals (fixed effects). The models described 
here involve a generalization of Heckman's approach from 
the binary to the multinomial case and also shift the 
emphasis to independent variables that describe the 
characteristics of alternatives. 

The specification of models that satisfy Equation 6 
can be viewed as a special case of specification analysis 
that involves the possible exclusion of independent vari­
ables (33). That is, the u;, can be treated as independent 
variables and the consequences of considering or not 
considering these components can be examined. In this 
regard, the recent work in specification analysis for 
choice models is relevant (38, 39). This analysis indi­
cates that exclusion of the ~ component can result in 
two sources of bias in the coefficient estimates: bias 
resulting from possible correlations between the error 
component and the other independent variables and bias 
resulting from changes in the distribution of the random 
component of the utility functions. 

The bias resulting from excluding µ;, can be illus­
trated by a special case of the binary probit model. As­
sume thatµ.;, is not correlated with the independent vari­
ables, which are further assumed not to vary over time 
for the individuals. In this case, Equation 6 applies to 
two alternatives and the µ. and v are independent normal 
variables that have expected values equal to zero. Let 
the variance ofµ. be cr2 and the variance of v be one-half. 
If the inverse standard normal function is applied to the 
observed proportion that each individual selects the first 
alternative, and this variable is used as the dependent 
variable and Xis the independent variable, then it can 



be shown that consistent estimates of (3 are obtained 
when ordinary or generalized least squares is applied 
(38). On the other hand, if the maximum-likelihood 
method is used, the resulting coefficients converge to 

(7) 

Therefore, the ratio of the regression estimators and the 
maximum-likelihood estimators yields information on 
<i, the variance of the error component that corresponds 
to individuals. This result follows from the fact that 
the µ are left-out variables that are uncorrelated with 
the observed variables and from the fact that uncorre­
lated, left-out variables result in the above differences 
between the regression and maximum-likelihood esti­
mators (38, 39). 

Further, the specification analysis approach allows 
explicit consideration of the distribution of µ;, in the 
development of random-effects models. Therefore, ini­
tial research on the development of dynamic choice 
models can be guided by the approach used in the analy­
sis of specification problems. 

The four cases of the dynamic choice model have pre­
sented a framework for discussing dynamic choice prob­
lems. It was noted that certain cases allow the use of 
existing choice models. In addition, further research on 
choice models to explicitly consider the variance struc­
ture in Equation 6 appears to be important to the develop­
ment of dynamic choice models. 

SUMMARY AND CONCLUSIONS 

The definition of spatial alternatives, the efficient use 
of both disaggregate and aggregate data sources, and 
the proper specification of models of dynamic behavior 
have been recognized as important issues. As in the 
case of mode-choice modeling, the ability to classify al­
ternatives into a reasonably small nurp.ber of categories 
would lead to models that are empirically more tractable. 
Further, classification allows the use of a larger set of 
alternative-specific constants, which may be important 
in the proper specification of choice models. Unlike 
the mode-choice case, however, many spatial choice 
models have subsets of independent variables that do 
not vary from individual to individual. Modification of 
existing programs to account for this feature and ex­
ploration of techniques for estimating choice models by 
using aggregate data would allow greater efficiencies in 
data collection, computation, and statistical accuracy. 

Dynamic choice behavior was considered by modifying 
the utility function in the choice model to include effects 
of past behavior and by introducing an error component 
that is constant for a given individual over time. Sev­
eral cases were considered. These are useful in under­
standing how previous models of spatial choice fit into 
a dynamic context, in exploring the consequences of im­
proper dynamic assumptions, and in indicating necessary 
research to develop dynamic choice methodology. 

Some of the cases allow direct use of existing choice 
methodology. The use of such methodology, which re­
quires the most careful consideration, is the case in 
which the error components that are constant for a given 
individual over time are explicitly specified as constant 
terms (fixed-effect approach). In order for such an ap­
proach to be empirically manageable, both individuals 
and alternatives should be classified into a reasonably 
small number of categories. Investigation of the sta­
tistical reliability of this approach in small samples by 
use of empirical and simulated data is an important 
area for further investigation. 

The analytical development of dynamic models that 
are derived from direct consideration of the components 
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of the variance structure (random-effects approach) is 
an area for longer-term research activity. In the de­
velopment of such models, the special features of spatial 
alternatives, which were discussed earlier, would have 
to be considered. Based on experience with linear 
models, this is the most desirable approach to the de­
velopment of dynamic spatial choice models. Investi­
gation of the small sample properties of such models is 
also important. 

Finally, the prediction accuracies of the dynamic 
choice models derived from future research should be 
assessed. This assessment would indicate the extent 
to which models that have less-restrictive assumptions 
improve on the prediction accuracies of existing choice 
models used in dynamic contexts. 
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Analysis of the Metropolitan Boston 
Transportation System During 
the Post blizzard Week-
February 13-17, 1978 
Benjamin Dansker and Charles Kalauskas, Central Transportation Planning Staff, 

Boston 

On February 6 and 7, 1978, a major blizzard crippled transportation 
services in the Boston metropolitan area. The disruption was so great 
that all but emergency vehicles were banned from the streets and high· 
ways in most eastern Massachusetts communities during the week after 
the blizzard. Not until midnight on Monday, February 13, was the ban 
completely lifted in the densely populated activity centers of the region. 
In some of these communities an on·street parking ban remained in ef· 
feet through Tuesday, February 14. In addition to these legal restrictions, 
large quantities of snow presented additional obstacles to vehicular travel. 
Because of these legal and physical impedances, state and regional trans· 
portation agencies encouraged the use of transit or ride sharing for work 
trips in the region. In addition, the state recommended staggered work 
hours for employees in downtown Boston. This paper analyzes the ef· 
fects of the driving and parking bans on travel in the region . Data per· 
taining to the volumes and temporal distribution of the various modes of 
travel during the week after the blizzard were collected and analyzed. 
These data were compared with travel data from a more typical time 
period. The analysis indicates that a significant shift to public transpor· 
tation took place for the commute·to·work trip and that, through a com· 
bination of staggered work hours and special suburban transit services, 
the public transportation system was able to accommodate the great in­
crease in demand. This shift to public transportation was only temporary 
in nature, however; normal preblizzard travel patterns returned when re· 
strictions on vehicular travel were removed. 

On February 6 and 7, 1978, a major snowstorm struck 
the Boston metropolitan area and dropped from 66 to 81 
cm (26 to 32 in) of snow in less than 24 h. This blizzard 
came only two weeks after another record-breaking 
storm. Most of the snow from that storm had not melted, 
although the streets and roads were cleared and public 
transportation service had returned to normal. The 
February 6 storm caused such disruption of transporta­
tion services, including both public and private trans­
portation, that the governor banned all but emergency 
vehicles from state highways and local streets in most 
of the communities in eastern Massachusetts. This was 
done to enable snowplows to proceed unhampered in their 
efforts to clear the roads. 

The driving ban was lifted in some communities as 
early as February 10. It was not until midnight on Mon­
day, February 13, that the ban was lifted in the core 
communities of Boston, Cambridge, Somerville, Med­
ford, Brookline, Chelsea, Revere, and Winth1·op (shown 
in Figure 1). Nearly half of the empl0yment i n the 
Boston region is located in this area. While the driving 
ban was still in effect in these areas, an attempt was 
made to enable people to return to work on Monday, 
February 13, and to resume normal activities. Some 
means of transportation other than the automobile had 
to be used by the approximately 750 000 persons who 
work or reside in the areas where the driving ban was 
in effect. Normally approximately 60 percent of the 
peak-period t r ips to the Boston central business district 
(CBD) and appr oximately 50 percent of the trips to the 
remainder of the regional core area, which includes 
Cambridge, Somerville, Everett, and Chelsea, are made 
by public transportation. Although many of these persons 

normally use a public transportation mode, many others 
had to temporarily switch modes from automobile to 
transit. 

The cities of Cambridge and Boston imposed an on­
street parking ban for Tuesday, February 14. This dis­
couraged automobile commuters from entering downtown 
Boston and Cambridge for an additional day after the 
driving ban had been lifted. 

To enable the transit system to handle the higher-than­
usual demand, a system of staggered work hours was 
implemented. Different categories of employment were 
allocated to different work shifts , ranging from a 7:00 
a.m. to 3:00 p.m. early shift to an 11:00 a.m. to 7:00 p.m. 
late shift. Although compliance was voluntary, the lieu­
tenant governor appeared on television to urge adherence 
to the staggered shifts. In addition, a large number of 
major employers were contacted by the Massachusetts 
Bay Transportation Authority (MBTA) to request their 
support in encouraging employees to comply with the 
schedule. The Executive Office of Transportation and 
Construction urged suburban cities and towns to estab­
lish emergency bus routes to rapid transit stations or to 
downtown Boston and organized temporary downtown 
terminal areas for these routes. 

Travel restrictions during the poststorm week pro­
vided an incomparable opportunity to address the follow­
ing questions: 

1. Would people manage to utilize the transit system 
successfully as an alternative mode of travel? 

2. Would the transit system be able to handle the 
vastly increased demand? 

3. Would people voluntarily stagger their work hours 
to enable the transit system to expand its capacity suc­
cessfully? and 

4. Would the reduction in automobile travel have a 
major impact on air quality? 

These questions are part of the larger issue of 
whether or not the transit system could successfully at­
tract and absorb vastly increased patronage with little 
if any modification of existing facilities and thus provide 
an alternative to the automobile during an emergency 
situation. The questions are dealt with in this report by 
examining the following data: 

1. Work attendance in impacted areas during the 
postblizza1·d week versus tha t for a typical week , 

2. Sys temwide transit r idership during the post­
blizzard week versus that for a typical week, 

3. Distribution by time of transit alightments and 
boardings at the four transit stations in the high-density 
central area and two terminal stations, 

4. Highway volumes at s elected counting s tations on 
the first two days of the pos tstorm week versus tha t for 
a typical weekday, and 
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Figure 1. Communities that lifted the driving ban at midnight, February 13. 

~ Bon lifted at Midnight February 13th 

5. Air quality data for the postblizzard week versus 
that for the rest of the month. 

Because the contingency plan for enabling people to 
return to work while the driving ban was still in effect 
was hastily organized one day before it was to go into 
effect, the data collection efforts were also hampered 
by lack of sufficient planning. Even so, boardings and 
alightments were counted manually at selected stations, 
and further data were contributed by the MBT A, private 
carriers, and the municipalities that provided their own 
transit services, which resulted in enough data to form 
the basis for the analysis presented below. 

PUBLIC TRANSPORTATION 

Public transportation for 79 cities and towns in the 
Boston metropolitan region is provided primarily by the 
MBTA, which operates a system of rapid transit, trol­
leys, surface buses, and trackless trolleys. In addition, 
it subsidizes commuter-rail services operated by the 
Boston and Maine Railroad (B&M). Additional trans­
portation service, mainly express bus service for com­
muters, is provided by numerous private carriers. The 
MBTA cun·ently operates approximately 65 route - km 
(40 route miles) of rapid transit, 70 route-km (43 route 
miles) of streetca1· lines, 5715 route-km (3550 route 
miles) of bus service, 13 route-km (8 l'Oltte miles) of 
trackless trolley, and 385 route - km (240 route miles) of 
commuter rail. The MBTA operates approximately 
1300 vehicles and the B&M operates approximately 200 
vehicles. 

Throughout this analysis of travel behavior during the 
postblizzard week, comparisons will be made to typical 
travel behavior. Typical MBTA 24-h ridership (based 

on 1978 revenue data) and typical peak-period ridership 
(based on factors derived from various MBTA ridership 
surveys) are given in the table below. Because transit 
travel shows seasonal variations, ridership on the post­
blizzard weekdays of February 1978 is compared with 
ridership on a typical February weekday. 

Mode 

M BTA rapid transit-including Green 
Line central subway 

MBTA surface transit-bus, trolley, 
and trackless trolley 

Private carrier 
Commuter rail 

Total 

Work Attendance 

24-h 
Regional 
Ridership 
(round-trip) 

303 600 

268 500 
15000 
31 000 

618100 

3-h Peak­
Period Inbound 
Ridership to 
Boston CBD 

80 000 

28 000 
5 700 

12 000 

125 700 

To evaluate the ability of the transit system to transport 
persons to work when commuting by automobile is banned, 
it is helpful to compare work attendance during the post­
blizzard week (February 13-17) wilh that of a typical 
weekday. The table below presents this information and 
indicates that, except for the very first day of the week 
(February 13), attendance was nearly normal. 

Date 

Typical weekday 
February 13 
February 14 
February 15 

Attendance 
(%) 

93-96 
86-90 
91-93 
91-93 

Percentage 
Below Normal 

6-7 
2-3 
2-3 



Attendance Percentage 
Date (%) Below'Normal 

February 16 93-96 
February 17 93-96 

The first question to be addressed is whether or not 
commuters were able to successfully utilize the transit 
system as an alternative mode of travel. If major rider­
ship increases occurred during the postblizzard week~ 
this would indicate an affirmative answer to the question. 

Rapid Transit 

Table 1 compares daily rapid transit ridership during 
the postblizzard week with daily ridership on a typical 
weekday in late February. As is obvious from the table, 
ridership was significantly greater on the first three 
days of the week, but the differences were smaller on 
Thursday and Friday. 

Rapid transit boardings were counted for the four 
downtown stations that have the largest transit volumes 
(Washington, Park, State, and Government Center) and 
two terminal stations (Harvard and Forest Hills ). These 
volumes were compared with those for a typical weekday 
in February as given in Table 2. Boardings at these 
stations wer'e only slightly higher than those of a typical 
weekday. 

There are several possible explanations for this 
phenomenon. One is that the four downtown stations are 
located in an area that normally has a high mode split to 
transit. Another explanation may lie in the work at­
tendance figures presented in the table above. Although 
these figures did not indicate a large drop in work at­
tendance, it may be hypothesized that lower attendance 
rates may have been concentrated downtown, where com­
panies and agencies that employ large numbers of people 
could afford to allow the employees whose access was 
particularly difficult to stay home. Another factor that 
could help account for the relatively low ridership fig­
ures at the downtown stations is a possible decrease in 
the number of discretionary trips, which may have been 
caused by expectations that the transit system would be 
overcrowded. The problem with all but the first of these 

Table 1. Comparison of round-trip rapid transit ridership. 

Date 

Tuesday, February 28' 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

Ridership" 

303 600 
421 150 
391 250 
361 300 
352 300 
380 500 

Difference from 
Typical Weekday 
(%) 

+39 
+29 
+19 
+16 
+25 

"These figures show estimated total round-trip ridership (excluding passholders) on 
the Red, Blue, and Orange Lines and on the Green Line central subway for the 
dates indicated . 

bTypical weekday exam pie. 

Table 2. Comparison of rapid transit boardings. 

Date 

Tuesday, February 28" 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

aTypical weekday example, 
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reasons is that systemwide data indicate an increase in 
ridership; however, these reasons relate to reductions 
in ridership. 

The usefulness of using systemwide data to predict 
ridership in the downtown stations is limited in that many 
persons who used the transit system during the post­
blizzard week were former automobile drivers who (a) 
do not work downtown where transit access is good or 
(b) live at such distances from their work location.s that 
they would have unreasonably long trips if they chose to 
use transit. In the first case, the new riders would not 
make radial trips and, thus, the increase would be re­
flected in the outlying stations rather than in the down­
town stations. In the second case, the proportion that 
board at the outlying stations would be higher than usual, 
thereby increasing revenue and leading to an overesti­
mate of boardings based on revenue data. The absence 
of school children and probable reduction in the number 
of elderly patrons could have the same result. 

The two terminal stations for which data are pre­
sented (Harvard and Forest Hills), on the other hand, 
show significant increases in boardings. These terminal 
stations attract riders from the northwest and southwest 
areas of the Boston region, including passengers who are 
making through trips as well as downtown trips. 

All legal restrictions, including the Boston and Cam­
bridge parking ban, were lifted by Tuesday night. Sta­
tion boardings began to decrease on Tuesday and the re­
turn to near-normal driving conditions on Wednesday 
apparently diverted many of the new transit riders back 
to their automobiles. Nevertheless, the analysis of 
travel behavior on Monday indicates that commuters 
were able to successfully use transit as an alternative 
mode of travel during emergency conditions. 

Commuter Rail 

Systemwide counts for all B&M and special Amtrak com­
muter services that operated during the week of Feb­
ruary 13 are presented in Table 3, along with an average 
count for a more typical operating day. 

The increase in ridership on the commuter rail lines 
was proportionately the largest increase of any part of 
the public transportation system and persisted the most 
strongly through the second week after the storm. This 
may be in part because commuter rail serves outlying 
suburban towns where the road conditions may have dis­
couraged travel by automobile longer than they did else­
where. As with rapid transit, the data indicate a suc­
cessful mode shift to public transportation. 

META Surface Lines 

Ridership information for surface lines of the META, 
including buses, trackless trolleys, and the surface 
stations of the Green Line, is presented for the system 
as a whole, both for a typical day (February 28) and for 
the postblizzard week, in Table 4. 

As with the other transit modes, ridership was much 
higher on Monday and Tuesday than on a typical day and 

Difference from Two Difference from 
Four CBD Typical Weekday Terminal Typical Weekday 
Stations (%) Stations (%) 

66 000 30 150 
80 000 +21.0 45 280 +50.0 
76 000 +15.0 32 943 +9 .0 
70 000 +0.0 35 919 +19 .0 
71 000 +q,5 31 267 +4.0 
76 000 +15.0 35 676 +18.0 
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declined as the week proceeded. It is interesting to note 
that the midweek decline was steeper for surface transit 
than for rapid rail . This is probably due in part to road 
conditions, which gave rail service a greater advantage 
over private vehicles than that of surface transit. 

Private Carriers 

A number of private carriers provide regular commuter 
service by express bus into Boston from outlying sub­
urban communities. During the postblizzard week, many 
of these companies provided additional service in com­
bination with the special services put together by some 
of the communities in the Boston region; others simply 
added to their regular service. Ridership data from 
three of the larger private carriers for the week of Feb­
ruary 13 along with data for a typical day are presented 
in Table 5, As shown, the private carriers carried sub­
stantially more passengers during the postblizzard week. 
As with other transit services, the difference decreased 
as the week proceeded. 

Emergency City and Town Bus Service 

Twenty of the region's 101 cities and towns responded 
to the transportation Pl'Oblems of the snow emergency 
by organizing special bus services (with either school 
buses or contracted private carriers) to transport com­
muters either to major distribution points in downtown 
Boston or to nearby commuter-rail and rapid-transit 
stations. Fares on these services ranged from no 

Table 3. Comparison of daily commuter rail ridership. 

Date 

Tuesday, February 28' 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

•Typ ir.::.I wP.P.krh:iy example. 

Number of 
Passengers 

31 000 
59 925 
45 600 
42 275 
39 570 
37 445 

Difference from 
Typical Weekday (%) 

+93.0 
+47.0 
+36.0 
+27.0 
+21.0 

Table 4. Comparison of daily ridership on MBTA surface lines. 

Date 

Tuesday, February 28' 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

11 Typical weekday example. 

Number of 
Passengers 

268 500 
391 000 
322 500 
318 000 
311 000 
265 000 

DHference from 
Typical Weekday (~) 

+45 
+20 
+19 
+16 
-1 

Table 5. Comparison of daily ridership on private-carrier 
express bus service. 

Date 

Typical weekday 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

Riders' 

7 300 
12 500 
10 200 

9 500 
9 250 
9 300 

Difference fl'om 
Typical Weekday (1) 

+71 
+40 
+30 
+27 
+27 

•These figures include only service provided by three of the largest private carriers 
in the region. 

charge to $ 2 .00, depending on whether or not the mu­
nicipality subsidized the service. The majority of these 
services operated only on Monday and Tuesday of the 
postblizzard week, although six towns continued service 
through Friday, February 17. 

These services ranged in size from a pair of opera­
tions that carried more than 2000 bus passengers on 
Monday to a small suburb's operation of a single bus 
that carried 43 passengers. More than 13 000 passen­
gers commuted to Boston via these emergency services 
on Monday, February 13. Detailed ridership informa­
tion for the remainder of the week was difficult to ob­
tain, but it is known that the six services that continued 
still carried more than 1000 commuters to and from 
Boston on Friday, February 17. The reason for the 
sudden decline in ridership is obvious. As restrictions 
on driving private automobiles were removed, the incen­
tive to use special bus services weakened. Nevertheless, 
the level of patronage of these operations points to the 
existence of a potential market for such services-par­
ticularly for express bus service to downtown Boston. 

Other Public Transportation Services 

Two other public transportation or related services 
showed increases during the postblizzard week. These 
wel·e the commuter boat, which operates from Hingham 
to Boston, and fringe parking lots (afler they were 
plowed). The ris e in patronage of the com.muter boat 
was quite dramatic, from a typical ridership of 60 rid­
ers to 1000 riders on Monday, February 13. Even at 
the end of the week ridership was still 50 percent greater 
than on a typical weekday. Fringe parking lots showed 
only minimal increases. 

Summary of Public Transit Ridership 

As is evident from the preceding sections, a significantly 
larger than usual number of people used public transit 
during the postblizzard week. The total number of per­
sons who used public transportation on Monday, Feb­
ruary 13 was nearly 900 000, an increase of almost 50 
percent above that for a typical day in February, and 
on February 14 ridership \1.'as over 775 000, an increase 
of 28 percent. As stated previously, commuters in the 
Boston region successfully utilized the transit system 
as an alternative form of travel. 

HIGHWAY TRAFFIC VOLUMES 

As a corollary to the data on public transit ridership, 
vehicle counts for selected highway locations are pre­
sented in Table 6. The traffic volumes for Monday, 
February 13, on the highway links shown are from 20 to 
68 percent lower than the typical average daily traffic 
(ADT) volumes for those links and show an average drop 
of more than 50 percent. Traffic had stabilized some­
what by Tuesday but was still lower in most cases. The 
drops were more pronounced, generally, for CBD­
oriented highways, such as the Northeast and Southeast 
Expressways, than for highways that have a more sub­
urban orientation, such as MA-128; this holds true more 
for February 14 than for February 13. On February 14, 
the driving ban was lifted, but the city of Boston's park­
ing ban was still in effect. 

Un.fortunately, the data on which the analysis is based 
are a bit spotty. A number of counting s tations (auto­
matic traffic recorders) were disrupted by the storm or 
the snowplows and had not been repaired by the following 
week. Manual counts were not possible and, thus, valu­
able automobile-occupancy data were not collected. How­
ever, we can assume that automobile occupancies did 
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Table 6 . Comparison of selected 
highway volumes. 

CBD Oriented (Sumner-Callahan 
Tunnell Non-CBD Oriented (MA-12 8) 

Date 

Typical weekday 
Monday, February 13 
Tuesday, February 14 
Wednesday, February 15 
Thursday, February 16 
Friday, February 17 

ADT 

70 000 
27 100 
47 700 
58 400 
66 900 
76 100 

Difference Crom 
Typical Weekday ( ~ ) 

-61 
- 32 
-17 

- 4 
+9 

Difference Crom 
ADT Typical Weekday (%) 

57 900 
46 300 - 20 
53 700 -8 
NA 
57 500 -1 
61 800 +7 

Table 7 . System supply and demand Tuesday, Monday, Tuesday, Wednesday, 
characteristics. Mode 

Bus and trackless t rolley 
Vehicle trips 
Passengers 
Passenge rs per bus 

Rapid transit 
Vehicle trips 
Passengers 
Passengers per vehicle trip 

Com muter railroad 
Vehicle trips 
Train passengers 
Passengers per vehicle trip 

increase on Monday and Tuesday of the postblizzard week 
because of the driving and parking bans. 

CAPACITY OF THE TRANSIT SYSTEM 

The information on transit ridership that has been pre­
sented reveals only one aspect of the change in transit 
usage that took place during the week of February 13. 
The aspect discussed so far is the change in demand. 
The change in supply (the degree to which the capacity 
was changed) must be determined in order to analyze 
how the vastly increased demand was handled. If ca­
pacity was not in fact increased, then changes in riders' 
behavior, such as the staggering of work hours, must 
have facilitated the accommodation of the demand. 

Table 7 presents the number of passengers and ve­
hicle trips and the vehicle loads for February 13, 14, 
and 15 and for a typical day- February 28. February 28 
appears to be a typical day with regard to supply as well 
as ridership, according to data available from the META. 

As can be seen in the table, capacity (measured in 
daily vehicle trips) was in fact reduced during the post­
blizzard week. This was caused primarily by equipment 
shortages caused by storm-related damage. Therefore, 
as the table indicates, vehicle loads were significantly 
greater than on a typical weekday. The obvious con­
clusion is that the postblizzard surge in transit travel 
was not handled by an increase in capacity. 

Ordinarily, peak-hour transit vehicles operate at 
greater than 75 percent capacity on a typical weekday 
and on some lines at greater than 100 percent capacity. 
Therefore, given the postblizzard reduction in capacity, 
the system's ability to absorb the greatly increased de­
mand must be attributed to a combination of the ex­
tremely high number of passengers per vehicle and the 
effectiveness of the staggered work hours program, 
which is discussed in the next section. 

It should be pointed out that most schools in the region 
were closed for the entire week of February 13-17. One 
exception to this was private schools, which had already 
begun to open" In the META region, approximately 
65 000 students rely on the META for transportation to 
and from school. In addition, many colleges and uni­
versities in the core area (which have a total enrollment 
of approximately 150 000) did not hold classes on Feb-

February 28 February 13 February 14 February 15 

7 660 7 924 7 806 8 113 
294 400 202 500 215 100 180 850 

38 26 28 22 

2 987 2 452 2 450 2 955 
303 600 421 150 391 255 361 313 

102 172 160 122 

77 3 564 564 564 
33 105 59 926 47 995 42 281 

43 106 85 75 

ruary 13 and 14, which also must have had an effect on 
the regional transportation system. The effect of these 
school closings was to create some additional capacity 
in the transit system, although much of it was off-peak 
capacity and therefore did not directly affect most com­
muter trips. 

STAGGERED WORK HOURS POLICY 

One of the problems faced in financing and operating 
transportation systems, both highways and mass transit, 
is peaking characteristics. A transportation system is 
usually built and operated to accommodate approximately 
the maximum demand expected on a typical weekday. To 
increase the capacity of the system, physical expansion 
is usually required. Particular attention has been drawn 
in the past few years to the short duration of the peak, 
which is more characteristic of transit systems than 
othe1· modes. Two effects of this short peak are (a) the 
necessity of a much larger vehicle fleet and labor force 
than would be needed if this travel occurred over a 
longer time period and (b) uncomfortably crowded con­
ditions that may discourage some travelers from using 
transit. 

During the week of February 13, in which both legal 
restrictions and physical impedances reduced the num­
ber of work trips made by automobile, we expected that 
the shift to transit would place an enormous strain on 
transit service during the already overburdened peak 
period. Therefore, the governor's office recommended 
that a policy of staggered work hours be in effect during 
the week. Different categories of workers were assigned 
to different arrival and departure times in an effort to 
spread out the peak period and thereby increase the ca­
pacity of the transit system for that week. 

Figure 2 shows the percentage of morning-peak­
period transit alightments that occurred in each 0.5-h 
interval at four of the central stations (Government 
Center, State, Park, and Washington) on February 13, 
14, and 28. Figure 3 shows these distributions for two 
terminal transit stations (Harvard and Forest Hills). We 
would expect that both graphical depiction and statistical 
analysis would show more pronounced peaking on Feb­
ruary 28 than on February 13 and 14, the peaking dis­
tributions of which would be similar. We might expect 
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Figure 2. Rapid transit alightments 30r---- ------- ---- ---- -------. 
at four stations in the Boston CBD 
during the morning peak period. 
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Figure 3. Rapid transit boardings at two terminal stations during the morning peak period. 
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Figure 4. Rapid transit boardings at four stations in the 30,.---------------- ----------. 
Boston CBD during the evening peak period . 
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that the peak would be more spread out on Monday than 
on Tuesday because commuters might have had higher 
expectations of crowding on that day and, therefore, 
shifted their boarding times. On the other hand, even 
more shifting of boarding times might have been expected 
on Tuesday as a response to the experience of over­
crowding on Monday. This is what, in fact, occurred. 
A further explanation of why peak-period travel was 
more spread out on Tuesday is that more travelers may 
have understood how to comply with the staggered work 
hours program. Another possible factor is that persons 
who had attempted to arrive at work at their usual time 
on Monday, by using transit, may have switched to auto­
mobile on Tuesday, when there was, in fact, a shift 
from transit to automobile for peak-period travel. 

Figure 4 depicts the evening peak-period boardings 
at the four central stations. Commuters departed 
earlier than usual on February 13 and 14 to try to avoid 
congestion and to compensate for longer travel times. 
The evening peak period was more spread out on Tues­
day than on Monday, perhaps for the reasons given above 
regarding the morning peak period. 

Two different statistical tests were performed to 
corroborate the conclusions reached through graphical 
depiction. The first was the chi-square test, which 
evaluates whether or not observed frequencies differ 
significantly from normally expected frequencies. The 
second was the Wilcoxon matched-pairs test, which 
ranks differences between two distributions to determine 
if they are statistically different from one another. In 
all cases the chi-square test corroborated our graphical 
depiction: The distributions of boardings on February 
13 and 14 were significantly different from those of the 
typical weekday and were also significantly different 
from each other. This was true for both morning and 

Figure 5. Hourly traffic counts on a Boston expressway. 2500 

2250 
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evening periods and for both the central and the terminal 
stations, The Wilcoxon test was slightly less conclusive 
but generally supported the results of the chi-square 
analysis. 

In order to see if the recommended staggering of 
work hours had any effect on the peaking characteristics 
of the roadways, hourly traffic volumes at a number of 
locations on February 2, 13, and 14 were graphed and 
analyzed. A graph that typifies the pattern found is pre­
sented in Figure 5. A chi-square test shows that these 
distributions of highway volumes are significantly dif­
ferent from one another. 

The major differences between the three days is in 
magnitude (as also sl1own in Table 6), although, as Fig­
ure 5 indicates, some differences in peaking are ap­
parent. On February 13, the morning peak retains a 
large portion of the travel but is less pronounced than 
usual; on February 14, the pattern is similar but the 
peak is slightly more pronounced. On both February 
13 and 14, the morning peak hour occurred somewhat 
earlier than usual as commuters attempted to compen­
sate for longer travel times. 

The analysis of highway travel, as well as that of 
transit travel, shows that a staggering of work hours 
did occur, although significant peaking still existed on 
both February 13 and 14. 

AIR QUALITY IMPACTS 

One of the important objectives of transportation plan­
ning in recent years has been to improve air quality by 
reducing mobile-source emissions. This can be achieved 
by restricting travel by automobile, controlling the 
availability of parking spaces, and staggering work 
hours. Figure 6 depicts the levels of carbon monoxide 
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Figure 6. CO measurements at three 
locations. 
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(CO) in the atmosphere at three locations in the region 
during the week of February 6, when the blizzard oc­
curred and an areawide driving ban was in effect. For 
comparison, data for the following week, during which 
a partial driving ban was in effect, are presented, as 
are data for two more typical weeks. 

A comparison based only on the postblizzard week 
would be misleading because pollution levels were higher 
than normal that week. Many automobiles were used for 
the first time after being unused for up to a week. 
Therefore, many drivers tended to idle longer than 
usual after starting their automobiles, which resulted 
in higher than average emissions. Impedances created 
by the blizzard and the postblizzard cleanup forced some 
automoblles to take more cfrcuitous l'Outes than usual 
and to travel more slowly, which also caused higher 
emissions. In fact, emissions for this week were about 
70 percent higher than those for the two typical weeks 
presented in Figure 6. A comparison between the week 
of the driving ban and tl1ese two weeks shows that during 
the ban, CO levels were 50 percent lower than average. 
This conclusion i.s not su1;prising since appJ•oximately 

* 100PSI= 
9/1,000,000 
Carbon monoxide 

o Information 
not recorded 

90 percent of CO emissions in the region are produced 
by automobiles. 

CONCLUSIONS 

The four major questions posed earlier in the paper can 
be answered as follows: 

1. Commuters forced to travel by means other than 
private automobile were able to successfully utilize the 
region's public transit system; 

2. The transit system was able to handle the vastly 
increased demand, though not without some uncomfort­
able crowding of passengers; 

3, People voluntarily staggered their work hours, 
which helped the transit system to cope with the in­
creased demand; and 

4. The reduction in automobile travel resulted in 
vastly improved air quality. 

In addition, the postblizzard week introduced the tran­
sit system to people who previously may have considered 
the automobile to be the only reasonable mode for their 



work trips. Another important ramification of the post­
blizzard week was the organization of successful emer­
gency transportation services by cities and towns in the 
Boston region. Some of these communities operated a 
subsidized service; others apparently covered their 
costs from fare box revenues. It has long been thought 
that one of the largest untapped markets for transit in 
the Boston region is in express services for commuters 
who reside in suburban communities and work in down­
town Boston. In line with this theory and as a result of 
the satisfaction of many of the commuters with the tem­
porary express bus services of February 13 and 14, 
officials and citizens in a number of these communities 
have begun to examine their feasibility or to plan and 
develop permanent express bus services for commuters. 
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Use of Before-and-After Data To 
Improve Travel Forecasting Methods 
Frederick C. Dunbar, Charles River Associates, Inc., Boston 

Most practitioners think that disaggregate probability choice models are 
a theoretical advance over traditional methods. The accuracy of these 
models remains in doubt, however, given the conflicting, often aggregate, 
findings from time-series research and before-and-after studies, which may 
have more validity than disaggregate demand studies. This paper evaluates 
various travel-demand research methods to uncover a consistent explana­
tion for variations in their findings. The results of before-and-after studies 
can be used to infer first-order approximations to travel-demand relations. 
It is shown how these results, by using demand elasticities, can be inte­
grated into a system for predicting travel behavior responses to system 
changes. We argue that the observed differences between quasi­
experimental and disaggregate model results can be attributed to differ­
ences in the types of data being used. Without a priori information or a 
formal specification of Jong-run household decisions, the cross-sectional 
data used in estimation of disaggregate models will not typically reveal 
short-run traveler preferences. Future research should concentrate on 
isolating short- and Jong-run behavior. This may require merging data 
from cross-sectional surveys and before-and-after quasi experiments. If 
only cross-sectional data are used, attention should be given to the effects 
of long-run residential decisions in interpretation of the data. 

Volumes along a transportation link that connects an 
origin and destination (arbitrarily defined) are the re­
sult of the interaction between two separate relationships . 
The first of these, labeled supply, assumes a fixed ca­
pacity for this transportation service; consequently, as 
the volume on this link increases past a certain point, 
its level of service will decline. Prior to any change 
in the system, it is a knowable relationship within tol­
erable error limits. Short-run demand for travel is 
premised to be a separate relationship that increases 
as the level of service for the link improves. 

The major problem for an analyst in the evaluation 
of a change in the transportation system is that the ef­
fects of level of service on demand are not known within 
acceptable limits of certainty. Prior to a system change, 
the analyst knows equilibrium volumes, level of service, 
and the system performance relationships. A system 
improvement is depicted by a translation of the supply 
curve. If we assume short-run stability and equilibrium 
in the network, a new level of service and volume along 
the link will result. To evaluate whether this improve­
ment should be made, the analyst needs to forecast the 
new volumes and level of service. This requires an ap­
proximation of a segment of the demand curve. 

Consideration of long-run demand increases the com­
plexity of forecasting the effects of system changes. 
Sometimes we can assume that the locational impacts of 
system change are negligible. However, often long-run 
demand cannot be ignored, even if the analyst is only 
interested in predicting short-run effects. 

How can an analyst predict equilibrium volumes and 
level of service? Traditionally, there are two proce -
dures: (a) previous experience with similar system 
changes can be used to infer the potential impacts or 
(b) two or more existing situations where there are vari­
ations in the level of service can be compared to infer 
how these variations affect trip making. We will call the 
former quasi-experimental design and the latter cross­
sectional data analysis. 
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QUASI-EXPERIMENTAL DESIGN 

Much of our knowledge about transit and highway impacts 
comes from quasi-experimental findings. Some recent 
summaries of before-and-after studies have validated 
that (a) short-run transit fare elasticities are substan­
tially less than unity in absolute value, which implies 
that increases in fares will increase revenues and de­
crease deficits (1); (b) land values around new highways 
increase, which implies that transferred user benefits 
exceed immediate disamenities (2); and ( c) rail rapid 
transit will not, by itseli, cause an increase in residen­
tial density (3). A recent handbook for planners (4) also 
gives more tentative, quantitative results on a variety 
of potential transportation control insb:uments, such as 
priority lanes, automobile-restricted zones, transit 
operating and marketing, and shared-ride modes. 

The major problem is that findings from a single 
before-and-after study are not typically generalizable. 
It is useful to distinguish two types of problems: inter -
nal validity and external validity (5). A study of the re­
lation between a transportation system change and trav­
eler response must have internal validity (by definition) 
in order to isolate cause and effect. During the past 
decade, transportation impact studies have increasingly 
shown internal validity. Thus, this is no longer a major 
problem, except in the interpretation of earlier impact 
studies where a large amount of research, especially on 
highway impacts, yielded relatively few valid findings 
{6). 
- External validity remains a major problem, both 

conceptually and practically. A cause-and-effect rela­
tion observed in a study of traveler responses lacks ex­
ternal validity if it cannot be generalized. One reason 
is simply that base conditions will differ; another is that 
the magnitude of system change will differ. Thus, in­
stead of merely transferring the observed volumes, es­
timated elasticities from before-and-after studies are 
more often used to formulate a first-order approxima­
tion to the unknown demand curve. 

Observed elasticities will vary among experiments. 
This finding can be interpreted as indicating that an 
elasticity is a function rather than a number. It can also 
be interpreted that the response to a system change will 
itself vary, depending on a number of other variables 
not explicitly considered in the approximation of the de -
mand function. This means that the functional form of 
the approximation may be inaccurate. Also, the function 
or parameters may be different for various market seg­
ments affected by the same system change-the aggrega­
tion problem. Probably the major sources of variation 
in elasticities (or traveler response) estimated from 
quasi-experimental designs stem from variations in the 
timing of the response and differences in base conditions. 

FORECASTING SYSTEM THAT 
USES ELASTICITIES 

A useful interpretation of the data from a before-and­
after quasi experiment is that the slope of the demand 
curve is revealed. This is summarized by the following 
computation: 

(I) 

where the variables with bars are observed volumes 
and level of service before (0) and after (1) the system 
change. ?J is by definition the arc elasticity of demand 
with respect to the level of service variable I. 

The analyst can then approximate a demand function 
as follows: 

(2) 

In conjunction with the known system performance rela­
tionship, I= S{V), this gives the analyst two equations 
with two unknowns, which can be solved for the for~casts 
of equilibrium volume and level of service, t, and Ii. 

A common simplification is that the system perfor­
mance does not vary in the range of considered volumes. 
This allows computation of V directly as 

(3) 

Another common simplification is to use percentage dif­
ferences from the base volumes and level of service: 

(4) 

This approximation is usually worse than the logarithmic 
approximation and can lead to counterintuitive results, 
especially for large system changes or numbers close 
to zero. 

Example of Use of Quasi-Experimental 
Findings: Short-Run Response 
to Rese1·v.ed Bus Lane 

Consider the case of reserving an existing expressway 
lane for peak-period bus service as a means of reducing 
automobile emissions. In order to evaluate the effective­
ness of this transportation control strategy, we need 
to predict the reduction in private automobile use that 
would result. The method for finding an approximate 
change in automobile volumes on the expressway is de­
scribed below. (Our example was designed for U.S. 
customary units only; therefore the values are not given 
in SI units.) 

Base System Data 

The existing expressway has four lanes that carry 6800 
vehicles/ h during t he peak period. Average speed is 
35 mph and average distance of a commute for the free­
way link is known to be 8. 77 miles. Average time on 
the express•wvay link for a peak journey is then 15 n1in. 

Base System Supply Relationship 

The speed-volume curve of expressways of this type, 
estimated from the Highway Capacity Manual (7), is as 
follows -

speed= 225(volume/lanesi-~ (5) 

where 

speed = average miles per hour along the express­
way, 

volume = vehicles per hour during the peak, and 
lanes = number of lanes serving traffic during the 

peak. 

In order to transform Equation 5 into a relationship be -
tween travel time and volume, we convert speed to miles 
per minutes, invert both sides of the equation, enter the 
number of lanes, and multiply through the average dis­
tance. These operations yield the base system supply 
curve for automobile level of service on the expressway : 

expressway min= (8.77 x 60/225) (volume/4) 11 = 1.65 (volume) 11 (6) 



Supply Changes 

Two supply changes need to be considered: (a) the re­
duction in expressway capacity for private automobiles 
and (b) the increase in level of service for transit. The 
reduction in freeway capacity by one lane changes the 
supply curve (Equation 6) to the following: 

expressway min= (8.77 x 60/225)(volume/3)'" = 1.78 (volume)Y. (7) 

Comparison of Equations 6 and 7 shows that the reduc­
tion in lanes causes an average trip-link time increase 
of approximately 8 percent. 

For transit supply, level of service will improve as 
a result of the exclusive right-of-way. We assume that 
transit commute trip time for the market served by the 
expressway is reduced to 80 percent of the base system 
transit commute trip time. We further assume that 
mode diversion will not change the performance of tran­
sit. Thus, the transit supply change is approximated 
by a single number rather than by a function: 

transit min 1 /transit min0 = 0.8 (8) 

where transit min= average transit line-haul and wait 
time for commute trips in the expressway market, and 
O, 1 =indices where 0 denotes time period before system 
change and 1 denotes time period after system change. 
We further assume that no change in transit coverage 
will be made,so that access time changes can be ignored. 

Data from Quasi-Experimental Studies 

For the demand analysis we need to have some notion 
of the sensitivity of automobile travelers to trip times 
by various modes. Let us assume that highway impact 
studies exist from which we can infer that the short-run 
own-elasticity of peak automobile travel on a similar 
freeway link with respect to time on the link is equal to 
-0.5. In addition, assume that a number of transit 
studies indicate that the short-run cross-elasticity of 
automobile travel with respect to transit line-haul time 
is 0.15. 

Demand Curve Approximation 

The implied demand curve (Equation 3) from these find­
ings is as follows: 

volume 1 = volume0 (expressway min 1/expressway min0 )·0•5 

x (transit mini/transit min0 ) 0 · 15 (9) 

Substituting into Equation 9 the base system and transit 
change data (Equations 7 and 8) yields the following 
analytic approximation: 

volume= 25 470(expressway miny0 · 5 (10) 

Equilibrium Flow and Level of Service 

The equilibrium private automobile travel volumes on 
the expressway shortly after the system change can be 
determined by substituting Equation 7 into Equation 10: 

volume1 = 25470(1.78 volume 1 v.rv, 
= (19 090) 1/t.l 25 = 6385 (I l) 

The equilibrium average trip time can be computed by 
substituting the equilibrium volume into Equation 7: 

expressway min 1 = l.78(volumei)v. = 15.91 (12) 
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Extension to Long-Run Response 

It is conceptually possible to apply long-run elasticities 
from various sources to develop a long-run demand func­
tion approximation. To see how this is done, we take 
the above example of a reserved bus lane and expanded 
transit service to estimate long-run volumes and level 
of service on the remaining highway lanes. 

Base System Data and Supply Relationship 

These are the same as in the short-run case. 

Supply Changes 

The reduction in freeway capacity and increase in tran -
sit line-haul speeds are assumed to be the same as in 
the short-run case. Thus, Equations 7 and 8 are rele­
vant to the forecasting of long-run response. 

We assume that in the long run, the transit operating 
authority increases its route coverage in response to 
the increased demand for transit. This increase in tran­
sit level of service is approximated by the following 
measure: 

transit coverage0 /transit coverage2 = 1.2 (13) 

where the subscript 2 indicates some period defined as 
the long run. 

Data from Quasi-Experimental Studies 

Let us assume that highway impact studies indicate that 
the long-run own-elasticity of peak automobile travel 
on a similar freeway litik with respect to line on the link 
is equal to -0. 75. In addition, findings indicate that the 
long-run cross-elasticity of automobile travel with re­
spect to transit line-haul time is 0.30 and that the long­
run cross-elasticity of automobile travel with respect 
to transit coverage is -0.40. 

Demand Curve Approximation 

The implied long-run demand curve from these findings 
is as follows: 

volume2 = volume0 (expressway min2 /expressway min0 )"
0

·
75 

x (transit min2 /transit min0 ) 0 · 30 

x (transit coverage2 /transit coverage0 )"0 .4 (14) 

Substitution into Equation 14 of the base system data and 
the long-run transit level-of-service changes gives the 
following analytic approximation: 

volume2 = 45 064 (expressway min2 t 0
•
75 (15) 

Equilibrium Flow and Level of Service 

The long-run equilibrium private automobile travel vol­
umes on the expressway can be determined by substituting 
Equation 7 into Equation 15: 

volume2 = 45 064 (1.78 volume2°·25 t 0
·
75 

= (29 243)1/1.lB?S = 5766 (16) 

The long-run equilibrium average trip time can be 
computed by substituting volume2 into Equation 7: 

expressway min2 = l.78(volume2 )v. = 15.51 (17) 
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Information Gained from Elasticities 

A comparison of the estimated volumes and travel times 
with two assumptions bracketiug the range of effects re­
veals the value of information gained from quasi­
experimental data. If no change iu volume is assumed, 
then emissions axe overforecast by 6 percent in the 
short run and 18 percent in the long run. lf, as is more 
likely in practice, we assume tllat volumes will decrease 
proportionate to the reduction in highway ca1Jacity, then 
emissions would be underestimated by 20 percent in the 
short rw1 and by 13 percent in the long run . These re­
su1ts are swnmarized as follows: 

Volume Level of Service 
Data (vehicles/h) (min/trip) 

Using estimated elasticities 
Short run 6385 15.91 
Long run 5766 15.51 

Using assumption 
No change in volume 6800 16.14 
25 percent reduction in volume 5100 15.00 

CROSS-SECTIONAL DATA ANALYSIS 

Cross-sectional data analysis treats each unit of obser­
vation as a separate quasi experiment. Because there 
is a large amount of variation in the data from traditional 
interview travel surveys of large homes there is U1e 
potential for observing a wide range of transportation 
system conditions ancl associated household behaviors. 

The key assumption in demand modeling of cross­
sectional data is that correlations between level of ser­
vice and observed behavior are short-run cause-and­
effect relations. This assumption can be stated in terms 
of elasticities. Let tlS suppose that one group of house­
holds must pay $1.00 for transit round trips and they 
are observed to make 1 transit trip/ clay· another group of 
households pays $0.50 for equivalent se1·vice and they 
make an average of 1.5 trips/day. A simple fare elas­
ticity would then be computed as 

n = (1n 1 - ln 1.5)/( ln 1 - ln 0.50) = -0.58. 

If this simple model were applied to analyzing the effects 
of reducing the fare to $0 .50 for group one, we could 
conclude that this group would ·nc1·ease its transit 
travel from 1 to 1.5 trips/day. 

Obviously, actual travel-demand models are much 
more complex than the elasticity computation p1·esented 
above. Many other factors besides fare are usually in­
cluded in the models to explain U1e observed xesponse, 
includi11g the level of service of all modes available and 
demographic descriptors of the household. However, 
U1e basic interpretation of the data remains the same: 
After controlling for the factors for which data are 
available, the model isolates the short-run effect of 
level-of-service variations on travel behavior. 

A key question, which has not been adequately ad­
dressed, is How valid is this assumption? We argue 
below that the assumption leads to potentially luge er -
i·ors in model applicatiou, especially in b.·ip-distribution 
models and possibly in mocle-s1llit models. 

CROSS-SECTIONAL BIAS 

Cross-sectional data reveal residential and job location 
preferences. Households will have considered acces­
sibility to various activities in making these decisions. 
Thus, their travel behavior will be larg·ely predetermined 
by the factors that went into the location decis· ons. 

Households tend to cluster in homogeneous groups. 

Housing location for a Iamily is determined in large 
part by the family's choice of an area ·where other people 
like themselves a1·e located. They will prefer neighbors 
who are similar in status, life cycle, and preferences 
towa1id neighborhood amenities, such as public trans­
portation. 

As a consequence, households that a priori have a 
prefel'ence for transit will locate in areas that have good 
access to transit, and a second gi·oup of households that 
have few proclivities toward tran$it will locate where 
transit access is poor. The cross-sectional data will 
closely correlate transit use and transit access. A 
mode-split model estimated on these data will find that 
if transit access is improved for the second group to 
the level of service of the first group, then the second 
group will travel by transit as much as the first 
group. This finding, however, would be wrong because 
the second group bas revealed poor intentions of using 
h'ansit as a result of its housing location decision . 
What the mode-split model has picked up is that transit 
access can be used to discriminate groups in their loca­
tion preferences by using transit access; it has not iso­
lated a short-run cause-and-effect relationship between 
transit access and transit use. 

Another example, which is conceptually more diffi­
cult to analyze, is trip distribution. Let us consider 
two sets of destination alternatives : the downtown and 
the suburbs. Some activities that serve as nonwork trip 
ends are available in both the downtown and the suburbs. 
Alternatively, some activities in downtowns are not 
available in the suburbs because they require a large 
market area. Preferences between ubiquitous versus 
unique downtown activities will vary among households. 
Those households that prefer activities unique to the 
downtown will, as a consequence, have a higher demand 
for residential locations that are more accessible to the 
downtown. Households that have low preferences for 
downtown activities will care less about their accessi­
bility to the downtown and will have other criteria that 
matter more in their choice of residence. 

A tri1)-distribution 1 or destination-choice, model will 
correlate distance to the downtown with travel to the 
downtown. This can be specified by relating the fre­
quency of home-based trips to the downtown versus those 
to suburban destinations as a function of the relative 
times and costs of travel from home to the alternative 
destinations. It would then be inferred from the model 
that, if accessibility to the downtown were improved, 
there would be a higher frequency of trips to the down­
town. This conclusion would be specious: The correla­
tions in the data have revealed preferences for downtown 
versus sublu·ban activities as i11dicated by location de­
cisions . As in the case of mode split accessibility is 
being used to discriminate among gi·oups of households 
rather than to determine short-run choice decisions. 

Example of Competing Hypotheses About 
Trip Distribution 

A stylized example will demonstrate the problem of 
cross-sectional bias. For this exercise, we assume 
that there is a well-developed urban core with suburban 
rings. Trip time to the downtown is proportional to dis­
tance from the downtown. Ubiquitous population-serving 
activities follow i·esiclential settlements such that they 
are equally accessible to every location in terms o! 
travel time. 

Household location preferences can be described, in 
reduced form, as a function of distance from the down­
town. We consider three prototypical households: outer 
sublll'ban, inner suburban, and inner city and their round­
trip levels of service to the central business district 



(CBD). We assume that each household earns $20 000/ 
year and has identical value of travel time at $4.00/h. 
All workers commute to the CBD. The data on these 
households are presented in Table 1. Clearly, there are 
unexplained preferences for location from the data. 
Some differences among the households in life cycle, 
status, and life-style may explain the various locational 
preferences. 

A simple model of residential location based on dis­
tance from the downtown can be formulated as follows 

(18) 

where 

W(D) = utility over an arbitrary period, say one week, 
of the location including disutility of travel 
expressed in monetary terms; 

U(D) =utility of the location over one week, including 
neighborhood and residual income after housing 
expense expressed in monetary terms; 

y = value of travel time; 
t 0 , t, = travel time to the downtown (c) and suburbs 

(s); and 
f0 , f, = frequency of travel over one week to the city 

center (c) and suburbs (s). 

We assume for suburban locations that t, is constant. 
We also assume a true short-run destination probability 
choice relation of the following form: 

(19) 

where P 0 , P, =probability of a home-based nonwork trip 
going to the downtown (c) or to the suburbs (s), and lll, 

f3 =unobserved constants. 
This can be interpreted as a disaggregate logit model 

or as the friction factor component (F 1 i) of a gravity 
model. Several definitions complete the model: 

(20a) 

(20b) 

where fn 0 , f. = frequency of travel over a week to the CBD 
for nonwork (nc) and work (w) purposes. 

Table 1. Data on three prototypical households. 

Automobile 
CBD 

Household Distance Time Cost 
Location (km) (min) ($) 

Outer suburb 32 60 6.00 
Inner suburb 16 40 3.00 
City 8 20 2.00 

Note: 1 km-= 0~62 mile. 

Figure 1. Equilibrium residential location. 

Transit 

Time Cost 
(min) ($) 

120 2.00 
80 1. 00 
40 0.50 

CHANGE IN 
MONETIZED 

VALUE OF 
UTILITY WITH 

RESPECT TO 
DISTANCE 

FROM THE CBD 

Suburb 

Time Cost 
(min) ($) 

10 0. 75 
10 0. 75 
60 6.00 

5 
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If the family is in long-run equilibrium, it will have 
maximum utility with respect to distance 

W'(D) = 0 (21) 

which implies the following two equivalent relationships: 

(22) 

(23) 

where m = (at/oD)- 1 = speed for travel to the downtown 
at the point of residence. 

Figure 1 shows the interpretation to be given to the 
equilibrium location decision. Households equate the 
marginal utility of the residential distance from the city 
to the marginal utility of traveling a shorter distance to 
the CBD. We assumed that households 1 and 3 have the 
same disutility of travel (A') to the CBD and that house­
hold 2 has a higher disutility because of more frequent 
work trips to the CBD. The major variations in location 
with respect to the CBD are the result of differing loca­
tional preferences, however. This is indicated in Fig­
ure 1 by variations in the marginal utility of location 
curves (U'). 

Let us return to the problem of estimating a short­
run destination choice model. This would involve es­
timating the following log odds function from Equation 
19: 

(24) 

The data that are available are the relative times for 
trips to the CBD and suburbs and the frequencies for 
each. Variations in the observed frequencies among 
households will be correlated with variations in relative 
times. 

However, the most important determinant of observed 
variations in relative time (t, - t 0 ) will be due to varia­
tions in U'(D), which are unobservable from the cross­
sectional data. This can be seen by referring to Equa­
tion 23. The relative time to the CBD versus the sub­
urbs is a function of the marginal utility of the housing 
location and the fixed schedules of trips for work and 
nonwork purposes. The short-run probabilities cannot 
be isolated from the data unless preference for resi-

Weekly Work Trips Nonwork Trips Number Number 
Number of of o[ 

Automobile Transit CBD Suburb Automobiles Workers Children 

5 2 14 I 
10 2 9 2 

0 14 2 

10 20 DISTANCE TO CBD 
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dential location is also explained. 
Let us suppose that short-run experiments have shown 

that the aggregate elasticity of travel from the suburbs 
to the CBD with respect to improvements in travel time 
is 0.2. This allows us to infer the true short-run desti­
nation choice model (Equation 24) for households 2 and 3: 

ln[(l -Pc)/Pcl = 1.68-0.005 (t,-tc) (25) 

However, a model estimated by regressions of the ob­
served times and frequencies would have the following 
parameters: 

ln[Cl-Pc)/P, 1 =O.I0-0.04(t, -t, ) (26) 

That is, in this synthesized example, the estimated elas­
ticity would be in error by a factor of 8. 

Existing Evidence on Demand Models 

There is some evidence in the literature to support the 
contention that demand models estimated from cross­
sectional data do not adequately isolate short-run be­
havior. Though these results may not be overly com­
pelling when viewed individually, there appears to be a 
consistent pattern. 

Comparisons of Level-of-Service 
Elasticities 

Chan and Ou (1) compared level-of-service elasticities 
estimated from demand models with those observed from 
before-and-after data. It appears that demand-model 
elasticities (typically from mode-split models) are about 
twice observed elasticities. This finding must be quali­
fied because different cities were being compared. Some 
attempts were made to control for factors (urban form, 
city size, level of service of competing modes) that af­
fect elasticities, but the estimates are still not strictly 
comparable. Nonetheless, the results are provocative 
and supportive of the hypothesis that demand models are 
picking up long-run effects. 

Specification of Time in Demand Models 

One problem with estimating the effects of the marginal 
value of time from cross-sectional data is that people 
who give time a low value will take longer journeys and, 
therefore, create a negative statistical correlation be­
tween marginal value of time and length of the trip. 
However, this correlation does not tell us that any given 
individual has decreasing marginal value of time when 
choosing among alternative destinations. In fact, de­
creasing marginal value of time is inconsistent with the 
notion that people have fixed time constraints for travel 
and other activities. 

Recently, two separate disaggregate destination­
frequency choice models have been estimated that use 
the logarithm of travel time as an argument in the prob­
ability of choice function (8, 9). Thus, the observed 
marginal value of time is inversely proportional to the 
amount of travel time between an origin and destination; 
that is, marginal value of time is observed to decline 
with respect to distance of a trip. 

It can be presumed that these models are not mea­
suring short-run travel response. Rather, they are 
distinguishing groups of people who have different pref­
erences for time spent in travel. As such, the models 
are internally inconsistent-their structure assumes 
everyone has the same value of time as a function of 
trip distance but the correlations in the data reflect dif­
ferences among individuals in value of time. 

Commute Fields and Time Budgets 

Aggregate data analysis by Zahavi (10) indicates that the 
average time spent in travel by households has shown 
historical stability. This is consistent with expanding 
commute fields for urban areas as a result of improved 
accessibility, a trend well documented by Berry and 
Gillard (11). This is also consistent with the results of 
the Bay Area Rapid Transit (BART) impact study, which 
showed increased residential dispersion as a result of 
BART (12). 

An interpretation of these findings is that transporta­
tion improvements open up opportunities for residential 
location. In time, transportation improvements will ex­
tend the definition of the urban area. A mobile society, 
one where the average duration at a residence is only 
five years, will take advantage of these opportunities by 
dispersing in terms of distance but, perhaps, showing 
temporal stability in time spent on commute trips. 

This argues that travel schedules and preferred time 
spent on trips are relatively inflexible across time for 
an observed aggregate, though they may vary widely 
within the aggregate . Consequently, observed correla­
tions from a disaggregate one -shot survey would not be 
transferable for forecasting purposes unless location 
decisions are also considered explicitly. 

Temporal Stability of Gravity Model 

A review of experience with travel-demand procedures 
indicates that the gravity model has demonstrated tem­
poral stability in regional planning. 

Experience with the gravity model in Boston and San 
Francisco has indicated that k-factors are remarkably 
stable over time and contribute substantially to the over­
all accuracy of the model. The San Francisco experi­
ence is especially noteworthy because the friction factor 
was a disaggregate destination choice model that showed 
considerable temporal instability (Equation 13). K­
factors were added to improve forecasting accuracy. 
In Boston, k-factors estimated in 1963 are still being 
used. 

This experience implies that communities are rela­
tively stable in terms of the preferences for residential 
location. Households that have like preferences for ac­
tivities will be similar along other dimensions and will 
cluster into homogeneous travel-analysis zones. As the 
transportation level of service changes, their travel be­
havior will be relatively unaffected; if the demographics 
of a community change, then travel behavior would be 
affected more. However, the demographic composition 
should be relatively stable even if the population in the 
zone increases. Immigrants would tend to be similar 
to existing residents. 

RECOMMENDATIONS FOR DEMAND­
FORECASTING PROCEDURES 

Based on the above observations, we propose several 
recommendations for future development of demand­
forecasting methods . The key notion is to integrate 
quasi-experimental designs and cross-sectional demand 
model estimation so as to draw on the strengths of each 
approach. 

Disaggregate Data Analysis in 
Quasi Experiments 

A major review of before-and-after research in trans­
portation advocated the use of disaggregate models in 
future impact evaluations and transit demonstration pro­
gram evaluation (~. This recommendation is now being 



implemented in the Urban Mass Transportation Adminis­
tration (UMT A)-funded service and method demonstra­
tion evaluations now being monitored by the Transporta­
tion Systems Center. This should result in estimated 
short-run demand relationships that show more external 
validity than previous attempts. It will also yield ex­
perience in estimating models and relationships. 

Uses of A Priori Information in 
Disaggregate-Demand Models 

At least two travel-demand research projects have ana­
lyzed the problem of using a priori information in de­
mand model estimation. The first of these (14) put in­
equality constraints on estimated coefficientsfo ensure 
that time and cost variables would have elasticities with 
the right sign. The other effort (15) considers a 
Bayesian framework for disaggregate model estimation 
with nonrandom samples. Neither of these consider ex­
plicitly the problem of using a priori information on ob­
served short-run elasticities to condition or restrain 
the parameter estimates of a model estimated on a sepa­
rate cross-sectional sample of observations. 

We make the following conjecture: the likelihood func­
tions used in estimating disaggregate demand model 
parameters can be modified in a straightforward way with 
a priori aggregate information from before-and-after 
experiments. If this conjecture is true, and if software 
modifications for existing model estimation programs 
can be made easily, then the isolation of short-run and 
long-run responses to transportation changes may be 
achieved with cross-sectional data. 

Full Specification of Household Behavior 

An important conclusion of the above analysis is that 
cross-sectional data alone could not isolate short-run 
travel behavior without consideration of location pref­
erences. This argues for the use of a model specifica­
tion that incorporates residential location behavior in 
order to determine short-run travel demand. This argu­
ment has already been advanced by Brand (16) in the 
context of improving existing urban transportation 
travel-forecasting procedures. Some recent research 
along these lines is now being performed by Gillen and 
Westin (17). 

CONCLUSION 

The purpose of this paper has been to show a direction 
for travel forecasting methodological research that has 
the potential to have a high payoff in improving travel 
prediction accuracy. We are mindful that there are 
probably as many research recommendations about 
travel demand as there are researchers of travel de­
mand. However, scarce research and development re­
sources should be allocated to topics that will provide 
more accurate estimates of policy impacts. We have 
argued that the gain in accuracy obtained by using before -
and-after information in travel-demand modeling could 
be quite large. It remains to be argued whether other 
directions for research into travel demand would have 
an equivalent payoff in forecasting accuracy and improved 
policy evaluation. 
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Comparison of Observed and Coded 
Network Travel Time and 
Cost Measurements 
Antti Talvitie and Youssef Dehghani, State University of New York, 

Buffalo 

The paper compares two types of measurements of trip times: those pro­
vided by the standard network algorithms are compared with trip-time 
components o~sorved along the traveler's path from home to work and 
back. The two types of measurements are found to be different. The 
root mean square errors of the network measurements with respect to 
observed values are very large (75-135 percent of the mean value) for the 
non-line-haul travel time components. The means and the variances of 
the network measured variables, as a rule, are much smaller than the 
variances or means of the manually coded observed-travel times. Coeffi­
c'ients estimated by using the two types of data are not numerically 
similar. Statistical tests show that at least the alternative-specific con­
stants' and the level-of-service variables' coefficients are different in 
the models developed by using the two types of data. Finally, the effect 
of substantial errors in level-of-service measurements on travel forecasts 
is discussed. It is also shown that good (short-run) travel forecasts can 
be obtained from the network-based models provided that consistent 
network coding conventions are followed and incremental forecasts are 
avoided. 

For several reasons the development and use of dis­
aggregate travel-demand models, and this does not 
mean logit and probit models only, has increased sub­
stantially in recent years. Disaggregate travel­
demand models are based on information of individual 
traveler's choice rather than on percentage choices of 
groups of travelers. The transportation level-of­
service attributes (e.g., travel time and cost compo­
nents) that enter these travel-demand models have 
normally been obtained in one of two ways. Either the 
times and costs have been those that the respondent 
reported in. the interview (often c~lled perceived travel 
times and costs) or the travel times and costs have 
been obtained from the coded transportation network 
by using network models such as the urban transporta­
tion planning system (UTPS). These are often termed 
the network or aggregate travel times and costs be­
cause they are in the zone-to-zone values. In a few 
studies the travel times and costs have been those 
experienced by the travelers as measured by observa­
tion along the paths and the times of day used by the 
travelers. 

In this paper the observed travel time and cost mea­
surements are compared with those obtained from the 
coded networks. Statistical tests are then conducted to 
examine whether the coefficients of a mode choice esti­
mated by using the types of data are equal. 

Two sets of data were used to conduct the analyses. 
A subset of home-interview data collected before the 
opening of the Bay Area Rapid Transit System (BART) 
in 1972, which contained 142 observations, were 
originally used to conduct the analyses. The results 
of this work were reported earlier (1). Since some of 
the results of this earlier wo1·k were statistically in­
conclusive, a new set of data, collected in 1975, aCte1· 
the opening of BART, were prepa.red. Thes e data con­
tain approximately 700 observations. 

The experienced values of travel times and costs 
would appear to be preferable to the network-based 
values. This is because the person included in the 
sample may not have the same travel characteristics 

as the average person does and because individual travel 
behavior is presumably a derivative of one's own rather 
than the zone's transportation circumstances. However, 
to obtain observed travel- time and cost components is a 
time-consuming and expensive process; few J'esearchers 
have the resources available and the patience to do that. 
It is far easier to use existing networks to calculate the 
travel-time components and hope that the errors, if any, 
are minor. 

Given that all the cuJ:rent models used in production 
planning are based on network information, it is impor­
tant that the networks yield information on service levels 
and result in models that are equivalent to the service 
levels and models obtained by using the observed values 
of service variables. This assumption of equivalency, 
now made, needs verification. 

COMPARISON OF THE EXPERIENCED 
AND NETWORK TRAVEL-TIME 
MEASUREMENTS 

The way in which the two types of values were ob­
tained needs to be defined. In the pre-BART data 
the observed transit travel times were obtained by 
asking the transit agency's information service to 
route travelers as if an inquiry call for a transit 
route was made by the traveler. The observed auto­
mobile travel times were based on travel- time runs 
(moving-vehicle method) made at various times of day 
and by routing travelers at the minimum time path at 
their time of travel. In the post- BART data the ob­
served transit fravel times were measured along the 
route travelers l'eportedly chose or would choose for 
their transit trip. The observed automobile travel 
times were obtained as in the pre- BART data. 

The network values were obtained through standard 
network models and associate either peak or off-peak 
values \vith the travelers, depending on when the trip 
took place. 

The pre- BART data we1·e prepared independently of 
the present research. The post- BART data were p1·e­
pared later under the supervision of Talvitie. Round­
trip travel time and cost values are used in both sets 
of data. 

The comparison of the observed (0) and network (N) 
travel times may be started by listing the means and 
variances of the travel-time components of interest. 
These appear in Table 1 for the post- BART data. 
Examination of the values in Table 1 reveals interesting 
differences. The variances and the means in the ob­
served data cells appear to be consistently highe1· than 
those in the network data. The greatest concern, on the 
basis of the values in Table 1, appeal's to be with the 
out-oI- ve hlcle time components . The average coded 
walk time to BART is 28.7 min; however, the observed 
value is more than fourfold, 123.0 min. (Note that this 
average pertains to all travelers, not just those who chose 
to use BART with walk access.) 

In order to gain more knowledge of the similarities 
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Table 1. Means and SD of travel time and cost components by mode and type of measurement-post-BART data. 

BART with 
Bus with BART with BART with Drive-Park 

Time or Cost Automobile Walk Access Walk Access Bus Access Access 
Component 
(min) Type Mean SD Mean SD Mean 

On-vehicle time N 45,2• 24.6. 68.5" 34. 7• 44.2 
0 50.5" 20.1· 77.3' 35.0· 37.3 

Walk time N NA NA 18.4 5.1 28.7 
0 8.6 25.2 23.0 24.8 123.0 

Headway N NA NA 29 .0 18.5 16.5 
0 NA NA 29 .0 18.1 20.7 

Transfer time N NA NA 19.1 13.4 12.8 
0 NA NA 35,4 23.4 26.8 

Number of transfers N NA NA 2.7 1.1 2.9 
0 NA NA 2.6 0.9 2.3 

Cost per wage N 37.3 33.5 14.8 14.4 16.7 
0 31.9 29.4 14.8 14.4 17.4 

•Pre-BART data value. 

Table 2. Correlation coefficients, intercepts, and slopes for regressions 
between the observed and network measurements-post-BART data. 

Travel Time 
Component Correlation 
and Mode Coefficient Intercept a SE Slope b SE 

On-vehicle time 1 

BART and walk 0.74 3.1 o. 77 0.77 0.04 
On-vehicle time, 

BART and bus 0.77 5.8 3.0 0.92 0.06 
On-vehicle time 1 

BART and park 0 .61 22.4 2.0 0.62 0.04 
Walk time, bus 0.22 3.5 1.1 1.06 0.26 
Walk time, BART 

and walk 0.31 10.0 20.3 3.94 0.68 
Walk time, BART 

and bus 0.24 6.0 4.6 0.54 0.17 
Walk time, BART 

and park 0.26 5.3 4.4 1.48 0 .30 
Headway, bus 0.39 18.0 1.6 0.38 0 .05 
Headway, BART 

and walk 0.40 12.3 1.1 0.45 0.06 
Headway, BART 

and bus 0.27 23. 7 2.4 0.32 0.09 
Headway, BART 

and park 0.40 12.3 1.1 0.45 0.06 
Transfer time, 

bus 0.28 25.9 2.8 0.49 0.12 
Transfer time, 

BART and walk 0.28 18.8 3.3 0.63 0.22 
Transfer time, 

BART and bus 0.36 27.4 2.6 0.43 0,09 
Transfer time, 

BART and park 0.28 18.8 3.3 0.63 0.22 

between the experienced and network travel-time 
values, regressions were run to obtain correlation coef­
ficients, intercepts, and slopes. Ideally, we would like 
to obtain a.correlation coefficient of one, an intercept 
of zero, and a slope of unity. The more we deviate 
from these values the less equal are the two sets of data. 
The correlation coefficients, intercepts, and slopes are 
given in Table 2 for post-BART data. 

Examination of the numbers in Table 2 shows that, 
except for some isolated time components, the desired 
values for correlation, intercepts, and slope are not 
achieved. Statistically speaking, the hypotheses that the 
slopes should equal unity and the intercepts are zero must 
be soundly rejected for all variables, except in two or 
three isolated cases. In fact, the numbers of Table 2 do 
not appear to represent regressions between two types 
of measurements of the same variable. 

The information produced so far about the similarities 
and dissimilarities of observed and network measure­
ments of travel times can be conveniently summarized 
by using two measures: the root mean square error 
(RMSE) and Theil's U-coefficient. The former is often 
used as an all-around measure of goodness of fit; the 
latter measure is zero for perfect measurements (or 
forecasts) and has an upper bound of one. Furthermore, 

SD Mean SD Mean SD 

21.4 45.0 20.1 41.3 24.9 
22.5 48.1 24.1 48.1 25.4 

8.6 25.3 6.3 13.5 5.7 
109.0 19.6 18.3 25.3 31.9 

8.0 20.4 15.5 18.5 8.0 
9.1 30.4 18.8 20. 7 9.1 
6.9 23 .1 16.7 12.8 6.9 

15. 7 37 .2 20.1 26.6 15. 7 
1.4 4.6 1.3 2.9 1.4 
0. 7 2.6 0.9 2.9 0.7 

10.3 21. 7 14.3 17.3 10.5 
10.3 20.8 11.4 24.3 13.9 

Theil's U-coefficient can be decomposed to three com­
ponents (denoted UM, U5

, and Uc), which indicate the pro­
portional loss in accuracy due to differences in means, 
standard deviations, and covariances, respectively. 
These useful summary measures are given in Table 3 
for the post- BART data. 

The results in Table 3 are interesting. Except for 
the line-haul travel times, BART and walk or park head­
ways, and the cost variables, the RMSEs are roughly 
equal in magnitude to the means of the observed times 
and costs, which indicates large errors in measure­
ment. The same result is conveyed by the Theil's U­
coefficient; the U-coefficient obtains very large values 
for out-of-vehicle time components. If we impose an 
arbitrary but reasonable U-coefficient value of 0.20-
0.25 for acceptably accurate measurements, then even 
some on-vehicle and travel-cost measurements fail 
to meet the standard. The components of the U­
coefficient indicate that, with some exceptions, the 
largest share of the error comes from the covariances 
between the network and observed values. 

As a final item before actually estimating choice 
models by using the two types of measurement,it is 
instructive to examine typical frequency plots of some 
of the travel variables. The analysis performed by 
McFadden and Reid (2) tells that zonal averages will 
yield consistent estimates for coefficients, given that 
the distributions of variables are not skewed. Thus, 
the distribution of the variables for the entire sample 
(one can envision it to be one large zone) ought not to 
be skewed either if good coefficients are to result from 
using zonal averages. In examining the frequency plots 
it is good to keep in mind that most of the difference 
between the two types of measurements is due to co­
variances. Thus, the frequency plots for the two mea­
surements can look similar without the measurements 
being similar because measurements in any given 
interval may not pertain to the same individuals. 

It is natural to start with the plots of on- vehicle 
times. An automobile on-vehicle time plot is shown in 
Figure 1. An examination of the plot in Figure 1 suggests 
that there is a great deal of similarity between the two 
types of measurement; the only noticeable difference is 
the fat tail of the observed automobile on-vehicle time 
distribution. One might suspect that the lack of fat tail 
in the network times distribution is due to i.mp1·oper ac­
counting of congestion e.ffects. A x2 test against tile null 
hypothesis (that the distributions of the two measure­
ments are the same) was, however, rejected at the 0.95 
level of confidence. 

The walk time (bus with walk access) frequency dis­
tribution in Figure 2 indicates that the network-coded 
walk time has a highly peaked distribution; however, the 
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Table 3. RMSE and Theil U-coefficients of travel time 
Theil U 

components-post-BART data. Mean 
Variable (Observed) RMSE u u" u' u' 

On-vehicle time 
BART and walk 37.2 17.4 0.26 0.16 0.00 0.84 
BART and park 48.1 23.2 0.32 0.09 0.00 0.9 1 
Automobile (pre-BART) 50.5 13.1 0.17 0.16 0.10 0. 74 

Figure 1. Frequency plot-automobile in-vehicle 
time. 
FRO 

TIME 

Figure 2. Frequency FRO 
plot-walk time. 

13 MIN 21MIN 

Bus (pre-BART) 
Walk time 

Bus 
BART and walk 
BART and bus 
BART and park 

Headway 
Bus 
BART and walk 
BART and bus 
BART and park 

Transfer time 
Bus 
BART and walk 
BART and bus 
BART and park 

Cost per wage 
Automobile 
BART and walk 
BART and bus 
BART anrl park 

TIME 

distribution of the observed walk times both peaks 
earlier and is much fatter. The appearance of the two 
distributions is as expected. Traffic zones are connected 
to network with relatively few common values and the 
observed values show a scatter, which relates to the 
location of individuals with respect to the bus- line 
configuration. 

The frequency plot for bus headways (round trip, 
directional headway summed) appears in Figui·e 3. 
Note that the network headways are shorter in duration; 
their distribution also has a noticeably thinner tail 
than that of the observed headways. The apparent 
reason for this is that zones have been connected to 
trunk-line streets on which many bus lines operate 
and have low headway for consecutive buses. In 
actuality the travelers' origins and destinations are 
dispersed within the zones, and by taking note of 
schedules the travelers can gain the advantage of 
nearer bus lines in spite of their lower service fre­
quency. 

The frequency plot for transfer time in Figure 4 
shows similar characteristics on the distribution of 
headways. Again, it appears Chat the majority of net­
work paths use trunk- line streets that have frequent 

77.2 18.8 0.16 0.22 0.00 0.78 

23.0 24.5 0.63 0.03 0.64 0.33 
123.0 143.1 0.85 0.43 0.50 0.07 
19.6 19.1 0.50 0.09 0.27 0.64 
25.3 33.1 0. 77 0.13 0.63 0.25 

29 .0 20.3 0.42 o.oo 0.00 1.00 
20.'I 9.7 0.32 0.05 0.01 0.94 
30.4 23.2 0.53 0.18 0.02 0.80 
20.7 9. 7 0.32 0.05 0.01 0.94 

35.4 28.6 0. 59 0.33 0.12 0.55 
26.8 20 .8 0. 60 0.45 0.18 0.37 
37.2 25.4 0.50 0.31 0.24 0.45 
26.8 20. 8 0.60 0.45 0.16 0.37 

31.9 19.2 0.30 0.08 0.05 0.87 
17.4 4.6 0.16 0.03 0.00 0.97 
20.8 8.0 0.23 0.01 0.13 0.86 
24.3 11.3 0.33 0.38 0.09 0.53 

bus service and, where transfers are necessary, the 
transfer times are quite short. The observed transfer 
times show, in contrast, that travelers use routes 
that are convenient for them on some other grounds 
besides the headways of transfer buses. The distribu­
tions of transfer times also show that paths built by 
network algorithms do not cojncide with paths actually 
taken by h'a velers-a fact well known to most trans­
portation planners. 

The two types of measurements (observation and 
network) of trave l-tune vai·iables are certainly dif­
ferent. On the basis of the correlation analysis and 
the frequency plots we would not expect to obtain 
similar models with the two types of data. This is 
because there were large differences in the measure­
ment and because the frequency distributions were not 
normal but were highly skewed. This latter result also 
enables the conclusion that the coefficients obtained 
,x,dth the aggregate net\vork du.ta are biased. 

COMPARISON OF MODE CHOICE 
MODELS DEVELOPED WITH 
SERVICE MEASUREMENTS 

The model specifications used in the tests repoi-ted 
in this section is a minor variant of the model specifi­
cation developed by the urban b:avel demand forecasting 
project (UTDFP) at the University of Califomla, 
Be1·keley (3 ). The large1· post- BART sample of 700 
observations will be used. The earlier paper (1), which 
used only the small pre- BART data set, resulted in 
inconclusive answers. Even so, the main hypotheses 
seemed to be supported by the previous analyses. 

First, the coefficients of both system and socio­
economic variables were found to be numerically dif­
ferent, though the statistical evidence to support the 
existence of such differences was inconclusive. The 
reason for these differences was ascribed to the 
correlations between the socioeconomic and service 
attributes, which correlations were taken to be mani­
festations of people's travel and other choices. It was 
then concluded that the observed service- level calcula­
tions preserve these correlations and are likely to yield 
unbiased coefficients and demand elasticities (given a 
go~d model specification) while the network calculations 
do not appear to preserve these correlations and, by 
simple logic, must yield coefficients that are statistical 
artifacts. An example clarifies this. Assume that two 
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Figure 4. Frequency FRQ 
plot-transfer time. 

Table 4. Chi-square statistics for various tests of coefficient equality 
in models developed by using observed and coded network-based 
service attribute data. 

x'- statistic Critical x•" 
Accept or 

Hypotheolo Reject 

1. Equality of alternative 
specific constants 35.4 12.8 Reject 

2. Equality of coeffi(>lents of 
service variables 53.0 12.6 Reject 

3. Equality of coefficients of 
Reject' socioeconomic variables 33.0 14.1 

4. Equality of coefficients of 
service variables given 
unequal alter natl ve 
specific constants 29.0 12.6 Reject 

5. Equality of coefficients 
ol aocioeconomic vari-
ables given unequal 

Accept' alternatl ve 5.2 14.1 

•At 0,05 level. 
b For these tests the assumption of statis;tically independent samples may not have been strictly met. 

travelers who have different socioeconomic attributes 
reside in the same zone and go to work in the same des­
tination zone. The network algorithms assign these two. 
people identical values for the service attributes . The 
choice model in turn attributes the choice to the different 
socioeconomic attributes (because the service attributes 
are equal) even though the service levels may contribute 
to the choice. 

Second, the models that were developed by using travel 
times and costs from networks were observed to have 
coefficients whose relative values were approximately 
equal to those used in building the network paths . For 
example, if walk and wait times were weighed two in 
building the paths, then this same ratio (two to one) was 
observed in the choice model. Variable specification also 
seemed to have an effect; the arguments to support it are 
lengthy and not repeated here. The obvious hypothesis 
then was that the conventions used to build the paths and 
create the variables procreate the choice models based 
on coded network service data. We conjectured that if 
(a) networks in two or more cities are coded by using 
similar conventions, (b) paths are built by using similar 
weights, and (c) variables are created by using same type 
of rules (e.g., wait time is one-half of the headway up to 
10 min of headway and one-fourth thereafter) then, with 
normal low percentage of transit users, the resulting 
choice models for those cities should indeed be identical. 
The models so obtained are not, of course, really be­
havioral or transferable travel-demand models, but 
only reflections of the coding procedures. 

Third, the socioeconomic and system attributes were 

49 

found to increase the predictive power of the models only 
slightly. 

The more ample post- BART data support these hy­
potheses, which were arrived at by use of the small pre­
BART data set. The appropriate statistical test for 
many of the hypotheses pr esented in this paper is a 
nested (Chow-like) likelihood r atio test. McFadden (4) 
has shown that if we have two independent samples (A­
and B), a test for the equality of the coefficients is pos­
sible. Let LA and La be the maximum log likelihood 
levels attained for the samples A and B and LAa be the 
maximum log likelihood for the combined sample, then 
X2 = -2(LAa - LA - La) is distributed X2 with K degrees 
of freedom, where K is the number of parameters. 
The same test can be used to test the equality of a 
subset of coefficients (e.g., coefficients of the service 
attributes). 

The results of the various tests are shown in Table 4, 
and the models are estimated by using the observed and 
network variables that appear in Table 5. In Table 4 the 
tests on subsets of coefficients all lead to rejection of 
equality of coefficients (tests 1- 3 ). Tests 4 and 5 follow 
orthodox statistical testing of hypothesis. That is, given 
the inequality of alternative-specific dummies (test 1 ), 
a test is made about whether the system variables have 
equal coefficients (test 4) with negative results. Finally, 
given the inequality of alternative-specific dummies and 
system variable coefficients, a test is made for the 
equality of socioeconomic variables' coefficients (test 5) 
with affirmative results. Thus, the tests unequivocally 
show that the models developed by using the observed 
and coded network service data are different. This is 
not a surprising finding, given the large discrepancies 
in the two types of measurements found in the first 
section. 

Turning then to the model coefficients, we were un­
able to reproduce the coefficients of the UTDFP model, 
which was developed by using the network measurements. 
The greatest discrepancy is in the automobile and driver 
and drivers variables. In the UTDFP model these coef­
ficients were between 3.0 and 5.0 and 1.0 and 2.0, re­
spectively; coefficients of this magnitude were also esti­
mated by Atherton and Ben-Akiva (5). On the other 
hand, models developed observed service-level attributes 
that seem consistently to produce coefficients similar 
to those in our study, which are substantially smaller 
(6, 7). This discrepancy was not investigated in depth 
at thls time. It is suspected that one of the chief rea­
sons for discrepancies is the possibility of having 
choice-based samples. Network coding and manual coding 
exclude different travelers from the sample. Another 
reason may be the use of different rules to exclude al­
ternatives. A third reason may be the use of different 
model specification. How these three causes affect 
model coefficients will be investigated later . 

Note that, by using the observed data, the out-of­
vehicle time components do not seem to be valued more 
dearly than the in-vehicle time components. In con­
trast, when the network data are used the ratio of walk 
time to in-vehicle time is 1.9. This is approximately 
the same as used in building the paths in the network, 
where this ratio was 2.0. These same ratios are not 
observed for the wait times. However, there were sub­
stantial perturbations to these data after the paths were 
run, which makes the analysis of the effect of coding 
and pathbuilding conventions to model impossible with 
the present data (8, 9, 10). 

Third and finaITy,-the models have a low explanatory 
power over and above the explanatory power contained 
in the alternative-specific dummies. The overall propor­
tion of successful predictions increased little more than 
10 percent, or from 54 to 67 with observed service 
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Observed Service Network Service Table 5. Model specification, 
coefficients, and t-values. Alternative Entered, 

Variable Zero Otherwise .. Coefficients t-value Coefficients t-value 

Income 1 -0.0000674 2.5 -0.0000246 1.0 
Drivers in household 1, 3,6 0. 788 4.5 0.929 5.1 
Drivers in household 7 0. 717 3.6 0.854 4.8 
Head ol household 1 0.192 0. 9 0.658 3,5 
Employment density 1 -0.00144 3.1 -0.00166 3.8 
Automobiles per driver 1,3,6 I. 781 3.9 1.976 4.3 
Automobiles per driver 7 1.021 2.0 1.340 3.1 
Cost per wage (min) 1-7 -0.0469 6.4 -0.0304 5.2 
Jn-vehicle time (min) 1-7 -0.012 2 1.7 -0.0329 4.4 
Walk time (min) 1-7 -0.0170 4.3 -0.0634 3.6 
Headway (min) 3-6 0.00735 0. 7 -0.0186 2.3 
Transfer time (min) 3-6 -0.0173 1.3 -0.00039 0.03 
Number of transfers 3-6 - 0.393 2.1 0.0288 0.3 

Alt 1 dummy 1 -1.116 1.6 -2.910 3.4 
Alt 3 dummy 3 -5.206 7.7 -5.502 8.5 
Alt 4 dummy 4 -0.579 I. 7 -1.154 3.1 
Alt 5 dummy 5 0.0842 0.3 -1.285 4.1 
Alt 6 dummy 6 -2.744 4.9 -3 .769 6,5 
Alt 7 dummy 7 -2.993 4.6 -3.690 6.1 

Number of observations 676 700 
Log likelihood at zero -904.95 -1134.2 
Log likelihood at maximum -614.50 - 711. 58 
Proportion successfully predicted 0.67 0.61 

•Alternatives: 1 =drive alone, 2 =bus with walk access, 3 =bus with automobile access, 4 =BART with walk access, 5 =BART with bus access, 6"" BART with 
automobile a.::1.:e::;i;, 1:111d 7 = shared ride. 

variables and from 54 to 61 network measurements when 
both the socioeconomic and the service variables were 
added to the model. This has to be considered a low 
payoff-too much of the behavior is explained by the 
unobserved vru:iables. 

CONCLUSIONS 

The conclusions of this paper are obvious. On the 
level-of-service side, substantial e1-ro1·s are possible 
and can result both in inaccurate forecasts and biased 
model coefficients. On the demand side, incremental 
forecasts should be avoided by using models based on 
network information because of biased coefficients. 
However, it is not concluded that ball-park travel 
prognoses cannot be made by using current network­
based model systems. 

The forecasting accuracy of the models is nearly 
identical, regardle ss of the type of data used. The 
saying "data do not matter" bas, apparently with justifi­
cation, circulated among travel-demand modelers. 
The network-based models seem to have simple aggre­
gation properties. Koppelman 's (11) careful in-depth 
study on aggregation shows that predictions with zonal 
averages seem to perform remarkably well. There 
are two 1·easons that cause this to be the case. First, 
netwo1·ks ignore the with.in-zone variances, the som·ce 
of aggregation bias. Table 1 shows that between-zone 
variance (network data} accounts for 10-60 percent of 
tbe t otal variance (observed data) for the excess time 
components and about 70-90 percent of the on-vehicle 
time variances. Thus, by using the networks there is 
not much left to aggregate as far as the service vari­
ables are concerned. Second, assume that the network 
travel times and costs are errors-in-variables-type 
vru:iables or 

Z=X+v 

where 

Z =the network values, 
X = the true values, and 
v =a (random) error. 

(I) 

Let us then assume that X and v are independently and 
normally distributed with means m. and zero and vari­
ances of a~ and a; . These are reasonable assump-

tions. Any time a trip is taken but the trip time is not 
known exactly, it is a random variable; and this ran­
dom vaniable is independent of the traveler's location 
within the traffic zone . The hypothesis in disaggregate 
travel-demand models is that the choices of travelers 
depend on the true values or, in a regression sense, 

Y =CT+ f3X + e (2) 

The use of linear regression is justified because of the 
clarity of the result and because of the fact that the logit 
curve is nearly linear for small coefficient values, or 
over the relevant rnnge (due to both the small variances 
in the networks and variable defintions, e .g., automo­
bile and drivers viu:ies between 0 and 1; however, vari­
able numbe1· of drivers may introduce a serious non­
linearity ). 

In predicting, we do not know the true value X but 
the network value Z, and thus, \Ve need to obtain 
E (XI Z), but this is equal to 

E(X IZ) = (a~mx + ai Z)/(a'J +ail 

and 

(3) 

(4) 

where a and (3 are the consistent errors-in-variables 
estimators for a and (3. On the other hand, the least­
squares predictor is 

Y = Y + b(Z- Z) 

where b is just an ordinary least-sqU<<tres (OLS) esti­
mator of Y on Z. It can be shown that 

b = {3 / (1 + aJ/ai) 

or 

Y = "l + b(Z- Z) 

(5) 

(6) 

(7) 

Y =CT+ {3m, + /3(Z- Z)/(l + aJ/ai) (8) 

Because E (v) = 0, Z is an unbiased estimate form,, 
and 

Y =CT+ /3[(aJm, + aiZ)/(a; + ai)J (9) 



But this is exactly what was obtained by using the con­
sistent errors-in-variables coefficients ai and f3, Equa­
tion 4. 

Even though the OLS coefficients b in Equation 7 are 
not unbiased they yield unbiased forecasts. Thus, for 
prediction purposes the network-based models, whether 
aggregated or disaggregated, can be used with success, 
provided that conventions for network coding and path 
building are not changed and out-of-range predictions 
not made. Note that incremental forecasts cannot be 
made because the demand elasticities are not unbiased. 

A good example of how poorly done network coding 
results in wrong travel forecasts is provided by the BART 
patronage predictions. In the UTDFP sample the follow­
ing shares were observed for BART patronage, and pre­
dicted by using the network information; in the third line 
revised predicted shares are shown by using the average 
observed service levels where they differ from the network 
values by more than 5 min. 

Shared 
Share Drive Ride Bus BART 

Observed 0.595 0.22 0.12 0.065 
Predicted (network service variables) 0.53 0.21 0.135 0.125 
Revised (observed service variables) 0.60 0.24 0.11 0.05 

The error in prediction is almost totally due to network 
coding; the remainder can be attributed to unforeseen 
land-use changes and other highly unpredictable items, 
such as reliability; aggregation error may also be 
present. 

Discussions of the difficulties in validating demand 
models, of which the Metropolitan Transportation Com­
mission (MTC) model system discussion serves as a 
good example, are exclusively directed to the problems 
associated with the demand models to the total neglect 
of the service side. Webber (12) discusses at length 
the mistakes made by plannerSfor not knowing that 
supposedly out-of-vehicle time is valued in people's 
minds two to three times more than the in- vehicle time 
and attributes, among other things, the 100-percent mis­
take in BART patronage forecasts to this lack of knowl­
edge about travel behavior. 

Given that (a) the bulk of the explanatory power is 
in the constant terms of the demand model, (b) pre­
sumably the unobserved attributes that underlie these 
constants change only slowly, and (c) travelers do not 
seem to be very sensitive to h ·avel times and costs (irnd, 
hence, mino1· errors in se1·vice variables, say 5 min, 
do not substantially affect the predictions), it should be 
hard to make a bad prediction in the short run-pro­
vided, of course, that the service levels are not pre­
dicted wrongly. 

Although networks can be used to give adequate ball­
park travel forecasts in many planning situations, their 
usefulness is limited. We mentioned that incremental 
forecasts could not be made by using network-based 
models because of their biased coefficients. Careful 
coding of networks is also costly and time consuming 
and depends on good human judgment. This heavy reli­
ance on human judgment in network coding can be a two­
edged sword. On one hand it can be used to guard 
against foolish mistakes, often attendant with the blind 
use of models, but on the other hand human judgment 
lends itself too easily to errors of commission. 
Planners who want demand figures to justify, for 
example, a rail transit link should code short-access 
links and weigh them heavily in building network paths 
and also in travel-demand models. In case of BART, the 
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access walk times were underestimated more than four­
fold (123 min versus 28 min). Such errors are going 
to show up in predictions even if the behavioral weights 
are not guessed correctly. Furthermore, there is 
evidence that no mistake was made by using equal 
weights for the travel-time components. 

It seems to us that academicians and planners alike 
have been too attracted to debating and estimating 
statistically the mysteries of human behavior (with little 
success one might add) to pay attention to the obvious, 
which is directly observable and requires really no 
insight to human behavior-the level of service pro­
vided by the transportation system. A good effort to 
improve our capabilities in the entire supply side of 
transportation is desirable. 
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Methodology for Assessing 
Transportation Policy Impacts 
Peter M. Jones, Transport studies Unit, Oxford University 

Travel-demand models may make a variety of assumptions about the 
way in which people respond to transportation policies. It is important 
to choose an appropriately specified model for a particular impact study. 
Full impacts cannot always be anticipated, however, or they may be too 
complex to be handled by a mathematical model. This paper describes a 
survey technique, the household activity-travel simulator (HATS), that is 
able to examine both the direct and secondary effects of policies on dif­
ferent types of household. The methodology uses display equipment in 
a household in-depth interview in a way that makes explicit the role of 
travel in daily life and the constraints and options that influence behavior; 
household members use the equipment to simulate their responses to policy 
proposals. HATS thus provides a guide to model selection and develop­
ment and, where no appropriate model exists, may itself be used as a crude 
predi ctor . Several studies have now been completed and it seems possible 
to relate response patterns to three factors : (a) severity of the policy change, 
(b) whether the change is forced or permissive, and (c) the types of house­
holds affected . Case study findings are presented. The technique provides 
a useful indication of public opinion and appears more intelligible to both 
the public and politicians than does a more conventional methodology . 
The insights obtained from HATS studies also appear to be of wider value 
to policymakers, since they can help to identify problems clearly, gen-
erate a range of policy solutions, and encourage a comprehensive evalua-
tion of the options. HATS also has a more academic role as a research and 
educational tool. 

Transportation planners have a range of disaggregate 
and aggregate models to use in the assessment of the 
impacts of various transportation policies. Experience 
suggests, however, that correct prediction of people's 
responses to a policy is not always possible, even in 
very general terms. The third (lunchtime) rush hour 
on the newly opened downtown sections of the Washing­
ton, D.C., Metro subway apparently came as a complete 
surprise to officials (!). Many B1·itish planners were 
equally unprepared for the secondary effects of traffic 
restraint in city centers (~. 

The unanticipated effects of transportation policies 
are cited as evidence of the failure of transportation 
modeling techniques. However, this is often incorrect­
the disparity between prediction and outcome may be a 
symptom of the misapplication of the model, beyond the 
range of the validity of its assumptions, rather than a 
basic fault in the model itself. All models make sim­
plifying assumptions about human behavior-by the way 
they characterize the decision process (i.e., model 
structure), by the selection of a small set of indepen­
dent variables to explain behavior, and by the limitations 
on the range of possible behavioral adjustments (via 
the model outputs). The important point is to ensure 
that the representation of behavior embodied in the 
model is appropriate to the application. This requires 
that the modeler understand the response pattern that a 
policy is likely to evoke. 

A recent paper @ has proposed a tentative fourfold 
classification of response patterns based on the degree 
of interaction (or strength of linkage) between individual 
travel decisions. These model domains assume 

1. Independence between successive travel decisions 
made by one individual and between decisions made by 
different people (except at an aggregate level where 
congestion levels, for example, may be affected); 

2. Spatiotemporal linkages where the individual is 
also an independent decision maker, but his or her travel 

decisions are interdependent in space and time (e.g., 
shopping travel linked to the work trip); 

3. Interpersonal linkages where a travel decision 
is taken jointly by member s of a group (e.g., the house­
hold), or where decisions taken by one person will 
directly affect the behavior of others; and 

4. Tull interdependence where strong interpersonal 
and spatiotemporal linkages operate. 

A second level of complexity is introduced by the nature 
of the policy and the degree of compulsion involved. We 
may distinguish between policies that lead to forced and 
permissive responses (~)· The former might involve 
the withdrawal of a bus service or change in school 
hours and the latter might involve the introduction of an 
additional facility (e.g., new shopping center or road 
improvement). Impacts of permissive policies are 
more difficult to anticipate because of uncertainty about 
who will hear of or take advantage of the change. 

In the physical and applied sciences, empirical rela­
tionships are recognized to apply within defined limits 
(e.g., certain ranges of temperature or pressure), but 
a similar notion is not prevalent in the social sciences. 
Most operational travel-demand models make domain 1 
assumptions about behavior, but the outcomes observed 
in Washington and the United Kingdom represent re­
sponses to policy that lie outside of this domain. Trans­
portation researchers are not yet able to define domains 
precisely nor to provide models that operate satisfac­
torily in the more complex domains (although disaggre­
gate modelers are beginning to consider a wider range 
of linkages). 

This paper describes a survey technique that may be 
used to explore likely responses to a policy and, by 
identifying the relevant response domains, to provide 
a means for selection of an appropriate travel-demand 
model. In cases where the policy appears to have 
major direct and secondary effects that cannot be 
handled by available models, the technique itself may 
be used as a crude predictor by using a larger sample 
of respondents. Insights gained from applying the 
technique can aid policy generation and evaluation and 
provide a basis for the development of formal models 
that are designed to operate in the more complex 
domains. 

STUDY METHODOLOGY 

The full range of potential responses to policy mea­
sures (both direct and secondary impacts) can be ac­
commodated by working at the domain 4 level. In this 
way we can establish whether certain linkages remain 
undisturbed by a proposed change and hence the extent 
to which impact assessment can confidently proceed, 
by using techniques that assume simplified response 
patterns. 

Domain 4 level linkages can be studied by viewing 
travel behavior as part of a daily pattern of human 
activities-the things people do in time and space (!). 
Instead of being represented as discrete, independent 
entities, trips are viewed as part of a continuous pat­
tern of events in time and space. Trip making is but 



one of many daily activities, but it has the special 
characteristic that it represents the means by which 
people move through space in order to use facilities 
for activity participation at different locations. Figure 
1 contrasts the traditional conception of travel embodied 
in domain 1 models with that implied by the human­
activity framework. A review of the literature and 
discussion of some of the implications of the approach 
for travel-demand modeling may be found in another 
article@. 

By using this theoretical approach, the Transport 
Studies Unit has developed a survey technique, the 
household activity-travel simulator (HATS), to examine 
the daily structure of household activity and travel pat­
terns and to explore the ways in which people respond 
to policy changes. 

The HATS Interview 

HATS is composed of a set of display equipment that is 
used by household members in a carefully designed 
group in-depth interview. The survey procedure used 
in HATS policy studies is shown in Figure 2. Prior to 
the main interview, sampled households are asked to 
provide basic sociodemographic information and to keep 
a record of behavior, which indicates the timing and 
location of each activity, for a specified number of days. 

At the beginning of the main interview each partic­
ipant constructs a physical representation of a selected 
diary day on a display board, by using colored blocks 
and markers to represent an activity pattern. A com­
pleted HATS display board is shown in Figure 3. The 
lower part is used to represent the temporal pattern 
of the person's day. Appropriately placed colored 
blocks indicate how time is spent on different activities 
throughout the day and whether this is at home, away 
from home, or in traveling. The upper part of the board 
uses a map or some other spatial representation to 
indicate where the activities took place and to record 
the travel modes and routes that link them. In most 
studies between 10 and 12 activity groups are dis­
tinguished by color. A comparison of Figures 1 and 3 
demonstrates how the theoretical framework is clearly 
translated into the HATS board representation. 
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Once this exercise has been completed the interviewer 
asks respondents to describe and account for existing 
behavior patterns, and in this way the group identifies 
existing interpersonal linkages, spatiotemporal con­
straints, and activity opportunities. 

The interviewer next introduces the proposed policy 
change (e.g., revised work hours or changes in transit 
service) and asks the group to consider how it might 
affect their existing behavior. Where respondents con­
sider making adjustments or rearrangements to their 
day, they test them on their boards to see if they are 
feasible (see Figure 4). The HATS representation 
imposes a number of logical checks on the spatio­
temporal feasibility of suggested responses and helps 
to make explicit the interpersonal linkages that may be 
affected (e.g., chauffeuring arrangements or meal­
times). 

As an example of the way these checks operate, con­
sider the reaction of households to an improved transit 
service. Many people appear to be in favor of the sys­
tem at the time of survey but fail to use it once imple­
mented. The technique largely removes this effect by 
imposing a series of built-in checks on responses 
(through the boards and group discussion): 

1. Is the system accessible to the respondent and 
does it serve destinations that he or she would wish to 
visit? Are activities there that the respondent would 
wish to pursue? 

2. Does the service run at times when the respon­
dent would be able, or would wish, to use it for both 
outward and return journeys? 

3. Is the respondent prepared, or able, to commit 
a sufficient block of time to allow for the return journey 
and the time spent at the destination? 

4. If use of the service involves extra travel, or a 
change in activity or destination, what will the respondent 
give up in its place (since more time on one activity can 
only be at the expense of another)? and 

5. Are linkages with other people affected? How do 
they react? What indirect problems might it cause? 

By using an in-depth interview format, it is also pos­
sible to probe other factors that are not directly shown 

Figure 1. Alternative representations of 
travel in different domains. 
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Figure 2. HA TS survey procedure. 
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Figure 3. A completed HATS display board. 
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on the boards, such as comfort, safety, and cost and 
to get the reactions of other household members as to 
the realism of the responses of each member. 

Once household members have agreed on likely re­
visions to their activity-travel patterns they are asked 
to give their opinions as to whether they regard the 
impacts as beneficial or adverse and in what way. This 
concludes the main interview, which normally takes from 
1 to 1. 5 h. The interviewer subsequently notes any re­
visions that were made to the boards on a second set of 
diary sheets. A more detailed description of the HATS 
interview procedure may be found elsewhere (~. 

Data Analysis 

The interviews produce a tape recording of discussion 
and comment and diary records of current behavior and 
HATS-simulated modifications. 

Tape analysis usually begins with the preparation 
of formal transcripts from a sample of interviews. 
These are subject to a detailed content analysis to 
select themes around which reports of each interview 
can be prepared. This is preferable to the specification 
of a report structure a priori, since part of the value 
of a HATS study is to reveal the unexpected. Each re­
port contains a mixture of notes and quotations, which 
may be supplemented by tables and diagrams. Where 
possible the report is prepared directly following the 
interview, so that any unexpected points that do emerge 
can be probed more fully in subsequent interviews. 

The diary records perform three functions during 
analysis: 

1. Quantitative descriptions of the behavior patterns 
that are discussed in the tape reports, 

2. Data base for examining hypotheses and rela­
tionships that result from the tape analysis (this may 
be supplemented with data from a local transportation 
study), and 

3. A measure of the quantitative impact of a policy 
change, in conjunction with simulated after records of 
behavior. 

A detailed description of the analysis of HATS diaries 
is given in Clarke ('.!). 

The relative importance of the diary and tape data 
depends on the nature of the policy change that is being 
considered. For forced changes, the paired diary 
records are usually the main source of data, and the 
tapes provide additional insight in the form of qualifica­
tion, understanding, and evaluation. For permissive 
policy changes, however, many households do not modify 
their boards during the interview and the primary 
emphasis rests on the tape output and on obtaining an 
indication of the relevance of the proposed changes to 
existing household activity patterns. Here the diary 
data are used to examine insights (formulated as hy­
potheses) that emerge from the tape analysis. 

APPLICATIONS 

HATS was conceived early in 1975 as an adaptable 
means for examining existing household behavior and 
exploring response to change. rt has undergone two 
field trials, which involved before-and-after studies 
into the effects of school-hour changes @ and the im­
pacts of reductions in frequ.ency of rul'al buses (~. The 
latter was based on an independent assessment of the 
technique by consultants, who reported favorably on its 
use and potential. Although sample sizes in both studies 
were small, HATS appears to give realistic indications 
of probable policy impacts and works particularly well 
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in larger households, which are composed of parents 
and children. Such groups have complex interpersonal 
linkages that currently are not clearly understood and 
their members are directly or indirectly affected by a 
wide range of policy proposals. 

HATS is developing into a useful and sophisticated 
social survey technique and is being used or considered 
by several British local authorities as a means of as­
sessing transportation policy impacts. Two studies 
currently under way are using HATS to investigate the 
likely effects of improved transit services (both bus 
and rail) and projects now being discussed include 
policies to change work or school hours, the impact 
of a new mass transit system, and the optimum sched­
uling of low-frequency bus services. The technique 
not only provides general insights into policy impacts; 
it also makes clear the particular advantages and dis­
advantages of proposals (such as improved transit) for 
potential users. This information can be used in the 
design of publicity material. 

In one application, a county council is using the 
technique to validate or adjust the behavioral assump­
tions of its conventional four-stage travel-demand 
model. The model is being used to examine the effects 
of a policy to upgrade a local commuter rail service 
(more stations, greate1· frequency, and feeder buses). 
They are concerned that their model is unable to allow 
for certain perceived attributes of the service (e.g., 
comfort or reliability) or to incorporate possible 
secondary effects, such as the reallocation of the 
household automobile. 

Where possible,local staff are trained to conduct a 
p1·oportion of the HATS interviews themselves, so that 
local authorities can have the full benefit of the knowl­
edge gained-not all of which is in a form that could be 
incorporated into a study report. Interview and analysis 
manuals are prepared for each application, but the un­
structured nature of most studies requires a series of 
skilled training sessions. An educational version of 
HATS enables interviewers to take on the role of house­
hold members responding to a particular policy change. 
This is proving to be a useful training aid. 

Understanding Response Patterns 

The studies completed to date have provided valuable 
insights into the ways in which people respond to policy 
changes (both hypothetical and real) and the nature and 
extent of any linkage effects. Response to a policy 
seems to relate to three factors: 

1. The severity of the policy change, 
2. Whether change is forced or per.missive, and 
3. The types of household affected. 

The more severe a policy change, the more likely it 
is to have a significant impact on households. This is 
intuitively obvious, but the HATS technique provides a 
means of quantifying reaction to specific policies and 
makes clear the mechanisms that are involved. Other 
things being equal, the more a policy affects the loca­
tion or timing (or cost) of activity or travel facilities, 
the less likely it is that the overall activity pattern will 
remain unchanged and the more likely that nonusers will 
be indirectly affected. In some respects an activity 
pattern is analogous to a kaleidoscope. A small policy 
change usually has only a minor impact (taking up some 
slack in a person's day or reducing the pressure they 
find themselves under), but as the change increases in 
magnitude a point may be reached where a fundamentally 
different pattern is formed. 

The distinction between forced and permissive change 
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lies not so much in the nature of the response pattern 
but in the certainty of the reaction. The group affected 
by a forced change can usually be readily identified; it 
can be assumed that they have perfect knowledge of the 
change and that they will adjust to the new situation in 
some way. By their nature, permissive changes tend 
to increase choice and invite, rather than demand, a 
response. As a result, identification of the groups who 
might benefit is more difficult, and it is hard to be sure 
of the extent to which individuals will become aware of 
the change. When the magnitude of a policy change is 
small, forced changes are usually more effective at 
modifying behavior than are permissive ones. Increased 
parking difficulty is more likely to change the mode or 
destination of trips than will a transit improvement. 
When the improvement is perceived to be substantial, 
however, a permissive change may lead to as radical 
a response as a forced one. The opening of a new shop­
ping center, for example, may affect the destination, 
mode, timing, frequency, and travel group for household 
shopping trips ai1d so significantly changG daily activtty 
patterns. 

Household and personal characteristics are a third 
important factor that affects reaction to a policy. They 
determine whether a policy is relevant to a person, how 
much scope for marginal adjustment they have, and 
whether other people are likely to become involved. Re­
tired people, for example, have less tightly constrained 
activity patterns and so are usually able to absorb 
changes by taking up slack and, because they are home­
centered, spatiotemporal linkage effects are usually few. 
Conversely, children are closely tied to their parents 
and the clock, and the whole family is usually involved 
in any policy that affects them. As the children grow 
up they become more independent until, once they have 
their own automobile, they have few daily links with 
other household members and respond to many policies 
as though they were embryonic one-person households. 
Thus, it may be necessary in some cases to disaggregate 
policy effects by household type and use differently 
structured models that reflect the different response 
patterns of each group. 

Case Studies 

An example of the effect of a forced change is provided 
by a study of school-hour changes, which was performed 
in West Oxfordshire. In this instance the policy varied 
in its consequences for different families because it 
involved both a 0. 5-h change in school hours and a revised 
pattern of statutory school transport. As a result, 
children left or arrived home as much as an hour 
earlier. This provided the opportunity to examine the 
importance of the magnitude of a change in timing. 

The study found that a small adjustment in timing in 
the morning could disrupt established household routines 
and cause some resentment. There appeared to be 
more slack in the afternoon, but when children arrived 
home at least 0.5 h earlier, fundamental changes in 
activity patterns occurred. The extra time between 
arrival home and the evening meal enabled the genera­
tion of late afternoon trips (for shopping or personal 
business activities) or their transfer from nonschool 
days. Alternatively, children now had enough time to 
complete homework before the evening meal and to 
leave the evening free for a range of outside activities 
(hence leading to increased trip rates). In families 
where children traveled to school by automobile (in­
stead of by school bus) interpersonal linkages were 
more likely to be affected by the timing changes. Fur­
ther findings and a full account of the study are avail­
able elsewhere (§_, ~· 

Transit improvements are a good example of a 
permissive change and two studies are currently ex­
amining the effect of such changes on household activity 
patterns. The first is being conducted in Basildon new 
town, Essex. As part of a general improvement in bus 
services in the town, the service headway from one new 
residential development to the town center was decreased 
from 2 h to 0.5 h. This was chosen for a before, HATS, 
and after study. A half-hourly rail service to the town 
center was available from a station 1-1.5 km away in a 
valley and was both faster and cheaper than bus service. 
The authority was interested in how the improved ser­
vice would be received, whether it would attract former 
rail users (because of its greater door-to-door con­
venience), how useful it would be for intermediate 
journeys not se1'Ved by rail, and whether a substantial 
number of new trips would be generated. 

HATS interviews suggested that local residents would 
welcome the service but that few trips would be gen­
erated. A few would switch from rail to bus, but the 
main effect would be a shift from walking to bus for 
trips in the 1-2 km range. Activity patterns would not be 
significantly affected by the service improvement and 
there would be no major linkage effects; a standard 
mode-choice model, which included walking trips, would 
capture the main impact. Preliminary analysis of the 
after survey data supports this conclusion. 

The second study was conducted in the suburbs of a 
larger urban area (.!Q), where many local facilities 
were not within walking distance and il1te1·suburban bus 
services were poor. Husbands in one-automobile 
households commonly used the automobile for the 
journey to work, which caused considerable accessibility 
and scheduling problems for wives, especially if they 
had young children. Given an improved transit service 
to work, husbands seemed willing to rnlinquish their use 
of the automobile so that the spouse could use it for 
shopping, child-chauffeuring activities, or commuting 
to a part-time job. In some situations, therefore, an 
improvement in transit service may invoke both inter­
personal and spatiotemporal linkage effects and thus 
enable the adoption of a more complex or less tense 
daily household routine. 

MODELING IMPLICATIONS 

Most operational travel-demand models implicitly 
operate within domain 1 (see Figure 1); that is, they 
treat trips as separate entities and predict a person's 
demand for travel without reference to their other trips 
or to other decision makers. In some instances this 
may be a reasonable simplification, as when the policy 
change is small Ol' the affected individuals have very 
simple travel patterns, but on other occasions this is 
an oversimplification. 

The HATS studies demonstrate how, under certain 
conditions, linkages between events and people are 
brought into play and significantly modtfy the simple 
response pattern that would result from domain 1 as­
sumptions. Take, for example, an individual's choice 
of travel mode. Standard domain 1 models account for 
mode choice as the outcome of trade-offs between the 
attributes of competing modes for the trip in question. 
From findings to date, a rational choice may take 
account of a wider set of interrelationships: 

1. Characteristics of the trips to and from the 
destination (such as mode choice for the journey to 
work, depending in part on the alternatives available 
for the journey home), 

2. Characteristics of more complex trip sequences 
on one excursion away from the home base (thus an auto-



mobile may be chosen for the journey to work because 
of the need to use it for business or to run errands dur­
ing the lunch hour), and 

3. Interdependencies between household members 
(a husband may forego use of the family automobile for 
his journey to work so that the wife can use it to 
chauffeur the children during the day). 

If a model is used that assumes the independence of 
trips when in fact significant linkages operate, the re­
sulting misspecification may lead to incomplete and 
biased forecasts of policy impacts. 

It seems intuitively likely that, the more linkages 
a model incorporates, the more complex will be its 
structure and the more expensive it will be to operate. 
Traditional domain 1 models will thus continue to have 
an important role to play in cases where their as­
sumptions are appropriate. In other instances, how­
ever, there is an urgent need for operational models 
at the higher-order (domain 2-4) levels@. There are 
as yet no models that fully incorporate domain 4 link­
ages. However, when policies are considered that 
invoke such linkages, HATS may be used as a crude 
predictive device, by using a larger sample of house­
holds. 

A limited validation of the predictions from a HATS 
study was carried out as part of an assessment of the 
technique for the United Kingdom Transport and Road 
Research Laboratory (~. The study examined the 
e'ffects on 22 l'ural households that use buses of a 
severe i·eduction in off-peak service frequency (from 8 
buses/ day to 2 buses/ week). Table l (Q) summarizes 
frips made before the change, those predicted in the 
HATS study, and trips reported in an after study. When 
allowance is made for seasonal variations, the results 
are encouraging; a much larger validation exercise is 
planned for 1979-1980. 

Used predictively, HATS seems to offer one advan­
tage over a conventional model: It makes clear the de­
gree of uncertainty in forecasting. In some applications 
(particularly those that relate to permissive changes) 
it is not always possible to arrive at a single most likely 
household response pattern but rather a range of re­
sponses (e.g., which reflect different levels of antici­
pated service reliability). A conventional modeler 
might interpret this as a failing of the technique, be­
cause it gives uncertain answers, but it probably 
reflects a real variability in response. 

ASSESSMENT 

The HATS technique seems to be particularly relevant 
to the assessment of the effects of transportation policy. 
It is able to examine both the likely direct and secondary 

Table 1. Change in travel behavior caused by a village bus 
service reduction. 

Total Trips per Day ' 

Behavior HATS Behavior 
Travel Mode Before Response After 

Village bus 29 g 8 
Walk and other bus 5 9 g 

Bicycle and other bus 0 2 1 
Automobile passenger 

and bus 0 1 0 
Automobile passenger 14 10 12 
Automobile driver 4 4 12• 
Bicycle 0 2 2 
Walk 34 31 37• 

11 Based on 22 interviews. 
b Increases due to unusual trips on sampled a her days plus seasonal effects. 

repercussions of a policy and to provide a guide as to 
the public acceptability of the proposals. Experience 
in the United Kingdom also suggests that the study 
methodology and findings are readily assimilated by 
local politicians, who find it more intelligible than 
conventional assessment procedures. 

By its nature, HATS is primarily an exploratory 
device, to be used when policy impacts are uncertain 
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or as an aid to policy generation. HATS might be a 
cheaper technique to use for forecasting than a con­
ventional model in a small local study, but it would 
normally only be sensible to use it as a formal predic­
tive device on a larger scale when strong linkage effects 
were anticipated that could not be handled by an existing 
operational model. Costs of using the technique depend 
on the type of application (in particular the importance 
of the very skilled, in-depth component of the interview 
and analysis), but have been estimated at between 5 and 
15 times that of a standard home-interview survey, 
which collects only one-day travel diary and demographic 
information (,Q) ; the higher cost is comparable with that 
of a typical group, in-depth interview. The HATS in­
terviews provide a much wider range of qualitative and 
quantitative information than do conventional studies, 
and the higher costs are offset by the use of much 
smaller sample sizes. Any direct comparison is in­
valid, however, since the two procedures have very dif­
ferent objectives. 

Although this paper has emphasized the role of HATS 
in impact studies, the technique is very flexible and 
adaptable and has a wide range of potential policy 
applications-particularly if used in conjunction with 
other survey or analysis techniques. In the Basildon 
study, for example, the study team found that the in­
sights from the HATS interviews helped considerably 
in the subsequent design of a transit attitude and use 
survey in the town. In other instances, authorities 
have used the findings in a transit-marketing exercise. 
Where possible, a conscious effort is made to link 
HATS findings with outputs from traditional planning 
and travel surveys. 

In a research context, the technique has obvious 
value as an aid to theory and model development, and 
is particularly useful at eliciting the decision rules 
that should be built into behavioral models. The notion 
of constrained trade-offs is basic to the HATS interview 
procedure (i.e., more time on one activity is gained at 
the expense of less time on another), and this opens up 
possibilities for developing more realistic evaluation 
procedures. Finally, HATS has been proven to be 
useful as an educational aid, both as a means of illus­
trating the role of travel in daily life and in a more 
sophisticated way as a gaming device, where students 
take on the role of household members and simulate 
the impact of alternative policies on the household's 
daily routine. 

POLICY IMPLICATIONS 

HATS findings also have more general implications for 
the evaluation and formulation of transportation policies. 
Individuals often evaluate transportation policies in 
terms of their indirect effects on activities, rather than 
on the travel rearrangements per se, which may include 
changes to in-home activities (§_, !.!). The recording 
procedure used in HATS interviews provides a means 
of quantifying change in these terms, but there does 
not always seem to be a simple relationship between 
degree of change (as measured in time budget terms) 
and strength of feeling for or against a proposal. This 
needs further investigation. 

The approach also brings out much more clearly 
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the links between transportation and land-use policies­
since every travel change affects the timing or location 
of activities and hence has indirect effects on the usage 
of facilities and, in the longer term, on the land-use 
patterns themselves. Some interviews have also dem­
onstrated one mechanism by which longer-term mobility 
decisions are triggered. If people are physically unable 
to adapt to a policy change, given their role require­
ments and the space and time constraints of their daily 
activity pattern (or find it very difficult or stressful), 
they start to consider more basic decisions, such as a 
change in automobile ownership or a new workplace or 
residential location. A similar process often occurs 
naturally in a person's life as circumstances change 
(e.g., need for a second household automobile or need 
for a larger dwelling unit as children grow older). 

SUMMARY AND CONCLUSION 

HATS is a new social survey technique that enables the 
analyst to examine the role of travel in daily life and the 
ways in which households respond to change. This 
knowledge may be used by policymakers to anticipate the 
impacts of their policies or by the researcher as a basis 
for the development of theory or more behavioral 
models. The technique is particularly suited to the 
identification of the spatiotemporal and interpersonal 
effects of change and, where complex responses are 
anticipated, HATS may be used as a crude predictive 
device. 

The incorporation of in-home activities is a key 
element in the HATS procedure. They have direct 
relevance to travel decisions (e.g., need to be home 
by a certain time for a family meal or inability to go 
out because of young children) and their inclusion com­
pletes the picture of daily behavior, and thus enables 
the systematic examination of secondary policy reper­
cussions. Collecting information on daily activity 
patterns also seems to result in higher recorded trip 
rates (2). As more policies are proposed that invoke 
complex or unanticipated responses, the grounds are 
stronger for including in-home activities in the impact 
assessment. 

The understanding obtained from HATS interviews 
also has wider policy value and may provide guidance 
as to the nature of the problem, the policy options to 
be considered, and the ways in which their impact might 
be evaluated. In the longer term the concepts embodied 
in HATS (even if not the technique itself) are likely to 
have a strong influence on transportation planning in 
both the United Kingdom and the United states. 

ACKNOWLEDGMENT 

The work reported here was largely funded by the U.K. 

Social Science Research Council. Contributions to this 
research have also been made by Ian Heggie, Martin 
Dix, and Mike Clarke. The HATS equipment is covered 
by a United Kingdom manufacturing patent held by the 
National Research Development Corporation. 

REFERENCES 

1. News Section. Transportation, Vol. 7, No. 2, 
1978, pp. 247-248. 

2. I. G. Heggie. Consumer Response to Public 
Transport Improvements and Car Restraint: Some 
Practical Findings. Policy and Politics, Vol. 5, 
No. 4, 1977, pp. 47-69. 

3. I. G. Heggie and P. M. Jones. Defining Domains 
for Models of Travel Demand. Transportation, 
Vol. 7, No. 2, 1978, pp. 119-135. 

4. F. S. Chapin, Jr. Human Activity Patterns in the 
City: Things People Do in Time and Space. Wiley, 
New York, 1974. 

5. P. M. Jones. New Approaches to Understanding 
Travel Behaviour: The Human Activity Approach. 
In Behavioural Travel Modelling (D. A. Hensher 
and P. R. stopher, eds.), Croom Helm, London, 
1979. 

6. P. M. Jones. HATS: A Technique for Investigat­
ing Household Decisions. Environment and 
Planning A, Vol. 11 No. 1, 1979, pp. 59-70. 

7. M. I. Clarke. Towards a Mathematical Formula­
tion of Travel Behaviour Based on Activity Pat­
terns. Transport studies Unit, Oxford Univ., 
Working Paper 39, 1978. 

8. P. M. Jones. School Hour Revisions in West 
Oxfordshire-An Exploratory study Using HATS. 
Transport studies Unit, Oxford Univ., Technical 
Rept. No. 1, 1978. 

9. Ma1·tin and Voorhees Associates. Reductions in 
Rural Bus Se1·vices-An Independent Assessment 
of the HATS Technique. Transport Studies Unit, 
Oxford Univ., Technical Rept. No. 2, 1978. 

10. P. M. Jones and M. C. Dix. Household Travel 
in the Woodley-Earley Area: Report of a Pilot 
Sun·ey Using HATS. Transport studies Unit, 
Oxford Univ., Technical Rept. No. 4, 1978. 

11. A. Tannir and D. Hartgen. Who Favors Work 
Schedule Changes and Why. New York state 
Department of Transportation, Albany, Planning 
Res. Rept. 125, Aug. 1977. 

Publication of this paper sponsored by Committee on Traveler Behavior 
and Values. 



59 

Perceptions of Comfort, Convenience, 
and Reliability for the Work Trip 
Alfred J. Neveu*, Planning and Research Bureau, New York State Department of 

Transportation, Albany 
Frank S. Koppelman and Peter R. Stopher, Department of Civil Engineering, 

Northwestern University, Evanston, Illinois 

This research uses perceptual mapping techniques to examine the influ­
ence of comfort, convenience, and reliability on the travel behavior of 
work travelers. Several studies have examined these variables individually, 
but no research has yet been performed that considers the use of all 
three notions in the context of one study so that the joint effect of these 
variables can be analyzed. A self-administered survey was distributed 
among work commuters in the northern suburbs of Chicago to collect 
the perceptual data needed to perform this analysis. By use of factor 
analysis, preference regression, and first-preference logit models, several 
conclusions were reached: (a) People do not perceive comfort, conve­
nience, and reliability as independent variables in selecting their mode of 
travel to work. Significant overlapping of these variables occurs in the 
public's perception of these notions. (b) Travelers do not perceive the 
comfort, convenience, and reliability of access and main modes in the 
same fashion. Each mode was perceived differently by the respondents. 
Thus, the use of a combined perceptual space to represent the underlying 
dimension for line-haul and access modes may lead to erroneous results. 
(c) Preference regression and first-preference logit modeling lead to 
almost identical results. Despite slightly higher estimation costs, the use 
of first-preference logit is recommended because of more efficient esti­
mation properties. 

Considerable ongoing research effort has been in the 
area of mode-choice analysis in the field of travel­
demand forecasting. Large strides have been made to 
improve modeling and forecasting procedures. As the 
drive for better understanding and 'improved models 
progresses, the need for inclusion of qualitative vari­
ables in travel-demand models has become evident. In 
recent years, researchers have examined work in the 
modeling of the choice processes performed by psy­
chologists, sociologists, and marketing researchers in 
order to incorporate their results into travel-choice 
modeling efforts. One approach that has shown great 
promise is the use of perceptual data and analytical 
techniques from experimental psychology and marketing 
methods. These techniques allow the model builder to 
use qualitative, nonmetric information in a quantitative, 
metric context and allow the use of subjective variables 
such as comfort, convenience, and reliability in travel­
behavior models. 

This research uses perceptual mapping techniques to 
examine the influence of various aspects of comfort, 
convenience, and reliability on the travel-to-work be­
havior of commuters. The major focus of this study is 
the way in which individuals perceive these aspects for 
their work trips. Several studies have used those as­
pects that relate to one of these dimensions individ­
ually, but no research has yet been performed that con­
siders the use of all three notions in the context of one 
study so that the joint effect of these variables can be 
examined. 

A self-administered survey was distributed among 
work commuters in the northern suburbs of Chicago to 
collect the perceptual data needed to perform this analy­
sis. By use of factor analysis, preference regression, 
and first-preference logit models, it was discovered 
that people do not perceive comfort, convenience, and 
reliability as independent variables in the selection of 
their mode of travel to work. Significant overlapping of 

these attributes occurs in the public's perception of 
these abstract concepts. 

BACKGROUND 

Several recent research efforts have employed attitude­
scaling techniques in an attempt to quantify the notions 
of comfort, convenience, and reliability for use in 
travel-behavior models. Nicolaidis investigated the in­
fluence of comfort in individual mode-choice models of 
the work trip (1). By use of psychometric scaling pro­
cedures, a comfort index was derived and used, along 
with travel time and cost, in the models. These models 
were found to be statistically significant, and the com­
fort index added to the explanatory power of the models. 

At the same time, Spear studied the effect of a gen­
eralized convenience variable in a mode-choice model 
of the work trip (2). Binary (automobile versus transit) 
logit models were developed, by using travel time, 
travel cost, and the convenience variable. The conve­
nience variable was highly significant in all models. 

The most recent work was performed by Prashker 
(3). He investigated the effect of a reliability variable 
in mode-choice models of the work trip. Multinomial 
logit mode-choice models were constructed by using 
travel time, travel cost, and reliability performance 
measures, which were derived by using psychometric 
scaling techniques. In all models, the reliability per­
formance measures were statistically significant. The 
explanatory power of the models was increased by using 
the reliability variable. 

The results from these studies demonstrate the need 
to include qualitative variables in travel-behavior 
models. Individually, comfort, convenience, and re­
liability add to the explanatory power of the models; 
however, no study has been performed that examines 
the joint effect of these concepts. This study hopes to 
fill in some of this gap. 

METHODOLOGY 

To most individuals, the terms comfort, convenience, 
and reliability are ambiguous. It is, therefore, neces­
sary to collect less ambiguous information about service 
characteristics. One method that enables this to be done 
is to represent each qualitative concept by a small set 
of nonambiguous attributes, each of which describes 
some facet of the concept. 

Our research uses attributes to define the concepts 
of comfort, convenience, and reliability. 

Variable 

Comfort 

Attribute 

Protection from weather 
Cleanliness of vehicle and station 
Fatigue felt when traveling 
Control of immediate surroundings 
Feeling of personal safety 
Feeling of privacy 
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Variable Attribute 

Convenience Transfers required 
Stops required 
Frequency of service 
Accessibility to means of travel 

Reliability Variability of travel time 
Waiting required 
Likelihood of accident or breakdown 
Influence of weather on travel time 

Performance Speed of vehicle 
Total travel time 
Cost of use means of travel 

The small number chosen for each variable represents 
an attempt to keep the length of the questionnaire rea­
sonable. In addition, three attributes that deal with ob­
jective performance measures were included to com­
plete the set of attributes considered important for an 
individual's travel behavior. 

This research was designed to obtain individual rat­
ings of the various stimuli (modes) on each of 17 attri­
butes. The use of semantic scales to gain the informa­
tion proved effective in two of the recent projects (.!_, ~) 
and was adopted for use in this research. 

Two techniques were considered for analysis of the 
responses-multidimensional scaling and principal com­
ponents factor analysis with rotation. Two recent stud­
ies that compared multiditnens ional s caling methods 
(INDSCAL) and factor analysis as teclmiqties for analyz­
ing perceptual data (~, ~_) indicate that both approa.che~ 
yield consistent results. However, factor analysis did 
so more easily and at a lesser cost in computer time. 
Also, in one study, factor analysis provided better in­
terpretation of the dimensions of the perceptual space 
(4). Hence, factor analysis, with rotation of the fac­
tors was used in this research. 

The definition of the attitudinal variables is similar 
to that used in the earlier studies. Three perceptual 
spaces were constructed, one for access modes, one 
for main modes, and the last for all modes together. 
This is done to test the assumption made by earlier re­
searchers that individuals perceive access and main 
modes in the same way. Preference models are con­
structed in two ways. One uses variables from the 
separate main- and access-mode spaces, and the other 
represents both main and access modes in a single per­
ception space. 

Factor analysis provides a set of factor scores for 
each stimulus for each individual. These factor scores 
are the coordinates of an individual's rating of the stim­
ulus in the perceptual space. In this study, the coordi­
nates of the stimuli in the perceptual space are included 
as separate variables in the models. Values are as­
signed to each perceptual dimension of each mode (both 
access and line-haul) for each individual. 

These variables were used as input to a set of pref­
erence models in an attempt to uncover the importance 
associated with the dimensions in the perceptual spaces. 
Two types of models were estimated: preference re­
gression and first-preference logit (~. Comparisons 
were made between the spaces of the separate and 

Table 1. Distribution and response characteristics. 

Distribution Usable :Returns 

Mode Number Percent Number Percent 

Commuter rail 649 45 76 43.7 
El or subway 497 35 71 40. 7 
Automobile 294 20 _!'.! ~ 
Total 1440 100 174 100.0 

combined modes for both model types. Further details 
of the methodology may be found elsewhere ~). 

SURVEY DESIGN AND SAMPLE 
STATISTICS 

The survey was conducted in the cities of Evanston and 
Wilmette among commuters to downtown Chicago. Al­
though this area is biased toward the higher levels of 
education and income, these biases were not thought to 
be harmful to this study since the research is explora­
tory in nature and not intended for policy formulation or 
total generalization, so that a representative sample is 
not required. 

Three major modes exist for travel from Evanston 
and Wilmette to downtown Chicago: commuter rail, 
elevated rapid transit, and automobile. To ensure that 
each of these alternatives was represented in the sample, 
the surveys were distributed at commuter rail and ele­
vated train stations in the Evanston and Wilmette areas 
in proportion to their mor·ning peak-period demand, and 
at parking garages in the Chicago central business dis­
trict (CBD). The survey was distributed in December 
1976. The number and percentage of usable returns by 
each of the alternative main modes are presented in 
Table 1. The distribution procedure allowed a good 
representation of all three main modes in the sample. 
Thirty-six percent of the 484 surveys returned were 
usable. Only 12 percent of the 1440 surveys sent out 
were returned and usable. 

The survey form consisted of four parts. The first 
part deals with the actual behavior of the respondent: 
time of travel, mode used, and a carpool question. The 
second part constituted the attitudinal portion of the sur­
vey. Three types of questions are asked in this section. 
The first type deals with the individual's preferences for 
a travel mode to work. The preference data are used to 
develop the preference model that provides the impor­
tances of the dimensions of the perceptual space. The 
second type deals with the importance of each attrib~te 
in the choice of travel mode to work. The last type is 
the most important in the entire survey, and also the 
most complicated. The rei:;pondent is asked to rate 
each access and main mode on each of the attributes 
on a seven-point scale. The modes are divided into the 
access and line-haul segments because it was felt that 
these portions of a trip to work might be perceived dif­
ferently and that their importance in preference and 
choice might also be different. 

The third part of the questionnaire deals with the col­
lection of disaggregate travel times and travel costs. 
This part is divided into three sections, one for each 
of the main modes of travel to downtown Chicago: auto­
mobile, commuter train, and elevated rapid transit. 
For each mode of travel, the respondent is requested 
to answer the questions in that section as if he or she 
used that mode of travel for the work trip. In this way, 
everyone answers the questions in the same context. 
The fourth part collects the standard demographic data 
used in most transportation-planning studies, including 
age, sex, income, and automobile ownership, 

The demographic statistics of the total sample are 
presented in Table 2. It can be seen tha~ the e~ected 
representation of higher levels of educat10n and mcome 
is obtained. In addition, the majority of the respon­
dents report high-status occupations. 

ANALYSIS 

By use of the 174 usable observations, various percep­
tual spaces were constructed and evaluated by use of 
factor analysis, preference regression, and first-



Table 2. Demographic characteristics. 

Characteristic Percent Characteristic Percent 

Sex Occupation 
Male 75.6 Professional or technical 52.3 
Female 24.4 Manage or administrate 22.6 

Age Sales 6.6 
<20 0.9 Clerical 5.5 
20-29 27.0 Service 2.1 
30-39 24.0 Other 10.9 
40-49 19.6 Length of residency 
50-59 17.8 <1 year 14.0 
> 60 ID. 7 1-5 years 37 .1 

Education 6-10 years 15.6 
High school 4.4 > 10 years 33.3 
College 54.7 Marital status 
Graduate level 32.6 Married 72.Q 
other 8.3 Not married 27.4 

Income Automobile ownership 
<$5000 3.5 0 per household 4.4 
$5000- $15 000 28.4 1 per household 57.8 
$15 000-$25 000 36.5 2+ per household 37.8 
$25 000- $35 000 17.1 Driver's license 
> $35 000 14.6 Yes 96.6 

No 3.4 

preference logit. This section discusses the steps 
followed in each phase of the analysis and the conclu­
sions reached in each step. 

Data were collected about each individual's rating of 
each of the 17 attributes for each of 11 mode segments , 
for both the access and line-haul modes. Factor analy­
sis was used to construct the three perceptual spaces. 
Various dimensionalities were attempted, ranging 
from a two-factor solution to a five-factor solution. The 
appropriate dimensionality for each space was selected 
based primarily on clarity of interpretation of the factor 
space. The four-factor solution was selected for all 
three perceptual spaces. Table 3 presents the attributes 
that load onto each factor. 

One objective of this research was to test the assump­
tion that individuals perceive main and access modes 
differently. To test the assumption, the three percep­
tual spaces were constructed. In examining the attri­
butes' loading on each dimension for each perceptual 
space, it can be seen that in no case are the dimensions 
comparable between the access- and main-mode types. 
This result is true as the dimensionality is increased 
from the two- to four-factor solution. Therefore, it is 
concluded that these individuals do not perceive the com­
fort, convenience, and reliability of access and main 
modes in the same fashion, so the use of only one per­
ceptual space to represent the underlying perceptual 
dimensions may lead to erroneous results. This is a 
significant departure from the three earlier works de­
scribed previously. 

Labels were developed for the dimensions of each of 
the three perceptual spaces and are presented in Table 
3 along with the attribute loadings on each dimension. 
For the access-mode space, the dimensions were labeled 
reliability, on-time performance; time and effort; com­
fort; and personal autonomy. For the main-mode space, 
the dimensions are given different labels, which reflect 
the different attribute loadings. The dimensions in the 
combined-modes space are labeled as on-time perfor­
mance, time and effort, amenities, and service mea­
sures. Although some dimensions of the three spaces 
are similar, the spaces are not similar overall. 

As stated earlier, one objective of this research was 
to investigate whether people perceive comfort, conve­
nience, and reliability as separate concepts. In the re­
sults obtained, none of the dimensions can be labeled 
strictly as a comfort dimension, a convenience dimen­
sion, or a reliability dimension. Elements of each con­
cept appear on more than one dimension. Therefore, 
based on this analysis, people do not appear to perceive 

Table 3. Four-factor perceptual space. 

Measure 

Access mode 
1. Reliability, on-time performance 

2. Time and effort 

3. Comfort 

4. Personal autonomy 

Main mode 
1. On-time performance 

2. Amenities 

3. Service measures 

4. waiting measures 

Combined modes 
1. On-time performance 

2. Time and effort 

3. Amenities 

4. Service measures 
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Attribute 

Number of stops required 
Frequency of service 
Accessibility to means of travel 
Cost to use means of travel 
Variability of travel time 
Waiting requi"red 
Influence of weather on travel time 
Number of transfers required 
Protection Crom weather 
Fatigue felt when traveling 
Total travel time 
Speed of vehicle 
Cleanliness of vehicle and station 
Feeling of personal safety 
Likelihood of accident or break-

down 
Control of immediate surroundings 
Feeling of privacy 

Fatigue felt when traveling 
Total travel time 
Number of stops required 
Speed of vehicle 
Feeling of personal safety 
Variability of travel time 
Likelihood of accident or break-

down 
Influence of weather on travel 

time 
Cleanliness of vehicle and station 
Control of immediate surroundings 
Feeling of privacy 
Cost to use means of travel 
Frequency of service 
Accessibility to means of travel 
Waiting required 
Protection from weather 
Number of transfers required 

Number of stops required 
Cost to use means of travel 
Feeling of personal safety 
Variability of travel time 
Likelihood of accident or break-

down • 
Influence of weather on travel 

time 
Protection from weather 
Fatigue felt when traveling 
Total travel time 
Speed ol vehicle 
Cleanliness of vehicle and station 
Control of immediate surroundings 
Fee 1i ng of privacy 
Number or transfers r equired 
Accessibility to means or travel 
Frequency oC service 
Waiting re qui red 

comfort, convenience, and reliability as independent at­
tributes when they choose a travel mode for their jour­
neys to work. Although the attributes of these qualita­
tive variables play a role in the choice process, travel­
ers appear to consider them in a different manner than 
was previously believed. 

Given the respondent's stated preferences for nine 
combined travel modes, and factor scores for each di­
mension of the mode-perception spaces , preference 
models were estimated to test how effectively the derived 
perception spaces predict the stated preferences. Two 
techniques were used to estimate these models: prefer­
ence regression and first-preference logit. 

The general definition of the preference model is as 
follows: 

P;; = L ak a;;k + L µkmiik + automobile dummy 
k k 

(I) 

where 

P !J =preference rank of alternative j by individual i, 
Olk = access-mode parameter for dimension k, 
IJk = main-mode parameter for dimension k, 

a 1Jk = access-mode factor score for dimension k, and 
m 1Jk =main-mode factor score for dimension k. 
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Several points must be made about the definition of 
the model. First, the preference ratings were solicited 
with respect to the nine alternative travel modes that 
consist of access-mode and main-mode segments. The 
factor scores are defined for each mode segment sepa­
rately. Thus, the factor scores for both the access and 
line-haul portions of the trip must be included in the 
model. Second, special consideration must be made for 
the automobile-all-the-way alternative. Unlike the other 
modes, this alternative consists of only one mode seg­
ment; it has no access portion. An automobile dummy 
variable is included to represent the absence of any ac­
cess mode. 

Preference ratings include ties, and some respon­
dents did not use the entire seven-point scale in the 
ranking. Therefore, the respondent's preference rat­
ings were normalized so that the sum of the ratings is 
constant and ties were defined as the mean value of their 
ranks. 

Two preference-regression models were constructed 
by 1.1sing separate access-mode and main-mode spaces 
versus a combined-mode space. The goodness-of-fit 
statistics for these models are presented in Table 4. 
The models were able to predict 49 .4 percent of the 
first preferences for the separate-modes space and 
52.3 percent for the combined-modes spaces. 

The models all have highly significant F values, al­
though the Rzvalues are low. However, previous uses 
of preference regressiou show thaC Ra values are usually 
low (3) , and so these values are acceptable for this re­
search. In addition, the first-preference recovery per­
centages compare favorably to the results obtained in 
other studies (3, 4). The large and s ignificant automo­
bile dummy-variable parameter indicates that the vari­
able is picking up the effect of the absence of the need 
to use an access-mode for automobile-all-the-way. 

Table 4. Preference regression results. 

Separate-Modes Space Combined-Modes Space 

D1mcnc;km Coefficient Sig1tllka11ct: Cot::liicieni Significance 

Access 1 0.714 o.ooo· 0.540 o.ooo· 
Access 2 0.080 0.262 0.051 0.477 
Access 3 0.075 0.390 -0.051 0.554 
Access 4 0.086 0.271 0.492 o.ooo· 
Main 1 0.665 o.ooo· 0.049 0.630 
Main 2 0.201 0.076' 0. 770 o.ooo• 
Main 3 0.014 0.869 0.208 0.032' 
Main 4 -0.003 0.972 -0.147 0.122 
Automobile 

dummy -2.309 o.ooo· -2. 534 o.ooo· 
Constant 4.941 0.000' 5.135 o.ooo· 

Notes: F = 33.57 for the separate-modes JPJ)Ce and 33.63 for the comblnod·modes space and was 
signifJc.tlll at t ho 0. 10 level; R2 =0.163for the separate-modes spoce and 0.171 for the 
combined-modes space, 

•significant at 0. 10 level. 

Table 5. First·preference logit results. 

Separate-Modes Space Combined-Modes Space 

Dimeneion Coefficient Coefficient 

Access 1 -1.045 -6.96" -1.273 -6 .37' 
Access 2 0.097 0.88 0.027 0.24 
Access 3 -0.958 -4.26' -0.631 -3.56' 
Access 4 -0.464 -3 .12· -0.342 -2.04' 
Main 1 -1.032 -5.46" 0.190 0.78 
Main 2 0.002 0.01 -1.649 -5.46' 
Main 3 -0.917 -3.88" 0.029 0.12 
Main 4 0.170 0.67 -0.625 -2 .57' 
Automobile 

dummy 9.011 6.16' 7.868 6.16' 

Notes: Pseudo R2 • 0.2744 for the separate·modes space and 0 .2809 for the combined· 
modes 1p1C1;-2 [L(B ") - L(B0 )] = 209.B for the separate-modes space and 218.8 
for the combined-modes space. 

•Significant at 0.10 level. 

The two different perceptual spaces do not perform 
significantly differently. However, based on intuitive 
reasoning and the differences in perception structure, 
the use of separate access-mode and main-mode per­
ceptual spaces is recommended instead of the combined­
modes space. 

The implied importance rankings of the dimensions 
of the separate-modes space derived from the model are 
intuitively more appealing than those derived from the 
combined-modes space. The three most important fac­
tors from the separate-modes model are access-mode 
reliability, main-mode on-time performance, and main­
mode amenities. The other dimensions are much less 
important. The combined-modes model has as its most 
important dimension main-mode amenities, followed by 
access-mode reliability. The results from the separate­
modes space present a ranking that seems more reason­
able. A priori, we would expect that access-mode re­
liability would be one of the most important factors in 
the choice of travel mode to work. That is, if the access 
mode is not reliable, the probability of arriving at the 
main mode on time would be small, thus causing the 
traveler to miss his or her connection. That the main­
mode' s reliability was more important than main-mode 
amenities is also no surprise. In general, the impor­
tance rankings of the dimensions adds further support 
to the recommendation that the separate access-mode 
and main-mode space be used in future research efforts. 

Two first-preference logit models were constructed; 
one for each type of perceptual space. The coefficients 
and goodness-of-fit statistics are presented in Table 5. 
The models were able to predict 43.1 percent of the 
first preferences for the separate-modes space and 
44.25 percent for the combined-modes space. 

As before, the automobile dummy variable is highly 
significant and accounts for the absence of the automo­
bile access-mode segment. The goodness-of-fit statis­
tics are low, but this is expected based on previous 
studies and the preference-regression results. The 
pseudo-R2 values are low, but the likelihood-ratio sta­
tistics are significant in both cases. 

The implied importance rankings are similar to those 
derived from the preference-regression modeis. The 
rankings for the models from the separate-mode space 
are identical in the first two positions, as are the rank­
ings for the models from the combined-mode space. The 
first-preference logit models have a greater number of 
significant variables than do the preference-regression 
models. This result is important and justifies the higher 
cost of using logit estimation. Therefore, based on the 
similarity of the rankings between the two different 
preference models, differences in parameter signifi­
cance, and considering cost, first-preference logit 
modeling is recommended to identify relative importance 
of dimensions of service perceptions. 

The first-preference logit analysis also supports the 
use of the separate-mode spaces over the combined­
mode space. The results, which are similar to the 
ones from preference regression, are more intuitively 
pleasing and seem to be more meaningful. 

CONCLUSIONS AND EXTENSIONS 

The relative importance of dimensions in these percep­
tual spaces was estimated by using preference­
regression and first-preference logit models. From 
this analysis, several conclusions are reached. 

1. The use of a single perceptual space to represent 
both access-mode and main-mode segments is not ac­
ceptable. There is no basis for an assumption that 
travelers perceive these two mode types in the same 



fashion. Perceptual spaces were built to examine the 
differences between a single perceptual space for both 
mode segments and separate perceptual spaces for each 
mode segment. The results indicate that individuals 
perceive these two segments differently. Hence, the 
use of separate perceptual spaces for access and main 
modes is recommended for future research efforts. The 
results obtained by using the separate-mode spaces were 
more understandable than those for the combined-modes 
space and support the hypotheses of this research. 

2. Examination of the attributes that loaded onto the 
dimensions of the perceptual spaces indicates that indi­
viduals probably do not perceive comfort, convenience, 
and reliability as independent factors when they select 
a means of travel for their work trips. There is sig­
nificant overlapping of the attributes of each concept 
across all dimensions. 

3. The use of preference regression and first­
preference logit lead to almost identical results in the 
preference-modeling phase of the analysis. However, 
due to better estimation properties, the use of first­
preference logit is preferred. 

Several extensions can now be discussed. In conduct­
ing this research, only 14 attributes of the three quali­
tative concepts were used. Those 14 attributes were 
chosen because they were the most important ones in 
the previous studies. A large share of the convenience 
and reliability attributes are time related, so that it is 
possible that little information was gained about those 
variables; the comfort attribute does not seem to suffer 
from this problem. Further research to identify an ap­
propriate set of attributes is needed. Specifically, an 
investigation of the attributes of convenience and relia­
bility must be undertaken in an attempt to identify a 
well-defined, mutually exclusive set of attributes for 
these concepts. 

Another issue to be considered concerns the validity 
of questioning individuals about abstract concepts, such 
as high travel time or low variability of travel time. 
The use of a set of attributes eliminated some problems 
of ambiguity; however, the use of the abstract ranges 
introduces some confusion. One study (3), which con­
sidered this problem in dealing with time variations, 
found that specification of actual ranges greatly aided 
the respondents in answering those questions. 

Another problem with the abstract ranges arises in 
the mapping of perceptual data into the objective per­
formance space. Each respondent determines his or 
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her own values for those ranges, so it is quite plausible 
for two individuals to have the same perception of some 
attribute on some mode when the performance charac­
teristics are vastly different. For example, one indi­
vidual may consider a wait of 5 min to be an extremely 
long wait, but another may consider an extremely long 
wait time to be on the order of an hour or more. These 
individuals would have identical perceptions for vastly 
different cases. The ranges must be explicitly speci­
fied with actual values when the information will be used 
to attempt a mapping of the perceptual data into reality. 

The use of the reported preferences as the dependent 
variable in the preference modeling to derive the im­
portances of the dimensions provides one approach to 
understanding travel-choice behavior. Because data 
were collected on observed behavior, the use of these 
actual choices as the dependent variable would also un­
cover revealed importances of the individuals. Since 
the link between preference and behavior is complex, 
this extension is warranted. 
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Traveler Attitude-Behavior 
Implications for the Operation 
and Promotion of Transport 
Systems 
Joseph Dumas, Transportation Systems Center, U.S. Department of 
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Massachusetts 

Alternative hypotheses on how traveler attitudes relate to system usage 
are examined to infer strategies for the operation and promotion of trans­
port systems. Two different transport modes (carpools and buses) and two 
different data sets are analyzed. The analyses highlight the differential 
roles of perceptions of system attributes and modal affect in accounting 
for traveler behavior. In addition, the mutual dependence of attitudes 
and behavior on each other is confirmed. After these relationships are 
empirically demonstrated, some practical operational and promotional 
implications are developed. It is noted, for example, that system im­
provements by themselves can be insufficient to produce desired changes 
in system usage. Two specific promotional strategies that can comple­
ment system improvements and help increase system usage are de-
scribed and linked back to the analysis of traveler attitude-behavior 
relationships. 

Despite an abundance of research on attitudes toward 
transportation systems (.!), there is no widely accepted 
theory of traveler behavior that incorporates traveler 
attitudes and allows specific predictions about the effects 
of changes in transportation systems. This has hindered 
attempts by designers of transportation systems to make 
cost-effective trade-offs between system attributes. It 
has aiso retarded the development of effective trans­
portation marketing programs that encourage travelers 
to use existing tra..11sportation facilities i..11 '\VTtys that 
minimize the need for new facilities. 

Previous research has verified that attitudes are cor­
related with traveler behavior and sociodemographic 
characteristics (~, ~- The need for improved theory is 
reflected, in part, by the emerging interest in whether 
attitudes are determinants of traveler patterns or 
whether traveler behavior causes attitudes (!, ~- The 
latter issue is important because if attitudes cause 
behavior, then mode choice can be influenced by chang­
ing traveler viewpoints toward public transit, carpools, 
and single-occupant automobiles. By studying consumer 
preferences for transit attributes, for example, it is 
possible to specify one or more mixes of comfort, con­
venience, and safety that give optimum consumer satis­
faction within given cost constraints. A modeling 
framework can be developed that links subjective reac­
tions to objective features of the system. 

Even if attitudes do not determine behavior, they can 
still be used in a number of transportation policy and 
planning contexts, such as the identification of perceived 
user benefits. In order to determine the proper role 
for attitudinal research in transport analysis, it is 
essential to determine the nature of the interrelation­
'ships between traveler attitudes and traveler behavior. 

DEFINITION OF ATTITUDINAL 
COMPONENTS 

It is important to clarify what is meant by attitudes, 

since transportation researchers have used the term 
rather loosely (§.}. Social psychologists accept the 
structuring of attitudes into the following three com­
ponents: cognitions, feelings (affect), and behavioral 
intentions CD- However, there is much controversy 
about the relationships among these components. 

The results presented in this paper refer exclusively 
to cognitions and affect. Behavioral intentions are im­
portant, but they form the focus of attention of other 
research summaries (~). The cognitive or perceptual 
components represent a person's information about a 
tangible or intangible object. Each piece of information 
can be broadly classified as either a belief in the 
existence of an object (awareness) or an evaluative 
belief about an object (perceptions or comparative judg­
ments of specific attributes). The affective or feeling 
component deals with the person's overall feelings of 
like or dislike for an object, such as a bus. Affective 
(preference) judgments may be said to combine infor­
mation about product evaluation and the individual's 
ideal product. 

MODELING PERSPECTIVES 

Several modeling perspectives from social psychology 
and marketing can be merged and extended to form the 
basis for a widely accepted theory of traveler behavior. 
These modeling perspectives can be adapted so that 
they yield benefits to transportation system designers 
and marketers. Multiattribute models help us to ap­
preciate the combined effects of different kinds of 
perceptions; hierarchical models direct attention to 
linkages among different kinds of attitudinal components 
and behavior. Cognitive balance concepts identify the 
possibility that attitude-discrepant behavior can cause 
attitudes to change. That is, attitudes and behavior 
complement one another with respect to cognitive 
balance. 

Multiattribute Models 

Rosenberg and Fishbein have asserted that liking an 
object, such as a bus, is a function of perceptions 
about the attributes of the object and the importance of 
those attributes to individuals @, .!Q). The functional 
relation between preference for an object and attribute 
perceptions and importance is frequently assumed to be 
linea1· and additive (11). 

Beliefs pertain to"'Object attributes. Some attributes 
may be very important and yet not influence consumer 
preference because the traveler does not believe that 
the bus possesses those attributes. Alternatively, a 
transport mode may be very high on an attribute (e.g., 
low cost), but not be liked to a commensurate degree. 



In the latter case, multiattribute models presume that 
consumers simply do not believe that attribute is im­
portant. Multiattribute models are known to correlate 
with consumer preference; however, their chief value 
to consumer research is in the area of diagnosis, not 
prediction. Aggregate measures, such as satisfaction 
with the product and consumer purchase or usage inten­
tions, perform better than measurements of beliefs as 
predictors of buyer behavior (g). However, these 
aggregate measures of consumer attitudes (i.e., satis­
faction and usage intentions) fail to reveal the relative 
significance of product attributes as determinants of 
consumer preference. Furthermore, policy implica­
tions largely emerge from an understanding of those 
factors that can be adjusted to change consumer pref­
erence and behavior. 

Hierarchical Models 

Some behavioral theorists have suggested that several 
attitudinal constructs feed into one another before they 
ultimately influence behavior (13). Typically, three 
attitudinal concepts are differentiated: cognition, affect, 
and conation (see Figure 1). It is often argued in 
hierarchical models that affect toward a service is a 
function of cognitions about that service. This is com­
patible with the multiattribute models mentioned above. 
Hierarchical models are structured as they are because 
it is presumed that cognitions and affect do not influence 
behavior directly. Instead, these models presume that 
cognitions and affect influence behavior through their 
position in the hierarchy, which has the structure: 
cognition -affect-conation -behavior. 

At the Second International Conference on Behavioral 
Travel Demand, the basic hierarchical model of cognition­
affect-conation-behavior was suggested as an explanation 
of mode choice by travelers (_!i). Subsequent empirical 
research by Tischer and Dobson has shown that parts of 
the overall model are compatible with traveler judg­
ments@). 

Cognitive Balance 

Another basic approach to analysis of attitudes is cogni­
tive balance or consistency theories (!2, ~. This 
theoretical perspective uses drive-reduction principles 
to explain why people change their attitudes or behavior 
to avoid cognitive inconsistency, a noxious state. 
Festinger developed one of the most widely studied 
balance theories with his cognitive dissonance model 
(18-!!) . W11en relevant attitudes and behavior are the 
obverse of each other, then cognitive dissonance is 
generated. The degree of dissonance arousal depends 
on the importance of the cognitive elements (i.e., be­
havior and attitudes). 

Cognitive balance is important in the present context 
because it implies that behavior can cause attitudes. 
Attitudes will be modified when they are at variance 
with behavior. This occurs because it is frequently 
easier to change attitudes than behavior. Horowitz 
and his associates @, ~ have pioneered in the applica­
tion of cognitive dissonance theory to travel behavior. 
Multiattribute models generally assume that attitudes 
influence behavior without acknowledging that behavior 
can concurrently affect attitudes. The formulations 
considered below are based on hierarchical multiattri-
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bute notions, and they permit attitudes and behavior to 
be mutually dependent on each other. 

Research Objectives 

This paper attempts to build on and extend prior efforts 
at theory construction and validation for attitudinally 
based models of travel behavior. structural equations 
and flowgraphs are used to quantify and assess hy­
potheses about traveler attitude-behavior interrelation­
ships. Our modeling orientation references multiattri­
bute, hierarchical, and cognitive-balance notions. Two 
data sets are used to analyze assumptions about traveler 
behavior mechanisms with respect to two different 
transport modes-buses and carpools. 

STUDY DESIGN 

Data Sets 

The analyses reported here were performed on attitu­
dinal data collected by the Federal Highway Administra­
tion (FHWA) and General Motors Research Labora­
tories (GM). The FHW A data set was assembled from 
an attitudinal transportation survey conducted in the 
Los Angeles area in 1977. For the purposes of our 
analysis, the sample is composed of approximately 800 
individuals who work in the downtown area and who live 
within 3.2 km (2 miles) of a freeway, which feeds 
radially into that area. Crisscross telephone direc­
tories were used to select households randomly that 
surrounded the freeways from census tracts with a high 
incidence of downtown workers. Only commuters who 
worked in this downtown area were eligible for the in­
terview. When a household contained more than one 
downtown worker, the person taking the less frequently 
used mode was chosen to be interviewed. 

The GM data set, the carpooling questionnaire, in­
cludes 1010 respondents from the Chicago area, not all 
of whom were instructed to complete the entire question­
naire @.). Respondent selection was dependent on modal 
status and place of employment. Enterprises that em­
ployed at least 100 people were randomly chosen from 
a list of Chicago firms and those firms agreeable to 
participation distributed the questionnaire to their em­
ployees. Because of the unique requirements of this 
analysis, the eventual sample for the results reported 
here is based on approximately 400 respondents. 

Variables 

Three types of variables are used in our analyses. These 
are attitudes, behavior, and sociodemographic char­
acteristics. The attitudes and behavior are examined 
for their mutual dependence on each other as condi­
tioned by sociodemographic characteristics. 

Two types of attitudinal measure are included in the 
analysis. The first of these attitudinal variables is the 
perception of system attributes, a cognitive attitudinal 
component. A previous analysis of these data derived 
factors that corresponded to convenience and comfort 
perceptions for buses ~. Bus convenience was de­
fined with respect to specific consumer evaluations of 
ease of use, reliability, on-time arrival, ease of getting 
from the bus to the final destination, wait time for the 
bus, and convenience. The specific attributes that 

Figure 1. Simple, hierarchical attitude-behavior model. I BELIEFS 1-l -----~1 FEELINGS 1----..... ~1 INTENTIONS ---· ..... I BEHAVIOR 
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define bus comfort were crowding, relaxing experience, 
space for packages, and comfort. The second type of 
attitudinal variable was overall affect toward buses. 
It was defined by responses to a seven-point scale, from 
completely satisfied to completely dissatisfied. 

Respondents were asked to state the way they 
traveled to work. The frequency of bus and carpool 
usage (the behavioral variables) were designated on a 
category scale that ranged from never through five 
or more times per week. This response was converted 
to a monthly frequency prior to analysis. 

Sociodemographic characteristics were used as 
background variables for studying the interrelation­
ships of attitudes and behavior. Characteristics used 
to identify interrelationships were income, number of 
automobiles available, number in household, number 
of driver's licenses in a household, number of blocks 
from bus to final destination, and a quantity called 
impedance, based on the travel times of buses and 
automobiles. 

Analysis Method 

The primary analytical tool is structual equations esti­
mated by two-stage least squares. The general topic 
is discussed from a broad social-science perspective 
by Heise (23) and Ha.uushek and Jackson(~. Flow­
graphs, which are discussed extensively by Heise, 
are used to represent structural equations and to dis­
play estimated t-values for structural equation coef­
ficients. 

Figure 2 depicts, in flowgraph form, a simple ex­
ample in which attitudes (A) and behavior (B) are 
mutually dependent. This sort of feedback is referred 
to as a nonrecursive relationship. The variables EX1 
and EX2 are exogenous variables because their values 
are determined by factors outside of the system of 
equations depicted by the relationships shown in Fig­
ure 2. 

In this research, exogenous variables are demo­
graphic, objective, or transport system variables (e.g., 
EX1 = income and EX2 = automobile availability). The 
variables A and B are called endogenous va_riables be­
cause their values are determined by the system of 
equations. The structural equations for Figure 2 have 
the following representation: 

B = f, (A, EX2 ) (I) 

and 

(2) 

Since attitudes and behavior are on both sides of the 
system of equations, ordinary least squares is not an 
appropriate estimation procedure. Ordinary least 
squares requires that right-hand variables be indepen­
dent of residuals, which will be violated when any vari­
able appears on both sides of a system of equations. 
However, unbiased estimates can be obtained by using 
two-stage least squares. The first step is to estimate 
the endogenous variables as a linear function of the 
exogenous variables. The least-squares representation 
of this step is 

Figure 2. Mutual 
dependence of attitudes 
and behavior on each 
other. 

A ~================::::; B • • 
i I 
I I 
I I 

EX 1 EX
2 

(3) 

and 

A"" f2 (EX, 'EX2l =A (4) 

The estimates of the endogenous variables (B and A) are 
substituted into the structural equations to estimate the 
coefficients of the structural equations. The second 
stage can be denoted by 

(5) 

and 

A"" f4 CB, EX, l (6) 

The results of the second stage can be used to test hy­
potheses about the relation between attitudes and be­
havior. For example, the interpretation of mutual 
dependence can be based on the statistical significance 
of the coefficients for A and B in Equations 5 and 6, If 
the coefficients for both estimated endogenous variables 
are statistically significant, then mutual dependence is 
supported. 

A Hierarchical Model 

Figure 3 shows a flowgraph and a set of structural equa­
tions similar to the ones that will be discussed here. 
The flowgraph depicts a model in which cognitions (CONV 
and COMF for convenience and comfort perceptions, 
respectively) act as determinants of feelings (MA for 
modal affect). It is hierarchical because CONV and 
COMF indirectly influence behavior (BEH) through 
MA. Since there is an isomorphism between flow­
graphs and structural equations, the flowgraphs pro­
vide an overall view of an interconnected set of struc­
tural relationships. Figure 3 draws the analogy for a 
system of Equations 7-10. The exogenous variables 
EX1 -EX5 designate demographic and transport system 
variables. 

Each structural equation defines a part of the flo""WT zo 
graph. For example, Equation 7 denotes BEH and the two 
arrows that go into it from MA and EX5. The coeffi­
cients of the structural equations correspond to the 
arrows that link the variables in the flowgraph. It is 
possible to indicate the statistical significance of the 
equation coefficients and the corresponding linkages by 
placing t-statistic values on the arrows. As with the 
simpler model above, the computation of the coeffi­
cients and the relevant t-statistics can be achieved 
through two-stage least squares. 

RESULTS 

The top flowgraph of Figure 4 shows a hierarchical 
model derived from the FHW A bus data. The exogenous 
variables in the model are defined at the bottom of the 
figure; they will not be explicitly discussed since our 
focus is on the interrelations among endogenous vari­
ables. The flowgraph shows convenience and comfort 
perceptions that feed into modal affect. Modal affect 
corresponds to overall satisfaction with the bus. Be­
havior, namely frequency of commuting by bus, is 
pictured as being directly influenced by modal affect; 
convenience and comfort perceptions are shown to con­
tribute indirectly to behavior through modal affect. The 
t-statistics for this model show that the link from con­
venience to modal affect is significant but the link from 
comfort to modal affect is not. However, this does not 
mean that perceptions of comfort are unrelated to modal 
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affect; rather, when comfort is combined with con­
venience to predict modal affect, comfort does not add 
any predictive power over that obtained from conve­
nience. The link from modal affect to behavior is 
highly significant. 

addition of behavioral feedback. The links from be­
havior back to perceptions of convenience and comfort 
are both significant. This confirms the findings of a 
previous report (!) that cognitions are influenced by 
behavior. 

The bottom flowgraph of Figure 4 shows a model that 
is identical to that in the top flowgraph except for the 

These two flowgraphs represent two alternative hy­
potheses about the influence of feedback on cognitions. 

Figure 3. Equivalence between structural equations and 
flowgraphs. 

Figure 4. Behavioral feedback in a simple attitude-

FLOWGRAPHS: 

STRUCTURAL EQUATIONS: 

(1) BEH = f(MA, EX 5) 

(2) MA = f(CONV, COMF, 

(3) CONV f(BEH, EXL' 

(4) COMF f(BEH, EX 2 , 

tBEH(3) 

BEH 
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NIH 
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EXOGENOUS VARIABLES: 

INC = Income 
NWWAR = Number of autos in household divided by number workers in household 
NIH = Number of residents in household 
DL = Number of drivers licenses in household 
NOB = Number of blocks 
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Figure 5. Role of affect for bus attitude-behavior 
relationships. 

Figure 6. Hierarchical model for FHWA carpool data. 
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Figure 7. Hierarchical model for GM carpool data. 

EXOG ENOUS VARIABLES : 

TJOB = Years at job 
TRES • Years at residenc e 
COSTIMP = Cost of carpooling 
INC • Income 

socos 
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DL 
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by number in household TI MCONV 

DL = Regular dr ivers 
ASIZE = Auto size 
TO IS = Tr i p dis t ance 
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*p<.05 

A comparison of the two hypotheses permits an evalua­
tion of the role of behavioral feedback in traveler 
attitude-behavior interrelationships. 

Both flowgraphs verify that the attitude-to-behavior 
links are statistically significant. These flowgraphs 
support a hierarchical relationship in which percep­
tions influence affect and affect, in turn, contributes 
to behavior. When behavioral feedback is introduced 
into the set of relationships, the t-values of the exog­
enous variable antecedent of perceptions become 
statistically nonsignificant, but the attitude-to-behavior 
links remain unchanged. Behavioral feedback is highly 
significant with respect to cognitions, but the feedback 
of behavior on attitudes does not require changes in 
attitude-to-behavior relationships . 

Figure 5 shows two flowgraphs that clarify the role 
of modal affect in the hierarchical model. The exog­
enous variables in these flowgraphs are the same as 
those in Figure 4 and their influence is similar. The 
top flowgraph in the figure shows that when modal affect 
is taken out of the equations, the link from convenience 
to behavior is significant. The link does not have as 
large a t-statistic as that from modal affect to behavior 
in Figure 4. But behavior can be predicted from beliefs 
on a statistically significant basis. This is the kind of 
link that researchers depend on when they look at the 
relationship between perceptions of system attributes 
and behavior. 

However, the bottom flowgraph shows how important 
modal affect is in predicting behavior. The direct links 
from convenience and comfort to behavior are not sig­
nificant when modal affect is included with them as a 
predictor of behavior. On the other hand, the link from 
modal affect to behavior is still significant. It is, per­
haps, an overstatement of the case to say that all of the 

socos 

predictive power of convenience comes from its rela­
tionship with modal affect. However, these flowgraphs 
clearly show that modal affect predicts frequency of use 
over and above the effect of beliefs on behavior. 

Figure 6 shows two flowgraphs derived from the 
FHWA carpool data. The endogenous variables in this 
model are the same ones as in the previous models. 
The exogenous variables are demographic and system 
variables that would be expected to be related to carpool 
usage. The link from comfort to modal affect is signif­
icant in both flowgraphs. This indicates that, relative 
to convenience, perceived comfort is a more important 
factor for carpools than it is for buses. However, our 
analyses of a large number of models for carpools 
show that comfort is not always significant. It is not 
a consistent predictor of modal affect. Notice also 
that convenience is significant in the bottom flowgraph 
but not in the top one. In general, perceptions of sys­
tem attributes are not strong predictors of modal affect 
for these carpool data. 

The feedback links from behavior to perceived con­
venience and comfort are both significant. This shows 
that behavior influences attitudes toward carpools as 
well as toward buses. 

The top flowgraph shows that the largest t-statistic 
is from modal affect to behavior. The bottom flowgraph 
shows that modal affect influences behavior over and 
above the influence of convenience and comfort on be­
havior. However, the links from convenience to com­
fort are not significant when the influence of modal 
affect is included with them. These findings show that 
modal affect is an important predictor of behavior for 
carpools as well as for buses. 

Figure 7 shows two flowgraphs from the GM carpool 
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data. As noted above, the attributes rated here are 
different from those included in the FHWA survey. 
TIMCONV is a combination of the perceived convenience 
and perceived time savings of carpools. SOCOS is a 
combination of judgments of the social costs of auto­
mobiles. The measures of modal affect and behavior 
are similar to those used in the FHWA survey. 

The top flowgraph shows that, in general, the rela­
tions are similar to those in the FHW A data. The 
bottom flowgraph shows that the links from convenience 
and social cost to behavior are not significant when the 
influence of modal affect is included with them. How­
ever, unlike the FHWA data, modal affect is not a 
significant predictor of behavior when the influence of 
perceived convenience and social costs is included. 
For this data set then, modal affect is a strong predictor 
of behavior but does not add any additional predictive 
power over perceived convenience. 

DISCUSSION OF RESULTS 

This paper presents structural-equation modeling 
analyses of traveler attitude-behavior interrelation­
ships. The results provide information on three topics 
that relate to bus and carpool usage: 

1. Behavioral feedback influences perceptions of 
system features, 

2. Convenience perceptions are more important 
than comfort perceptions for buses and more important 
than perceived social costs for carpools, and 

3. Affect has incremental explanatory power over 
cognitions in describing bus usage. 

The impact of behavioral feedback on traveler 
attitude-behavior interrelationships is important for 
several reasons. Our findings suggest that travel atti­
tudes and behavior mutually influence each other, and 
it is for this reason that the exclusive study of either 
one by transport analysts will lead to an incomplete 
understanding of traveler behavior and potentially faulty 
policy implications for the design and opei-ation of 
t r a.nsoortation s vstems. Self-reports of featu re ratings 
do predict behavior, but behavior also changes the 
rating of features. From a theoretical perspective 
these results show that a behavioral feedback mechanism 
that is consistent with cognitive dissonance theory can 
concurrently exist with attitudinal influence on behavior. 
From a marketing viewpoint these findings suggest a 
promotional strategy that transit operators might use 
to increase patronage. Our results suggest that ex­
perience with a system improves users' perceptions 
of its features, which are in turn related to usage. 
Therefore, offering potential patrons free or reduced­
fare rides to give them experience with a system should 
enhance their evaluation of it, and this in turn should 
increase the frequency of use. 

A second promotional strategy is suggested by the 
links from perceptions of attributes to behavior. It 
would emphasize those features of a system that are 
most strongly related to usage. For the data sets we 
have analyzed, convenience perceptions stand out as 
an extremely important factor, which underlies traveler 
behavior. Perceptions about social costs of automobile 
driving and comfort have a weaker association with 
travel behavior. A promotional campaign that emphasizes 
convenience is likely to be more successful than one that 
emphasizes comfort or social costs. There may also 
be other features that we have not analyzed that are im­
portant to transit usage. In addition, analyses of these 
data r epo1·ted elsewhere (22) have s hown that the st1·e11gth 
of the links between attitudes and behavior vary for dif-

ferent subgroups or market segments. An effective 
promotional strategy should, then, emphasize not only 
the important features but should also be targeted to 
specific market segments for which that factor is 
especially important. 

Our analyses also showed that, at least for buses, 
the relation between perceptions of system features and 
behavior is mediated by their relations to modal affect. 
Modal affect was found to be not only the strongest 
predictor of behavior but also to add predictive power 
over and above the influence of perceived convenience 
and comfort. This suggests that favorable evaluations 
of transit attributes are necessary but not sufficient to 
attain transit ridership. Perceptions of attributes do 
influence affect, but there appears to be a component 
of it that is independent of the perceived attributes of 
a system. It may be necessary, therefore , to change 
a potential user's image or overall evaluation of a mode 
before favorable perceptions of features can lead to 
increased usage. 

We need to achieve a better understanding of modal 
affect, its determinants , and what can be done to 
manipulate it. It may be determined by such factors 
as peer group norms and social class variables. We 
also need to know more about how market segmentation 
influences the interrelationships among cognitions, 
affect, and behavior. 
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