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This paper describes three methods for developing confidence intervals for the choice probabilities in multinomial logit models. The confidence intervals reflect the effects of sampling errors in the parameters of the models. The first method is based on the asymptotic sampling distribution of the choice probabilities and leads to a joint confidence region for these probabilities. This confidence region is not rectangular and is useful mainly for testing hypotheses about the values of the choice probabilities. The second method is based on an asymptotic linear approximation of the relation between errors in models' parameters and errors in choice probabilities. The method yields confidence intervals for individual choice probabilities as well as rectangular joint confidence regions for all of the choice probabilities. However, the linear approximation on which the method is based can yield erroneous results, thus limiting the applicability of the method. A procedure for setting an upper bound on the error caused by the linear approximation is described. The third method is based on nonlinear programming. This method also leads to rectangular joint confidence regions for the choice probabilities. The nonlinear programming method is exact and, therefore, more generally applicable than the linear approximation method. However, when the linear approximation is accurate, it tends to produce narrower confidence intervals than does the nonlinear programming method, except in cases where the number of alternatives in the choice set is either two or very large. Several numerical examples are given in which the nonlinear programming method is illustrated and compared with the linear approximation method.

The multinomial logit formulation of urban travel-demand models has a variety of theoretical and computational advantages over other demand-model formulations and is receiving widespread use both for research purposes and as a practical demand-forecasting tool (1-3). However, travel-demand forecasts derived from logit models, like forecasts derived from other types of econometric models, are subject to errors that arise from various sources, including sampling errors in the estimated values of parameters of the models, errors in the values of explanatory variables, and errors in the functional specifications of the models. Knowledge of the magnitudes of forecasting errors can be important in practice, particularly if either the errors themselves or the costs of making erroneous decisions are large. This paper deals with the problem of estimating the magnitudes of forecasting errors that result from sampling errors in the estimated values of the parameters of logit models. Specifically, the paper describes techniques for developing confidence intervals for choice probabilities and functions of choice probabilities (e.g., aggregate market shares, changes in choice probabilities caused by changes in independent variables) derived from logit models, conditional on correct functional specification of the models and use of correct values of the explanatory variables.

A model's forecasting error can be characterized in a variety of ways, including average forecasting error and root-mean-square forecasting error, in addition to confidence intervals for the forecast. Among the various error characteristics, only the confidence interval provides a range in which the true value of the forecast quantity is likely to lie. Methods for developing confidence intervals for the forecasts of linear econometric models are well known (4). However, these methods are not applicable to logit models, which are nonlinear in parameters. Koppelman (5, 6) has analyzed the forecasting errors of logit models and has described the ways in which various sources of error contribute to total error in forecasts in choice probabilities. Koppelman's error measures do not include confidence intervals for the choice probabilities although, as will be shown later in this paper, one of his error measures can be used to derive approximate confidence intervals.

Three methods for estimating confidence intervals for the choice probabilities of logit models are described in this paper. All of the methods lead to asymptotic confidence intervals in that they are based on the large-sample properties of the estimated parameters of the models. The first method is based on the exact asymptotic sampling distribution of the choice probabilities and leads to a joint confidence region for these probabilities. This region is useful mainly for testing hypotheses about the values of the choice probabilities. The region is not rectangular and, therefore, is difficult to use in practical forecasting. Moreover, the methods used to derive the confidence region cannot be readily extended to functions of the choice probabilities.

The second method is based on an asymptotic linear approximation of the relation between sampling errors in models' parameters and sampling errors in choice probabilities. The linear approximation method yields confidence intervals for individual choice probabilities as well as rectangular joint confidence regions for all of the choice probabilities. The method can easily be extended to functions of the choice probabilities. However, the linear approximation on which the method is based can yield erroneous results, thus limiting the method's applicability. A procedure for placing an upper bound
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on the error caused by the linear approximation is described.

The third method is based on nonlinear programming. This method yields rectangular joint confidence regions for the choice probabilities and can be extended to functions of the choice probabilities. The method does not require approximation of the relations between sampling errors in models' parameters and sampling errors in choice probabilities and, therefore, is more generally applicable than is the linear approximation method. Several numerical examples are given in which the nonlinear programming method is illustrated and compared with the linear approximation method.

PROPERTIES OF THE LOGIT MODEL

In the multinomial logit model, the probability that individual \( n \) selects alternative \( i \) from a set of \( J \) available alternatives is given by

\[
P_{in} = \frac{\exp(V_{in})}{\sum_{i=1}^{J} \exp(V_{in})}
\]

where \( P_{in} \) is the probability that alternative \( i \) is chosen by individual \( n \), and \( V_{in} \) is the systematic component of the utility of alternative \( j \) to individual \( n \).

For each alternative \( i \), \( V_{in} \) is assumed to be a linear function of appropriate explanatory variables. Thus

\[
V_{in} = \sum_{m=1}^{M} X_{imn} \alpha_m
\]

where

- \( M \) = the number of explanatory variables,
- \( X_{imn} = \) the value of the \( m \)th explanatory variable for alternative \( i \) and individual \( n \), and
- \( \alpha_m = \) the coefficient of explanatory variable \( m \).

The values of the coefficients (or parameters) \( \alpha_m \) ordinarily are not known a priori and are estimated from observations of individuals' choices by using the method of maximum likelihood. Details of the estimation procedure and the statistical properties of the estimated coefficients are described by McFadden (7).

Denote the estimated coefficients by \( \hat{\alpha}_m \). For each alternative \( i \) and individual \( n \) define \( \hat{V}_{in} \) by

\[
\hat{V}_{in} = \sum_{m=1}^{M} X_{imn} \hat{\alpha}_m
\]

\( \hat{V}_{in} \) is the estimated systematic utility function for alternative \( i \) and individual \( n \). \( \hat{V}_{in} \) is a random variable by virtue of its dependence on the random variables \( \{\alpha_m\} \).

Define

\[
\hat{P}_{in} = \frac{\exp(\hat{V}_{in})}{\sum_{i=1}^{J} \exp(\hat{V}_{in})}
\]

\( \hat{P}_{in} \) estimates the probability that individual \( n \) makes choice \( i \) and is the forecast of the choice probability that is used in applications of the logit model. Accordingly, the subsequent sections of this paper are concerned with the development of ranges about the \( \hat{P}_{in} \) that are likely to contain the true choice probabilities \( P_{in} \).

Assume that the coefficients \( \{\alpha_m\} \) have been estimated by the method of maximum likelihood by using a data set that consists of observations of \( N \) individuals' choices. Then for large \( N \), the estimated coefficients \( \{\hat{\alpha}_m\} \) are asymptotically jointly normally distributed with mean values \( \{\alpha_m\} \) and covariance matrix \( A^{-1} \), where

\[
A_{in} = -\sum_{i=1}^{J} \sum_{j=1}^{J} (X_{ijn} - X_{imn})(X_{ijn} - X_{imn}) P_{in} \quad (r, t = 1, \ldots, M)
\]

and

\[
X_{imn} = \sum_{j=1}^{J} X_{ijn} P_{ijn}
\]

In addition, the quadratic form

\[
Q(\hat{\alpha}, \alpha) = \sum_{i=1}^{J} \sum_{j=1}^{J} (\alpha_i - \alpha_j) A_{ij} (\alpha_i - \alpha_j)
\]

tends asymptotically to the chi-square distribution with \( M \) degrees of freedom.

Let one of the \( J \) alternatives available to individual \( n \) be considered a numeraire, and denote this alternative by \( t \). Then the random variables \( \{V_{in} - \hat{V}_{in} \mid i = 1, \ldots, J_n \neq t\} \) are linear combinations of the asymptotically normally distributed random variables \( \{\alpha_m\} \) and are themselves asymptotically jointly normally distributed with mean values \( \{V_{in} - \hat{V}_{in} \mid i = 1, \ldots, J_n \neq t\} \) and covariance matrix \( C_n^{-1} \), where

\[
(C_n^{-1})_{ij} = \sum_{r=1}^{M} \sum_{s=1}^{M} (A^{-1})_{rs} (X_{irn} - X_{imn})(X_{isn} - X_{ism})
\]

and \( (i, j = 1, \ldots, J_n; i, j \neq t) \). In addition the quadratic form

\[
R(\hat{V}_{in}, \alpha) = \sum_{i=1}^{J_n} \sum_{j=1}^{J_n} (C_n^{-1})_{ij} (\hat{V}_{in} - \hat{V}_{in} - (V_{in} - \hat{V}_{in}))
\]

\[
\times [(\hat{V}_{in} - \hat{V}_{in}) - (V_{in} - \hat{V}_{in})]
\]

is asymptotically distributed as chi-square with \( J_n - 1 \) degrees of freedom.

In practical applications of logit models, the probabilities \( P_{in} \) and, therefore, the matrix \( A \) in Equation 5 are not known due to their dependence on the unknown coefficients \( \{\alpha_m\} \). Therefore, \( \hat{P}_{in} \) is approximated by \( \hat{P}_{in} \) in Equation 5. This approximation is used without further comment in the rest of this paper.

In the following discussion the subscript \( n \), which denotes the individual, will not be used unless needed to prevent confusion. The choice probabilities will be understood to apply to an individual. The explanatory variables \( X_{imn} \) will be assumed to have known, fixed values. All uncertainty in the choice probabilities will be due to their dependence on the unknown coefficients \( \{\alpha_m\} \).

Confidence Intervals for Choice

Probabilities in Binary Logit Models

If there are only two alternatives in the choice set (\( J = 2 \)), then \( C^{-1} \) is a scalar. Therefore, if \( Z_{1/2} \) is the 100 (1 - \( \epsilon \)) percentile of the standard normal distribution, a 100 (1 - \( \epsilon \)) percentile confidence interval for \( V_i - V_j \) is

\[
(V_i - V_j) - Z_{1/2} C^{-1/2} C^{-1/2} < V_i - V_j < (V_i - V_j) + Z_{1/2} C^{-1/2}
\]

Denote the left- and right-hand expressions of inequalities by \( B \) and \( B \), respectively. Then, the expressions for the 100 (1 - \( \epsilon \)) confidence intervals for \( P_1 \) and \( P_2 \) in the binary logit model are

\[
1/[1 + \exp(b)] < P_1 < 1/[1 + \exp(B)]
\]
and

\[ \frac{1}{1 + \exp(b)} < P_s < \frac{1}{1 + \exp(b)} \]  

These simple expressions for confidence intervals exist only for binary choice models.

Joint Confidence Regions for the Choice Probabilities Based on Asymptotic Sampling Distribution

Equation 4 for the estimated choice probabilities can be rewritten as

\[ \tilde{P}_i = \exp(V_i - \tilde{V}_i) \left[ 1 + \sum_{i'} \exp(V_{i'} - \tilde{V}_{i'}) \right] \quad (i \neq t) \]  

\[ \tilde{P}_i = 1 - \sum_{i'} \tilde{P}_{i'} \quad (i \neq t) \]

where \( t \) denotes the numerale alternative. Equation 13 defines a transformation from the random variables \( \{ \tilde{V}_i - \tilde{V}_j \} \) to the random variables \( \{ \tilde{P}_i ; i \neq t \} \). This transformation has a nonsingular Jacobian matrix. Accordingly, the joint probability-density function of the random variables \( \{ \tilde{P}_i ; i \neq t \} \), conditional on \( \tilde{P}_t \), can be derived by using standard procedures (9). The result is

\[ f(\tilde{P}_1, \ldots, \tilde{P}_J) = (2\pi)^{-1/2} |C|^{-1/2} \left( \prod_{i=1}^J \tilde{P}_i \right)^{-1} \times \exp\left(-\frac{1}{2} \sum_{i=1}^J C_{ii} \left[ \log(\tilde{P}_i/\tilde{P}_t) - \log(P_i/P_t) \right] \times \left[ \log(\tilde{P}_i/\tilde{P}_t) - \log(P_i/P_t) \right] \right) \]

where \( |C| \) denotes the determinant of the matrix \( C \) and the quantity on the left-hand side denotes the joint probability-density function of \( \{ \tilde{P}_i ; i \neq t \} \), conditional on \( \tilde{P}_t \).

The conditioning of density function 15 on \( \tilde{P}_t \) can be removed by noting from Equation 14 that \( \tilde{P}_t \) is completely determined by \( \{ \tilde{P}_i ; i \neq t \} \). Thus, the joint probability-density function of all of the \( \tilde{P}_i \) (\( i = 1, \ldots, J \)) is

\[ f(\tilde{P}_1, \ldots, \tilde{P}_J) = \delta \left( 1 - \sum_{i'=1}^J \tilde{P}_{i'} \right)^{-1} f(\tilde{P}_1, \ldots, \tilde{P}_J) \]

where \( \delta \) is the Dirac delta function. Equation 16 constitutes a multivariate generalization of the univariate \( \delta \) distribution (9). The univariate distribution has been applied in a transportation context by Westin (10), who used the distribution to develop aggregate forecasts from a binary logit model.

The distribution in Equation 16 is highly intractable. To develop a confidence region for \( \tilde{P}_t \) it is more convenient to work with the distribution of the logarithms of the choice probabilities than with the distribution of the probabilities themselves. Specifically, Equation 4 implies that

\[ \log(\tilde{P}_i/\tilde{P}_t) - \log(P_i/P_t) = (V_i - \tilde{V}_i) - (V_t - \tilde{V}_t) \]  

Equations 9 and 17 together imply that the random variable \( R^* \) defined by

\[ R^*(\tilde{P}, \tilde{P}) = \frac{1}{J} \sum_{i=1}^J \sum_{i'=1, i' \neq t}^J C_{ii'} \left[ \log(\tilde{P}_i/\tilde{P}_t) - \log(P_i/P_t) \right] \times \left[ \log(\tilde{P}_i/\tilde{P}_t) - \log(P_i/P_t) \right] \]

has the chi-square distribution with \( J-1 \) degrees of freedom. Let \( \chi^2(\epsilon, K) \) denote the 100 (1 - \( \epsilon \)) percentile of the chi-square distribution with \( K \) degrees of freedom. Then, the inequality

\[ R^*(\tilde{P}, \tilde{P}) < \chi^2(\epsilon, J - 1) \]

together with Equation 4 define a joint 100 (1 - \( \epsilon \)) percent confidence region for \( \{ \tilde{P}_i ; i = 1, \ldots, J \} \). Specifically, given estimated values of \( \{ \tilde{P}_i ; i = 1, \ldots, J \} \), the confidence region consists of the set of all \( \tilde{P}_i \) (\( i = 1, \ldots, M \)) such that Equation 14 and inequality 19 are satisfied.

The confidence region defined by Equation 14 and inequality 19 is not rectangular and, therefore, is difficult to use in practical forecasting. In particular, the confidence region does not directly yield constants \( b_i \) and \( b_t \) (\( i = 1, \ldots, J \)) such that \( b_i \leq \tilde{P}_i \leq b_t \) with a specified level of confidence. However, the confidence region can be used to test hypotheses about the values of the \( \tilde{P}_i \). Let the null hypothesis be \( \tilde{P}_i = \tilde{P}_i^* \), \( \tilde{P}_j = \tilde{P}_j^* \), \ldots, \( \tilde{P}_i = \tilde{P}_i^* \), and assume that \( \Sigma P_i^* = 1 \). Substitute \( \tilde{P}_i^* \) for \( \tilde{P}_i \) in Equation 18 and compute \( R^* \). Then, the null hypothesis is rejected at the \( \epsilon \) significance level if \( R^* \) fails to satisfy inequality 19.

The method used to develop inequality 19 for individual choice probabilities cannot be extended to functions of the choice probabilities, such as aggregate market shares and changes in choice probabilities caused by changes in explanatory variables. The number of utility components \( V_i - \tilde{V}_i \) in such functions exceeds the number of dependent variables (e.g., aggregate shares, changes in choice probabilities) defined by the functions. Therefore, equations such as Equation 17, which define one-to-one mappings between the utility components and the dependent variables, do not exist, and chi-square distributed quadratic forms analogous to \( R^* \) cannot be developed. Moreover, the sampling distributions of aggregate shares and changes in choice probabilities contain intractable integrals that prevent these distributions from being used to form confidence regions.

Confidence Regions Based on a Linear Approximation

Equation 4 for the estimated choice probabilities can be expanded in a Taylor series about \( \tilde{V}_i = V_i \) (\( i = 1, \ldots, J \)) to obtain

\[ \tilde{P}_i = P_i + \sum_{j=1}^J (\partial P_i/\partial V_j)(V_i - \tilde{V}_i) + \Delta \quad (i = 1, \ldots, J) \]

where \( \Delta \) is a remainder term. As the size of the sample used in estimating the \( \tilde{V}_i \) approaches infinity, \( \Delta \) converges in probability to zero and \( \tilde{P}_i \) converges in probability to (11):

\[ \tilde{P}_i = P_i + \sum_{j=1}^J (\partial P_i/\partial V_j)(V_i - V_j) \]

The random variables \( \{ V_i - V_j \} \) are asymptotically jointly normally distributed with mean values of zero and covariance matrix \( D^{-1} \), where

\[ (D^{-1})_{ij} = \sum_{m=1}^M X_{ij} X_{km}(A^{-1})_{mk} \]

and \( A \) is the matrix defined in Equation 5. Therefore, \( \tilde{P}_i \) is asymptotically normally distributed with mean value \( \tilde{P}_i \) and variance
\[ \text{var}(\hat{y}) = \sum_{j=1}^{J} \sum_{i=1}^{I} (\hat{p}_i / \partial V_j)(\partial \hat{p}_i / \partial V_k)(D^T s)_k \quad (i = 1, \ldots, J) \]  

It follows that an asymptotic 100\(1 - \epsilon\) percent confidence interval for \(P_i\) is

\[ P_i - Z_{1/2} \sqrt{\text{var}(P_i)} < P_i < P_i + Z_{1/2} \sqrt{\text{var}(P_i)} \]

where \(Z_{1/2}\) is the 1-\(\epsilon/2\) percentile of the standard normal distribution. The numerical value of \(\text{var}(P_i)\) can be approximated by substituting \(\hat{V}\) for \(V\) and \(\hat{P}\) for \(P\) in Equation 23. Equation 21, which is a well-known approximation in mathematical statistics, formed the basis of Koppelman's analysis of errors in disaggregate models (5, 6). 

Equation 24 can also be used to develop rectangular joint confidence regions for the \(P_i\). Let \(I_i\) be a 100\(1 - \epsilon\) percent confidence region for \(P_i\) as given by Equation 24. Then

\[ \text{Pr}(P_i > 1 - \epsilon) \]

Thus \(\{P_i; i = 1, \ldots, J\}\) is contained in the \(J\)-dimensional rectangular region \(P_i > 1, \ldots, P_j > 1\), and has a confidence level that equals or exceeds 100\(1 - \epsilon\) percent.

The confidence interval defined by inequalities 24 and the joint confidence region defined by inequality 25 can easily be generalized to apply to functions of choice probabilities, including aggregate market shares and changes in choice probabilities caused by changes in explanatory variables. The generalization consists of substituting the functions of interest in place of the choice probabilities in Equations 21-24. The generalization of Equation 23 to aggregate market shares is given by Koppelman (5, 6).

The advantages of the confidence regions defined by inequalities 24 and 25 are substantial: The regions are rectangular, generalizable to functions of the choice probabilities, and computationally tractable. However, because of the regions' reliance on the asymptotic approximation of Equation 21, the accuracy of the confidence levels associated with these regions can vary greatly and may be highly erroneous. This variation in accuracy is illustrated in the following examples.

Consider the univariate, binomial logit model

\[ P_i = \exp(\alpha x_i)/[\exp(\alpha x_1) + \exp(\alpha x_2)] \quad (i = 1, 2) \]

where \(x_1\) is the explanatory variable of the model evaluated for alternative \(i\) and \(\alpha\) is a constant. Let \(\hat{a}\) be the maximum likelihood estimator of \(\alpha\), and let the sampling variance of \(a\) be \(\sigma^2\). Assume that \(x_1 = 0, x_2 = 0.1, a = 3,\) and \(\sigma = 1\). Then from inequalities 24, a 95 percent confidence interval for \(P_i\) is 0.378 \(\leq P_i \leq 0.474\). The confidence level associated with this interval also can be computed without using approximation 21 by noting that 0.378 \(\leq P_i \leq 0.474\) is equivalent to 1.041 \(\leq a \leq 4.980\).

Using the asymptotic normality of the estimated coefficient \(a\), the confidence level associated with 1.041 \(\leq a \leq 4.980\) and, therefore, with 0.378 \(\leq P_i \leq 0.474\) can be computed to be 95.12 percent. Thus, in this example, inequalities 24 yield an accurate estimate of the confidence level.

Now let \(x_i = 1.0\) while \(X_1, a,\) and \(\sigma\) remain unchanged. Then inequalities 24 yield -0.041 \(\leq P_i \leq 0.136\) as a 95 percent confidence interval for \(P_i\). If the confidence level associated with this interval is computed directly from the asymptotic distribution of \(a\) without using the approximation 21, a confidence level of 67.5 percent is obtained. A true 95 percent confidence interval for \(P_i\) is 0 \(\leq P_i \leq 0.205\). Thus, in this case inequalities 24 yield erroneous results.

**Nonlinear Programming Approach to Developing Confidence Regions**

A method for deriving joint rectangular confidence regions for multinomial logit-choice probabilities without using approximation 21 is described in this section. Denote the vectors of true coefficients \((\alpha_1, \ldots, \alpha_J)\) and estimated coefficients \((\alpha_1, \ldots, \alpha_J)\) by \(\alpha^*\) and \(\alpha\), respectively. Let \(Q(\alpha, \alpha)^*\) be the quadratic form defined in Equation 7, and let \(x_i^2(\epsilon, \alpha^*)\) be the 100\(1 - \epsilon\) percent of the chi-square distribution with \(M\) degrees of freedom. Recall that \(P_i (i = 1, \ldots, J)\) is a function of \(\alpha^*\). Given \(\alpha^*\) and \(\epsilon\), define \(b_i(\epsilon)\) and \(B_i(\epsilon)\) for each \(i\) by the following nonlinear programming problems:

\[ b_i(\epsilon) = \min_{P_i} \{P_i(\alpha) \quad (i = 1, \ldots, J)\} \]

subject to \(Q(\alpha, \alpha) \leq x_i^2(\epsilon, \alpha^*)\)

subject to \(Q(\alpha, \alpha) \leq x_i^2(\epsilon, \alpha^*)\)

The maximizations and minimizations are carried out over variations in \(\alpha_i\) for \(i = 1, \ldots, J\) define a rectangular joint confidence region for the \(P_i\) with confidence level equal to or greater than 100\(1 - \epsilon\) percent (12).

Another rectangular joint confidence region for the \(P_i\) with the same confidence level can be computed by considering \(P_i\) to be a function of the utilities \((V_1, \ldots, V_J)\). Let \(R(\bar{V}, V)\) be the quadratic form defined in Equation 9. Then the solutions to the nonlinear programming problems

\[ b_i(\epsilon) = \min_{P_i} \{P_i(\alpha) \quad (i = 1, \ldots, J)\} \]

subject to \(R(\bar{V}, V) \leq x_i^2(\epsilon, J-1)\)

subject to \(R(\bar{V}, V) \leq x_i^2(\epsilon, J-1)\)

define joint lower and upper confidence limits for \(P_i\) with confidence level equal to or greater than 100\(1 - \epsilon\) percent. The maximizations and minimizations are performed over variations in \(V\). The confidence limits thus defined are closer together than the 100\(1 - \epsilon\) confidence limits defined by problems 27 and 28 when \(J-1 < M\).

The confidence limits defined by problems 27 and 28 can easily be extended to functions of the choice probabilities. The extension consists of using the relevant functions of the choice probabilities as the objective functions of problems 27 and 28. For example, if \(P_{i\alpha}\) is the probability that individual \(i\) chooses alternative \(i\) in a population of \(N\) individuals is

\[ P_i \text{ is a function of } \sigma \text{ through the } P_{i\alpha}. \]

Joint confidence limits \(b_i(\epsilon)\) and \(B_i(\epsilon)\) for the \(P_{i\alpha}\) with confidence level equal to at least 100\(1 - \epsilon\) percent are given by

\[ b_i(\epsilon) = \min_{P_{i\alpha}} \{P_{i\alpha}(\sigma) \quad (i = 1, \ldots, J)\} \]

subject to \(Q(\sigma, P_{i\alpha}) \leq x_i^2(\epsilon, M)\)

subject to \(Q(\sigma, P_{i\alpha}) \leq x_i^2(\epsilon, M)\)

\[ B_i(\epsilon) = \max_{P_{i\alpha}} \{P_{i\alpha}(\sigma) \quad (i = 1, \ldots, J)\} \]
subject to \( Q(a, \alpha) \leq \chi^2(\epsilon, M) \).

The joint rectangular confidence region that results from the asymptotic linear approximation (inequalities 24 and 25) can be obtained by solving the nonlinear programming problems

\[
\begin{align*}
\text{subject to } R(V, Y) &< \chi^2(\epsilon/J, 1) \\
& \text{subject to } R(V, Y) &< \chi^2(\epsilon/J, 1), \text{ where } R(V, Y) \text{ is the expression obtained by exchanging } P_i \text{ with } V_i \text{ with } V_i \text{ in Equation 21, and } h^* \text{ and } B_i^*, \text{ respectively, are the lower and upper confidence limits for } P_i \text{ obtained by the linear approximation method.}
\end{align*}
\]

As the accuracy of the asymptotic linear approximation increases, problems 35 and 36 approach equivalence with the problems

\[
\begin{align*}
\text{subject to } R(V, Y) &< \chi^2(\epsilon/J, 1) \\
& \text{subject to } R(V, Y) &< \chi^2(\epsilon/J, 1).
\end{align*}
\]

If \( M \geq J-1 \), the linear approximation yields narrower confidence limits whenever

\[
\chi^2(\epsilon/J, 1) < \chi^2(\epsilon, M)
\]

Conditions 39 and 40 will be satisfied at normal confidence levels unless the number of coefficients \( M \) is very small or the number of alternatives \( J \) is either two or very large. For example, if \( M = 4 \) and \( \epsilon = 0.05 \), conditions 39 and 40 will be satisfied if \( 3 \leq J < 24 \). If \( M = 5 \) and \( \epsilon = 0.05 \), the conditions will be satisfied if \( 3 \leq J \leq 61 \). Thus, when the asymptotic linear approximation is accurate it will tend to produce smaller joint confidence regions than the nonlinear programming method unless the choice set either is large or contains only two alternatives. Numerical illustrations of the differences in the sizes of the linear approximation and nonlinear programming confidence regions are given in a later section.

A BOUND ON THE ERROR IN THE CONFIDENCE LEVEL

The errors in the linear approximation confidence levels of a binary choice model were previously computed exactly. This exact computation is not possible for models that have more than two alternatives in their choice sets. In multinomial models, nonlinear programming can be used to establish upper bounds on the errors in the confidence levels obtained from inequalities 24.

Let \( \delta^* \) be defined as in problems 35 and 36, and let \( \sigma^* \) be the linear approximation estimate of the standard deviation of \( \delta^* \) obtained from Equation 23. Note that \( \delta^* \) depends on the true coefficients \( a \) through \( V \). For arbitrary positive \( K \) and \( k \) define the following sets:

\[
\begin{align*}
S_1(K) &= \{ a_i | P_i^* - P_i < K \} \\
S_2(K) &= \{ a_i | P_i^* - P_i < K \} \\
S_3(K) &= \{ a_i | P_i^* - P_i < K \} \\
S_4(K, k) &= \{ a_i | P_i^* - P_i < K - k \} \\
S_5(K, k) &= \{ a_i | P_i^* - P_i < K + k \}
\end{align*}
\]

The sets \( S_1 \) through \( S_5 \) all depend on the estimated coefficients \( a \) and, therefore, are random events. Let \( \Pr(S_j) \) be the probability of the event \( S_j \) \( (j = 1, \ldots, 5) \). Note that

\[
S_1 \cap S_2 \subseteq S_3
\]

and

\[
\Pr(S_2 \cap S_3) = \Pr(S_2) + \Pr(S_3) - 1
\]

Therefore,

\[
\Pr(S_2 \cap S_3) = \Pr(S_2) + \Pr(S_3) - 1
\]

Also,

\[
S_4 \cap S_5 \subseteq S_2
\]

and

\[
\Pr(S_4 \cap S_5) = \Pr(S_4) + \Pr(S_5) - 1
\]

Therefore,

\[
\Pr(S_4 \cap S_5) = \Pr(S_4) + \Pr(S_5) - 1
\]

when probabilities 48 and 51 are combined,

\[
\Pr(S_4) - [1 - \Pr(S_4)] \leq \Pr(S_4) + \Pr(S_3) + [1 - \Pr(S_3)]
\]

Inequality 52 and Equations 53-55 imply

\[
2[\Phi(K - k/\sigma^*) - \Phi(K/\sigma^*)] < \Pr(S_4) - \Pr(S_3)
\]

Given a confidence level 100(1-\( \epsilon \)) percent, let \( K \) be given by the solution to

\[
\Pr(S_1(K)) = 1 - \epsilon
\]

Note that in the linear approximation method for developing confidence intervals \( P_i^* \) and \( P_i \) are considered to be equal. Therefore, 100(1-\( \epsilon \)) is the confidence level that the linear approximation assigns to the interval \( | P_i - P_i^* | < K \), whereas 100 \( \Pr(S_i(K)) \) is the confidence level that is obtained if the linear approximation is not used. Thus, 100 \( \Pr(S_i) - \Pr(S_i) \) is the error in the confidence level that is made by using the linear approximation, and inequalities 56 bound this error. Specifically, for any \( k \)


$$\Pr(S_3) = \max \{ F^*(K, k), F(K, k) \}$$  \hspace{1cm} (58)

where

$$F^*(K, k) = 2\Phi(K + k/\sigma^2) \Phi(K/\sigma^2) + [1 - \Pr(S_3)]$$ \hspace{1cm} (59)

and

$$F^*(K, k) = -\delta \Phi(\{K - k \}/ \sigma^2) - \Phi(K/\sigma^2) + [1 - \Pr(S_3)]$$ \hspace{1cm} (60)

In practice it is usually difficult or impossible to evaluate \(\Pr(S_3)\). Thus, inequality 58 is not directly useful. However, it is possible to establish a computationally tractable lower bound on \(\Pr(S_3)\). Given a number \(\delta\) that satisfies \(0 < \delta < 1\), define \(k(\delta)\) by the following nonlinear programming problem:

$$k(\delta) = \max | R^*(\xi) - R_1(\xi) |$$ \hspace{1cm} (61)

subject to \(Q_1(\xi, \alpha) \leq x^2 \delta, \text{if } M < J-1 \text{ and } R(\tilde{\xi}, \gamma) \leq x^2 \delta, \text{J-1 otherwise} \),

$$\Pr \{ | R^* - R_1 | < k(\delta) \} > 1 - \delta$$ \hspace{1cm} (62)

and

$$\Pr(S_3[k(\delta)]) > 1 - \delta$$ \hspace{1cm} (63)

Given \(K\) and \(\delta\), define \(G^+(K, \delta)\) and \(G^-(K, \delta)\) by

$$G^+(K, \delta) = 2 \Phi(\{K + k(\delta) \}/ \sigma^2) - \Phi(K/\sigma^2) + \delta$$ \hspace{1cm} (64)

Table 1. Joint 95 percent confidence intervals for the choice probabilities in a three-alternative mode choice model.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Linear Approximation Method</th>
<th>Nonlinear Programming Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>b</td>
<td>B</td>
</tr>
<tr>
<td>1</td>
<td>0.402</td>
<td>0.338</td>
</tr>
<tr>
<td>2</td>
<td>0.312</td>
<td>0.262</td>
</tr>
<tr>
<td>3</td>
<td>0.236</td>
<td>0.234</td>
</tr>
</tbody>
</table>

Note: \(P = \text{estimated choice probability}; b = \text{lower confidence limit}; B = \text{upper confidence limit}; \) and \(R = \text{width of nonlinear programming confidence interval divided by width of linear approximation interval} \).

Table 2. Joint 95 percent confidence intervals for the choice probabilities in a 20-alternatives destination choice model.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Linear Approximation Method</th>
<th>Nonlinear Programming Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>b</td>
<td>B</td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>0.017</td>
</tr>
<tr>
<td>2</td>
<td>0.029</td>
<td>0.023</td>
</tr>
<tr>
<td>3</td>
<td>0.017</td>
<td>0.011</td>
</tr>
<tr>
<td>4</td>
<td>0.035</td>
<td>0.027</td>
</tr>
<tr>
<td>5</td>
<td>0.024</td>
<td>0.013</td>
</tr>
<tr>
<td>6</td>
<td>0.034</td>
<td>0.029</td>
</tr>
<tr>
<td>7</td>
<td>0.036</td>
<td>0.030</td>
</tr>
<tr>
<td>8</td>
<td>0.025</td>
<td>0.020</td>
</tr>
<tr>
<td>9</td>
<td>0.049</td>
<td>0.041</td>
</tr>
<tr>
<td>10</td>
<td>0.111</td>
<td>0.075</td>
</tr>
<tr>
<td>11</td>
<td>0.083</td>
<td>0.075</td>
</tr>
<tr>
<td>12</td>
<td>0.098</td>
<td>0.066</td>
</tr>
<tr>
<td>13</td>
<td>0.065</td>
<td>0.056</td>
</tr>
<tr>
<td>14</td>
<td>0.080</td>
<td>0.089</td>
</tr>
<tr>
<td>15</td>
<td>0.077</td>
<td>0.064</td>
</tr>
<tr>
<td>16</td>
<td>0.018</td>
<td>0.010</td>
</tr>
<tr>
<td>17</td>
<td>0.083</td>
<td>0.052</td>
</tr>
<tr>
<td>18</td>
<td>0.044</td>
<td>0.033</td>
</tr>
<tr>
<td>19</td>
<td>0.043</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Note: \(P = \text{estimated choice probability}; b = \text{lower confidence limit}; B = \text{upper confidence limit}; \) and \(R = \text{width of nonlinear programming confidence interval divided by width of linear approximation interval} \).

Inequality 68 defines a computationally tractable upper bound on the error in the confidence level obtained from inequalities 24. The degree to which the right-hand side of inequality 68 overestimates the error made by linear approximation 21 can be illustrated with the model of Equation 26. It was shown that when \(X_1 = 0, X_2 = 0.1, a = 3, \) and \(\sigma = 1\) in Equation 26, the linear approximation assigns a confidence limit of 95 percent to a particular confidence interval for the coefficient \(a\), whereas a confidence level of 95.12 percent is obtained for the same interval when the linear approximation is not used. In this case the linear approximation makes an error of 0.12 percent in the confidence level. When \(X_1 = 1.0\) and the other parameters remain unchanged, the linear approximation assigns a confidence level of 95 percent to an interval whose confidence level is found to be 87.5 percent when the linear approximation is not used. In this case, the linear approximation makes an error of 7.5 percent in the confidence level. Inequality 68 gives an upper bound on the error in the confidence level of 1.2 percent when \(X_1 = 0.1\) and 31 percent when \(X_1 = 1.0\). Although inequality 68 considerably overestimates the error made by the linear approximation in both cases, the error estimates obtained from inequality 68 do distinguish between a case in which the linear approximation is useful (e.g., \(X_1 = 0.1\)), and a case in which the linear approximation is not useful (e.g., \(X_1 = 1.0\)).

Inequality 68 can be extended to functions of the choice probabilities, such as aggregate market shares. The extension is accomplished by substituting the desired functions in place of \(P, P_1, P_2, P_3, \) in equations and inequalities 41-68 and by using the \(Q\) form of the constraint in problem 61.

**NUMERICAL EXAMPLES**

To illustrate and compare the linear approximation and nonlinear programming methods for developing confidence regions, both methods were applied to two multinomial logit models: a 3-alternative model of work-trip mode choice (5) and a 20-alternative model of destination choice for nonwork trips (13). Typical values of the explanatory variables were used in each case. The nonlinear programming problems 27, 28, 31, 32, and 61 were solved by using the sequential unconstrained minimization technique (14).

Joint 95 percent confidence limits for the choice probabilities of the mode choice model are shown in Table 1. The upper and lower confidence limits of the choice probabilities are, respectively, approximately 17 percent above and below these probabilities. The nonlinear programming confidence intervals were obtained from problems 30 and 31 and are approximately 2 percent wider than the linear approximation intervals. Inequality 68 indicates that the errors in the confidence levels of the linear approximation confidence intervals considered individually are less than 1.14 percent. Considering the looseness of the bound provided by inequality 68, this suggests that the linear approximation achieves acceptable accuracy in this example.
Joint 95 percent confidence limits for the choice probabilities of the destination choice model are shown in Table 2. The upper and lower confidence limits of the choice probabilities are, respectively, roughly 10 to 40 percent above and below these probabilities, depending on the alternative. The nonlinear programming confidence intervals are approximately 10 percent wider than the linear approximation intervals. Inequality 68 indicates that the errors in the confidence levels of the linear approximation confidence intervals considered individually are less than 0.8 percent, again suggesting that the linear approximation is acceptably accurate.

CONCLUSIONS

This paper has described three methods for developing confidence regions for the choice probabilities of the multinomial logit model. One method involves a direct application of the asymptotic sampling distribution of the choice probabilities and yields joint confidence regions for these probabilities. The confidence regions are not rectangular and, therefore, are useful mainly for testing hypotheses about the choice probabilities.

The other two methods are based, respectively, on a linear approximation of the relation between errors in the coefficients of a model and errors in the choice probabilities, and on a nonlinear programming approach to developing confidence intervals. Both of these methods produce joint rectangular confidence regions for the choice probabilities, and both can be applied to functions of the choice probabilities, such as aggregate market shares and changes in choice probabilities caused by changes in explanatory variables. The linear approximation method also can be used to develop confidence intervals for individual choice probabilities.

The linear approximation method is computationally simpler than the nonlinear programming method. Moreover, when the linear approximation on which the method is based is accurate, the linear approximation method produces a smaller confidence region for a given confidence level than does the nonlinear programming method, unless the choice set either is very large or contains only two alternatives. However, the linear approximation method has the disadvantage that it can yield erroneous results.

A procedure for bounding the error made by the linear approximation method has been described in this paper. However, this procedure is based on nonlinear programming, and the computational effort involved in implementing it can equal or exceed the computational effort involved in developing confidence regions by the nonlinear programming method. If there are a priori reasons for believing that the linear approximation method will yield accurate results in a particular application, then the computational simplicity of this method makes it preferable to the nonlinear programming method. However, if the accuracy of the linear approximation method is questionable and resources for implementing the bounding procedure are not available, then the nonlinear programming method will yield more reliable results than will the linear approximation method.

The linear approximation and nonlinear programming methods for developing confidence regions can be applied to other utility maximizing models with linear-in-parameters utility functions (e.g., multinomial probit) by substituting the choice probabilities of the desired model in place of the logit probabilities used in this paper.
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