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Population Segmentation in Urban 
Recreation Choices 
Peter R. stopher and Gokmen Ergiin, Department of Civil Engineering, 

Northwestern University, Evanston, Illinois 

The paper describes an investigation of various segmentation bases for 
capturing the behavioral differences in urban recreation demand. The 
analysis and evaluation of the segmentation bases were mainly achieved 
through the calibration of disaggregate quantal choice models (by using 
the multinomial logit technique) for each population segment and sta­
tistical comparison of these models and their estimated coefficients. 
After a preliminary elimination, three segmentation bases were selected 
for detailed evaluation: stage in the family life cycle, recreation-
activity attractiveness, and geographic location. For each of the cate· 
gories of these bases, a recreation-activity choice (a detailed trip-purpose) 
model was calibrated. These segment models were then compared with 
the pooled model both in terms of the overall goodness of fit and in 
terms of the differences in their coefficient estimates. Each of the seg· 
mentation schemes that was tried revealed significant differences and 
most of these differences bear plausible relation to the segmentation 
variables. Significant behavioral variations, which may result from dif­
ferences in tastes, motivations, and personalities, may be captured 
through population segmentation. 

Recreation is a broad and diverse area of human activity, 
encompassing a wide range of pursuits. Increased de­
mand for participation in these activities creates, in 
varying degrees, increased use of transportation facili­
ties . Visits to national parks alone have increased at 
an annual growth rate of about 7.5 percent in the period 
from 1957 through 1976 (!_,!). This is cons iderably 
higher than the population growth rate during the same 
period and also implies a very considerable growth rate 
in the consumption of fossil fuels for recreation activities. 

The concern of the research in this paper is urban 
recreation and cultural activities. Most work on demand 
for recreation has concentrated on nonurban recreation 
and vacation activities @-2), although many government 
units in urban areas are becoming increasingly con­
cerned about issues of policy and investment in recrea­
tion facilities. If in the future transportation fuels are 
less available or the costs of such fuels are increased 
significantly, urban recreation facilities will probably 
receive the impacts of resulting changes in travel be­
havior. This will occur because travel to recreation is 
one type of travel most likely to be reduced or diverted 
from far sites to near ones (urban) in the event of high 
price or low availability of fuel. From a policy view­
point, freedom to participate in a wide range of recrea­
tion activities may be considered to be one element of 

the high living standards enjoyed in the United states 
and Canada. Thus, substitution of local (urban) recrea­
tion activities for long-distance ones may be one way 
to prevent energy scarcity or high prices from eroding 
living standards. 

This research introduces market segmentation as a 
means to understand and analyze recreation travel 

' behavior. However, the paper deals only with 
recreation-activity choice (i.e ., a detailed trip purpose) 
for a variety of reasons: 

1. The reasons why people engage in recreation 
activities are much more complex, diverse , and nu­
merous compared to other trip purposes. Recreation 
activities can be undertaken simply for fun or to fulfill 
various other complex psychological matters such as 
needs, motivations, and values. Hence, the conse­
quences of recreation travel can only be understood. 
after recreation behavior, per se, is understood. This 
is perhaps more crucial than for any other trip purpose . 

2. Recreation is a gross trip purpose. The activi­
ties covered include a wide variety of activities and 
widely varying needs for travel, ranging from skiing to 
watching television. Thus, activity choice becomes an 
important issue, especially for the resulting travel im­
plications. 

3. We believe that the differences in individual 
tastes, motivations, and perceptions are the greatest 
influences on activity choice and, hence, concentrating 
on this choice can show the effects of segmentation more 
clearly. 

4. The passage to recreational travel demand from 
recreation demand is a relatively trivial matter. 

The basic demand-modeling hypotheses, which are 
described elsewhere @, assume that both cha.racteris­
tics of the individual and attributes of the alternatives 
affect the choice process. Several mechanisms may 
be argued for the process by which these characteristics 
influence choices. One possibility is to use these char­
acteristics as linear, additive terms in the utility func­
tion of the recreation activities. In this case, the effect 
of the characteristics is marginally to add to or sub­
tract from the utility of activities and to affect the 
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relative tastes of individuals for different attributes. 
Watson and Stopher (J), inter alia, argue that this is 
not the most app1·opriate manner in which to portray 
the effects of these variables. Rather, they argue that 
the appropriate manner to enter the variables is to use 
them as a basis for population (market) segmentation. 
This has also been argued extensively as a basis for 
improving the capability and responsiveness of indi­
vidual choice models {~, ~· 

The data for this research consist of 812 cases from 
two suburbs of Chicago: Evanston and Des Plaines. 
They provide information on the perceptions of attributes, 
availabilities, attractiveness, and annual and seasonal 
participation for selected recreation activltles. In addi­
tion, data were obtained on socioeconomic characteris­
tics of respondents. Some of the questions in the survey 
pertain to a list of 17 activities that were determined to 
represent a majority of urban recreation pursuits; 
however, perceptions of the attributes were obtained for 
only three activities, which were selected by each re­
spondent as his or her most frequent recreation activi­
ties. The attributes include physical measures, such 
as distance traveled to the site, fee ' paid, and duration, 
and 23 conceptual items, which were x·ated on a five­
point Likert scale that covers a range of agreement from 
strongly agree to strongly disagree. 

One of the principal tasks of this research was to de­
termine the feasibility of transferring the technology of 
individual choice modeling from travel demand to 
recreation demand by using the multinomial logit model 
(10-g). This technique can be expressed mathemati­
cally as 

P(i; A1l = exp[V(Z;, S1ll /~ exp[V(Z;, S1ll 
jeAt 

(ll 

where 

P(i; A 1) 
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the probability that recreation alterna­
tive i is chosen by consumer t from his 
or her choice set (A 1), 

systematic (nonrandom) part of the utility, 
vector of attributes of recreation alterna­
tive i, and 
vector of characteristics of individual t. 

In this project, further support for segmentation is 
provided by the models built on the Evanston and Des 
Plaines data sets, which revealed substantial differences; 
however, these differences were also found in the dis­
tributions of various characteristics of respondents 
from the two locations. It seems reasonable to postulate 
that the observed differences may, therefore, be due to 
different distributions of tastes for recreation-activity 
attributes in the two suburbs. Also note that McFadden, 
Tye, and Train (~ have shown that treatment of a 
hete1·ogeneous population as a homogeneous one results 
in case 2 violations of the independence of irrelevant 
alternatives property of multinomial logit models and 
leads to biased coefficient estimates and a pattern of 
overprediction and underprediction. Hence, population 
segmentation is necessary in order to reduce the likeli­
hood of bias in the fitted models. (Of course, if no dif­
ferences are found in the fitted coefficients of models 
from different segments, it may be postulated that the 
population is homogeneous and that case 2 violations 
from this cause are not present.) 

HYPOTHESES OF SEGMENTATION 

A number of hypotheses relating to population segmenta-

tion can be tested. First, a number of variables may 
be considered as bases for segmentation, including avail­
able socioeconomic characteristics (income, age, sex, and 
stage in the family life cycle) and situational or taste 
variables (geographic location, importance of recrea­
tion activities, and activity attractiveness, subjectively 
rated). In travel-forecasting work, results have been 
rather inconsistent with· socioeconomic variables (Ji 14-
!§). Nevertheless, it seems appropriate to test such 
variables because some can readily be hypothesized to 
have an effect on participation in recreation activities. 
The first hypothesis is, therefore, that socioeconomic and 
situational or taste variables can be used as a basis for 
population segmentation and will reveal significant dif­
ferences in recreation-choice behavior. This hypoth­
esis can be tested partially by analyzing variations in 
participation rates for different activities over the 
ranges of selected segmentation variables. Methods 
for this include simple graphical and cross-tabular 
presentations and analysis of variance. 

The second hypothesis arises from the treatment of 
the ratings of the 23 conceptual attributes of recreation 
activities. These fundamental attributes should not be 
used in modeling because their individual reliabilities 
are very low, as has been established in psychometric 
theory (17); because they relate to a few underlying 
salient concepts that are formed by groups of the funda­
mental attributes; and because the evaluative space of 
an individual is believed to be quite limited in its num­
ber of dimensions, and these dimensions represent the 
salient concepts. The salient concepts can be identified 
by multidimensional scaling individual scaling, and 
factor analysis. Previous work ~ ~ has shown 
factor analysis to be an acceptable procedure that is 
cheaper and less subject to limitations than the scaling 
procedures, and it was therefore used in this study (§). 
Three-factor solutions were used for all analytical work 
because these solutions appeared to meet all of the cri­
teria set for selecting the most efficient space. 

The second hypothesis, which arises from this, is 
that dlfferent population segments operate with different 
perceptual spaces and, hence, different factor structu1·es. 
Although a statistical test for different factor structures 
has been suggested i·ecently (20), this hYPOthesis was 
not tested in this research for three reasons: (a) 
Allaire (21) and Hauser (~ have shown that in con­
sumer marketing it is reasonable to assume homoge­
neous perceptual spaces but with heterogeneous pref­
erence parameters; (b) some preliminary investigations 
of heterogeneity on two of the segmentation variables 
failed to reveai any apparent differences in the percep­
tual spaces for the data of this project; and (c) the 
adoption of an assumption of heterogeneous perceptual 
spaces would invalidate the use of the other statistical 
tests of comparison used in this research. Therefore, 
a homogeneous perceptual space was assumed for all 
segments. 

rt may be postulated that different segments will 
weigh various attributes differently in the recreation­
participation model. This hypothesis may be tested by 
building models of the same specification for each 
selected population segment. Statistical tests, using 
student's t-distribution, may be conducted on the coef­
ficients of different segments by using Equation 2. 

where 

a;,a~ coefficients for attribute k from the 
m th and nth segments, 

(2l 
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Table 1. Geographic segmentation models. Segments 

Pooled Model (812 cases) Des Plaines (395 cases} Evanston (414 cases) 

variable· Coefficient t-Value Coefficient t-Value Coemcient t-Value 

ACHY 0.283 15.3 0.335 9. 9 0.258 10.4 
EXTR 0.102 ~.3 0.231 7.1 0.017 1.0 
PAST 0.061 3. 5 0.278 9. 0 - 0.062 2.8 
ATTR 0,249 17.9 0.338 15.1 0.190 10.2 
AVAIL -0.057 $.2 -0. 136 7.9 0.018 I. I 
FEINC -0.088 1.8 -0.046 0.8 - 0.307 3. 1 
DISTLDA -0.0002 1.9 -0.0006 4.0 0.0004 2.3 
CARLDA 0.041 1.8 0.051 1.4 0.038 I . I 
GOLF AGE 0.008 4. 1 0.015 5.0 - 0.002 0.8 
EDCULT 0.117 2. 1 -0. 148 1.6 0. 197 2.4 

"The all ernative specific constant s have been excluded for space considerations 

a~,a~ 

cov(a;,~~) 

standard errors of the coefficients, 
and 
covariance of the coefficients a; and 
a~. 

If the segments can be considered to be independent 
samples, the covariance term can be ignored (and, in 
practice, usually is). 

In addition, likelihood-ratio test,s can be performed 
between the pooled results of the segments and an un­
segmented model. Minus twice the logarithm of the 
likelihood ratio ('-2 log>..) has been shown by Theil to be 
distributed like chi-square, with degrees of freedom 
equal to the difference between the sum of the number 
of fitted parameters of the segmented models over all 
segments and the numbers in the unsegmented model 
[i.e., NP(N8 -l), where NP is the number of parameters 
and N. is the number of segments or groups used]. 

The likelihood-ratio test, in this case, establishes 
whether or not the segmented models succeed in ex­
plaining more of the behavior than does the single un­
segmented model. If the value of -2 log>.. for the un­
segmented model and the segmented models exceeds the 
table value of chi-square at a given significance level, 
then the null hypothesis (that segmentation provides no 
improvement in explanation of the phenomenon) can be 
rejected at that confidence level. 

It may also be postulated that different segments of 
the population have different choice mechanisms, as 
would be shown if models with different specifications 
provide the best fit for different segments. This hy­
pothesis is somewhat more difficult to test than was 
the preceding one. Rigorous statistical tests can be 
made only if the specification of the best model con­
tains variables that represent a subset of those used 
under the preceding hypothesis or if the model from 
the preceding hypothesis is a subset of the best model. 
Otherwise, judgment would have to be on the basis of 
predictive performance and other similar properties. 

In this research it was assumed that the perceptual 
spaces were common to all groups of the population 
and that all segments have the same choice mechanisms. 
Thus, it was necessary to find the best specification for 
a model to test for different weights on given attributes. 

The search for the best model was done on the pooled 
data of the Evanston and Des Plaines suburbs. The steps 
in model development can be found elsewhere (~), and 
this model is reported later in this paper. The same 
model specification was used in all segmentation tests 
to facilitate the statistical testing of the hypotheses. 

POPULATION SEGMENTATION 

Seven segmentation variables were examined initially: 
income, age, sex, importance of recreation, stage in 
family life cycle, location, and attractiveness. Before 

the models were tested, however, cross-tabulations 
and one-way analysis-of-variance tests were made to 
detect interactions between the variables and activity­
participation rates and to determine the levels at which 
to segment the variables. A constraint on the segmenta­
tion was imposed as a result of the relatively small size 
of the entire sample. A minimum sample of 100 cases 
was thought desirable, and a maximum of 812 cases 
was available from the entire data set. From this 
initial analysis, the most promising segmentation bases 
were found to be life-cycle stages, attractiveness, and 
geographic location. 

In all of the models reported, a pooled three-factor 
structure was used in the best specification that was 
found for the unsegmented data. The dependent variable 
used in the model was summer participation (number of 
days on which the respondent had participated) for each 
of 10 reported activities-bowling; bicycling; swimming; 
playing tennis; playing golf; fishing; going to movies; 
going to theater, opera, or concerts; watching sports; 
and participating in team sports. The selection of these 
activities is reported elsewhere (~. The independent 
variables are listed and defined below. 

ACHY -Achievement factor; 
EXTR-Extroversion factor; 
PAST-Pastoralism factor; 
ATTR-Reported attractiveness of the activity; 
AV AIL-Reported availability of the activity; 
FEINC-Participation fee divided by annual gross 

income; 
DISTLDA-Distance traveled to the activity for long­

and medium-distance activities (i.e., swimming; play­
ing golf; fishing; attending theater, opera, or concerts; 
and watching sports; 0 for other activities); 

CARLDA-Number of automobiles available for long­
and medium-distance activities, 0 otherwise; 

GOLFAGE-Age for golf, 0 otherwise; and 
EDCULT-Level of education for attending theater, 

opera, or concerts; 0 otherwise. 

Geographic Segmentation 

The models for geographic segmentation are shown in 
Table 1. The log-likelihood test between the geographic 
segments and the pooled model produces a value of 306 
(this is the adjusted value for the difference in the num­
bers of observations for chi-square with 19 degrees of 
freedom. At 99 percent, the table value of chi-square 
is 36, so that the segmentation has clearly improved the 
model significantly. t-tests were also made for dif­
ferences between individual coefficient values. The re­
sult~ of these tests are given below. It can be seen that 
all but two of the variables are significantly different at 
better than 95 percent confidence (t-value of the difference 
is less than 1. 96). 
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Variable t-Value Variable t -Value 

ARCHV 2.49 FEINC 2.23 
EXTR 5.05 DISTLDA 4.28 
PAST 8.97 CARLDA 0.27 
ATTR 5.11 GOLF AGE 0.32 
AVAIL 6.59 EDCULT 2.80 

In summary, geographic segmentation shows signif­
icant differences and improves the performance of the 
models. Variations are found both in the weights given 
to different recreation factors and to the weights of 
situational variables for the two segments. 

!'ttractiveness Segmentation 

As noted, the attractiveness segmentation appeared 
likely to be reasonably useful and represents the best 
approximation to a personality segmentation that can 
be achieved from these data. 

Segmentation on attractiveness was undertaken 
through further analysis of the attractiveness scores 
on each activity. First, activities were grouped in 
terms of attractiveness. This is necessary for a 
number of reasons . Pragmatically, to use the 10 

Table 2. Attractiveness activity clusters for segmentation of 
pooled data. 

Clus te r Activity 
Internal Con­
sistency (ex ) 

Soci al-cultural 
(SOCATT) 

Outdoor- sports 
(SPAT'!') 

Recr eational 
activities 

Visit muse um or art galle ry ; attend 
theater, oper a, or conce rt; visit 
zoo; go to movies; picnic ; and 
dance 

Bicycle, swim, play te nnis, jog, 
and sa1l 

Watch sports , play team spor ts, 
bowl, fish, ~olf, and motorboat 

0.70 

0.65 

0.56 

Table 3 . Attractiveness 
segments for pooled data. 

Attractiveness Score 

Table 4. 

Segment Social-Cultural 

Low s 19 
Lows: 19 
High > 19 
High > 19 

Attractiveness segmentation models. 

Segment ~.'!cdcl:; 

Low Social and Cultural, 
P ooled Model Low Pastoral Sport s 
(612 cases) (154 cases) 

Outdoor Sports 

Low s: 13 
High > 13 
Lows: 16 
High > 16 

Low Social, High 
Pastoral Sports 
(222 cases) 

separate activities would generate a minimum of 100 
(102

) segments, where these would be defined accord­
ing to a. low or high attractiveness r;iJing on each 
activity. Clearly, the data set is inadequate in size to 
support such a segmentation. All of those segments 
would probably not be populated because several activi­
ties would have sufficient segments in common that 
similar ratings would be given to activities that fall in 
particular groups. Also, the reliability of attractive­
ness scores for individual activities will probably be 
relatively low and would be improved by grouping 
similar activities and by using an aggregate rating for 
each group and individual. If activity groups are used, 
people would then be grouped according to the attrac­
tiveness scores that they gave to the different activity 
groupings. Activity groupings were obtained by sub­
jecting the raw attractiveness scores to cluster analysis. 
These clusters are shown in Table 2. The first two 
clusters are considered to be reasonably consistent 
internally and also represent intuitively plausible clus­
ters: The first cluster is social-cultural activities, 
and the second is outdoor (pastoral) sports. The third 
cluster is less consistent and less easily identified 
and was not used for segmentation. 

The next step in the process was to find values of 
each attractiveness cluster that could be used for seg­
mentation purposes. To do this, attractiveness scores 
were summed for each individual for the activities in 
each of the two clusters and then plotted on a scatter 
diagram, from which the data were divided into four 
approximately equal-sized groups (quadrants) for 
population segmentation, as shown in Table 3. 

By using the same model specification as for the 
geographic segments, models were built for each of 
the four attractiveness segments, as shown in Table 4. 
The same likelihood- r atio t est was carried out to de = 
termine if the segmented models together were able to 
explain more of the choice variation than was the pooied 
model. The adjusted value of -2 log A. for the test was 
found to be 492, which is substantially larger than the 
99 .5 percent table value of chi-square (of 88) for 57 
degrees of freedom. Hence, the attractiveness seg­
mentation can again be said to offer a significant im­
provement in the model performance. 

Table 5 shows the results oft-tests for similarity 
of coefficients. It can be seen that 4-7 of the 10 vari-

High Social, Low High Social a nd Cul-
Pastoral Spor ts turaL,High Pastora l 
(225 cases) Sports (187 cases) 

Variable· CoeHicient t - Val ue Coefficient t - Value Coefricient t-Value Coe[ficient t-Value Coe[(icient t-Value 

ACHV 0.263 15.3 0.407 5.4 0.47 0 12. 7 0.157 4.9 0.193 5.1 
EXTR 0.102 5.3 0.249 4.1 0.010 0. 3 0.129 3.6 0. 133 3.5 
PAST 0.061 3. 5 -0. 169 2.8 -0.0005 0.01 0. 093 2.8 0.1 86 5.0 
ATTR 0.249 17.9 0.372 9.2 0.373 12.5 0.196 8.3 0.260 6.6 
AVAIL -0.057 5.2 -0.133 4.0 -0,014 0. 7 -0.035 1. 7 -0 .106 4.4 
FE INC -0.068 1.6 0.699 5.6 -0.082 0.8 -0.469 4.2 -0.131 1.0 
DISTLDA - 0.0002 1.9 - 0.0002 0.6 - 0.0004 1.5 -0 .023 1.3 -0.0005 1.6 
CARLDA 0.041 1.8 -0.254 3.5 0.071 1.6 0.013 0.3 -0.085 1.6 
GOLF AGE 0.008 4. 1 0.023 4.3 0.014 4.3 0.006 1.1 -0.011 1.7 
EDCULT 0.117 2.1 0.284 1.2 0.169 1.4 -0.176 2.3 0.286 2.0 

' Alternative-specific constants have been excluded, fo r space considerations.. 

Table 5. T-tests of the differences 
in coefficient estimates for the 

T-Values for Coef(tcient OiHe rences 

attractiveness segments. Segment ACHV EXTR PAST ATTR AVAIL FEINC DISTLDA CARLDA GOLF AGE EDCULT 

1 and 2 0.75 3 .21 2.44 0,03 2.98 5.65 0.51 3.84 1.40 0.35 
1 and 3 3 .08 1. 66 3. 62 3,76 2.46 7.13 0.11 3.21 2.29 1.90 
1 and 4 2.56 1.62 5.06 1. 57 0.66 4.56 0.81 1.69 4.07 0. 01 
2 and 3 6.36 2.15 1.93 4.66 0.73 2.68 0.48 0.95 1.35 2.28 
2 and 4 5.24 2.17 3.70 1.60 2.63 0.29 0.31 2.23 3.47 0.46 
3 and 4 0.73 0.06 1.89 1.72 2. 19 1.99 0.61 1.44 2.00 2.78 



ables produce coefficients that are significantly different 
between segments. The least distinction 'is found between 
groups 3 and 4, and the greatest differences are between 
groups 1 and 3 and groups 2 and 4. This suggests that the 
attractiveness of social-cultural activities gives the 
strongest segmentation, and the attractiveness of out­
door sports gives a rather poor segmentation. 

In conclusion, it may be stated that segmentation by 
attractiveness ratings has produced significantly dif­
ferent models, wherein most of the differences have 
intuitively meaningful interpretations. 

stage in the Family Life Cycle 

The final segmentation variable used is a compound 
socioeconomic variable, which is given in the table 
below. It was felt that this compound variable would 
be a more useful segmentation variable than any of the 
simple socioeconomic variables considered in the 
preliminary work. For our purposes, married is in­
terpreted as implying a household of two adults who 
live together. The compound variable has been found 
to be useful for travel - demand segmentation (!!), as 
well as in other social science areas (23-~ . 

Stage 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Definition 

Young (.;35 years), unmarried, living alone 
Young, unmarried, living with others 
Young, married, no children 
Married, oldest child <5 years 
Married, oldest child between 5 and 12 years 
Married, oldest child between 12 and 17 years 
Married, oldest child over 17 years 
Older (>35 years), married, no children at home 
Older, unmarried, living alone 
Older, unmarried, living with others 

Figure 1. Percentage of mean 
participation versus life cycle. 

125 

~·: 
' . ~/' 

I 

I 2 3 4 5 6 7 8 9 10 
Life Cycle 
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One may suggest, a priori, how the life-cycle vari­
able will affect recreation behavior. For example, 
people in stages 1 and 2 are likely to be more active 
because of a lack of various responsibilities and inde­
pendence from other people; whereas in stages 3 and 4, 
which constitute a home-making stage, they would tend 
to be less active because of the existence of preschool 
children or because of the need for extra money, which 
leads to extra working hours and sacrifices from lei­
sure time. A number of similar arguments can be 
advanced to suggest other groupings among life-cycle 
stages. 

Because of some apparent similarities among some 
cycles and for pragmatic reasons, all 10 stages were 
not retained for population segmentation. It was there­
fore decided to group various stages to form segments. 
Initially, a graph was produced to show average activity­
participation rates for each life-cycle stage. This is 
shown in Figure 1 and suggests that a reasonable group­
ing of stages would be (1, 2), (3, 4), (5, 6, 7), (8), and 
(9, 10). These are numbered as segment numbers 1, 2, 
3, 4, and 5, respectively. Separate models were esti­
mated for each segment by using these groupings and 
the same model specification as for the two previous 
segmentation procedures. The results of the segmented 
modeling are shown in Table 6. 

The first test made on the segmented models is the 
likelihood-ratio test, which, after adjustment, produces 
a value of -2 log A. of 902 with 76 degrees of freedom. 
The table value of chi-square at 99.9 percent is approxi­
mately 112, from which one may again conclude that the 
segmented models perform significantly better than the 
unsegmented model. The results oft-tests of the coef­
ficient differences among the five segments are shown 
in Table 7. All segments exhibit some significant dif­
ferences from any other segment; the maximum number 
(7) was between segments 1 and 2 (stages 1. and 2 and 
stages 3 and 4), and the minimum(3) was between seg­
ments 4 and 5 (stage 8, and stages 9 and 10). Note, 
however, that segments 4 and 5 each contain very small 
samples, which has the effect of reducing significantly 
the reliability of the coefficients, so that only four have 
significant coefficients in both segments. This may, 

Table 6. Models of life-cycle segments for Des Plaines and Evanston pooled data. 

Life Cycle 1 Life Cycle 2 Life Cycle 3 Life Cycle 4 LHe Cycle 5 Pooled 
(125 cases) (189 cases) (324 cases) (57 cases) (90 cases) (812 cases) 

Variable• Coefficient t-Value Coefficient t-Value Coefficient t-Value CoeHicient t-Value Coefficient t-Value Coe(ficienl t-Value 

ACHY 0.315 6.0 0.402 9.8 0.229 7. 5 0.593 5_7 0. 398 5.1 0.283 15 .3 
EXTR 0.142 2.5 -0.123 2.9 0.192 6. 5 0.298 2.0 0. 361 4. 7 0.102 5.3 
PAST 0.073 1.6 0.002 0.1 0, 144 5,4 0.845 6.1 0. 167 2. 2 0.061 3, 5 
ATTR 0.329 7.0 0.171 5. 5 0.399 19 .7 0.568 5. 5 -0.230 4.3 0.249 17 .9 
AVAIL 0.035 1. 1 -0.104 4.5 -0.084 5,0 0.162 2.0 0.011 0.3 · 0-057 5.2 
FEINC -0. 512 3, 0 0.042 0.3 -0.373 4.2 -0-228 1. 0 -0 , 646 2.8 - 0_008 1.8 
DISTLDA -0.0009 1.9 0.001 3. 6 -0.0003 2.4 0.0015 1.9 -0 .0003 1. 2 - 0.0002 1.9 
CARLDA -0.243 3.8 0.103 1.5 0.026 0. 8 -0.046 0.4 0.300 2 2 0. 041 1.8 
GOLF AGE -0.023 1.3 0.033 1.8 0 .014 3. 8 0 067 4.2 0.0007 0. 1 0_008 4. 1 
EDCULT -0.138 1.1 0.108 0.6 -0 .430 4.4 0_769 4. 1 0.427 2.9 0_117 2, 1 

"Alternative-specific constants have been excluded, for sR_ace considerations, 

Table 7. T-tests of the differences 
T-Values for Coefficient Differences 

in coefficient estimates for the 
life-cycle segments. Segment ACHY EXTR PAST ATTR AVAIL FEINC DISTLDA CARLDA GOLF AGE EDCULT 

1 and 2 1.30 3.78 1.15 2.00 3.60 2.51 3.60 3. 70 2. 19 1.07 
1 and 3 1.41 0. 78 1.33 0.10 3. 86 0.72 1.18 3. 73 2.02 3. 65 
1 and 4 1.35 0.99 36.48 0.42 1.49 1.02 2.44 1.36 3.73 4.08 
1 and 5 0.88 2.30 1.07 7. Bl 0 .47 0.46 1.03 3.55 1.20 2.96 
2 and 3 3.40 6.16 2.89 6, 16 1.15 2 ,51 4. 74 0.99 1.01 1.48 
2 and 4 1. 72 2.73 5.85 3.69 3.23 1.04 0.23 1.01 1.42 2.46 
2 and 5 0.04 5.51 1.92 6.44 2.55 2.52 3.54 1.27 1.63 1.31 
3 and 4 3.39 0.71 4.98 1.62 3.05 0.61 2.11 0.54 0.44 1.62 
3 and 5 2.02 2.06 0.29 10.92 2 .25 1.09 0.00 1.97 1.51 0.02 
4 and 5 1.51 0.38 4.32 6.80 0.61 1.30 1.99 1.82 3.70 1.44 
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therefore, be the major cause of a lack of significant 
differences between coefficients. 

The full interpretation of the differences among coef­
ficient estimates is not given here because of space con­
siderations; they can be found elsewhere @. In sum­
mary, however, segmentation by life-cycle stages has 
revealed a significant number of plausible differences 
in the weights attached to the variables in the recreation­
participation models. With the exception of two of the 
alternative-specific situational variables, all significant 
differences in weights point to expected differences in 
tastes and constraints. It seems appropriate to con­
clude, therefore, that this segmentation scheme is a 
worthwhile scheme that has identified a number of 
underlying differences in behavior, although the life­
cycle variable may be operating as a proxy for a com­
plex set of constraints and for personality maturation. 

CONCLUSIONS 

The results reported in this paper indicate that there 
exist significant variations in tastes and behavior that 
can and should be captured through population segmenta­
tion. Each of the tested segmentation schemes has 
revealed significant differences, and most of these dif­
ferences bear plausible relationships to the segmenta­
tion variables. The use of a single, unsegmented model 
offers advantages of simplicity but will result in sig­
nificant inaccuracies in the representation of recreation 
behavior, and may result in misdirected policies with 
respect to urban recreation facilities. 

Separate prediction tests were not carried out, as 
this would have required reserving at least one-half of 
the already small sample for such tests. However, our 
experience is that the significant differences found in 
the models generally lead to poorer predictions if the 
unsegmented models are used in predictions. 

It must also be noted that this research makes no 
claim to have identified optimum segmentation schemes. 
No attempts have been made to examine alternative 
groupings within segmentation schemes, to examine 
multiple segmentation (i.e., segmentation on more than 
one variable), or to seek optimal model specifications 
within segments. Until such efforts are made, we can 
only conclude that segmentation will improve model 
accuracy and that the segmentation schemes reported 
here will at least provide some gains in both policy 
insights and model accuracy, 
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Sampling Vehicle Kilometers of Travel 
Herbert S. Levinson, Wilbur Smith and Associates,1 New Haven, Connecticut 
A. L. Roark, Commissioner of Environmental Protection, Frankfort, Kentucky 
J. S. Guhin, Federal Highway Administration 

This paper develops sampling procedures for estimating vehicle kilometers 
of travel on urban streets. It shows how simple and stratified random 
sampling techniques can be applied to estimate sample-size requirements 
for estimating freeway, arterial-collector, and local-street vehicle kilome­
ters of travel. The paper also presents and provides ranges in the param­
eters associated with the variations in traffic volumes in space and time. 
These estimates are then used as part of a practical, operational procedure. 

Reliable estimates of urban vehicle kilometers of travel 
are important for many transportation planning and policy 
purposes. They help assess the effectiveness of safety 
programs. They provide a basis for allocating highway­
user revenues and establishing highway financing pro­
grams. They help validate urban transportation planning 
models and monitor urban travel growths. They provide 
a means to assess the effectiveness of transportation 
system management, air quality, and energy conserva­
tion programs. 

More than 40 years of research on traffic volume 
characteristics and variations (!.-~ has shown that: 

1. Urban traffic follows daily and hourly variation 
patterns that are generally consistent and often predict­
able. Urban traffic patterns exhibit relatively little 
weekday and seasonal variation. The percentage of total 
traffic in any given period is approximately the same 
along any route. 

2. The more counts at a given location, the greater 
is the reliability. Similarly, the heavier the traffic 
volumes at a particular location, the greater is the 
reliability of the estimated volume. 

3. The distribution of counts throughout the day is 
more significant than the total time during which the 
traffic is counted. Therefore, the number of separate 
and independent observations is more important than the 
duration of each observation. 

4. Five- to six-minute short-counts are entirely 
satisfactory where traffic is not light or unduly erratic. 

BASIC CONCEPTS AND VARIABLES 

The most reliable method for developing traffic volume 
and vehicle kilometer information is to count each sec­
tion of roadway for each day throughout the entire year. 
Such a procedure is neither practical nor possible. 
Consequently, it is necessary to apply sampling proce­
dures. 

Sampling urban vehicle kilometers of travel involves 
(a) identification of the basic variables and how they re­
late, (b) quantification of them, (c) statistical applica­
tion of them, and (d) development of simplified proce­
dures for practical use. This last step involves applying 
observed ranges in parameters to various sampling 
formulas to simplify computational steps. 

Traffic volumes on the urban street system vary by 
time and space. Where estimates of vehicle kilometers 
are involved, the length of roadway section becomes a 
third variable. A link is defined as a section of roadway 
that has a uniform traffic volume. Sampling of vehicle 
kilometers of travel thus involves the following three 
basic sources of variation or error: 

1. The variation in traffic volumes from one link 
to another (this is defined as the spatial variation among 
the population of traffic counts), 

2. The variation in volumes on any given link re­
sulting from day-to-day changes in traffic flow (this is 
defined as the temporal variations in traffic counts), and 

3. The variations in the lengths of links. 

These variations exist for volumes along any urban 
road system. The three types of variations are essen­
tially independent of each other with zero correlation. 
This results in the following formula for the first two 
sources of variations. 

Since we assume that SL 2 = 0 

where 

S} = spatial variance, 
s~ =temporal variance, 

Sl,2 =covariance of S1 and S2, and 

(I) 

(2) 

S~ = composite variance in the population of traffic 
volume counts at a given point in time. 

Estimation of the vehicle kilometers of travel per link 
is somewhat analogous to estimation of the area of a 
rectangle with errors in both the length and width. The 
variance in the vehicle kilometers of travel per link re-




